Modern large-scale surveys have allowed the identification of large numbers of white dwarfs. However, these surveys are subject to complicated target selection algorithms, which make it almost impossible to quantify to what extent the observational biases affect the observed populations. The LAMOST (Large Sky Area Multi-Object Fiber Spectroscopic Telescope) Spectroscopic Survey of the Galactic anti-center (LSS-GAC) follows a well-defined set of criteria for selecting targets for observations. This advantage over previous surveys has been fully exploited here to identify a small yet wellcharacterised magnitude-limited sample of hydrogen-rich (DA) white dwarfs. We derive preliminary LSS-GAC DA white dwarf luminosity and mass functions. The space density and average formation rate of DA white dwarfs we derive are 0.83±0.16×10 −3 pc −3 and 5.42 ± 0.08 × 10 −13 pc −3 yr −1 , respectively. Additionally, using an existing Monte Carlo population synthesis code we simulate the population of single DA white dwarfs in the Galactic anti-center, under various assumptions. The synthetic populations are passed through the LSS-GAC selection criteria, taking into account all possible observational biases. This allows us to perform a meaningful comparison of the observed and simulated distributions. We find that the LSS-GAC set of criteria is highly efficient in selecting white dwarfs for spectroscopic observations (80-85 per cent) and that, overall, our simulations reproduce well the observed luminosity function. However, they fail at reproducing an excess of massive white dwarfs present in the observed mass function. A plausible explanation for this is that a sizable fraction of massive white dwarfs in the Galaxy are the product of white dwarf-white dwarf mergers.
INTRODUCTION
White dwarfs (WD) are the typical endpoint of the evolution of most main sequence stars. Because nuclear reactions do not occur in their deep interiors, the evolution of WDs ⋆ Email; arebassa@pku.edu.cn; LAMOST Fellow † Email; x.liu@pku.edu.cn can be considered as a relatively simple and well understood gravothermal cooling process (Althaus et al. 2010a ). Actually, the evolutionary cooling times are now very accurate (e.g. Renedo et al. 2010) , providing a reliable way of measuring the WD cooling age from the temperature and surface gravity measured observationally. WDs are hence very useful tools in astronomy. For example, the WD luminosity function (LF) is an important statistical instrument which has been used not only to derive an accurate age of the Galactic disk in the solar neighborhood (Winget et al. 1987; Garcia-Berro et al. 1988; Fontaine et al. 2001 ) but also to constrain the local star formation rate (Noh & Scalo 1990; Diaz-Pinto et al. 1994; Rowell 2013) . Moreover, the WD mass function (MF) has been successfully employed over the years as a tool to test the theory of stellar evolution, offering information on stellar mass loss. This function has also been used to study how the evolution of close binaries is able to produce low-mass WDs (Liebert et al. 2005) , thus helping to asses the contribution of the distinct evolutionary scenarios in producing the current population of Galactic binaries in which one of the components is a WD. Finally, the WD age function (AF) is also a valuable tool for constraining the WD formation history (Hu et al. 2007) .
With the advent of modern, large-scale surveys such as the Sloan Digital Sky Survey (SDSS; York et al. 2000) or the Super-Cosmos Sky Survey (Hambly et al. 2001) , the size of the current observational WD samples has increased dramatically. This has allowed producing more accurate LFs, MFs and AFs (Harris et al. 2006; Kepler et al. 2007; Hu et al. 2007; De Gennaro et al. 2008; Rowell & Hambly 2011 ). However, the major drawback of most studies is the complicated target selection algorithms, which incorporate observational biases that are almost impossible to quantify in numerical simulations that aim at reproducing the ensemble properties of the observed samples.
Significant observational efforts have also allowed to unveil the population of WDs within 20 pc of the Sun (Holberg et al. 2002 (Holberg et al. , 2008 Giammichele et al. 2012 ). This sample is considerably less numerous than those mentioned above, however it is claimed to be reasonable complete and can therefore be considered as a volume (rather than magnitude) limited sample, which suffers effectively from no selection biases.
The LAMOST (Large Sky Area Multi-Object Fiber Spectroscopic Telescope) Spectroscopic Survey of the Galactic anti-center (LSS-GAC; Liu et al. 2014; Yuan et al. 2015) follows a well-defined selection criteria aiming at providing spectra for stellar sources of all colours in the Galactic anticenter (including WDs) so that they can be studied in a statistically meaningful way. LSS-GAC started operations in 2011 and will provide a significantly larger sample of WDs than those within 20 pc of the Sun. In this paper we derive preliminary observed LF, MF and AF of WDs identified within the first data release of LSS-GAC, and use a stateof-the-art Monte Carlo population synthesis code adapted to the characteristics of the survey to simulate the WD population in the Galactic anti-center. We apply the LSS-GAC selection criteria to the simulated samples, carefully evaluate all possible observational biases, and derive synthetic LFs, MFs and AFs. This exercise allows us to perform a meaningful comparison between the outcome of simulations and the observational data.
THE LAMOST SPECTROSCOPIC SURVEY OF THE GALACTIC ANTI-CENTER
LAMOST is a quasi-meridian reflecting Schmidt telescope located at Xinglong Observing Station in the Hebei province of China (Cui et al. 2012; Luo et al. 2012 ). The effective aperture of LAMOST is about 4 meters. LAMOST is exclusively dedicated to obtain optical spectroscopy of celestial objects. Each "spectral plate" refers to a focal surface with 4,000 auto-positioned optical fibers to observe spectroscopic plus calibration targets simultaneously, equally distributed among 16 fiber-fed spectrographs. Each spectrograph is equipped with two CCD cameras of blue and red channels that simultaneously provide blue and red spectra of the 4,000 selected targets, respectively. The LSS-GAC is a major component of the LAMOST Galactic survey (Deng et al. 2012; Zhao et al. 2012) . By selecting targets uniformly and randomly in (r, g − r) and (r, r − i) Hess diagrams (Yuan et al. 2015) , the LSS-GAC main survey aims at collecting λλ3,700 -9,000 low resolution (R ∼ 1, 800) spectra for a statistically complete sample of ∼ 3 million stars of all colours down to a limiting magnitude of r =17.8 mag (18.5 mag for limited fields), distributed in a contiguous sky area of over 3,400 deg 2 centered on the Galactic anti-center (|b| 30
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The simple yet non-trivial target selection of the survey makes possible to study the underlying stellar populations for any given type of target, such as WDs. In addition to the main survey, the LSS-GAC also includes a survey of the M 31/M 33 area, targeting hundreds of thousands of objects in the vicinity fields of M 31 and M 33, and a survey of Very Bright (VB) plates, targeting over a million of randomly selected very bright stars (r 14 mag) in the northern hemisphere during bright/grey nights.
Targets for the LSS-GAC main survey are selected for spectroscopic follow-up from the Xuyi Schmidt Telescope Photometric Survey of the Galactic anti-center (XSTPS-GAC) catalogue Zhang et al. 2013 Zhang et al. , 2014 . The XSTPS-GAC survey was initiated in October 2009 and completed in March 2011. Photometry in SDSS g, r and i bands was acquired with the Xuyi 1.04/1.20 m Schmidt Telescope located at the Xuyi station of the Purple Mountain Observatory, P. R. China. The XSTPS-GAC surveyed an area of about 5,400 deg 2 , from RA ∼ 3 to 9 h and Dec ∼ −10 to +60 o to cover the LSS-GAC main survey footprint, plus an extension of ∼ 900 deg 2 to the M 31, M 33 region to cover the LSS-GAC M 31/M 33 survey area. The resulting catalogues contain about 100 million stars down to a limiting magnitude of r ∼ 19.0 mag (10σ), with an astrometric calibration accuracy of 0.1 arcsec (Zhang et al. 2014 ) and a global photometric calibration accuracy of ∼2 per cent (Liu et al. 2014, Yuan et al., in prep.) .
For the LSS-GAC main survey, bright (B), mediumbright (M) and faint (F) plates are designated to target sources of brightness 14.0< r 16.3 mag, 16.3 r 17.8 mag and 17.8 r 18.5 mag, respectively. During the Pilot (Oct. 2011 -Jun. 2012 ) and the first year Regular (Oct. 2012 -Jun. 2013 ) Surveys of LAMOST, a total of 1,042,586 [750, 867] spectra of a signal to noise ratio (S/N) 10 at 7450Å [S/N 10 at 4650Å] have been collected, including 439,560 [225,522] spectra from the main survey. Most of the stars are from the B plates.
The raw data were reduced with the LAMOST 2D pipeline (Version 2.6) (e.g. Luo et al. 2004) , following the standard procedures of bias subtraction, cosmic-ray removal, 1D spectral extraction, flat-fielding, wavelength calibration, and sky subtraction. The LAMOST spectra are recorded in two arms, 3,700 -5,900Å in the blue and 5,700 -9,000Å in Figure 1 . Reduced χ 2 spec − S/N distribution obtained by fitting one of our WD templates [T eff =14,000K, log(g)=7 dex, see Fig. 2 ] to the entire LSS-GAC spectroscopic data base. Objects falling in the area defined by χ 2 spec < 0.002 × S/N 2.7 (red curve) are considered WD candidates (magenta dots).
the red. The blue-and red-arm spectra are processed independently in the 2D pipeline and joined together after flux calibration. Flux calibration for the LSS-GAC observations is performed using an iterative algorithm developed at Peking University by Xiang et al. (2015) , achieving an accuracy of about 10 per cent for the whole wavelength ranges of blue-and red-arm spectra. A detailed description of the target selection algorithm, survey design, observations, data reduction, and value-added catalogs of the first LSS-GAC data release is presented in Yuan et al. (2015) . In the current work we only consider spectra obtained by the main LSS-GAC survey. A list including the names of the plates employed for the main survey is provided in Table A1 (see  Appendix) .
THE LSS-GAC WD SAMPLE
In this section we describe our methodology for identifying WDs within the LSS-GAC spectroscopic data base. We do this following two independent but complementary routines. The first identifies WDs by χ 2 -template fitting all LSS-GAC spectra, the second selects WDs by applying a well-defined colour cut to the XSTPS-GAC photometric catalogue. We also estimate the spectroscopic completeness of the LSS-GAC WD sample.
The χ 2 -template fitting method
We use the χ 2 -template fitting method described by Rebassa-Mansergas et al. (2010) to identify LSS-GAC WDs. This routine was originally developed to search for SDSS WD-main sequence binaries (WDMS; Rebassa-Mansergas et al. 2010 . However its mathematical prescription can be easily implemented to the LSS-GAC data for identifying single WDs. As the first step, a given WD template is used to fit the entire LSS-GAC spectroscopic data base and the resultant reduced χ S/N ratios of the LSS-GAC spectra are represented in a 2D map and an equation of the form,
is defined so that all systems below this curve (χ 2 spec < χ 2 max ) are considered as WD candidates, where a and b are free parameters defined for each template. An example is illustrated in Fig. 1 . The form of Eq. (1) is defined to account for systematic errors between template and observed spectra, which become more important the larger the S/N is. The particular shape of the curve is carefully evaluated for each template as a compromise between the number of excluded/selected spectra. In other words, we aim at selecting as many WD candidate spectra as possible of similar spectral features as the templates used (note that, strictly speaking, the only free parameter we are considering in the fitting process is the normalization factor). However, the number of selected targets cannot be too large, as otherwise the automatization becomes useless.
The spectra of all WD selected candidates are then visually inspected and systems that are not WDs are simply excluded. This exercise is repeated for all WD templates considered. In this case, our templates are the result of adding artificial Gaussian noise to 45 DA (hydrogen-rich) carefully selected WD model spectra provided by Koester (2010) that cover a broad range of WD effective temperatures (6,000K-60,000 K) and surface gravities (7 < log g < 9 dex). The model spectra were binned to the LSS-GAC resolving power. Four of our considered WD templates are shown in Fig. 2 . Obviously, using only DA WD templates restricts our search to hydrogen-rich WDs. However, as we show below (Section 3.3), the number of non-DA WDs currently observed by the LSS-GAC is rather small. Moreover, it has to be stressed that the presence of a small fraction of non-DA WDs does not seem to influence significantly the shape of the LF (Cojocaru et al. 2014) .
As already mentioned, LSS-GAC spectra are the result of combining a blue and a red optical spectrum obtained from two separate arms. Given that single WDs are blue objects, in principle, the blue arm spectra alone should allow (g − r) versus (r − i) colour-colour plot illustrating the location of LSS-GAC DA white dwarf candidates (black solid dots within the colour cut defined by the red solid lines). The 92 confirmed LSS-GAC DAs are shown as cyan dots, others as grey dots The g magnitudes of 22 LSS-GAC DA white dwarfs are found to be unreliable, which explains why these WDs are found outside the expected colour region (two of them beyond the displayed area).
us to efficiently identify such stars. To investigate this, we separately applied the above described routine to all bluearm LSS-GAC spectra as well as to all combined (blue-and red-arm) spectra and compared the results. We found that the number of identified WDs differed significantly. Specifically, we identified ∼ 30 per cent more objects using the combined, blue plus red, spectra. Moreover, all WDs identified using only the blue-arm spectra were included in the list of targets found using the combined LSS-GAC spectra. The overall shape of the continuum spectrum is hence required for efficiently selecting single WDs. We found this effect to be most important when selecting WDs against hot (A) main sequence stars in which the strengths of the Balmer lines are similar. This was also the case when selecting WDs amongst low S/N ( 5) spectra. For these two reasons, we decided to only consider the combined LSS-GAC spectra of S/N ratio above 5 in this work. This excluded 15,442 LSS-GAC spectra for which the default 2D pipeline (Section 2) failed to deliver usable red-and/or blue-arm spectra. It also excluded 622,112 spectra of S/N ratios below 5. This requirement is further supported by the fact that reliable stellar parameters (necessary for obtaining reliable LF, MF and AF) cannot be derived for low S/N ratio WD spectra (Rebassa-Mansergas et al. 2010) . Thus, the total number of LSS-GAC spectra considered in this work was 306,600, of which 20,029 were selected as WD candidates by our χ 2 -template fitting method. A visual inspection revealed that 94 of those are genuine WDs, 81 of DA type (see Table 1 ). We also identified 26 WDMS binaries. With the exception of J080357.21+334138.6, these binaries are already included in the LAMOST WDMS binary catalogue by Ren et al. (2013 Ren et al. ( , 2014 . 
The colour cut method
In the previous section we searched for DA WDs by χ 2 -template fitting all LSS-GAC spectra. Here we complement this with an independent strategy based on XSTPS-GAC g, r and i photometry (Section 2). This exercise relies simply on applying a well-defined cut to the XSTPS-GAC g−r and r−i colours (see Table 1 of Girven et al. 2011 and Fig. 3 of this paper). Girven et al. (2011) provide two additional colour cuts, using the u and z magnitudes respectively, however these are not used here because the XSTPS-GAC does not provide magnitudes in those filters. 16,824 sources fall within the area defined by our cut and visual inspection of spectra of those targets confirms 78 as WDs, of which 70 are DAs -see Table 1 . The vast majority of the remaining targets are single A, F main sequence stars whose colours overlap with those of cool WDs. The contamination by quasars is negligible as these sources are generaly too faint to be observed by the LSS-GAC survey. 63 (57) of these 78 (70) WDs (DAs) are already discovered following the above described χ 2 -template fitting method. Thus, the colour method adds 15 new objects (13 of which are DAs) to our sample. The total number of LSS-GAC WDs thus raises to 105, and among them we classify 90 as DA WDs (Table 1 ). The complete LSS-GAC DA WD sample is provided in Table A2 (see Appendix) .
Two important conclusions can be drawn from the above exercise. First, the χ 2 -template fitting method failed to identify ∼ 15 per cent of the whole LSS-GAC DA WD sample. Visual inspection of the spectra of those systems revealed that they were either of low S/N ratios (∼ 5 − 6 in the blue-arm spectra), or were subject to artifacts of a bad flux calibration/merging of the two-arm (blue plus red) spectra, or a combination of both. Although those effects clearly affect the identification of DA WDs when applying the χ 2 -template fitting method, they do not influence the colour selection of DA WDs. Secondly, the DA WD colour cut we applied missed ∼ 22 per cent of the whole DA WD sample identified. A closer inspection revealed the g magnitudes of these targets to be unreliable. This caused those objects to fall far from the colour locus expected for DA WDs (see Fig. 3 ). . Spectral model fits to two DA WDs in our sample. Top row, 1st and 3rd panels: best-fit (black lines) to the normalised Hβ to Hǫ (grey lines, top to bottom) line profiles. Top row, 2nd and 4th panels: 1, 3 and 6σ χ 2 contour plots in the T eff − log g plane. The black contours refer to the best line profile fit, the red contours to the fit of the entire (continuum plus lines) spectrum. The dashed line indicates the occurrence of maximum Hβ equivalent width. The best "hot" and "cold" line profile solutions are indicated by black dots, the best fit to the entire spectrum (continuum plus lines) is indicated by a red dot. Bottom row, upper panels: the WD spectra and associated uncertaintied (grey lines) along with the best-fit model spectrum (black line) for the 4,000-5,500Å wavelength range. The χ 2 that result from the Balmer line fitting (cold and hot solutions) and the entire spectrum fitting are also indicated. Bottom row, lower panels. The residuals of the fit in the 4,000-5,500Å wavelength range. The T eff and log g values listed in Table A2 are determined from the best Balmer line profile fit. The fit to the entire spectrum is only used to select between the "hot" and "cold" solutions of Balmer line profile fit (see also Fig. 5 ).
Spectroscopic completeness of the LSS-GAC DA WD sample
The spectroscopic completeness is defined as the fraction of DA WDs that we have identified compared to the total number of WDs observed by the LSS-GAC. It can be assumed that the DA WD spectroscopic sample is 100 per cent complete within the colour selection box defined by the g − r and r − i colours, as we have visually inspected every single spectrum within this region. There are 70 DA WDs in this colour box, of which 57 were found by the χ 2 -template fitting method (Table 1 ). The spectroscopic completeness of the χ 2 method within the colour box is therefore 80 per cent. The number of DA WDs found by the χ 2 -template fitting method outside the colour box is 20 (Table 1 ). If we assume that the spectroscopic completeness of the χ 2 -template fitting method is not strongly colour dependent, then the total number of DA WDs we expect to lie outside the colour box is 20/0.8 = 25. The total number of DA WDs that could have been detected is therefore (70+25) = 95, and the overall spectroscopic completeness is (70+20)/95 ≃ 95 per cent. The two independent methods we have used to identify LSS-GAC DA WDs, namely the χ 2 -template fitting method and the colour cut method, seem to complement each other very well and manage to identify the vast majority of DA WDs observed by the LSS-GAC survey.
An addional way to quantify the spectroscopic completeness is by cross-correlating our list with the LAM-OST DA WD catalogues published by Zhao et al. (2013) and Zhang et al. (2013) . Of the 16 DA WDs of Zhao et al. (2013) , and 27 of Zhang et al. (2013) that fall in the area observed by LSS-GAC and have spectra of S/N ratios 5 in both the red-and the blue-arm spectra, 15 and 26 are within our sample, respectively 1 . Therefore, we have missed two DA WDs (Table 1) . This exercise suggests a spectroscopic completeness of ∼ 94 − 96 per cent for our sample, in good agreement with the above estimated value.
In Table A2 we include the two DA WDs that we have missed. This increases our LSS-GAC WD catalogue to 107 WDs. Of these, 92 are of the DA type ( Table 1 ). Given that DA WDs are the most common ones -∼85 per cent, see for example Kleinman et al. (2013) -and our final sample contains 92 DA WDs and seems to be highly complete, it can be said that the number of non-DA WDs currently observed by LSS-GAC is very small.
STELLAR PARAMETERS AND DISTANCES
We determine the stellar parameters following the fitting routine described by Rebassa-Mansergas et al. (2007) . This Note that in this particular case the g XSTPS-GAC magnitude is found to be unreliable (Fig. 3) .
relies on using the entire model grid of DA WDs of Koester (2010) to fit the normalised Hβ to Hǫ line profiles of each WD spectrum for determining the effective temperature (T eff ) and surface gravity (log g). Two examples are illustrated in Fig. 4 (top row, first and third panels). Given that the equivalent widths of the Balmer lines go through a maximum near T eff = 13, 000 K (with the exact value being a function of log g), T eff and log g determined by fitting the Balmer line profiles are subject to an ambiguity, often referred to as "hot" and "cold" solutions. This implies that, at a given equivalent width, the Balmer lines of a cold and massive WD have the same profile as the Balmer lines of a hot and less massive WD (see Fig. 4 , top row second and fourth panels). We break this degeneracy as follows. First, we fit the entire WD spectrum (continuum plus lines) with the same grid of model spectra used for fitting the Balmer lines (see bottom panels of Fig. 4) . We used the 4,000-5,500Å wavelength range covered by the blue arm of the LSS-GAC spectra. This is because in some cases the combined LSS-GAC spectra are subject to artifacts of a bad merging of the blue plus red arm individual spectra. Since the continuum spectrum of a DA WD is mostly sensitive to T eff , the best-fit value from the entire spectrum indicates which of the two solutions is the prefered one. However, because of uncertainties in the flux calibration, the fit to the entire spectrum can only be used for breaking the degeneracy between the hot and cold solutions, rather than for obtaining a reliable set of stellar parameters. This in turn implies that the solution prefered by the best-fit to the entire spectrum may be subject to systemmatic uncertainties. Thus, in a second step the choice between hot and cold solution is further guided by comparing the ultraviolet GALEX (Galaxy Evolution Explorer; Martin et al. 2005; Morrissey et al. 2005 ) and optical
XSTPS-GAC
2 fluxes to the fluxes predicted from each solution (see two examples in Fig. 5 ). This exercise allows us to confidently select the correct solution for 75 of our 92 LSS-GAC DA white dwarfs. We use these 75 LSS-GAC DA white dwarfs as the sample of analysis in this work.
It has been shown that spectroscopic fits that use 1D model atmosphere spectra such as those employed in this work result in systematically overestimated surface gravities for WDs cooler than ∼12,000 K (Koester et al. 2009; Tremblay et al. 2011) . We have thus applied the 3D corrections of Tremblay et al. (2013) to T eff and log g determined above. We then interpolated the T eff and log g values in the tables of Renedo et al. (2010) and Althaus et al. (2005) ; Althaus et al. (2007) ; Althaus et al. (2010b) to obtain masses, cooling ages, absolute Mg, Mr and Mi and bolometric (M bol ) magnitudes for our WDs. These cooling sequences provide absolute magnitudes in the U BV RI system, which are converted into the ugriz system using the equations of Jordi et al. (2006) . Distances were finally obtained from the distance moduli of our targets, with the XSTPS-GAC g, r, i magnitudes corrected for extinction using the 3D Galactic extinction map provided by Chen et al. (2014) .
The effective temperature, surface gravity, mass, cooling age and distance distributions of the 75 DA WDs for which we are able to break the degeneracy between the hot and cold solutions obtained by fitting the Balmer lines of their LSS-GAC spectra are shown in Fig. 6 . Inspection of this figure reveals that the vast majority of LSS-GAC WDs are located at short distances (∼50-300 pc). The mass and log g distributions broadly peak at 0.6 M⊙ and log g = 8 dex Figure 7 . Correlations between the effective temperatures, masses, distances and cooling ages of the 75 LSS-GAC DA white dwarfs shown in Fig. 6 (black dots). We also show a typical realization of the Monte-Carlo simulations described in Section 6 (red stars). As can be seen the degree of overlap of the synthetic sample and the observational one is nearly perfect in all six panels.
respectively, features that have been observed previously in numerous studies (e.g. Koester et al. 1979; Holberg et al. 2008; Kepler et al. 2015) . The effective temperatures are clustered between ∼ 10,000-15,000 K, and the majority of WDs have cooling ages between 0.01 and 1 Gyr. In Fig. 7 we show a grid of panels displaying the correlations between the effective temperatures, masses, distances and cooling ages (black dots) . We do not include the surface gravity here, as it is nearly equivalent to mass. It becomes clear that the higher the WD effective temperature the larger trends to be the distance, a clear selection effect indicating that cooler WDs need to be generally closer to us to be observed by the LSS-GAC. Also, hotter WDs trend to be further away, as otherwise they saturate the lower magnitude limit of the LSS-GAC. These effects are also noticeable when inspecting the relation between mass and distance: low-mass WDs are brighter and trend to be found at larger distances. It also becomes evident that, as a simple consequence of the WD cooling, the cooling ages decrease for increasing effective temperatures. Because of this there is also a tight relation between cooling age and distance, i.e. shorter cooling ages imply hotter WDs, therefore further distances. There is also a clear correlation between the cooling age and the distance, a quite natural behavior, since given that the mass distribution of WDs has a narrow peak around 0.6 M⊙, the cooling ages and the effective temperature are very tightly correlated (see the leftmost central panel of this figure). Also shown in this figure is a typical realization of the Monte Carlo simulations described below (Section 6). It is quite apparent the high degree of overlap between the synthetic and the observed samples, indicating that our models reproduce with high fidelity the selection procedures, and the astronomical properties of the observed population.
From the above discussion it becomes clear that our observational sample and corresponding distributions are affected by selection effects typical of those incorporated by magnitude limited surveys. We correct for those observational biases in the next section. . From top to bottom: mass, effective temperature, surface gravity, cooling age and distance distributions of the 75 LSS-GAC DA white dwarfs for which we are able to break the degeneracy between the hot and cold solutions obtained from fitting the Balmer lines of their spectra.
THE LSS-GAC DA WD LUMINOSITY AND MASS FUNCTIONS, AND THE DA WD FORMATION RATE
Magnitude limited surveys such as the LSS-GAC survey are affected by selection effects. Therefore, any parameter distribution that results from the analysis of a given observed population is subject to observational biases. The 1/Vmax method described in Schmidt (1968) and Green (1980) is aimed at removing these biases. In our case this is done calculating the maximum volume in which each of our WDs would have been detected given the magnitude limits of the LSS-GAC survey. This requires considering the lower and upper magnitude limits of each of the 16 spectrographs of each LSS-GAC plate. For each spectropgraph, the lower and upper magnitude limits define respectively the minimum (dmin) and maximum (dmax) distances (and therefore minimum and maximum volumes, Vmin and Vmax) at which the considered WD would have been detected. The total maximum volume of a WD, VWD, is the sum over the individual maximum volumes obtained from each spectrograph -see also Hu et al. (2007) ; Limoges & Bergeron (2010) :
where b is the Galactic latitude of the WD, and ωi is the solid angle in steradians covered by each spectrograph (1.2
ωi is the total area observed by the survey, also in steradians). The factor e −z/z 0 takes into account the non-uniform distribution of stars in the direction perpendicular to the Galactic disc (Felten 1976) , where z = r × sin(b) is the distance of the WD from the Galactic plane, and z0 is the scale height, which is assumed to be 250 pc (Liebert et al. 2005; Hu et al. 2007 ). In the cases where two or more spectrographs observe the same region of sky, we consider the overlapping region with the largest volume, spanning between the smallest lower magnitude limit and the highest upper magnitude limit of the overlapping spectrographs.
Once VWD is calculated for each WD in the observed sample the space density of WDs is simply obtained as 1/VWD = 0.83 ± 0.16 × 10 −3 pc −3 , where the sumation is over all the WDs in the sample 3 . However, it has to be noted that the space density derived here represents an absolute lower limit, as we are able to derive reliable stellar parameters for only 75 of the 92 DAs in our sample. That is, we are considering just 81 per cent of the observed sample in the analysis. Moreover, the lowest effective temperature value among LSS-GAC DA white dwarfs is ∼6,500 K. WDs of lower effective temperatures are too faint to be detected by the survey, and are therefore not accounted for in our calculation of the space density. The space density as a function of the bolometric magnitude M bol , mass MWD and cooling age tc yield the WD LF, MF and AF, respectively. Each of these functions is analysed in the following sub-sections.
The 1/Vmax method described above can be also used to quantify the completeness of the observed sample, i.e. the percentage of WDs that are still missing because of selection effects after applying the 1/Vmax method. This completeness must not be taken as the spectroscopic completeness of the LSS-GAC sample, which is 95 per cent (see Section 3.3). If the sample is complete, then the average value V − Vmin / Vmax − Vmin should be 0.5 (Green 1980 ) (where V is the volume of the WD as defined by its distance, i.e. the same as Equation (2), but integrating from 0 to d). In our case this quantity is 0.4, which corresponds to a completeness of 80 per cent. Of course, the above derived estimate of the completeness is within the context of the magnitude limits of the LSS-GAC survey, i.e. it does not account for populations of WDs that are too faint/rare to make it into the observed sample. Moreover, 19 per cent of the observed sample has not been considered in the analysis. If we were able to constrain the stellar parameters of these WDs, then the completeness would increase.
The luminosity function
The LSS-GAC WD LF is shown in Fig. 8 , its associated errors are calculated following Boyle (1989) Fig. 8 reveals that, for M bol 6 mag, the LF derived in this work is in good agreement with the LF of De Gennaro et al. (2008) . The apparent disagreement between our LF and the one obtained by Giammichele et al. (2012) is likely due to the fact that the latter study includes all WDs (not only DAs) in a volume-limited local sample which does not presumably suffer from completeness issues, and therefore the space density is higher. For M bol < 6 mag, our LF is also in broad agreement with that of Torres et al. (2014) for hot DAs. However, the number of LSS-GAC WDs falling in these bins is too small for a meaningful comparison between the two studies. It should be also noted that the WD LF actually continues to fainter magnitudes than those shown in Fig. 8 , however we do not display those bins as these objects are too faint to be present in the LSS-GAC sample.
Inspection of

The mass function
The MF of the LSS-GAC WDs is displayed in Fig. 9 . As expected, it shows a clear peak around 0.6 M⊙. A relatively high percentage (∼10 per cent) of low-mass (<0.5 M⊙) WDs can also be seen. Traditionally, the existence of these lowmass WDs has been attributed to binary interactions (e.g. Liebert et al. 2005) , and indeed it has been demonstrated that the majority of low-mass WDs are formed in binaries (Rebassa-Mansergas et al. 2011; Kilic et al. 2012 ). Therefore, DA WDs in those low-mass bins are expected to be part of binaries that contain unseen companions. Inspection of Fig. 9 also reveals a large fracion (∼30 per cent) of massive ( 0.8 M⊙) WDs. A high-mass feature has also been regularly detected in a number of studies (e.g. Liebert et al. 2005; Kepler et al. 2007; Kleinman et al. 2013) and it has been claimed that it arises as a consequence of WD binary mergers. Population synthesis studies however do not predict more than ∼10 per cent of the entire WD population being the result of binary mergers (Han et al. 1994; Han 1998; Meng et al. 2008; Toonen et al. 2012; García-Berro et al. 2012 ). Alternatively, a large number of high-mass WDs in the MF presented here may be the consequence of large uncertainties in the mass determinations (the mass errors of some of our objects are estimated to be 0.1 − 0.15 M⊙, which can move some objects across the corresponding mass bins). We will further discuss the large percentage of highmass WDs identified in our MF in Section 7.4.
The formation rate of DA WDs
We now estimate the average DA WD formation rate following the method outlined by Hu et al. (2007) . If the WD formation rate is assumed to be constant during the last Gyr, then the slope of the cumulative AF (see Fig. 10 ) can be considered as the average formation rate. Thus, we simply fit the cumulative AF with a straight line (the red dashed line in Fig. 10) , and identify the slope of 5.42 ± 0.08 × 10 −13 pc −3 yr −1 of the fit as the DA WD formation rate. Inspection of Fig. 10 reveals that, as expected, the maximum of the cumulative AF is 0.83 × 10 −3 pc −3 , i.e. the total LSS-GAC DA WD space density.
Numerous studies in the past two decades have obtained WD formation rates. The most recent analysis (Verbeek et al. 2013 ) results in a birth rate of 5.4 ± 1. Liebert et al. (2005) .
THE LSS-GAC SIMULATED DA WD LUMINOSITY, MASS AND CUMULATIVE AGE FUNCTIONS
In the previous sections we presented and characterised the sample of DA WDs identified within the data release 1 of the LSS-GAC. We also derived the DA WD space density, which has been used to construct the preliminary LF and MF of LSS-GAC DA WDs. Finally, we estimated the average DA WD formation rate from the DA WD cumulative AF. In this Section we simulate the LSS-GAC DA WD population and take advantage of the well-defined selection criteria employed by the LSS-GAC survey to evaluate the fraction of simulated WDs that would have been observed by the LSS-GAC survey. This will allow us to directly compare the ensemble properties of the observational data sets with the outcome of the simulations (see Section 7).
The population synthesis code
We provide here a brief description of our Monte Carlo WD population synthesis code, and of the changes done to adapt it to reproduce the LSS-GAC. A more complete and detailed description of the principal components of this method Figure 10 . The LSS-GAC DA white dwarf cumulative age function. The slope of a straight line fit to the last Gyr (red dashed line) gives the average DA WD formation rate.
can be found in previous works (García-Berro et al. 1999; Torres et al. 2002; García-Berro et al. 2004 ). Any Monte Carlo code has at its very core the idea of repeated random sampling, i.e. generating the statistical properties of data from known distributions, that is used to obtain the initial characteristics (mass, time of birth, initial position, kinematics, as well as other interesting quantities) of every star that will come to form part of the initial synthetic population. One main ingredient here is the pseudo-random number generator, for which we use the algorithm from James (1990) . This produces a uniform probability density between (0, 1) with a repetition period of over 10 18 , more than sufficient for most practical purposes. The next important step is using adequate probability distribution functions for sampling the stellar properties. These distribution functions are crucial inputs that define each particular population. Thus, stellar masses are sampled using the initial mass function (IMF) of Kroupa (2001) , a standard choice, in particular considering the alleged universal character of the IMF (Bastian et al. 2010) . The moment at which each star is born (t born ) is obtained in accordance with a star formation rate (SFR), assumed to be constant unless otherwise specified. The position of each star is randomly generated from a double exponential distribution of a constant Galactic scale height of 250 pc and a constant scale length of 3.5 kpc. The velocity distribution that we employ takes into account the differential rotation of the Galaxy, the peculiar velocity of the Sun and a scale height dependent dispersion law (Mihalas & Binney 1981) . Also, a metallicity value is assigned to each star according to a Gaussian metallicity distribution as presented in Casagrande et al. (2011) .
In order to reproduce the LSS-GAC, stars are only generated in a cone delimited by −30
• in Galactic latitude and 150
• in Galactic longitude (Section 2), with no restriction in terms of distance from the Sun. However, we define a test cone of up to 200 pc in length, in which we interactively examine the density of generated stellar mass until we reach a limit density value for the local stellar population (e.g. Holmberg & Flynn 2000). We scale this limit in order to obtain a final restricted WD sample of the same order as the observed one. In a next step we set a 9.5 Gyr age for the thin disk (t disk ) and interpolate the main sequence lifetimes (tMS) of the generated stars using the BaSTI grids according to stellar mass and metallicity (Pietrinferni et al. 2004 ). Knowing t disk , tMS and t born , we can easily evaluate which of those stars have had time to become WDs. If that is the case the WD cooling age is simply given by tc = t disk − tMS − t born . Also, by knowing the mass of the WD progenitor we can compute the WD mass using an initial-to-final mass relation (IFMR), which will be further detailed in Section 6.2. WD luminosities, effective temperatures, surface gravities and U BV RI and M bol magnitudes are then obtained by interpolating the inferred WD masses and cooling ages along the following cooling tracks: for WD masses smaller than 1.1 M⊙ and larger than 0.45 M⊙ we use the CO sequences of Renedo et al. (2010) and Althaus et al. (2010b) , while for WD masses above the upper value we employ the ONe tracks of Althaus et al. (2005) and Althaus et al. (2007) . Finally, we convert the U BV RI magnitudes into the ugriz system using the equations of Jordi et al. (2006) , taking into account the 3D Galactic extinction map of Chen et al. (2014) and the extinction coefficients of Yuan et al. (2013) .
Some of the DA WD stellar parameters derived from the fits to the LSS-GAC spectra are subject to relatively large errors (Section 4). It is therefore necessary to account for those uncertainties in the simulated WD populations before comparing the synthetic and observational data sets. The effective temperature errors of the observed sample, which show a modest increase with increasing temperature, were fitted by a third order polynomial such that the error for relatively cool (∼ 10, 000 K) WDs is about 300 K, increasing to ∼ 1, 000 K for WDs as hot as 25, 000 K. We adopt this polynomial relation for deriving effective temperature errors of our simulated WDs. The observational errors of log g cluster around ∼ 0.2 dex, and we take this value as the surface gravity uncertainty of the synthetic WDs. The values of effective temperature and surface gravity for each simulated WD are re-defined considering a random value within the error range defined for the two quantities. We then interpolate new values of mass, luminosity, cooling age, and bolometric and absolute magnitudes from the redefined T eff and log g values. This results in, for example, an average error in mass of ∼ 0.1 M⊙ for our simulated WDs. Photometric errors are also taken into account. They are directly derived from the photometric uncertainties associated with the XSTPS-GAC survey ).
Models
As presented in Section 5, the observational sample exhibits several specific features that are clearly visible in the LF, MF and cumulative AF of the LSS-GAC WD sample (Figs. 8, 9 and 10). We attempt to reproduce those features by employing the above described population synthesis code.
Given the apparent excess of massive WDs seen in the MF (Fig. 9) , we attempt to reproduce this feature focusing on three parameters of the simulations that can affect the final WD mass distribution, namely the SFR, the IFMR up to an initial mass of about 6 M⊙ (the mass range of the zero-age main sequence for which WDs with CO cores are produced) and the slope of this (linear) relationship for the high-mass end (WDs with ONe cores). We start with our fiducial model, from now on called model 1, which uses a constant SFR, the piecewise linear IFMR introduced by Catalán et al. (2008) for the CO WD regime, and a slope of 0.1 for the massive regime (Iben et al. 1997) .
We then consider three additional models, in which we vary only one of the above three parameters with respect to model 1. In model 2 we employ a slope of 0.06 for the IFMR of massive WDs (Weidemann 2005) . The reason for lowering the slope of the relationship to this value is to expand the range of initial masses that can produce massive WDs (over 1 M⊙) in the hope of reproducing an excess. In order to ensure the continuity of the IFMR over the entire WD mass range and to be consistent with the upper CO WD mass limit, we consider that all stars with masses between 6 and 11 M⊙ become WDs of core masses ranging from 1.1 to 1.4 M⊙, which neatly gives this slope. Extending the mass range up to 1.4 M⊙ is probably wrong, given that a WD that massive would most likely explode (Ritossa et al. 1999) , but for the purposes of the current test is an acceptable assumption. Model 3 uses the curved IFMR from Ferrario et al. (2005) for the CO regime, which, according to these authors, results in a better agreement with the WD mass distribution as compared to when a linear fit is used. In model 4 we use the bimodal SFR of Rowell (2013) , which has two broad peaks at around 2 and 7 Gyr ago. This SFR should favor an increase in the number of massive WDs during the last 2 Gyr given their shorter main sequence lifetimes. For each model we perform 10 individual realizations, and we compute the ensemble average of all the relevant quantities. A summary of the input parameters used for each model is given in Table 2 .
The selection function
Once the synthetic DA WD samples have been obtained for the different models outlined in the previous Section, it becomes necessary to evaluate which of those synthetic WDs would have been observed by the LSS-GAC survey. Here, we describe how the selection process is performed.
The first step is to evaluate the effect of the LSS-GAC target selection criteria (Section 2). This is done independently for each of the 10 realizations of each model. For this purpose, the g, r, i magnitudes of all WDs that are part of a given synthetic population are embedded within the XSTPS-GAC photometric catalogue and the selection criteria is then applied to the entire resulting population. The magnitude limits of the LSS-GAC survey are 14 mag r Table 3 . The synthetic WD populations are passed through consecutive steps of filtering that gradually reduce the number of surviving objects. We show here an example for one of the 10 performed realizations of our standard model (Table 2 ). In the last two columns we indicate the percentage of WDs that survive respect to the previous step and the percentage of WDs that survive respect to the initial population, respectively. 18.5 mag (Section 2), and within those limits the LSS-GAC criteria efficiently selects 80-85 per cent of the total simulated WD population, depending on the model. This fraction increases to 85-90 per cent if we consider 14 mag r 18 mag. The high success rate of selecting WDs is not unexpected, considering that the LSS-GAC survey is specifically developed to efficiently target stars of all colours, including blue objects such as WDs (Section 2). In a second step we evaluate which of the simulated WDs that are selected by the LSS-GAC criteria fall within the field of view (5 deg 2 ) of the LSS-GAC plates actually executed (Table A1 ). If this is the case, an additional condition is that the simulated WDs are required to fulfill the magnitude limits of the plates/spectrographs, otherwise they would not have been observed. In practice, we consider the distances between the position defined by the right ascension and declination of each simulated WD and the central positions of the 16 spectrographs of the plate where the synthetic WD falls (also defined by their right ascensions and declinations) and evaluate whether or not the r magnitude of the synthetic WD is within the magnitude limits of the nearest spectrograph. If all those conditions are fulfilled, we then consider the probability of a given target to be allocated a fibre (some fibres are used for sky observations). This probability is simply given by Nspec/(Nspec + N sky ), and is generally ∼0.9. Nspec is the number of target spectra observed by the spectrograph, and N sky is the number of fibres allocated for sky observations.
If the synthetic WDs survive all the previously explained filtering process we consider the LSS-GAC survey would have observed them. Therefore, in a third step we consider the probability for each simulated WD to have a LAMOST spectrum of S/N ratio 5 in both the blue and red arms. For each synthetic WD we calculate the fluxes from their associated g and r magnitudes, add and subtract a 5 per cent of flux in each case and calculate the magnitudes that result from this exercise (g+, g− and r+, r−; where the sufixes + and − indicate that we have added and subtracted the 5 per cent of the corresponding flux). We then consider all targets observed by the respective spectrograph (i.e. the spectrograph where the simulated WD falls) having g− < g < g+ and r− < r < r+, and calculate the median S/N ratio of their LSS-GAC spectra in the two bands. If no observed spectra are found satisfying the above magnitude ranges, or if one of the median S/N ratios is smaller than 5, the synthetic WD is then excluded from the analysis. This exercise takes into account nigh-to-night variations of S/N ratio that may arise e.g. from varying observing conditions, as the S/N is evaluated specifically for objects observed during the same night with the same plate/spectrograph, and of similar magnitudes as the simulated WD of concern.
Finally, in a fourth step we take into account the spectroscopic completeness of the observed sample (the fraction of LSS-GAC DA WDs that we have identified among all DA WDs observed) as well as consider the fact that we are not able to obtain reliable stellar parameters for 19 per cent of the observed sample. We have estimated a spectroscopic completeness of 95 per cent (Section 3.3) . Therefore, we randomly exclude 5 per cent of all synthetic WDs that passed the previous filters. After this correction, we proceed by randomly excluding 19 per cent of the surviving systems.
In order to minimize the effects of the random exclusion of synthetic WDs, we repeat steps two to four 20 times per model realization. Given that each of the four models considered (Table 2 ) counts 10 realizations, we obtain 200 different final synthetic populations for each model. The number of simulated WDs that pass the entire selection process described above vary slightly from model to model (and realization to realization) and yields synthetic samples of 65-85 objects, similar to the number of WDs in the observed sample, 75 DA WDs. An example of how the number of synthetic WDs gradually decreases as they are passed through each of the filters of our selection process is shown in Table 3 . In a final step we use bootstrapping techniques to produce synthetic samples of the same number of objects as the observed one.
The final LF, MF and cumulative AF for each model are the result of averaging 200 individual functions derived from each of the independent realizations. These are shown in Figs. 11, 12 and 14, respectively, where we also include the LF, MF and cumulative AF derived from the observational sample. A comparison of the synthetic and observed functions is presented and discussed in detail in the following Section.
DISCUSSION
In this section we compare the LFs, MFs and cumulative AFs (i.e. birth rates) that result from our numerical simulations to those derived observationally. Before comparing in detail the simulated and the observed distributions, we compare the WD populations obtained from each of the models employed here. We also estimate the number of DA WDs that the LSS-GAC will eventually observe.
The final expected number of LSS-GAC DA white dwarfs
The LSS-GAC selection criteria (Section 2) applied to our simulated WD populations results in ∼80-85 per cent of the synthetic DA WDs falling within the magnitude limits of the survey being selected for observations (Section 6.3). The total number of WDs generated by each model oscilates between 3,800 and 3,900, which reduces to 2,130-2,160 if we Figure 11 . Simulated DA WD LFs (grey solid lines) resulting from the models considered in Section 6.2 (see Table 2 ). The observed LSS-GAC WD LF is shown as a black solid line.
consider the magnitude limits of the LSS-GAC. This implies that, on average, ∼1,700-1,850 DA WDs could be potentially observed at the end of the survey, depending on the assumed model.
We have shown that ∼50 per cent of our synthetic DA WDs would have S/N 5 if observed by the LSS-GAC (see Table 3 ). This percentage is expected to increase up to ∼2/3 for the data release 2 (and further releases) of LSS-GAC spectra (private communication). The number of LSS-GAC DA white dwarfs expected to have spectra of S/N 5 at the end of the survey is thus NDA =(1,700-1,850 − N obs ) × 2/3 ≃ 1,070-1,170, where N obs = 92, i.e. the number of currently observed DA WDs. Considering spectroscopic completeness and spectral fitting effects (Section 6.3, Table 3 ), which exclude ∼ 25 per cent of the DA WD spectra with S/N 5, the final number of LSS-GAC DA white dwarfs with available and reliable stellar parameters at the end of the survey is expected to be ≃800-875, i.e. approximately one order of magnitude higher than the current number of observed LSS-GAC DA white dwarfs with reliable stellar parameters.
Effects of observational uncertainties
We have employed four different models to simulate the WD population in the Galactic anti-center with the aim of constraining what set of assumptions (SFR, IFMR,. . . ) fits better the observational data. As expected, the intrinsic properties of the simulated populations differed from model to model. However, these properties are altered when the observational uncertainties are incorporated (Section 6.1). For example, the simulated mass distributions become broader and lose detail, and more importantly, peak at larger values (e.g. the median of the distribution shifts from 0.57 M⊙ to 0.60 M⊙ for Model 2). Hence, the incorporation of observational uncertainties results in less prominent differences between the synthetic WD parameter distributions.
This effect is enhanced when we take into account the selection biases. In order to illustrate these effects together, we show in Fig. 7 the correlations between the effective temperatures, masses, cooling ages and distances for the synthetic population (red stars) and compare them to those obtained from the observational sample (black dots). For the seek of clarity we chose one typical realization of our Model 1, although very similar results are obtained for the other realizations and models. It becomes obvious that the model reproduces well the observational data, and that the correlations between the considered parameters follow the same pattern as the observational one (Section 4). Fig. 11 shows the LFs derived from our simulated samples, as well as that deduced from the observational data. The uncertainties in the simulated functions were derived in the same way as for the observed one (Section 5.1). The space density obtained for models 1, 2, 3 and 4, are 0.96±0.19, 0.98±0.21, 1.16 ± 0.20 and 1.06 ± 0.20 × 10 −3 pc −3 respectively. Although these values are slightly higher than the space density derived from our observations (0.83 ± 0.16 × 10 −3 pc −3 , Section 5), they perfectly match within the error bars. It is evident that there is an overall good agreement (within the error bars) between the simulated and the observed LFs, except at M bol 2 and 6 mag, where the observed LF predicts a considerably higher space density. It has to be noted, however, that the number of targets falling within bins of M bol < 7 mag is small (18 per cent of the total observed sample). Hence, the observed LF in those high luminosity bins is subject to low number statistics and the apparent increase of the observed LF at those specific bins should be taken with some caution. A further inspection of Fig. 11 reveals that, because of the reasons explained above (Section 7.2), no model seems to have an obvious advantage in reproducing the observational data.
The luminosity function
The mass function
After applying the LSS-GAC target selection criteria and the target selection process described in Section 6.3 to our simulated populations, the MFs yielded by all simulations are rather similar (Fig. 12) . In addition, synthetic (single) WDs of masses as low as 0.35 M⊙ are now possible as a consequence of incorporating observational uncertainties. This effect partly explains the apparent over-abundance of lowmass ( 0.45 M⊙) WDs in the observed MF (black solid line in Fig. 12 ). Alternatively, a relative large fraction of lowmass WDs in the observed sample could be the result of binary star evolution (Rebassa-Mansergas et al. 2011) . The companions are likely to be cooler and/or more massive WDs, or low-mass late-type main sequence stars, although other exotic companions such as brown dwarfs cannot be ruled out. It is also clear that none of our models manages to completely reproduce the observed behaviour at high mass bins, i.e. the fraction of massive WDs (> 0.8 M⊙) relative to those of typical mass (0.6 M⊙) is higher in the observed sample. We discuss possible scenarios leading to this feature below.
The initial-to-final mass relation
The currently available IFMRs have been derived from observational data that exhibit large scatter in the initial-tofinal mass diagram (see for example Fig. 1 of Catalán et al. 2008) . In one of our models we have investigated the effect of varying the slope of the IFMR for producing a wider range of massive WDs (see Section 6.2 and Table 2 ). We have also explored the effect of employing a curved IFMR (Ferrario et al. 2005) . To further investigate the impact of the large scatter in the initial-to-final mass diagram to the simulated MF, two additional models (models 5 and 6) are developed that take into account the error bars of the IFMR of Catalán et al. (2008) so that the IFMR is virtually moved "up" in one model and "down" in the other model. The remaining free parameters of models 5 and 6 are the same as for our standard model ( Table 2 ). The results show that the MFs obtained from these two models do not differ significantly from those shown in Fig. 12 and therefore are not able of reproducing the high-mass excess present in our observed MF.
S/N ratio and 3D model atmosphere correction effects
Two additional plausible explanations for the large fraction of massive WDs observed are effects of limited S/N ratios and 3D model atmosphere corrections. The LSS-GAC spectra considered in this work have a minimum S/N ratio of 5. It is therefore possible that some systematic uncertainties in the WD stellar parameters result as a consequence of the relatively low S/N ratio of some WD spectra. This may lead to the masses of some WDs being overestimated. In order to investigate this possibility we rederive the observed MF excluding all systems with spectra of a S/N ratio below 8. This leaves us with 52 DA WDs. We decided not to increase the S/N threshold to higher values because otherwise the number of massive (fainter and with systematically lower S/N ratios) WDs that would survive the cut would be severely reduced. The MF that results from this exercise does not differ significant from the one obtained using the full sample, and displays as well a large fraction of massive WDs. Therefore, S/N ratio effects are unlikely to be the cause of the excess of massive WDs observed.
The DA WD sample analysed in this work includes cool WDs for which we have applied the 3D model atmosphere corrections to their stellar parameters deduced from 1D model atmosphere fitting: effective temperature, surface gravity, and hence mass. If those corrections are somehow incorrect, they may lead to an apparent overabundance of massive WDs. To explore this possibility we re-derived the MF excluding all WDs in our sample with an effective temperature below 13,000 K. This results in a sub-sample of 58 DA WDs. The MF deduced from this sub-sample again presents a clear overabundance of massive WDs. We therefore find that the overabundance of massive WDs is unlikely caused by the possible effects related to the 3D model atmosphere corrections.
Effective temperature and surface gravity error effects
The effective temperature and surface gravity errors obtained fitting the Balmer lines are not independent. The reason for this correlation is that the strength of the Balmer lines is largely determined by the ionization balance. That is, if the equivalent width of e.g. Hβ is fixed, a higher assumed effective temperature will need a higher surface gravity, as the higher pressure is needed to compensate. The line shape is the second order effect, which determines where on the correlation line the best solution is. In order to ivestigate whether or not this effect may explain the excess of high-mass WDs observed, our simulations should have taken into account not only the errors in these quantites (see Sections 6.3 and 7.2), but also their correlation. However, the strength of this correlation not only depends on the effective temperature range, but also the first order change of line strength disappears, and with it the correlation, near the maximum strength of the line. Moreover, the correlation is not always apparent for small errors. Hence, quantifying the correlation between the effective temperature and surface gravity errors is a notable endeaveour, which is beyond the scope of this paper. Thus, whether or not such a correlation may explain the apparent excess of massive WDs remains an open question.
WD+WD mergers
An exciting possible explanation for the excess of highmass WDs in the observed MF is that a relatively large fraction of those stars are the result of mergers of two low-mass WDs (Marsh et al. 1997; Vennes 1999) . Although no population synthesis study hitherto predicts such a large fraction of high-mass WDs as the outcome of WD mergers (e.g. Han et al. 1994; Han 1998; Meng et al. 2008; Toonen et al. 2012) , this scenario has been adopted in some of the previous observational studies (e.g. Liebert et al. 2005; Giammichele et al. 2012) . To further investigate this hypothesis we compare in Fig. 13 the normalised MF obtained in this work with the normalised mass distribution of DA WDs in the local, volume-limited sample of Giammichele et al. (2012) . In becomes obvious that the peak at 0.6 M⊙ is less pronounced in our normalised MF, an effect likely related to the fact that we are subject to larger observational uncertainties which broaden the distribution. Interestingly, whilst the high-mass peak in the normalised mass distribution of Giammichele et al. (2012) is found at 1 M⊙, our normalised MF shows two apparent peaks at the 0.9 and 1.1 M⊙ bins and reflects a scarcity of systems at the 1 M⊙ bin. Although this discrepancy is likely due to our larger uncertainties, which are sufficient to shift objects across bins, both studies favour the hypothesis that an excess of massive WDs seems to exist.
If this excess of massive WDs may arise as a consequence of WD binary mergers, then the high merger rate implied by the observed excess of massive WDs may indicate a much more important role of the double-degenerate channel for the production of Type Ia supernovae (Wang & Han 2012; Toonen et al. 2012) . Analysing the expected merger rates of WDs based on our observations and comparing them to the observed rates of Type Ia supernovae thus seems to be a worthwhile exercise, and we will pursue this elsewhere. High-mass WDs that result from mergers are expected to be magnetic (García-Berro et al. 2012 ), therefore we may expect to find signs of magnetic fields in our massive WDs that should help test this hypothesis.
The large WD merger rate suggested by the current work indicates that an even larger number of close WD binaries may exist in the Galaxy that have not yet merged. Those close binaries could be a main source of gravitational waves to be detected by future facilities such as the space interferometer eLISA (Nelemans 2013) . Therefore, indirect support in favour of the merger scenario may be obtained by analysing the population of close double WDs that eLISA will discover.
The average DA WD formation rate
The cumulative AFs derived from our simulated populations are illustrated in Fig. 14 , where the observed cumulative AF is also displayed. There is an overall good agreement between our simulations and the osbervations for coolinjg ages up to 1 Gyr, except perhaps for our model 4, which seems to systematically overestimate the space density for cooling age bins <0.4 Gyr (note that in model 4 we are employing a bimodal star formation rate). For cooling ages larger than 1 Gyr the discrepancies between the models and the observations arise due to the scarcity of WDs at those specific cooling ages.
Fitting the simulated cumulative AFs with a straight line (see Section 5.3) we derive average DA WD formation rates of 6.04±0.05, 6.42±0.05, 5.85±0.02 and 5.97±0.04 ×10 −13 pc −3 yr −1 for models 1, 2, 3 and 4 respectively. These values agree with the average formation rate derived from our observations within the errors (5.42 ± 0.08 × 10 −13 pc −3 yr −1 , Section 5.3). Because of the observational uncertainties (Section 7.2), we find that no model seems to have an obvious advantage in reproducing the observational data.
SUMMARY AND CONCLUSIONS
The recently initiated LAMOST Spectroscopic Survey of the Galactic anti-center, the LSS-GAC, selects targets for spectroscopic observations following a well-defined criteria. This significant advantage over previous surveys has allowed us to present a well-characterised magnitude-limited sample of 92 LSS-GAC hydrogen-rich (DA) white dwarfs from the data release 1. Our catalogue is expected to be ∼ 95 per cent complete. We have determined the stellar parameters (surface gravity, effective temperature and mass), absolute and bolometric magnitudes, and distances of 75 DA white dwarfs. Taking into account volume corrections we have derived an absolute lower limit for the space density of DA white dwarfs of 0.83±0.16 × 10 −3 pc −3 . We have also obtained preliminary observed LSS-GAC DA white dwarf luminosity, mass and cumulative age functions. The luminosity function resembles those found in previous observational studies. The mass function reveals an excess of massive white dwarfs. Finally, the DA white dwarf formation rate derived from the cumulative age function is 5.42±0.08×10
−13 pc −3 yr −1 , in good agreement with other recent studies.
We have simulated the DA white dwarf population in the Galactic anti-center using an existing Monte Carlo code adapted to the characteristics of the LSS-GAC. For this purpose, and specially aiming at reproducing the observed excess of massive white dwarfs, we have employed four different models. All those models take into account the observational uncertainties, both spectroscopic (i.e., we incorporate errors in the stellar parameters of our simulated white dwarfs based on the observational errors) and photometric. We find that the LSS-GAC criteria selects ∼80-85 per cent of all simulated white dwarfs with 14 r 18.5 mag (the magnitude limits of the survey) in each model, thus providing robust evidence for the high efficiency of LSS-GAC in targeting white dwarfs. Once the observational uncertainties have been taken into account in our simulations, the distribution of stellar parameters are similar for all models. We find that all our simulations reproduce well the observed luminosity function, however no particular model seems to fit better the data.
None of our considered models is able to reproduce the observed excess of massive DA white dwarfs. We have investigated possible explanations for this feature and concluded that a plausible scenario is that a sizable fraction of those massive white dwarfs are products of mergers of two initially lower-mass white dwarfs. If that is the case, then the white dwarf merger rate in our Galaxy is considerably higher than currently assumed. This may have important implications for the production of Type Ia supernovae via the doubledegenerate channel.
Finally, it is important as well to emphasise that although our study represents an important step forward towards unveiling the underlying population of DA white dwarfs in the Galaxy, the size of the LSS-GAC sample is small, and that the stellar parameters we derived for some objects are subject to relatively large uncertainties. Forthcoming LSS-GAC data releases are expected to increase the number of DA white dwarfs by one order of magnitude. In addition, the quality of the LAMOST spectra will improve, which will reduce the uncertainties in the stellar parameter determinations. We will hence derive updated luminosity and mass functions and DA white dwarf formation rates at the end of the survey. 
