Uncertainty investigations in nonlinear aeroelastic systems  by Deng, Jian et al.
Journal of Computational and Applied Mathematics 235 (2011) 3910–3920
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Uncertainty investigations in nonlinear aeroelastic systems
Jian Deng ∗, Cristina Anton, Yau Shu Wong
Department of Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta, Canada T6G 2G1
a r t i c l e i n f o
Keywords:
Uncertainty
Stochastic collocation method
Monte Carlo simulation
Wiener chaos expansion
Nonlinear aeroelastic system
a b s t r a c t
In this paper, the stochastic collocation method (SCM) is applied to investigate the
nonlinear behavior of an aeroelastic system with uncertainties in the system parameter
and the initial condition. Numerical case studies for problemswith uncertainties are carried
out. In particular, the performance of the SCM is compared with solutions based on other
computational techniques such as Monte Carlo simulation, Wiener chaos expansion and
wavelet chaos expansion. From the computational results, we conclude that the SCM is an
effective tool to study a nonlinear aeroelastic system with random parameters.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Structures are of great importance to the aerospace engineering community. Themajority of the results on the aeroelastic
investigations reported in the literature are based on a deterministic model. However, in reality, uncertainties are present
in one form or another. The uncertainties may arise due to the limitations of the mathematical model in representing the
physical system and/or the uncertainties in the system parameters, boundary and initial conditions. In many instances,
simulating solutions using a deterministic model may lead to inaccurate computational results.
For a deterministic aeroelastic model, the governing equations can be expressed as a system of nonlinear differential
equations [1]. To incorporate the effects due to uncertainties, random variables are introduced and the resulting model is
represented by a system of random differential equations (RDEs). The key challenge now is to develop accurate and reliable
numerical schemes which are capable of solving the RDE.
The Monte Carlo Simulation (MCS) is a standard technique which has been widely used in engineering community for
stochastic simulations. However, MCS requires a tremendous computational cost due to its slow convergence. Hence, there
is a growing interest to develop efficient computational algorithms for RDE. In recent years, Polynomial Chaos (PC) [2] and
Wiener Chaos Expansion (WCE) [3] have been applied to many engineering problems taking into account the effects due
to uncertainty. By incorporating the polynomial chaos expansion with the finite element method, Ghanem and Spanos [2]
developed the Stochastic Galerkin method (SGM). The method has been verified to be very efficient for many problems,
e.g., [4,5]. However, for long-time integrations or problems with discontinuity in the random space, such as the limit cycle
oscillation (LCO), behavior of the aeroelastic system, the PC fails to converge after a short time and increasing the polynomial
order provides only a small improvement in the convergence [6]. Hence the use of the local chaos expansion, namely the
Wiener–Haar wavelet expansion, was proposed. The wavelet expansion has proven to be more accurate and efficient than
the global chaos expansion [3].Moreover, the discretewavelet transform (DWT)was introduced in [7] to replace theGalerkin
projection, because it is difficult to generate the equation within the framework of the finite element method for practical
applications.
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In this paper, we propose a simple but effective technique based on the Stochastic Collocation Method (SCM), which
can be regarded as a special kind of sampling based method combining the strength of the Monte Carlo Simulation and the
Stochastic Galerkin Method. The convergence of the solution with respect to the number of the nodal points is investigated,
and it has been shown that the proposed method reduces the computational time significantly compared to the MCS. In
the investigations of the limit cycle oscillations and the Hopf bifurcations in an aeroelastic model, the predictions based on
the SCM is at least as accurate as those using the WCE. Moreover, the SCM is straightforward to implement and flexible to
incorporate the uncertainties.
2. Computational methods for uncertainty quantification problems
In mathematical and engineering communities, various computational techniques have been developed for uncertainty
quantification (UQ) problems. In this section, we briefly present two approaches: namely the Wiener chaos expansion and
the collocation method.
2.1. Wiener chaos expansion
According to the Cameron–Martin theorem, any process with finite second-order moments can be represented by a
Hermite polynomial chaos expansion [8]. The normalized Hermite polynomials are defined as follows:
Hn(x) = (−1)
n
√
n! e
x2
2
dn
dxn

e−
x2
2

, n = 0, 1, 2, . . . . (1)
It is well known [9] that {Hn(x)}∞0 is a complete normalized orthogonal basis in the Hilbert space L2(R) = {f (x) : +∞
−∞ f
2(x)ρ(x)dx < ∞}, where ρ(x) denotes the Gaussian density function. Moreover, we can construct the subspaces
WM , {v : v ∈ span{Pj(x)}Mj=0} using a finite number M of orthogonal polynomials, such that the sequence of subspaces
will converge to L2(R) as the number of the orthogonal polynomials approaches infinity, WM → L2(R) as M → ∞.
Consequently, for a practical problem, the Hermite orthogonal polynomials can be used to represent any square-integrable
function of a standard Gaussian random variable in a truncated form.
To truncate the expansion in multidimensional cases, we define the finite-dimensional polynomial spacesW Pn in R
n as
W Pn ,

m1+···+mn≤P
Wmi , dim(W Pn ) =

n+ P
P

. (2)
The tensor product is over all possible combinations of subspaceWmi satisfyingm1+· · ·+mn ≤ P . Hence, the highest total
degree of the n-variate orthogonal polynomial basis inW Pn is controlled by P .
The Hermite polynomial chaos expansion was successfully applied to many practical problems, but it was noted that for
non-Gaussian processes, the convergence rate of the Hermite polynomial expansion deteriorates substantially. To recover
the convergence rate, the general polynomial chaoswas constructed based on the fact that the probability density functionρ
in the definition of the space L2(R) determines the type of orthogonal polynomials. For example, a uniform random variable,
whose probability density function is constant, corresponds to the Legendre polynomials [8]. Moreover, an important class
of general polynomial chaos, which guarantees the optimal convergence rate for different kinds of random input, can be
expressed using the Askey scheme of hypergeometric polynomials [8].
The construction of the global chaos expansion is not restricted to polynomials. Depending on the characteristics of the
problem, different types of complete functional bases can be used to represent the stochastic processes, such as the Fourier
chaos expansion [10] or the multi-element polynomial expansion [11].
One of the most important applications of the polynomial chaos expansion was proposed in [2]. By combining the
polynomial chaos expansion and the finite element method, they developed the Stochastic Galerkin method (SGM). In the
SGM, the random parameters or the initial values and the solution of the RDE are represented in a finite truncated form of
the expansion. Using the Galerkin projection on each orthogonal polynomial function, the equations of the RDE are derived
within the framework of the finite element method, and the solutions can be computed numerically using the deterministic
solver. The SGM has been successfully applied to many problems, e.g., [4,5].
However, for long-time integrations or problems with discontinuity in the random space, the SGM method fails to
converge even after a short time, and increasing the polynomial order provides only a small improvement [6]. Hence the
use of the local chaos expansion, namely the Wiener–Haar wavelet expansion, was proposed, and it was demonstrated to
be more accurate and efficient than the global chaos expansion [3].
A stochastic process u(t, ξ)with a finite second moment can be represented by a truncated wavelet chaos expansion as
u(t, ξ) ≈ u0(t)+
J−
j=0
2j−1−
k=0
uj,k(t)Φj,k(F(ξ)) (3)
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where Φj,k(x) is the normalized orthogonal wavelet basis, and F(ξ) is the distribution function of the random variable ξ ,
and
uj,k(t) =
∫ 1
0
u(t, F−1(y))Φj,k(y)dy. (4)
Thewavelet coefficients uj,k(t) can be determined by the Galerkin projection. However, generating the explicit equations
of the stochastic Galerkin projection is not a simple task for practical problems.
Instead of MCS or numerical integration, Mallat’s pyramid algorithm for the DWT (Discrete Wavelet Transform,
i.e. Formula (4)) can be employed to compute the 2J+1 wavelet expansion coefficients. This algorithm is much more
computationally efficient and accurate than MCS or numerical integration [12]. To determine the 2J+1 wavelet coefficients,
Mallat’s pyramid algorithm requires at least 2J+1 realizations. Therefore, the DWT can be considered as a type of ‘sampling’
method, and is used to replace the Galerkin projection.
2.2. Stochastic collocation method
In this study, we propose to investigate the random dynamics using an approach based on the stochastic collocation
method (SCM). The collocation method predicts the behavior of the system at a fixed time by interpolation. By using
the interpolation instead of the DWT, it is much more straightforward to implement the SCM. Moreover, it reduces the
computational time by eliminating the need to determine the wavelet coefficients.
The selection of the interpolation method is an essential part of the design of SCM [13]. Here we present the Lagrange
polynomial interpolation. The idea is to select a finite number of n+ 1 points x0 < x1 < · · · < xn belonging to the interval
[a, b], and for any real valued function f , to construct a polynomial function g(x) with degree n such that g(xi) = f (xi) for
i = 0, . . . , n. The interpolation function g(x) is expressed in the form:
g(x) = f (x0)δ0(x)+ f (x1)δ1(x)+ · · · + f (xn)δn(x), (5)
where δi(x) is the Lagrange polynomial [14] defined by
δi(x) = (x− x0)(x− x1) . . . (x− xi−1)(x− xi+1) . . . (x− xn)
(xi − x0)(xi − x1) . . . (xi − xi−1)(xi − xi+1) . . . (xi − xn) . (6)
The assumptions about the continuity of the predicted function f may not be suitable in UQ problems, such as a problem
exhibiting a jump phenomena. The discontinuity of f can make the convergence of high degree interpolation polynomials
very slow, or even impossible (e.g. because of Gibbs’ phenomenon [15]). Consequently, in developing the SCM, we employ
a piecewise interpolation with polynomials of degree one. The piecewise linear function can be expressed as
g(x) =
n−
i=0
f (xi)wi(x) (7)
where
wi(x) =

x− xi−1
xi − xi−1 if x ∈ [xi−1, xi] and i ≥ 1
x− xi+1
xi − xi+1 , if x ∈ [xi, xi+1] and i ≤ n− 1
0 otherwise
(8)
for i = 0, . . . , n.
A natural way to extend the one-dimensional interpolation to multidimensional spaces is to apply the tensor products
of one-dimensional interpolations. For a real value function f : [a, b]n → R, we construct a one-dimensional interpolation
in each dimension using Eq. (5) or Eq. (7):
Iif =
mi−
k=1
f (x(i)k )δk(x
(i)). (9)
Here the nodal sets areΘi = (x(i)1 , x(i)2 , . . . , x(i)mi) ⊂ [a, b], and Ii is the interpolation operator of f on the ith dimension. The
tensor product for the multidimensional space is defined by
If ≡
n
i=1
(Ii(f )) (10)
on the nodal setΘ =ni=1Θi.
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The computational complexity of the SCM is N times that of the deterministic problem, where N is the number of
nodal points. Therefore, the total number of collocation points is one of the most important factors in determining the
computational cost for SCM.
In the tensor products, the number of nodes is N =| Θ |= m1 · . . . ·mn. If the number of nodes in each dimension is the
same, m1 = m2 = · · · = mn ≡ m, then N = mn. This number grows exponentially with increasing dimension n. Due to
a rapid growth of the nodes in high dimensions, the tensor product approach is mostly used for lower dimensions such as
n ≤ 5. In the recent years, efficient techniques for selecting nodes, such as the sparse grid and Stroud’s cubature [16], have
been proposed to reduce the number of nodes in high dimensions and to improve the efficiency of SCM.
The problem studied here is restricted to a two-dimensional random space. The ‘curse of dimension’ is still not obvious,
and the number of collocation points is acceptable in practical computations.
To illustrate the numerical implementation of the SCM, we consider the following simple random dynamical system:
u′ = −α(ξ)u, t > 0, u(0) = u0, (11)
where the coefficient α is a function of the random variable ξ with the probability density function ρ.
Let Θ = {ξ (i)}Ni=1 ∈ [a, b] be a set of nodes selected on the interval [a, b] according to a distribution with density ρ,
where N is the total number of nodes. By requiring (11) to be satisfied at each node for any k = 1, . . . ,N , we obtain the
deterministic equation:
u′(t) = −α(ξ (k))u, t > 0, u(0) = u0. (12)
Solving the differential equation, we have a deterministic solution u(t; ξ (k)) for each sample.
Outside the nodal setΘ , we estimate the solution u(t, ξ) by a piecewise linear function using (7):
Iu(t, ξ) =
N−
k=0
u(t; ξ (k))wk(ξ), for all t > 0. (13)
Using the estimation of the solution, Iu(t, ξ), we evaluate the expectation E[u(t, ξ)] and the variance Var[u(t, ξ)]:
E[u(t, ξ)] ≈ E[Iu(t, ξ)] =
N−
k=1
u(t; ξ (k))
∫ b
a
wk(ξ)ρ(ξ)dξ, (14)
Var[u(t, ξ)] = E[(u(t, ξ)− E[u(t, ξ)])2] ≈ E[(Iu(t, ξ)− E[Iu(t, ξ)])2]. (15)
Thus the SCM is equivalent to solving N deterministic problems in each ‘realization’ of the random variables ξ (k) for
k = 1, . . . ,N , and then interpolating the results.
3. Numerical simulations
In order to evaluate the effectiveness of the proposed SCM, we first consider two test models which were investigated
in detail in [7]. In particular, we focus our attention on comparing the SCM with the Polynomial Chaos (PC) with
Wiener–Hermite expansion andWiener–Haar expansion reported in [7] for stochastic problems with oscillatory behaviors.
Once the performance of the SCM is verified, we apply the SCM to investigate the Hopf bifurcation in a nonlinear aeroelastic
system.
3.1. Test models
3.1.1. The sinusoidal model
We now consider the sinusoidal stochastic process used in [7] to study the performance of the polynomial chaos (PC)
with Wiener–Legendre expansions. Here the sinusoidal model is given by
u(t, ξ) = sin(ω(ξ)t), (16)
where ω = ω0 + σω(ξ − 0.5) is the random frequency. ξ is a uniform random variable on Γ = [0, 1], ω0 = 2π, σω/ω0 =
0.60, and t = [0, 10].
In order to test the convergence of the SCM, we used 32 and 64 collocation nodes respectively. By comparing the
realizations from the SCM (see Fig. 1) and the PC expansion (see Fig. 8 in [7]), we conclude that the SCM is superior to the
PC expansion for long-time integration for the sinusoidal model. However, due to the increasing frequency in the random
space, the SCM with 32 nodes fails to estimate the expected value at the later time t > 40 (see Fig. 2). To overcome this
problem, more nodal points must be used in the SCM. Fig. 2 shows an excellent agreement for the SCM with 64 nodes and
the MCS for time t = [0, 70].
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Fig. 1. Two test cases: (a) ξ = 0.01 and (b) ξ = 0.995. SCMwith 64 nodes (— · —) (blue — · — in the web version), SCM with 32 nodes (· · ·) (red · · · in the
web version).
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Fig. 2. Expected value fromMCS (—) (red — in the web version) SCMwith 64 nodes (— · —) (blue — · — in the web version), SCMwith 32 nodes (· · ·) (black
· · · in the web version).
3.1.2. The nonlinear dynamical system
The second test model is given by a nonlinear dynamical system with the following governing equations:
x′ = c1x+ c2y+ c3xy2 + c4x5
y′ = c5x+ c6y+ c7y3 + c8y5
(17)
where c1 = c6 = −0.2, c2 = −1, c3 = 1, c4 = c8 = −0.25, c5 = 1 and c7 = 0.5 + 0.5ξ . The initial conditions are
x(0) = y(0) = 0.6, and ξ is a uniform random variable on [0,1]. This system was studied in [7] to evaluate the performance
of the PC with the Wiener–Harr expansion in which the Legendre polynomials are replaced by the Haar wavelet series.
In the dynamical system, there exists a stable limit cycle oscillation (LCO) and an unstable LCO inside the stable LCO.
When the initial point is inside the unstable LCO, the dynamic system converges to the equilibrium point, namely zero.
If the dynamic system starts with an initial point outside the unstable limit cycle, the system converges to a stable LCO.
Numerical simulations show that the occurrence and the amplitude of LCO is sensitive to the parameter c7 [7]. Thus, it is of
interest to investigate the system response with the uncertainty due to the random coefficient c7.
The random dynamical system under consideration exhibits a subcritical Hopf bifurcation, and it admits a discontinuity
in the random space. Fig. 3 shows the simulation of x(t) at t = 90, a time that is sufficiently large to allow the system to
converge to an LCO or zero. The discontinuity is detected around ξ ∗ = 0.3. When ξ is less than ξ ∗, the system converges to
zero, implying that the initial point (0.6, 0.6) is inside the unstable LCO. On the other hand, when ξ is greater than ξ ∗, the
asymptotic state of the system is an LCO, and consequently, the initial point is outside the unstable LCO.
Here, we employ the ode45 algorithm in Matlab 6.5, (which is the adaptive fourth/fifth-order Runge–Kutta scheme with
an error checking) as the deterministic solver in the SCM. If the estimated error is larger than the tolerance, the algorithm
will refine the time step to retain the accuracy. In the simulations, the relative tolerance and absolute tolerance are set to
10−3.
From Fig. 3, we observe that when the dynamical system converges to an LCO (i.e. ξ > ξ ∗), the interpolation
underestimates the peak value of the LCO. Moreover, Fig. 4 shows that the error due to interpolation results in a decay
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Fig. 3. Simulation of x(t) at t = 90. Deterministic (·) (red · in the web version); SCM with 64 nodes (—) (blue — in the web version) in (a) and 128 nodes
(—) (blue — in the web version) in (b).
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Fig. 4. Maximum value of |x(t)| for t ≥ 80. Deterministic (·) (red · in the web version); SCM with 64 nodes (—) (blue — in the web version) in (a) and 128
nodes (—) (blue — in the web version) in (b).
of the amplitude of the realization obtained by the SCM. Here, the amplitude is defined by the maximum value of |x| for
t ∈ [80, 100], which was chosen to allow the system to have sufficient time to converge to an LCO or zero. By comparing
the plots presented in Figs. 3 and 4, it is clear that more accurate results are obtained by introducing more nodal points in
the SCM.
For the dynamic system with a random LCO, we investigate the realization from the SCM using 64 nodes for time
t = [0, 100]. Fig. 5 displays the realizations generated for ξ = 0.682 and ξ = 0.780, respectively, for which the system
converges to a stable LCO. Using the definition introduced in [7], the error of the realization is defined by the difference of
the realization and the solution from the deterministic system.
The phase plane plots show that the realizations from the SCM accurately capture the LCO of the dynamical system.
However, a small decay of the amplitude for ξ = 0.780 can be observed in Fig. 5 (c). The collocation nodes used in the SCM
are uniformly selected, and they do not include ξ = 0.682 and ξ = 0.780.
The realizations based on the DWT for the stochastic model with ξ = 0.682 and ξ = 0.780 were reported in Figs. 19 and
20 in [7]. The resolution level of the wavelet basis is 5, and 256 samples are included. The simulation results in [7] illustrate
that the local wavelet expansion accurately represents the oscillation of a stable LCO. However, when ξ = 0.780, there
exists a time delay on the realization, and consequently, a large error results. Therefore, we conclude that the performance
of SCM shown in Fig. 5 is as good as the local wavelet expansion for ξ = 0.682. Nevertheless, for ξ = 0.780, a much smaller
error of the realization is achieved by using the SCM. It should be noted that SCM ismore efficient, since the result presented
is based on 64 and 128 nodes, whereas 256 samples were used for the wavelet based method reported in [7].
3.2. Aeroelastic system
After the success of the SCM in the above test models, we now apply the SCM for an aeroelastic system. The two-degree-
of-freedommodel simulating an airfoil oscillating in pitch and plunge is expressed as a coupled system of two second-order
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Fig. 5. Comparison of deterministic model (—) (red — in the web version) and SCM with 64 nodes for (a,b) ξ = 0.682 and (c,d) ξ = 0.780. Phase plot of
LCO in (a) & (c), SCM (- - -) (black - - - in the web version). Details on [90, 100] in (b) & (d), x(t) (—) (red — in the web version), error ε (- - -) (blue - - - in
the web version).
nonlinear differential and integral equations (see [1] for the complete mathematical formulation):
η′′ + xαα′′ + 2ζη ω˜U∗ η
′ +

ω˜
U∗
2
G(η) = − 1
πµ
CL(τ )
xα
r2α
η′′ + α′′ + 2 ζα
U∗
α′ + 1
U∗2
M(α) = 2
πµr2α
CM(τ ).
(18)
The variable η denotes the non-dimensional plunge displacement, and α is the pitch angle of an airfoil. This is a
fluid–structure interaction problem, where the structural terms are given by M(α) and G(η). For subsonic flows, the
aerodynamic terms CL(τ ) and CM(τ ) can be expressed by the integral formulations which contain the functions [1]:
f (τ ) = 2
µ

1
2
− ah

α(0)+ η(0)

(ψ1ε1e−ε1τ + ψ2ε2e−ε2τ ),
g(τ ) = − (1+ 2ah)f (τ )
2r2α
.
(19)
Following the procedure proposed in [1], the integro-differential system (18) is transformed into an eighth-order ODE
system. The nonlinear pitch stiffness term M(α) is defined by a polynomial model, and a linear plunge stiffness term is
employed, where G(η) = η. For numerical simulations, the system parameters are taken as:
µ = 100, ah = −0.5, xα = 0.25, ω˜ = 0.2 and rα = −0.5. (20)
3.2.1. LCO I
In the recent study of Beran et al. [12], a fifth-order polynomial
M(α) = α + k3α3 + k5α5 (21)
is employed to model the pitch restoring force. When k3 < 0 and k5 > 0, there exists a bifurcation point ULCO such that a
stable LCO exists for ULCO < U∗, where ULCO ≈ 5.908 [12]. Therefore, for ULCO < U∗ < U∗L , the aeroelastic system exhibits
a stable LCO and an unstable LCO, where U∗L is the linear flutter speed. However, for U∗ > U
∗
L , the unstable LCO is fold and
only the stable LCO exists.
Now consider a model with k5 = 20, and the randomness of the aeroelastic system is introduced though the uncertainty
of the coefficient associated with the cubic term, which is given by
k3(ξ) = [k3]0 + [k3]1ξ, (22)
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Fig. 7. PDFs of amplitude for (a) U∗ = 6.5, and (b) U∗ = 6.284.
where [k3]0 = −3, [k3]1 = 0.2, and ξ is a uniform random variable on [−4,4]. Since the functions f (τ ) and g(τ ) are very
close to zero for large values of τ , we set g(τ ) and f (τ ) to zero. The initial condition is first considered as deterministic,
where x(0) = (0.0147, 0, 0, 0, 0, 0, 0, 0).
In order to carry out a reasonable comparison with the results presented in [12], we consider the time domain t =
[0, 18 000]. The time is sufficiently large such that the realization has converged to an LCO for t much less than 18000,
(actually, the realization converged to LCO at t < 2000). Fig. 6(a,c) shows the simulations of the maximum plunge values
(x3(t)) with respect to ξ when 1500 < t < 2000. Here, the difference of the plunge computed in E-norm between the SCM
and MCS with 4000 samples is only 0.0037 (Fig. 6(a) for 128 nodes) and 0.0036 (Fig. 6(c) for 256 nodes). This demonstrates
that the SCM reproduces the correct LCO for t < 2000. To investigate the SCM performance for long-term computations,
we compare the plots presented in Fig. 6(a) with (b) and (c) with (d). We observe that the error resulting in the decay of
the estimated LCO amplitude increases to 0.0306 (Fig. 6(b) for SCM with 128 nodes) and 0.0156 (Fig. 6(d) for SCM with 256
nodes) [13]. Thus, introducing more nodes will enhance the performance of the SCM.
The success of the SCM can also be demonstrated from the probability density function (PDF) of the amplitude of the LCO.
Fig. 7 compares the PDFs based on the MCS and those using the SCMwith 128 and 256 nodes. The stochastic characteristics
are well captured by the SCM. When U∗ = 6.284, we have a bi-modal probability density function as shown in Fig. 7(b).
It is important to note that the SCMresults are in excellent agreementwith the simulation results based onMCS.However,
the SCM is a highly efficient tool to study the stochastic characteristics of the aeroelastic system. The computing time of the
SCM is due to the realization on the nodal points. Thus, the computing time for the SCMwith 256 nodes is about twice of that
needed for the SCM with 128 nodes. Table 1 reports the CPU for SCM and MCS, and it should be noted that the computing
time for SCM with 256 nodes is only about 5.1%
≈ 239346 849  of that required by the MCS with 4000 samples.
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Table 1
CPU time for LCO I t = 18, 000.
Nodes 4000 128 256
MCS 46849 – –
SCM – 1284 2393
Fig. 8. PDFs of the supercritical response at U∗ = 6.5: MCS (· · ·) (red · · · in the web version); SCM with 11 × 51 nodes (- - -) (black - - -) in the web
version); SCM with 21× 65 nodes (—) (blue — in the web version).
3.2.2. LCO II
In the LCO I, we investigated the nonlinear response of the aeroelastic system in the presence of uncertainty in the
coefficient of the cubic term of the pitch restoring force. We now extend our study so that the random variables are
introduced in the pitch stiffness term and the initial pitch angle.
We consider the pitch restoring force given in Eq. (21) with k5 = 0. The aeroelastic system undergoes a Hopf bifurcation
at the U∗ = U∗L , where U∗L (≈ 6.285) is called the linear flutter speed. Positive values of k3 yields a supercritical Hopf
bifurcation for which a stable LCO exists for U∗ > U∗L ; negative values yield a subcritical bifurcation leading to an unstable
LCO for U∗ < U∗L .
Here, we follow the setting reported in [10], and the initial pitch angle α0 = α(0) and the pitch stiffness term are given
by
α0(ξ2) = [α0]0 + [α0]1ξ2,
k3(ξ1) = [k3]0 + [k3]1ξ1, (23)
where [α0]0 = 0.0, [α0]1 = 0.2, [k3]0 = 3.0 for the hard spring, [k3]1 = 0.3, and ξ1 and ξ2 are two independent
standard Gaussian random variables. Although the support of the Gaussian distribution is unbounded, using a well-known
characteristic of the density of the normal distribution, we select the nodal points on the interval [−4,4] to include almost
all random inputs. Here if the initial pitch angle α(0) is not zero, the functions f (τ ) and g(τ ) are reset to (19).
The non-dimensional velocity U∗ is specified at 6.5. The aeroelastic system is started randomly with the initial point
x(0) = (α0, 0, 0, 0, 0, 0, 0, 0). The time interval t = [0, 2000] is sufficiently large for the system to converge to an LCO. The
peak α in the last 10% of the time interval is taken as the amplitude of the system. In [10], global polynomial expansions and
global Fourier expansions were employed to solve the random differential equation numerically.
The singularity of the system at ξ2 = 0 yields a decay of the amplitude in the SCM simulation, which can be observed by
the tail of the estimated PDF in Fig. 8. By comparing the results of the SCMwith those obtained using the global polynomial
expansion and the global Fourier expansion (Fig. 6 in [10]), we note that the polynomial chaos expansion fails to capture
the range of LCO, and only a slight improvement is observed when increasing the order of the polynomials. We also observe
that the peak of the estimated PDF from a tenth-order Fourier chaos expansion is lower than that of the SCM, and the tail
of the estimated PDF from the Fourier chaos expansion is larger than the corresponding result from the SCM. Therefore, we
conclude that the application of the SCM provides a better prediction of the PDF than the Fourier chaos expansion.
In Fig. 9, we simulate the conditional expected value of ξ1, E(α(2000, ξ1, ξ2)|ξ2), by the MCS with 5000 samples at
different fixed values of ξ2 and by the SCM with 21 × 65 nodes. The results show that the SCM is in excellent agreement
with the MCS even near the discontinuity at ξ2 = 0. In contrast, the pitch angle amplitudes for the eighth-order polynomial
chaos expansions and the eighth-order Fourier chaos expansions are smaller than the MCS in the range of−1.5 < ξ2 < 1.5
(Fig. 7 in [10]). In particular, a large tail of the prediction on the PDF of the LCO amplitude is observed for the polynomial
chaos expansions [10]. Hence, the discontinuity at ξ2 = 0 causes a serious decay of the simulations for the polynomial chaos
expansions and the Fourier chaos expansions.
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Table 2
CPU time for LCO II t = 2000.
Nodes 10000 11by51 21by65
MCS 10644 – –
SCM – 562 1185
In Table 2, we display the computing time for LCO II. Even though the number of the nodal points using the SCM increases
with the dimension of the random space, significant saving in computing time is achieved using the SCM compared to that
required by the MCS.
To investigate a more complicated problem, we consider a fifth-order model for M(α) (Eq. (21)), and let k5 = 20. The
randomness of k3(ξ1) and α0(ξ2) is the same as in the previous study. In Fig. 10, we display the location of the peak value of
PDF of the LCO amplitude (not including the equilibrium, zero). The estimations from the SCM are in good agreement with
the MCS. However, the Fourier expansion fails to predict the location of the peak value of the PDF when U∗ ≤ 6 for the soft
spring case (see Figs. 9 and 11 in [10]).
4. Conclusion
In this paper, we employ the SCM for uncertainty quantification problems arising in the study of an aeroelastic system. It
has been demonstrated that the global chaos expansion cannot predict an LCO response for the aeroelastic systemmodeling
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an oscillating airfoil, whereas the SCM is capable of predicting the correct LCO behavior. Moreover, the performance of SCM
compares well with the wavelet chaos expansion, and it is more computationally efficient than the DWT andMCSmethods.
However, we notice that when the tensor product is applied to the multidimensional cases, the number of nodes
increases exponentially in order to ensure the accuracy as the dimension of the random space increases. Consequently,
the applications of the SCM becomes impractical in multidimensional cases. It should be noted that, the SCM is restricted to
random differential equation, and it is hard to directly apply to stochastic differential equations.
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