Existing studies have shown that the conventional multi-objective evolutionary algorithms (MOEAs) based on decomposition may lose the population diversity when solving some many-objective optimization problems. In this paper, a simple decompositionbased MOEA with local iterative update (LIU) is proposed. The LIU strategy has two features that are expected to drive the population to approximate the Pareto Front with good distribution. One is that only the worst solution in the current neighborhood is swapped out by the newly generated offspring, preventing the population from being occupied by copies of a few individuals. The other is that its iterative process helps to assign better solutions to subproblems, which is beneficial to make full use of the similarity of solutions to neighboring subproblems and explore local areas in the search space. In addition, the time complexity of the proposed algorithm is the same as that of MOEA/D, and lower than that of other known MOEAs, since it considers only individuals within the current neighborhood at each update. The algorithm is compared with several of the best MOEAs on problems chosen from two famous test suites DTLZ and WFG. Experimental results demonstrate that only a handful of running instances of the algorithm on DTLZ4 lose their population diversity. What's more, the algorithm wins in most of the test instances in terms of both running time and solution quality, indicating that it is very effective in solving MaOPs.
Introduction
A multi-objective optimization problem (MOP) can be formulated as a minimization problem as follows:
Minimize F(x) = ( f 1 (x), f 2 (x), ..., f M (x)) T S ub ject to x ∈ Ω,
where M ≥ 2 is the number of objective functions, x is a decision vector (or solution), and Ω is the feasible set of decision vectors. A MOP with M ≥ 4 is often referred to as a many-objective optimization problem (MaOP). A solution x of Eq. (1) is said to dominate the other one y (x y), if and only if f i (x) ≤ f i (y) for i ∈ (1, ..., M), and f j (x) < f j (y) for at least one index j ∈ (1, ..., M). A solution x ∈ Ω is said to be Paretooptimal, if there is no solution y ∈ Ω such that y x. F(x) is then called a Pareto-optimal objective vector. All the Pareto optimal objective vectors of Eq. (1) consist of the Pareto Front (PF) [1] .
Decomposition [2, 3, 4] has become one of the most famous paradigms for designing multi-or many-objective evolutionary algorithms (MOEAs). MOEA/D [5] is a milestone for the decomposition-based MOEAs. In MOEA/D, a MOP is decomposed into a set of subproblems, by using a set of weight vectors associated with a fitness assignment method such as the Email addresses: zhangyingyu@lcu-cs.com (Yingyu Zhang), zeng.bing.zb@gmail.com (Bing Zeng) penalty-based boundary intersection (PBI) approach. Since solutions of subproblems associated with the same neighborhood are expected to be similar, they can be updated by a newly generated offspring. In this way, the subproblems are optimized simultaneously. MOEA/D takes into account both convergence and diversity of the population in a simple framework, and hence have been studied extensively from different points of view [6, 7, 8] .
However, existing studies have shown that the conventional decomposition-based MOEAs have difficulty in solving MaOPs, although they perform well on a wide range of MOPs with two or three objectives. For example, MOEA/D may lose the population diversity on some problems such as DTLZ4, and the situation gets worse when the number of the objective functions goes up. To improve the performance of the decomposition-based MOEAs in solving MaOPs, several successful algorithms have been proposed [7, 9, 10] . One of them is MOEA/DD [10] . Like MOEA/D, MOEA/DD employs a set of weight vector associated with the PBI approach to decompose a given MaOP into a set of subproblems and optimize them simultaneously. To improve the performance, MOEA/DD incorporates a hybrid update strategy based on decomposition and dominance, in which dominance is used as a ranking method to help globally select the worst solution from the whole population. Experimental results have shown that MOEA/DD outperforms MOEA/D and several of the best MOEAs, i.e., NSGA-III [11] , GrEA [12] and HyPE [13] , indicating that its update strategy is effective to avoid the loss of the population diver-sity.
The update strategy adopted by MOEA/DD has two different features from MOEA/D. One is that, it is a global update strategy that considers all solutions in the whole population at each update, while MOEA/D considers only solutions within the current neighborhood. Therefore, it takes more time for MOEA/DD to update the population than MOEA/D. The other is that, only the worst solution of the whole population is replaced out by the newly generated offspring. But in MOEA/D, all of the solutions within the current neighborhood that worse than the newly generated offspring will be replaced. That is the reason why the population of MOEA/D can be occupied by copies of several solution, and loses its diversity. Li and Zhang [14] have noticed this problem and modified the update strategy to replace at most two solutions within the current neighborhood. This slows down the loss of the population diversity, but can not stop it.
In this paper, a simple local iterative update (LIU) strategy is proposed and incorporated into a simplified decompositionbased MOEA framework. The resulting algorithm is hence denoted as MOEA/D-LIU. It has the same computational complexity as MOEA/D, but shows competitive performance compared with several of the best MOEAs. The proposed LIU strategy has the following features:
1. It considers only solutions within the current neighborhood at each update. Therefore, the time complexity of our algorithm is the same as that of MOEA/D, and lower than that of other existing MOEAs, such as NSGA-II, MOEA/DD and RVEA [7] , etc. Especially, almost all of the actual running times of our algorithm in our experiments are lower than those of MOEA/D. 2. Only the worst solution on the iterative path is replaced by the newly generated offspring. This further slows down the loss of the population diversity. And only a handful of running instances of our algorithm on DTLZ4 lose their population diversity in our experiments. 3. Its iterative process helps to assign better solutions to subproblems. One of the biggest advantages of the decomposition-based MOEAs is that they considers similarity between solutions of neighboring subproblems and each subproblem is optimized by using information from its neighboring subproblems. By assigning solutions to more appropriate subproblems, the LIU strategy can make full use of this advantage. Overall, MOEA/D-LIU outperforms MOEA/D, MOEA/DD and GrEA in most of the comparisons of DTLZ1 to DTLZ4 and WFG1 to WFG9 in terms of convergence and diversity.
The rest of the paper is organized as follows. In Section II, we provide some preliminaries used in MOEA/D-LIU. The algorithm MOEA/D-LIU is proposed in Section III, including the initialization procedure, the reproduction procedure and the LIU procedure. Some discussions about similarities and differences between the algorithm and MOEA/D are also made. In Section IV, experimental data obtained by MOEA/D-LIU on DTLZ1 to DTLZ4 and WFG1 to WFG9 are compared with those obtained by several other MOEAs, i.e., MOEA/D, MOEA/DD and GrEA. The paper is concluded in Section V.
Prelimilaries

Systematic Sampling Approach
A weight vector generation method is needed in a decomposition-based MOEA. We use the systematic sampling approach proposed by Das and Dennis [15] to generate weight vectors in our algorithm presented later in Section 3. In this approach, weight vectors are sampled from a unit simplex. Let
T is a given weight vector, w j (1 j M) is the jth component of w, δ j is the uniform spacing between two consecutive w j values, and 1/δ j is an integer. The possible values of w j are sampled from {0, δ j , ..., K j δ j }, where
In a special case, all δ j are equal to δ. To generate a weight vector, the systematic sampling approach starts with sampling from {0, δ, 2δ, ..., 1} to obtain the first component w 1 , and then from {0, δ, 2δ, ..., K 2 δ} to get the second component w 2 and so forth, until the Mth component w M is generated. Repeat such a process, until a total of
different weight vectors are generated, where D > 0 is the number of divisions considered along each objective coordinate. However, a MOEA with a large D would generate too much weight vectors and this in turn would add more computational burden to the MOEA, and a small D would be harmful to the population diversity. Therefore, a two-layer weight vector generation method [11, 10] is adopted in our algorithm for test instances with M ≥ 8. In the two-layer weight vector generation method, a set of N 1 weight vectors in the boundary layer and a set of N 2 weight vectors in the inside layer are generated in advance, according to the systematic sampling approach described above. The coordinates of each weight vector in the inside layer are then shrunk by a coordinate transformation as
where w i is the ith component of the weight vector w in the inside layer, and τ ∈ [0, 1] is a shrinkage factor set as τ = 0.5 in [11] and [10] . Finally, the two sets are combined to form the final set of weight vectors. Denote the number of the weight vectors generated in the boundary layer and the inside layer as D1 and D2 respectively. Then, the total number of the weight vectors generated by the two-layer weight vector generation method is N(D1, M) + N(D2, M).
PBI approach
The PBI approach is adopted in our algorithm as a fitness assignment method to decompose a problem into subproblems, and serves as a criterion for comparing solutions [5] . In the PBI criterion, a solution x is considered to be better than the other one y when PBI(x) < PBI(y). To calculate the PBI value of a solution x, the objective values of it are needed to be transformed beforehand as:
where
T is the ideal point, and f i (x) is the ith objective value of x.
The PBI value is then computed as [5] :
with
that are used as measures for convergence and diversity of the population, respectively, where w is a given weight vector, θ is a user-defined constant penalty parameter, and
T .
Objective Normalization
Objective normalization has been proven to be effective [16, 17, 18] for a MOEA to solve MaOPs with disparately scaled objectives such as ZDT3 and WFG1 to WFG9. In this paper, we adopt a simple normalization method [5] that transforms each objective according to the following form:
T is the nadir point. Eq. (6) can hence be rewritten as
T . However, it is generally not easy to obtain z * and z nad in advance, therefore we replace z * i and z nad i with the minimum and maximum value, respectively, of the ith objective that have been found so far. To be specific, z * and z nad are initialized by the objective values of the initial population in the initialization phase. Thereafter, both of them are updated by every newly generated offspring.
Proposed Algorithm:MOEA/D-LIU
Algorithm Framework
The proposed algorithm MOEA/D-LIU is implemented in a simplified version of the original decomposition-based MOEA framework that is presented in Algorithm 1. At each generation, the algorithm traverses N weight vectors, generates an offspring for each weight vector by using several conventional reproduction operators, i.e., the selection operator, the simulated binary crossover (SBX) operator [19] and the polynomial mutation (PM) operator [20] , and updates the population with the offspring in the LIU procedure. 
Reproduction Procedure; 5: LIU procedure; 6: end for 7: end for
Initialization Procedure
The initialization procedure includes four steps. In the first step, a set of uniformly distributed weight vectors are generated using the systematic sampling approach described in Section 2.1.
In the second step, the neighborhood of each weight vector is generated by calculating the included angles between the weight vector and other weight vectors. The included angle between two weight vectors w and w ′ can be calculated as:
where d 6), respectively. They can be calculated as
A set of T weight vectors that have the minimum angles to the weight vector forms the neighborhood.
In the third step, N individuals are initialized randomly one by one. To initialize the ith individual is to generate n random numbers x j ∈ [L j , U j ] (1 ≤ j ≤ n) for the individual as its decision variables, and evaluate it. L j and U j are the lower and upper bounds of the jth decision variable, respectively. The individual is then attached to the ith weight vector. In other words, the ith randomly generated individual represents the initial solution x = (x 1 , x 2 , ..., x n ) of the ith subproblem.
In the fourth step, the ideal point is initialized as
where, P is currently the initial population, f i (x) is the ith objective of an individual x. Similarly, the nadir point is initialized as z
Reproduction Procedure
The reproduction procedure can be described as follows. Firstly, two individuals are selected as the mating parents. The first individual is assigned to be the individual attached to the current weight vector. A random number r between 0 and 1 is then generated. If r is less than a given selection probability p s , then chooses the second individual from the neighborhood of the current weight vector, or else randomly chooses the second individual from the whole population.
Secondly, the SBX operator is applied on the two parents to generate two intermediate individuals. Denote the two parents as p 1 = (p 1,1 , ..., p 1,n ), and p 2 = (p 2,1 , ..., p 2,n ), respectively. The two intermediate individuals c 1 = (c 1,1 , ..., c 1,n ) and c 2 = (c 2,1 , ..., c 2,n ) are calculated as follows:
where u i ∈ [0, 1] is a random number, and η c is the distribution index. Notice that, if both of the two individuals are preserved for the following steps, then the number of individuals evaluated at each generation will be twice as many as the population size. However, the number of individuals evaluated at each generation in the MOEAs to be compared with is the same as the population size. Therefore, one of the two intermediate individuals is abandoned at random for the sake of fairness. Thirdly, the PM operator is applied on the preserved intermediate individual to generate an offspring c, which will be evaluated and used to update the current population in the following LIU procedure.The PM operator generates an offspring c = (c 1 , ..., c n ) from the preserved intermediate individuals c = (c 1 , ..., c n ) in the following way: 
LIU Strategy
As it can be seen from Algorithm 2, the LIU strategy is direct and very simple. 1:
end if 5: end for individual stored in c is considered as the worst individual in the current neighborhood and abandoned.
The LIU strategy is simple but has two features that can help the population evolve more effectively. One is that, only the worst solution in the current neighborhood is replaced out of the population, preventing the population from being occupied by copies of a few individuals. The other is that, its iterative process helps to arrange individuals, that is, to assigns better solutions to subproblems within the current neighborhood.
Time Complexity
As it is mentioned above, the LIU strategy traverses T weight vectors within the current neighborhood, compare the individual associated with each weight vector and the individual stored in the c to judge whether to swap them. Therefore, it takes O(MT ) times of floating-point calculations for the LIU strategy to update the population, where M is the number of the objective functions and T is the neighborhood size. The time complexity of the proposed algorithm at each generation is hence O(MNT ), which is the same as that of MOEA/D, and lower than that of other known MOEAs, such as MOEA/DD, NSGA-II and RVEA [7] , etc. It is shown in Section 4.4 that, the actual running times of the algorithm on almost all instances of DTLZ1 to DTLZ4 and WFG1 to WFG4 are less than those of MOEA/D and MOEA/DD, indicating that the algorithm is computationally efficient.
Discussion
As we can see, MOEA/D-LIU is a variant of MOEA/D. Like MOEA/D, our algorithm uses a set of weight vectors associated with a fitness assignment method to decompose a given MaOP into subproblems and optimize them simultaneously. In addition, Both MOEA/D-LIU and MOEA/D consider only the individuals within the current neighborhood at each update, which makes the time complexity of them the lowest among known MOEAs. But they differ in the following three aspects:
1. MOEA/D-LIU adopts an angle-based approach to identify the neighborhood of a subproblem, while MOEA/D uses a method based on the Euclidean distance between reference points. 2. In MOEA/D, all individuals in the current neighborhood that are worse than the newly generated offspring will be replaced. Whereas in MOEA/D-LIU, only the worst solution in the current neighborhood will be swapped out and abandoned. This can effectively prevent the current population from being occupied by copies of a few individuals, and losing its diversity.
3. MOEA/D doesn't change the position of a preserved individual throughout the update process. On the contrary, the iterative process of the LIU strategy used by MOEA/D-LIU helps to arrange individuals within the current population. In other words, the LIU strategy is designed not only to preserve better solutions to the next generation, but also to assign the right solution to each subproblem. Meanwhile, solutions of neighboring subproblems of a continuous MaOP are assumed to be similar, they are kept similar in this way. This is beneficial to make full use of the advantages of decomposition. For example, the similarity of solutions of neighboring subproblems can help the neighborhood selection operation to explore local areas more effectively, which is discussed a little further in Section 4.6.
Based on the above points, the LIU strategy is expected to drive the population to approximate the PF quickly with good distribution.
Experimental Results
The proposed algorithm MOEA/D-LIU is implemented 1 in the framework of jMetal 5.4 [21, 22] and run 20 times independently for each instance on Intel(R) Core(TM) i7-4790 CPU. In this section, the running times of the algorithm are compared with those obtained by MOEA/D and MOEA/DD, and the experimental results are compared with those appeared in [10] . We also conduct a study on the parameter sensitivity of the algorithm.
Performance Metrics
The following two performance metrics are employed to measure the convergence and diversity of the algorithms to be compared.
Inverted Generational Distance(IGD)
Let S be a solution set of a MOEA on a given MaOP, and R be a set of uniformly distributed representative points of the PF. The IGD value of S relative to R can be calculated as [23] 
where d(r, S ) is the minimum Euclidean distance between r and the points in S , and |R| is the cardinality of R. Note that, the points in R should be well distributed and |R| should be large enough to ensure that the points in R could represent the PF very well. This guarantees that the IGD value of S is able to measure the convergence and diversity of the solution set. The lower the IGD value of S , the better its quality [10] . 1 The source code of MOEA/D-LIU can be downloaded from: https://share.weiyun.com/59kVbCt . The source code of jMetal 5.4 can be downloaded from: http://jmetal.github.io/jMetal/.
HyperVolume(HV)
The HV value of a given solution set S is defined as [24] HV(S ) = vol
where vol(·) is the Lebesgue measure, and z r = (z 1 , . . . , z M ) T is a given reference point. As it can be seen that the HV value of S is a measure of the size of the objective space dominated by the solutions in S and bounded by z r . As with [10] , an algorithm based on Monte Carlo sampling proposed in [13] 
Benchmark Problems
DTLZ test suite
Problems DTLZ1 to DTLZ4 from the DTLZ test suite proposed by Deb et al [26] are chosen for our experimental studies in the first place. One can refer to [26] to find their definitions. Here, we only summarize some of their features.
• DTLZ1:The global PF of this problem is the linear hyperplane
And the search space contains (11 k − 1) local PFs that can hinder a MOEA to converge to the hyper-plane.
• DTLZ2:The global PF of this problem satisfies
Previous studies have shown that this problem is easier to be solved by existing MOEAs, such as NSGA-III, MOEADD, etc., than DTLZ1, DTLZ3 and DTLZ4.
• DTLZ3:This problem has the same PF shape as DTLZ2, and introduces (3 k − 1) local PFs that are parallel to the global PF. A MOEA can get stuck at any of these local PFs before converging to the global PF. Therefore, this problem can be used to investigate a MOEA's ability to converge to the global PF.
• DTLZ4:This problem also has the same PF shape as DTLZ2, and can be obtained by modifying DTLZ2 with a different meta-variable mapping, which is expected to introduce a biased density of solutions in the search space. Therefore, it can be used to investigate a MOEA's ability to maintain a good distribution of solutions.
To calculate the IGD value of a result set S obtained by a MOEA on a MaOP, a set R of representative points of the PF needs to be given in advance. For problems DTLZ1 to DTLZ4, we take the set of the intersecting points of the weight vectors and the PF surface as R. (19) for DTLZ1, and (20) for DTLZ2, DTLZ3 and DTLZ4.
WFG test suite
This test suite allows test problem designers to construct scalable test problems with any number of objectives, in which features such as modality and separability can be customized as required. As discussed in [27, 28] , it exceeds the functionality of the DTLZ test suite. In particular, one can construct non-separable problems, deceptive problems, truly degenerative problems, mixed shape PF problems, problems scalable in the number of position-related parameters, and problems with dependencies between position-and distance-related parameters as well with the WFG test suite.
In [28] , several scalable problems, i.e., WFG1 to WFG9, are suggested for MOEA designers to test their algorithms, which can be described as follows.
where h i is a problem-dependent shape function determining the geometry of the fitness space, and X is derived from a vector of working parameters Z = (z 1 , ..., z n )
T , z i ∈ [0, 2i] , by employing four problem-dependent transformation functions t 1 , t 2 , t 3 and t 4 . Transformation functions must be designed carefully such that the underlying PF remains intact with a relatively easy to determine Pareto optimal set. The WFG Toolkit provides a series of predefined shape and transformation functions to help ensure this is the case. One can refer to [27, 28] to see their definitions. Let
Then
.5 for problem WFG3, whereas X = Z ′′ for problems WFG1, WFG2 and WFG4 to WFG9. The features of WFG1 to WFG9 can be summarized as follows.
• WFG1:A separable and unimodal problem with a biased PF and a convex and mixed geometry.
• WFG2:A non-separable problem with a convex and disconnected geometry, i.e., the PF of WFG2 is composed of several disconnected convex segments. And all of its objectives but f M are unimodal.
• WFG3:A non-separable and unimodal problem with a linear and degenerate PF shape, which can be seen as a connected version of WFG2.
• WFG4:A separable and multi-modal problem with large "hill sizes", and a concave geometry. • WFG5:A separable and deceptive problem with a concave geometry.
• WFG6:A nonseparable and unimodal problem with a concave geometry.
• WFG7:A separable and unimodal problem with parameter dependency, and a concave geometry.
• WFG8:A nonseparable and unimodal problem with parameter dependency, and a concave geometry.
• WFG9:A nonseparable, deceptive and unimodal problem with parameter dependency, and a concave geometry.
As it can be seen from above, WFG1 and WFG7 are both separable and unimodal, and WFG8 and WFG9 have nonseparable property, but the parameter dependency of WFG8 is much harder than that of WFG9. In addition, the deceptiveness of WFG5 is more difficult than that of WFG9, since WFG9 is only deceptive on its position parameters. However, when it comes to the nonseparable reduction, WFG6 and WFG9 are more difficult than WFG2 and WFG3. Meanwhile,problems WFG4 to WFG9 share the same PF shape in the objective space, which is a part of a hyper-ellipse with radii r i = 2i, where i ∈ {1, ..., M}.
Parameter Settings
The algorithm does not require any new parameters except some parameters in the conventional MOEAs, such as the population size, the selection probability, and so on, which can be listed as follows:
• Settings for Crossover Operator:The crossover probability is p c = 1.0 and the distribution index is η c = 20.
• Settings for Mutation Operator:The mutation probability is p m = 0.5/n, and the distribution index is η m = 20.
• Population Size:The population size of MOEA/D-LIU is the same as the number of the weight vectors. For 3-and 5-objective instances, the weight vectors are generated by the original systematic sampling approach, and for 8-, 10-and 15-objective instances, the two-layer weight vector generation method is applied. In both cases, the number of divisions along each coordinate determines the number of the weight vectors as discussed previously. The number of divisions and the population size are summarized in Table 1 .
• Number of Runs:The algorithm is independently run 20 times on each test instance.
• Number of Generations: MOEA/D-LIU stopped at a predefined number of generations. The number of generations for DTLZ1 to DTLZ4 is listed in Table 2 , and the number of generations for all the instances of WFG1 to WFG9 is set to 3000.
• Penalty Parameter in PBI: θ = 5.0.
• Neighborhood Size: T = 30.
• Selection Probability: The probability of selecting two mating individuals from the current neighborhood is p s = 0.9.
• Settings for DTLZ1 to DTLZ4:As in papers [10, 9] , the number of the objectives are set as M ∈ {3, 5, 8, 10, 15} for comparative purpose. And the number of the decision variables is n = M + r − 1, where r = 5 for DTLZ1, and r = 10 for DTLZ2, DTLZ3 and DTLZ4. To calculate the HV value we set the reference point to (1, ..., 1) T for DTLZ1, and (2, ..., 2)
T for DTLZ2 to DTLZ4.
• Settings for WFG1 to WFG9: The number of the decision variables is n = k + l, where k = 2 × (M − 1) is the positionrelated variable and l = 20 is the distance-related variable. To calculate the HV values for problems WFG1 to WFG9, the reference point is (3, ..., 2M + 1) T .
For the sake of fairness, the population size, the number of runs and the number of generations are the same as other algorithms for comparison.
Performance Comparisons on DTLZ1 to DTLZ4
All instances run 20 times independently and their average running times are listed in Table 3 . As it can be seen, the average running times of MOEA/D-LIU on all instances are less than those of MOEA/D and MOEA/DD, except those of the 15-objective instances of DTLZ3 and DTLZ4. This indicates that MOEA/D-LIU is computationally efficient on these problems.
The non-dominated fronts, obtained by MOEA/D-LIU on the 3-objective instances of the four problems in the run associated with the median IGD value, are plotted in Fig. 1 . As can be seen from the figure, MOEA/D-LIU performs well on all the 3-objective instances, in terms of convergence and distribution. Fig. 2 and 3 show the parallel coordinates of non-dominated fronts obtained by MOEA/D-LIU, on the 10-and 15-objective instances of DTLZ1 to DTLZ4, respectively, in the run associated with median IGD value. It can be observed that the nondominated fronts obtained by the algorithm are promising in both convergence and distribution. As it is mentioned before, the four problems have many local minima in the search space to hinder a MOEA to converge to the global PF. Therefore, our observations mean that the algorithm has good performance to cross the local minima and approach the PF.
We calculate the IGD values of the solution sets found by MOEA/D-LIU, and compare the calculation results with those presented in [10] , where the experimental results obtained by MOEA/DD, MOEA/D, NSGA-III, GrEA and HyPE are compared. But only the experimental results of MOEA/DD and MOEA/D are preserved for comparison, since NSGA-III, GrEA and HyPE do not win on all of the comparisons in that paper. The detailed data are shown in Table 4 .
• DTLZ1:It can be seen from Table 4 • DTLZ2:The performance of MOEA/D-LIU, MOEA/DD and MOEA/D is comparable in this problem. From the specific data, MOEA/D-LIU shows the best performance on all of the instances and is the best optimizer for DTLZ2.
• DTLZ3:Although MOEA/DD performs well on all of the instances of DTLZ3, MOEA/D-LIU wins 13 out of 15 comparisons, and is the best optimizer for this problem. It seems that MOEA/D is not stable on 8-, 10-and 15-objective instances of this problem, since the difference between the best, median and worst values are significant.
• DTLZ4:MOEA/D performs far worse than MOEA/D-LIU and MOEA/DD on this problem, because of the degeneration of its population on all the instances of DTLZ4. To be specific, MOEA/D-LIU wins 12 out 15 comparisons but the population degenerates in several running instances.
On the whole, our algorithm can obtain well converged and distributed results on the four problems. It wins on 43 out of 60 comparisons, and shows a promising performance on these problems, especially on DTLZ2 to DTLZ4.
Performance Comparisons on WFG1 to WFG9
All instances run 20 times independently and their average running times are listed in Table 5 . As it can be seen, MOEA/D-LIU takes less time to solve each instance than MOEA/D and MOEA/DD, except for the 3-objective instance of WFG8, indicating that MOEA/D-LIU is computationally efficient on problems WFG1 to WFG9.
In paper [10] , the best, median and worst HV values obtained by MOEA/DD, MOEA/D, GrEA and HypE on WFG1 to WFG9 instances with different number of objectives are compared, and MOEA/DD and GrEA win on all of the comparisons. To verify the performance of MOEA/D-LIU on these problems, the 5  27909  31442  72972  29996  36821  63353  28760  34948  74802   8  29535  36671  57140  26808  32071  48192  25678  31521  51899   10  57962  70712  189756  56319  71433  167618  51985  69271  179002   WFG4   3  11531  12392  11818   WFG5   10882  12175  9443   WFG6   10991  12554  9005   5  29966  36898  65820  29749  36936  60567  30194  38282  61368   8  25172  27825  49954  25477  32039  46549  29329  37108  46222   10  59459  74637  172702  43072  55055  159943  58963  78503  160831   WFG7   3  11081  12413  10460   WFG8   9406  9290  12745   WFG9   13811  16496  13181   5  32461  41428  65038  33923  41670  65441  35070  44804  69845   8  29792  34446  48423  30154  33167  47910  34728  42858  56149   10  55803  65925  153036  72728  83338  163188  65139  84386  184501 1   2  3  4  5  6  7  8  9  10 Objective No. Table 6 , which can be concluded as follows.
• WFG1: MOEA/DD wins on all of the comparisons of this problem except the worst value of the 3-objective instance, and is considered as the best optimizer for this problem.
• WFG2: MOEA/DD wins on the 8-objective instance. As for other instances of this problem, MOEA/D-LIU and MOEA/DD have their own advantages, and both of them perform better than GrEA.
• WFG3: MOEA/D-LIU shows the best performance on the 3-and 5-objective instances, MOEA/DD performs the best on the 8-objective instance, and MOEA/DD wins on the comparisons of the 10-objective instance.
• WFG4: MOEA/D-LIU wins on all of the comparisons except the worst value of the 3-objective instance, and is considered as the best optimizer this problem.
• WFG5: Again, MOEA/D-LIU wins on all of the comparisons except the worst value of the 3-objective instance, and is also considered as the best optimizer this problem.
• WFG6: MOEA/D-LIU wins on all of the comparisons except the best value of the 10-objective instance , and is considered as the best optimizer this problem.
• WFG7: MOEA/D-LIU wins on all of the comparisons, and is considered as the best optimizer for this problem.
• WFG8: Although MOEA/DD wins on the best and median HV values of the 8-objective instance, and the best value of the 10-objective instance, MOEA/D-LIU wins on the remaining 9 comparisons. In addition, MOEA/D-LIU seems to be more stable on the 8-and 10-objective instances since the difference between the best, median and worst values obtained by MOEA/D-LIU on these two instances is not very significant compared to the values obtained by MOEA/DD.
• WFG9: GrEA shows the best performance on the 8-objective instance, and the three algorithms have their own advantages on the other instances of this problem.
On the whole, MOEA/D-LIU wins on 69 out of 108 comparisons, and shows very competitive performance on these problems, especially on WFG4 to WFG8.
Parameter Sensitivity Studies
MOEA/D-LIU adopts a mating selection operation that is often used in the decomposition-based MOEAs. That is, it selects mating parents from the neighborhood of the current weight vector with a high probability p s , where the neighborhood size T plays a key role. The question is that whether such a neighborhood selection operation is necessary for MOEA/D-LIU to obtain better performance. It is clear that the neighborhood selection and global selection 2 would have the same effect, if the individuals in the population are organized randomly and there is no similarity between solutions of neighboring subproblems. This question can hence be reinterpreted as whether keeping the similarity of solutions of neighboring subproblems can help to explore local areas more effectively. To answer this question, eleven values are considered for T: varying from 10 to 60 with a step size of 5; eleven values are considered for p s : ranging from 0 to 1 with a step size of 0.1.
The 15-objective instances of DTLZ1 to DTLZ4 are taken as the test instances, and twenty independent runs have been conducted on each test instance to observe the performance of MOEA/D-LIU. All parameters except the neighborhood size T and the selection probability p s are the same as previously set in Section 4.3. Fig. 4 is the histograms of the median IGD values obtained by the algorithm.
Notice that, p s =0 means always selecting mating parents randomly from the entire population. As is can be seen from Fig.  4 , such settings do not allow MOEA/D-LIU to achieve better performance than other reasonable settings, implying that the neighborhood selection operation is necessary. It also reflects that keeping the similarity of solutions of neighboring subproblems can help to explore local areas more effectively, and make full use of the advantages of decomposition as mentioned in Section 3.6.
Other unreasonable settings of T and P can also lead to bad performance of the algorithm, especially when T and P take a small value and a large value, respectively. For example, the algorithm show bad performance on all of the instances when T=10 and p s =1. This is because a small value of T and a large value of P make the reproduction operation excessively explore local areas.
As it can be observed, the algorithm shows good performance when T is between 25 or 40, and the performance gets better and better as p s goes up, except the case that p s = 1.0 for DTLZ1. Therefore, it is generally better to set T between 25 and 40, and p s between 0.7 and 0.9.
Conclusion
In this paper, we propose a simple decomposition-based MOEA with the so-called LIU strategy, i.e., MOEA/D-LIU. The main ideas of MOEA/D-LIU can be concluded as follows. Firstly, MOEA/D-LIU employs a set of weight vectors to decompose a given MaOP into a set of subproblems and optimizes them simultaneously, which is similar to other decompositionbased MOEAs. Secondly, each weight vector owns only one slot to keep the best individual found so far from the start of the algorithm. This is different from MOEA/DD, in which each weight vector determines a subregion that can have zero, one or more individuals. Thirdly, unlike MOEA/D, only the worst solution in the current neighborhood will be swapped out and abandoned at each update in MOEA/D-LIU, which can effectively prevent the current population from being occupied by copies of a few individuals, and losing its diversity. Finally, the LIU strategy is designed not only to preserve better solutions to the next generation, but also to assign the right solution to each subproblem. This helps the neighborhood selection operation to explore local areas more effectively. MOEA/D-LIU is compared with several other famous MOEAs on the 3-, 5-, 8-, 10-and 15-objective instances of problems DTLZ1 to DTLZ4, and the 3-, 5-, 8-and 10-objective instances of problems WFG1 to WFG9. Experimental results show that our algorithm wins on most of the comparisons and be able to find a well-converged and well-distributed set of solutions. In addition, although the time complexity of our algorithm is the same as that of MOEA/D, the actual running times of MOEA/D-LIU on almost all test instances of problems DTLZ1 to DTLZ4 and WFG1 to WFG9 are less than those of MOEA/D, indicating that our algorithm is computationally efficient.
Our future work can be carried out in the following two aspects. On the one hand, it is interesting to study the performance of MOEA/D-LIU on other MaOPs, such as the combinatorial optimization problems appeared in [29, 30] . On the other hand, it is necessary to improve MOEA/D-LIU to overcome its potential shortcomings. Especially, the experimental results of our algorithm on DTLZ1 and WFG1 are worse than those of MOEA/DD.
