Abstract Previous papers demonstrate the feasibility of direct criterion function updating for a class of adaptive control problems with sequential myopic expected cost objectives. In contrast, the present paper demonstrates the feasibility ofdirect criterion function updating for a class of adaptive control problems with intertemporal expected cost objectives. Specifically, the proposed criterion filter sequentially updates an initial estimate for expected cost plus cost-to-go in a dynamic programming framework. The control law generated by the filtered expected cost plus cost-to-go estimates is tested against the optimal control law for a linear-quadratic system with random state coefficients. Computer simulation results indicate that the total costs realized under the filter control law are approximately on par with the total costs realized under the optimal control law for the tested range of time horizons, cost function coefficients, and mean and standard deviation values for the random state coefficients.
I. INTRODUCTION
MSANY CURRENTLY available state-space adaptive control techniques rely on the successive updating of state or state probability distribution estimates. Implementation of these techniques is often difficult, due to the extensive information and computation generally required for this updating (see [1] , [2] ).
For some systems, however, the estimation of states or state distributions has no intrinsic scientific value. The estimation is performed as an intermediate step towards optimal control selection. Ultimate interest focuses on system performance as measured by an expected cost criterion function. For such systems it may be conjectured that potentially significant reductions in computation and information requirements could be obtained if attention were to be shifted from the indirect updating of the criterion function, via state estimation or state distribution estimation, to the direct updating of the criterion function as the expectation of a random cost variable over an appropriate observation space.
The latter approach is investigated in [3] - [7] for a class of adaptive control problems with sequential myopic expected cost objectives. Instead of focusing on the state as a random control-dependent process whose characteristics are to be Manuscript received June 19, 1978;  revised October 30, 1978. estimated, the myopic cost function relevant for each period is viewed as a random function over an observation space, with control-conditioned expectation (the criterion function) to be directly estimated and updated in each period via a filtering operation on a vector of cost functions associated with past observations. Strong consistency is established for several specific linear criterion function filters, and small sample and asymptotic optimality properties are obtained for the generated control selections.
In contrast, the present paper will show that direct criterion filtering is also applicable for an interesting class of adaptive control problems with intertemporal expected cost objectives. The dynamic programming optimality (cost-togo) equations can be directly updated in each period by means of a filtering operation on a vector of cost-to-go functions associated with past observations. The organization of the paper is as follows. In Section II the intertemporal criterion-filtering approach is illustrated for a linear-quadratic control model with random state coefficients. In Section III a summary of results is included for a simulation study. The filter control law is shown to test well against the optimal control law for the model outlined in Section II, using a variety of different specifications for time-horizon, cost-function parameters, and statecoefficient mean and variance. An extension of criterion filtering methods to a more general class ofadaptive control problems is outlined in Section IV, together with a variational principle for To demonstrate the feasibility of this idea, consider the following "criterion-filtering" adaptive control algorithm which incorporates a procedure for directly generating estimates Cn*(0, x,,) for the expected cost evaluations (5). 
x E R, kE {n, 'N-1}. Select a control 0* = 0*(xn)cE R which satisfies TW*(x) = Cn*(0n, Xn). Record the new initial state xn+ 1 =.fn((Dn, 0*, Xn) for period n + 1, and the state coefficient (on = [x+1 -bn0n*]/xn for period n.
The coefficient S entering into the optimality equation estimates (8) and (9) is a data compression constant reflecting the controller's confidence in the prior expected cost estimates C'*(0, x). Ignoring this coefficient for the moment by setting S = 1, and letting 7v+1(x) rNp+ I (x) 0, three steps are to be carried out in each period n> 1 in order to obtain updated estimates Cn*(0, xn) for the unknown expected cost evaluations Cn(0, xn) defined by (5 2 If x, = 0 for any n E {1 , N}, then the optimal control selection for period n and all subsequent periods is clearly 0. In the statement of the algorithm it is implicitly assumed that xn 0 for all n E {1, , N}. (14) .
Selection of the data compression constant S is one small part of the overall problem ofoptimal criterion-filter design. A variational principle for the selection of criterion-filter weight schemes will be discussed in Section IV.
One important question that must be asked concerns the computational requirements of the criterion-filtering algorithm. Criterion-filtering can be classified as an open-loop feedback adaptive control method, i.e., a feedback adaptive control method which directs the controller in each period n to ignore the fact that future observations will be made (see [9, pp. Other important questions concern the optimality properties of the criterion-filtering approach to adaptive control.
* Does the filter-generated control law have the same general structure as the optimal control law? * Do the filter-generated cost-to-go function estimates 145 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. SMC-9, -,'o 3. MARCH 1979 have the same general structure as the true underlying cost-to-go functions? * How do the state, control, single-period cost, and cost-to-go trajectories realized by use of the filtergenerated control law compare to the state, control, single-period cost, and cost-to-go trajectories realized by use of the optimal control law? In the following section a detailed analytical and computer simulation study of these questions will be carried out for the linear-quadratic control system (1), one of the few control problems for which the optimal feedback control law can be obtained in closed form.
III. SIMULATION RESULTS
The nth period optimal control OH°P'(x) and cost-to-go function 7?lPt(x) for system (1) take the form
where By straightforward arguments, entirely analogous to those used to derive (15) and (16) , the nth period filter-generated control 0*(x) and cost-to-go estimate rT*(x) are explicitly given by
where, for each Jl E {1, '- 
Al +n (23) The first two questions posed in Section II concerning the optimality properties of the criterion-filtering approach can thus be answered in the affirmative for system (1); namely, the filter-generated control law (01(x), '''7 ON(x)) and costto-go function estimates (TI*(x), T, TN*(x)) have the same general structure as the optimal control law (0,P't(x) 0 P'(x)) and cost-to-go functions (TPPt(x), '. ,PP(x)). Tables   I and II. Comparing Tables I and II , the total costs realized by use of the filter and optimal control laws are very close. Since presumably it is total realized costs which ultimately interest the controller, Table III displays this information for simulations run with N = 10, M = 10, and various values for q, Ewo, and SD(w).
As evidenced by Table III , the filter control law outperforms4 the optimal control law when the standard deviation SD(w) is 1.5. For the more moderate case, SD(w) = 1.0, the optimal control law only slightly outperforms the filter control law by a factor of approximately 9/10. These results are particularly encouraging, for, as demonstrated in [11] , system (1) is unstable whenever SD(w) . 1.0.
Intuitively, one would expect an increase in the number M of prior observations to improve the performance of the filter control law. As evidenced by Table IV, the effect on total costs of an increase from M = 10 to M = 100 is somewhat inconclusive for the short time horizon N = 10. For some parameter configurations, costs slightly increase, and for others costs slightly drop.
The beneficial effect of an increase in the number M of 4 The possibility of the filter control law outperforming the optimal control law in any given trial run arises because the optimal control law is only guaranteed to be best in a long-run average sense. prior observations is much more in evidence for the longer time horizon N = 100. Comparing Table IV to Table V , filter cost performance deteriorates relative to optimal cost performance when the time horizon is increased from N = 10 to N = 100 and the number of prior observations is held constant at M = 10. However, comparing Table V to Table VI , filter performance dramatically improves when the time horizon is N = 100 and the number of prior observations is increased from M = 10 to M = 100. Specifically, total costs realized under filter control are uniformly less than the total costs realized under optimal control when the standard deviation SD(w) is 1.0, and filter and optimal total costs are approximately equal when SD(w)= 1.5. Tables III-VI. The most obvious uniformity is that total realized costs for both filter and optimal control are independent of the state coefficient expectation Ew when q = 0. Examining (15) The relative deviation between filter and optimal cost performance is fairly stable along rows, but not along columns. These observations suggest that a more detailed investigation should be made, focusing on the three key parameters N, M, and SD(w). In Table VII , filter and optimal total realized costs are compared for the time horizon N varying from 10 to 100 and the state coefficient standard deviation varying from 0.5 to 1.5, with (M, q, Ew) held constant at (10, 1, 2).
Several uniformities are evident in
As evidenced by Table VII , filter cost performance is uniformly on par with optimal cost performance when the standard deviation SD(w) is 0.5. In addition, filter cost performance is uniformly on par with or better than optimal cost performance when the time horizon N is 10. Relative filter cost performance deteriorates with increasing values for SD(w) and N. However, as seen in Table VIII, an increase in the number M ofprior observations significantly improves filter performance. Specifically, filter costs are now uniformly on par with optimal costs for SD(wo) = 0.5 and for SD(w) = 1.0, and also for SD(w) = 1.5 when N = 10 or N = 100. In summary, comparative simulation studies indicate that the total costs realized by use of the filter-generated control law are approximately the same as the total costs realized by use of the optimal control law when the state coefficient standard deviation SD(w) is 0.5. A similar statement holds for the higher standard deviation levels 1.0 and 1.5 when M = 100. Increases in the cost function coefficient q and 148 state coefficient expectation Ew increase total realized costs for both the filter and the optimal control law, but do not appear to affect their relative cost performance. Overall, the filter control law performed very well in comparison to the optimal control law.
IV. EXTENSIONS
The criterion-filtering approach proposed in Section II for the adaptive control of system (1) can be modified to handle higher dimensional nonlinear systems with random parameters dependent on time, control, and previous state values (see [12] ). In this section we wish to indicate the nature of the needed modifications for the time-dependent case and to suggest a general principle for the adaptive updating of the criterion-filter weights.
Consider a system described by equations of the form xI = x1, initial conditions,
where xn E RS is the system state, and the control On is constrained to lie in an admissible control set 0(n, xn) c Rq.
Letting YF denote the a-algebra consisting of all Borel subsets of R', it will be assumed that (on E Rm is an observ- [13] .)
Example Classic Investment Problem [14] , [15] : In each period n E {1, ..., N} an investor must decide how to allocate his current wealth xn E R + between two investment opportunities A and B, the first which yields a positive or negative net return rate + sn (0 < sn < 1) with probabilities Pn, and 1 -Pn, and the second which yields a net return rate rn (0 < rn < sn) with probability 1. The objective ofthe investor is to maximize the expected utility ofhis total wealth XN + 1at the end of stage N via feedback control. Initial wealth x* in period 1 is assumed to be positive.
The investor's wealth xn+1 in period n + 1 is a simple function of his wealth xn in period n, the net return rate (on E {sn, -sn} observed for investment opportunity A in period n, and the amount On e O(n, xn) [ In this paper on alternative approach to adaptive control is proposed for a class of adaptive control problems with intertemporal expected cost objectives. The intertemporal criterion function relevant for each period n is directly filtered without recourse to state estimation or state distribution estimation via Bayes' rule. The control law generated by the filtered criterion function estimates is tested against the optimal control law for a linear-quadratic control model with random state coefficients. Computer simulation results indicate that the total costs realized under the filter control law are approximately on par with the total costs realized under the optimal control law for the tested range of time horizons, cost function coefficients, and mean and standard deviation values for the random state coefficients.
Further computer programs are currently being designed to test criterion filtering methods in the context of an adaptive multiteam decision problem in which the observations C,n of one team are state and time-dependent controls implemented by a competing team acting in accordance with an unknown feedback control law (see [16] ). ACKNOWLEDGMENT The author is grateful to R. E. Kalaba for helpful suggestions.
