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Applications of exact solution for strongly interacting one dimensional bose-fermi
mixture: low-temperature correlation functions, density profiles and collective modes.
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(Dated: June 13, 2018)
We consider one dimensional interacting bose-fermi mixture with equal masses of bosons and
fermions, and with equal and repulsive interactions between bose-fermi and bose-bose particles.
Such a system can be realized in current experiments with ultracold bose-fermi mixtures. We
apply the Bethe-ansatz technique to find the exact ground state energy at zero temperature for any
value of interaction strength and density ratio between bosons and fermions. We use it to prove
the absence of the demixing, contrary to prediction of a mean field approximation. Combining
exact solution with local density approximation (LDA) in a harmonic trap, we calculate the density
profiles and frequencies of collective modes in various limits. In the strongly interacting regime, we
predict the appearance of low-lying collective oscillations which correspond to the counterflow of
the two species. In the strongly interacting regime we use exact wavefunction to calculate the single
particle correlation functions for bosons and fermions at low temperatures under periodic boundary
conditions. Fourier transform of the correlation function is a momentum distribution, which can be
measured in time-of-flight experiments or using Bragg scattering. We derive an analytical formula,
which allows to calculate correlation functions at all distances numerically for a polynomial time in
the system size. We investigate numerically two strong singularities of the momentum distribution
for fermions at kf and kf + 2kb. We show, that in strongly interacting regime correlation functions
change dramatically as temperature changes from 0 to a small temperature ∼ Ef/γ ≪ Ef , where
Ef = (pih¯n)
2/(2m), n is the total density and γ = mg/(h¯2n) ≫ 1 is the Lieb-Liniger parameter.
A strong change of the momentum distribution in a small range of temperatures can be used to
perform a thermometry at very small temperatures.
I. INTRODUCTION
Recent developments in cooling and trapping of cold atoms open exciting opportunities for experimental studies
of interacting systems under well controlled conditions. Current experiments1,2 can deal not only with single com-
ponent gases, but with various atomic mixtures. Using Feshbach3,4 resonances and and/or optical lattices5,6 one can
tune different parameters, and drive the systems towards strongly correlated regime. The effect of correlations is
most prominent for low dimensional systems, and recent experimental realization7,8 of a strongly interacting Tonks-
Girardeau (TG) gas of bosons opens new perspectives in experimental studies of strongly interacting systems in 1D9.
In this article we investigate bose-fermi mixtures in 1D, using exact techniques of the Bethe ansatz. Some of the
results presented here have been reported earlier10.
Most of the theoretical research on bose-fermi mixtures11 so far has been concentrated on higher dimensional
systems, and only recently 1D systems started attracting attention. Several properties of such systems have been
investigated so far, including phase separation12,13,14, fermion pairing15, possibility of charge density wave (CDW)
formation16 and long distance behavior of correlation functions17.
A 1D interacting bose-fermi mixture is described by the Hamiltonian
H =
∫ L
0
dx(
h¯2
2mb
∂xΨ
†
b∂xΨb +
h¯2
2mf
∂xΨ
†
f∂xΨf) +
∫ L
0
dx(
1
2
gbbΨ
†
bΨ
†
bΨbΨb + gbfΨ
†
bΨ
†
fΨfΨb). (1)
Here, Ψb,Ψf are boson and fermion operators, mb,mf are the masses, and gbb, gbf are bose-bose and bose-fermi
interaction strengths. The model (1) is exactly solvable, when18
mf = mb = m, gbb = gbf = g > 0. (2)
It corresponds to the situation when masses are the same, and bose-bose and bose-fermi interaction strengths are the
same and positive. Although conditions (2) are somewhat restrictive, the exactly solvable case is relevant to current
experiments (the experimental situation will be analyzed in detail in section VII ) and can be used to check the validity
of different approximate approaches. Model (1) under conditions (2) has been considered in the literature before18,
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2but its properties have not been investigated in detail. After the appearance of our initial report10, two additional
articles17,19 used Bethe ansatz to investigate the same model. We use the exact solution to calculate the ground state
energy and investigate phase separation and collective modes at zero temperature. For strongly interacting regime, we
calculate single particle correlation functions, and consider the effects of small temperature on correlation functions
and density profiles.
The article is organized as follows. In section II we review the Bethe ansatz solution for bose-fermi mixture and
compare it to the solution for fermi mixture. In section III we obtain the energy numerically in the thermodynamic
limit. We use it to prove the absence of the demixing under conditions (2), contrary to prediction of a mean field12
approximation. In section IV we combine exact solution with local density approximation (LDA) in a harmonic trap,
and calculate the density profiles and frequencies of collective modes in various limits. In the strongly interacting
regime, we predict the appearance of low-lying collective oscillations which correspond to the counterflow of the two
species. In section V we use exact wavefunction in the strongly interacting regime to calculate the single particle
correlation functions for bosons and fermions at zero temperature under periodic boundary conditions. We derive an
analytical formula, which allows to calculate correlation functions at all distances numerically for a polynomial time
in system size. In section VI we extend the results of section V for low temperatures. We also calculate the evolution
of the zero temperature density profile at small nonzero temperatures. We show, that in strongly interacting regime
correlation functions change dramatically as temperature is raised from 0 to a small value. Finally in section VII we
analyze the experimental situation and make concluding remarks.
II. BETHE ANSATZ SOLUTION
In this section we will briefly review the solution18 of the model (1) under periodic boundary conditions and compare
it to the solution of Yang of the spin- 12 interacting fermions
20,21, for the sake of completeness. More details on Yang’s
solution can be found in22,23,24,25,26.
In first quantization, hamiltonian (1) can be written as
H = −
N∑
i=1
∂2
∂x2i
+ 2c
∑
i<j
δ(xi − xj), c > 0. (3)
Here we have assumed m = 1/2 and h¯ = 1, to keep contact with the literature on the subject. Later in the discussion
of the collective modes we will introduce the mass of atoms, but it should be clear from the context whether we have
assumed m = 1/2 or not. c in (3) is connected to parameters of (1) via
c =
mg
h¯2
. (4)
Wave function is supposed to be symmetric with respect to indices i = {1, ...,M} (bosons) and antisymmetric with
respect to i = {M +1, ..., N} (fermions). On the first stage, Yang’s solution doesn’t impose any symmetry constraint
on the wavefunction. On the second stage, periodic boundary conditions are resolved with the help of extra Bethe-
ansatz. This idea has been generalized by Sutherland27 for the case of N-fermion species. The results presented here
can be simply derived from Sutherland’s work.
In Yang’s solution, one assumes the generalized coordinate Bethe wavefunction of the following form: for 0 < xQ1 <
xQ2 < ... < xQN < L
Ψ =
∑
P
[Q,P ]ei
∑
kPixQi , E =
∑
i
k2i . (5)
where k1, ..., kN is a set of unequal numbers, P is an arbitrary permutation from SN and [Q,P ] is N ! × N ! matrix.
Let’s denote the columns of this matrix as N ! dimensional vector ξP . Delta function potential in (3) is equivalent to
the following boundary condition for the derivatives of the wavefunction:
(
∂
∂xj
− ∂
∂xk
)Ψxj=xk+0 − (
∂
∂xj
− ∂
∂xk
)Ψxj=xk−0 = 2cΨxj=xk , (6)
and the continuity condition reads
Ψxj=xk+0 = Ψxj=xk−0. (7)
3Suppose Q and Q′ are two permutations, such that Qk = Q
′
k, for k 6= {i, i + 1}, and Qi = Q′i+1, Q′i = Qi+1.
Similarly, P and P ′ are two permutations, such that Pk = P
′
k, for k 6= {i, i + 1}, and Pi = P ′i+1, P ′i = Pi+1. To
satisfy (6) and (7) for xQi = xQi+1 independently of other x, one has to impose two conditions for four coefficients
[Q,P ], [Q′, P ], [Q,P ′], [Q′, P ′]. Using these two conditions, we can express [Q,P ′], [Q′, P ′] via [Q,P ], [Q′, P ]. These
requirements can be simply written as a condition between ξP and ξP ′ :
ξP ′ = Y
i,i+1
Pi,Pi+1
ξP . (8)
Y operators are defined as
Y l,mi,j = −
λij
1 + λij
+
1
1 + λij
Pˆlm, (9)
where
λij =
ic
ki − kj ,
and Pˆlm is an operator acting on a vector ξP which interchanges the elements with indices Ql and Qm. Using Y
operators one can express any ξP via ξ0, where ξ0 is a column for P = identity. However, arbitrary permutation P
can be represented as a combination of neighboring transpositions by different means. Independence of the final result
on a particular choice of neighboring transpositions can be checked based on the following Yang-Baxter Relations:
Y a,bi,j Y
a,b
j,i = 1, (10)
Y a,bj,k Y
b,c
i,k Y
a,b
i,j = Y
b,c
i,j Y
a,b
i,k Y
b,c
j,k . (11)
Operators Y i,i+1Pi,Pi+1 exchange the momentum labels Pi and Pi+1, while Pˆi,i+1 interchange relative position labels Qi
and Qi+1. It is convenient to define combined operator, which exchanges both labels:
Xij = PˆijY
ij
ij =
1− λij Pˆij
1 + λij
. (12)
Using this definition, periodic boundary conditions can be written as N matrix eigenvalue equations:
Xj+1,jXj+2,j ...XN,jX1,j ...Xj−1,jξ0 = e
ikjLξ0. (13)
The procedure outlined above reduces equations for N !×N ! coefficients to N eigenvalue equations for N ! dimensional
vector. Imposing some symmetry on ξ0 simplifies the system further. If ξ0 is antisymmetric with respect to particle
permutations (fermions) , then Pˆij = −1 and eikjL = 1. The system of equations is the same as for noninteracting
fermions, as expected. If ξ0 is symmetric (bosons), Pˆij = 1 and the system is equivalent to periodic boundary
conditions of Lieb-Liniger model28.
If one needs to consider two-species system, ξ0 has the symmetry of the corresponding permutation group represen-
tation (Young tableau). Instead of solving eq. (13), it is convenient to consider the similar problem in the conjugate
representation. If ξ0 is antisymmetric with respect to both permutations of the first M indices and the rest N −M
(two-species fermions), eigenstate in conjugate representation ϕ is symmetric with respect to first M indices and is
also symmetric with respect to permutations of the rest N −M indices. Similarly, in conjugate representation for
bose-fermi mixture with M bosons and N −M fermions ϕ should be chosen to be antisymmetric for permutations
of M boson indices and symmetric with respect to permutations of N −M fermion indices. The periodic boundary
conditions are (note the change of the sign in the definition of X ′ij compared to Xij):
X ′j+1,jX
′
j+2,j ...X
′
N,jX
′
1,j...X
′
j−1,jϕ = e
ikjLϕ, (14)
X ′ij =
1 + λijPˆij
1 + λij
. (15)
Since N !-dimensional vector ϕ has symmetry constraints, it has CMN inequivalent components, characterized by the
positions yi of M spin-down fermions (or M bosons respectively). One can think of the components of the vector ϕ
as of the values of the spin wavefunction, defined on an auxiliary one-dimensional lattice of size N. CMN independent
values of ϕ correspond to CMN values of the wavefunction of M ”particles” with coordinates yi, living on this auxiliary
4lattice (since ϕ is symmetric for N −M fermion indices, these are considered to be vacancies). Wavefunction should
be symmetric with respect to exchange of two ”particles” for two-species fermions, and antisymmetric for the case
of bose-fermi mixture. To preserve the terminology of the two-species fermion solution for the case of bose-fermi
mixture, later in the text we will always refer to the wavefunction on an auxiliary lattice as to ”spin” wavefunction,
although it has a direct meaning only for two-species fermion case.
First, one can solve the problem for M = 130. In this case there is no difference between two-species fermions
or bose-fermi mixture. It can be shown (detailed derivations are available in the appendix of26), that in this case
wavefunction in conjugate representation is
ϕ(M = 1) = F (Λ, y) =
y−1∏
j=1
kj − Λ + ic/2
kj+1 − Λ− ic/2 , (16)
where new spectral parameter Λ satisfies the following equation:
N∏
i=1
ki − Λ + ic/2
ki − Λ− ic/2 = 1. (17)
Periodic boundary conditions simplify to
eikjL =
kj − Λ + ic/2
kj − Λ− ic/2 , j = {1, ..., N} (18)
In an auxiliary lattice the wavefunction of one spin-deviate (or boson) F (Λ, y) plays the role similar to one-particle
basis function eikx of the original coordinate Bethe ansatz, spectral parameter Λ being the analog of the momentum
k.
In the case when M > 1, Yang suggested that the solution of eqs. (14)-(15) again has the form of Bethe ansatz in
the ”spin” subspace: for 1 ≤ y1 < y2 < ... < yM ≤ N
ϕ =
∑
R
A(R)
M∏
i=1
F (ΛRi , yi), (19)
where Λ1, ...,ΛM is a set of unequal numbers, R is an arbitrary permutation from SM . It can be shown
20,26, that this
ansatz solves (14)-(15) for two-species fermion system, if
A(R′)
A(R)
=
ΛRi+1 − ΛRi − ic
ΛRi+1 − ΛRi + ic
, (20)
similarly to bosonic relations of Lieb-Liniger model28. Here R and R′ are two permutations from SM such that
Rk = R
′
k, for k 6= {i, i+ 1}, and Ri = R′i+1, R′i = Ri+1. The set of Λ, k has to satisfy the following set of equations:
−
N∏
i=1
ki − Λα + ic/2
ki − Λα − ic/2 =
M∏
β=1
Λβ − Λα + ic
Λβ − Λα − ic , α = {1, ...,M}, (21)
eikjL =
M∏
β=1
kj − Λβ + ic/2
kj − Λβ − ic/2 , j = {1, ..., N}. (22)
For the bose-fermi mixture, ϕ has to be antisymmetric for permutations of yi variables. This problem has actually
been solved by Sutherland27, although he was interested not in bose-fermi mixture, but fermion model with several
species. He has shown, that if one doesn’t specify the symmetry of ϕ for yi variables and applies the generalized
ansatz
ϕ =
∑
R
[G,R]
M∏
i=1
F (ΛRi , yGi) (23)
for 1 ≤ yG1 < yG2 < ... < yGM ≤ N , then columns of M !×M ! dimensional matrix [G,R] are related similarly to (8):
ξR′ = Y
′i,i+1
Ri,Ri+1
ξR. (24)
5Y ′ operators are defined as
Y ′l,mi,j =
κij + Pˆlm
1− κij , κij =
ic
Λi − Λj . (25)
For two-species fermions in conjugate representation Pˆlm = 1, and it is equivalent to (20), while for bose-fermi mixture
in conjugate representation Pˆlm = −1, and the answer is much more simple:
Y ′l,mi,j = −1. (26)
Therefore, ”spin” part of wavefunction is constructed by total antisymmetrization of single ”spin” wavefunctions,
similar to Slater determinant for fermionic particles:
ϕ = det(F (Λi, yj)). (27)
Periodic boundary conditions for bose-fermi mixture are:
N∏
i=1
ki − Λα + ic/2
ki − Λα − ic/2 = 1, α = {1, ...,M}, (28)
eikjL =
M∏
β=1
kj − Λβ + ic/2
kj − Λβ − ic/2 , j = {1, ..., N}. (29)
One can prove that all solutions of (28)-(29) are always real, which is a major simplification for the analysis of both
ground and excited states (see Appendix A).
If one introduces function
θ(k) = −2 tan−1(k/c), (30)
the system (28)-(29) can be rewritten as
kjL = 2πIj +
M∑
β=1
θ(2kj − 2Λβ), (31)
2πIα =
N∑
j=1
θ(2Λα − 2kj). (32)
Ij and Iα are integer or half integer quantum numbers (depending on the parity of M and N), which characterize the
state. The ground state corresponds to
Iα = (M − 1)/2,−(M − 3)/2, ...., (M − 1)/2}, (33)
Ij = {−(N − 1)/2,−(N − 3)/2, ...., (N − 1)/2}. (34)
In the thermodynamic limit, one has to send M,N,L to infinity proportionally. If one introduces density of k roots
ρ(k) and density of Λ roots σ(Λ), (28)-(29) simplifies to two coupled integral equations
2πρ(k) = 1 +
∫ B
−B
4cσ(Λ)dΛ
c2 + 4(Λ− k)2 , (35)
2πσ(Λ) =
∫ Q
−Q
4cρ(ω)dω
c2 + 4(Λ− ω)2 . (36)
Normalization conditions and energy are given by
N/L =
∫ Q
−Q
ρ(k)dk, (37)
M/L =
∫ B
−B
σ(Λ)dΛ, (38)
E/L =
∫ Q
−Q
k2ρ(k)dk. (39)
These equations can be solved numerically and the results will be presented in the next section. Numerical solution
of these equations allows to investigate the possibility of phase separation, predicted in12. Combined with local density
approximation, it can be used to investigate density profiles and collective oscillation modes in the external fields.
6III. NUMERICAL SOLUTION AND ANALYSIS OF INSTABILITIES
In this section we will solve the system of equations (35)-(39) numerically, and obtain the ground state energy
as a function of interaction strength and densities. This solution will be used to analyze the instability towards
demixing12,13,14.
Substituting (36) into (35), and performing analytically integration over Λ, one obtains an integral equation for
function ρ(k). Similarly to28, it is convenient to redefine the variables before solving this equation numerically. Let’s
introduce the following variables λ, x, y, b and a function g(x) according to
c = λQ, ω = xQ, k = yQ,B = bQ, ρ(Qx) = g(x). (40)
In new variables, integral equation depends on two parameters b and λ :
2πg(y) = 1 +
∫ 1
−1
2λg(x)dx
2π(λ2 + (x− y)2) (tan
−1 2(b− y)
λ
+ tan−1
2(b− x)
λ
+
tan−1
2(b+ y)
λ
+ tan−1
2(b+ x)
λ
+
λ
2(x− y) log
λ2 + 4(b− x)2
λ2 + 4(b− y)2
λ2 + 4(b+ y)2
λ2 + 4(b+ x)2
). (41)
In new variables, (37)-(39) become
γ =
cL
N
=
λ∫ 1
−1 g(x)dx
, (42)
M
N
=
∫ 1
−1
(tan−1 2(b−x)λ + tan
−1 2(b+x)
λ )g(x)dx
π
∫ 1
−1 g(x)dx
, (43)
E =
N3
L2
e(λ, b) =
N3
L2
∫ 1
−1 x
2g(x)dx(∫ 1
−1
g(x)dx
)3 . (44)
Integral equation (41) can be solved numerically as a function of two parameters b and λ, applying Simpson rule for an
integral approximation on a grid xi = −1+(i−1)/n, i = {1, ..., 2n+1}. This gives a system of 2n+1 linear equations
for discrete values g(xi), which can be solved by standard methods. Using (42)-(44), one can obtain parametrically
three functions γ(λ, b),M/N = α(λ, b), e(λ, b). After that one can numerically inverse two of them λ(γ, α) and b(γ, α),
and obtain function e(γ, α). Resulting function is shown in fig. 1. When α = 0, system is purely fermionic, and
noninteracting. When α = 1, the system is purely bosonic, and numerically obtained energy coincides with the result
of28. If γ = 0, bosons and fermions don’t interact, and e(γ, α) = (π2/3)(1− α)3.
An interesting case, where one can analytically find the dependence of energies on relative densities is Tonks-
Girardeau (TG) regime of strong interactions, γ ≫ 1. In (41) one can neglect the dependence of the kernel on x and
y, and g(x) becomes a constant g, which satisfies an equation
2πg = 1 +
8g
πλ
(
tan−1
2b
λ
+
2bλ
λ2 + 4b2
)
, (45)
while (43) reads
α =
2
π
tan−1
2b
λ
. (46)
After some algebra energy is rewritten as
e(γ, α) =
π2
3
(
1− 4
γ
(α+
sinπα
π
) +
12
γ2
(α+
sinπα
π
)2
)
+O(
1
γ3
). (47)
Using exact solutions, one can analyze demixing instabilities12,13,14 for repulsive bose-fermi mixtures. In the absence
of external potential bose-fermi mixture is stable, if the compressibility matrix[
∂µb
∂nb
∂µb
∂nf
∂µf
∂nb
∂µf
∂nf
]
(48)
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FIG. 1: Energy of the ground state is given by E = e(γ,α)h¯2N3/(2mL2), where γ = mg/(h¯2n), and α = M/N is the boson
fraction. When α = 0, system is purely fermionic, and the energy doesn’t depend on interactions. When α = 1, the system is
purely bosonic, and numerically obtained energy coincides with the result of28. If γ = 0, bosons and fermions don’t interact,
and e(γ, α) = (pi2/3)(1− α)3.
is positively defined. Here, nb is the boson density, and nf is the fermion density. µb and µf are the bose and fermi
chemical potentials, given by
µb =
N2
L2
(
3e(γ, α)− γ ∂e
∂γ
+ (1 − α) ∂e
∂α
)
, (49)
µf =
N2
L2
(
3e(γ, α)− γ ∂e
∂γ
− α ∂e
∂α
)
. (50)
The fact that the matrix (48) is positively defined can be checked numerically for any value of α and γ, and proves
that bose-fermi mixture with the same bose-fermi and bose-bose interactions is stable with respect to demixing for any
values of bose and fermi densities. We note, that the absence of demixing for one particular value of the density has
been checked in the original article by Lai and Yang18. Although an exact solution is available only under conditions
(2), small deviations from these should not dramatically change the energy e(γ, α). Therefore, we expect the 1D
mixtures to remain stable to demixing in the vicinity of the integrable line (2) for any interaction strength. Recently
this has been checked numerically in Quantum Monte Carlo studies for a systems of up to 14 atoms14.
Note, that prediction of12 about demixing at sufficiently strong interactions in this case is incorrect, since it is based
on the mean field approximation. Indeed, the demixing condition there reads
nf ≤
mfg
2
bf
gbbh¯
2π2
. (51)
For gbf = gbb and nb = nf it is equivalent to
γ =
mg
h¯2n
≥ π
2
2
≈ 4.9. (52)
Clearly, this condition is incompatible with mean-field approximation, which is valid for γ <∼ 1.
For weakly interacting case one can use mean field approximation to calculate energy and chemical potentials12,19 :
E = L
[
g
2
n2b + gnbnf +
h¯2π2
2m
n3f
3
]
,
µb = g(nb + nf ), µf = gnb +
h¯2π2
2m
n2f . (53)
8For the strong interactions, up to corrections of order 1/γ3,
E = L
[
h¯2π2
2m
(nf + nb)
3
3
](
1− 4
γ
(α +
sinπα
π
) +
12
γ2
(α+
sinπα
π
)2
)
, (54)
µf =
h¯2π2
2m
(nf + nb)
2(1 +
1
3γ
(
−16(α+ sinπα
π
) + 4α(1 + cosπα)
)
+
+
1
γ2
(α+
sinπα
π
)
(
20(α+
sinπα
π
)− 8α(1 + cosπα)
)
), (55)
µb =
h¯2π2
2m
(nf + nb)
2(1 +
1
3γ
(
−16(α+ sinπα
π
) + 4(α− 1)(1 + cosπα)
)
+
+
1
γ2
(α+
sinπα
π
)
(
20(α+
sinπα
π
) + 8(1− α)(1 + cosπα)
)
). (56)
IV. LOCAL DENSITY APPROXIMATION AND COLLECTIVE MODES
So far our arguments have been limited to the case of periodic boundary conditions without external confinement.
This is the situation, when the many-body interacting model (1) is exactly solvable in the mathematical sense. If
one adds an external harmonic potential, model is not solvable any more. However, if external potential varies slowly
enough (precise conditions for the case of bose gas have been formulated in31), one can safely use local density
approximation (LDA) to analyze the density profiles and collective modes in a harmonic trap. In the local density
approximation, one assumes that in slowly varying external harmonic trap chemical potential changes according to
µ0b(x) +
mω2bx
2
2
= µ0b(0), µ
0
f (x) +
mω2fx
2
2
= µ0f (0). (57)
Let us consider the case when external harmonic confining potential oscillator frequencies are the same for bosons
and fermions. We note, however, that one can also analyze the case when ωb 6= ωf in a similar way. We consider
ωb = ωf = ω0, (58)
since in this case distribution of the relative boson and fermion densities is controlled only by interactions, and not
by external potential, since external potential couples only to total density. Eqs. (57) for ωb = ωf = ω0 imply that
densities of bosons and fermions in the region where bosons and fermions coexist are governed by
µ0f (x) +
mω20x
2
2
= µ0f (0), µ
0
b(x)− µ0f (x) = (nf + nb)2
∂e
∂α
= µ0b(0)− µ0f (0). (59)
One can show, that these equations cannot be simultaneously satisfied for the whole cloud, and the mixture phase
separates in an external potential given by (58). For both strong and weak interactions bosons and fermions coexist
in the central part, but the outer sections consist of Fermi gas only. In the weakly interacting limit, this can be
interpreted as an effect of the Fermi pressure2: while bosons can condense to the center of the trap, Pauli principle
pushes fermions apart. As interactions get stronger, the relative distribution of bosons and fermions changes, and
Figs. 2 and 3 contrast the limits of strong and weak interactions. For strong interactions, the fermi density shows
strong non-monotonous behavior.
When interactions are small Eqs. (53) and (59) imply that in the region of coexistence densities are given by
n0b(x) = n
0
b(0)(1−
x2
x2b
), n0f (x) = n
0
f (0), for x
2 < x2b . (60)
Outside of the region of coexistence, density of fermions decays as the square root of inverse parabola:
n0b(x) = 0, n
0
f (x) =
n0f (0)√
1− x2b
x2
f
√
1− x
2
x2f
, for x2b < x
2 < x2f . (61)
Parameters xf and xb are given by
x2b =
2gn0b(0)
mω20
, x2f = x
2
b +
(h¯πn0f (0))
2
(mω0)2
. (62)
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FIG. 2: Densities of bose and fermi gases in weakly interacting regime at zero temperature. Lieb-Liniger parameter in the
center of a trap is γ0 = 0.18, overall number of bosons equals number of fermions. Total density in the center of a trap is taken
to be 1.
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FIG. 3: Densities of bose and fermi gases in strongly interacting regime at zero temperature. Lieb-Liniger parameter in the
center of a trap is γ0 ≫ 1, overall number of bosons equals number of fermions. Total density in the center of the trap is taken
to be 1.
A typical graph of density distribution for weakly interacting case is shown is shown in Fig. 2.
If effective γ0 is much bigger than 1 in the center of a harmonic trap, the total density n
0(x) follows Tonks-Girardeau
density profile
n0(x) = n0(0)
√
1− x
2
x2f
. (63)
From Eqs. (47) and (59) distribution of α(x) is controlled by the following equation:
n0(x)3(1 + cos (πα(x))) = n0(0)3(1 + cos (πα(0))). (64)
Since 1 + cos (πα(x)) is bound and n0(x) goes to 0 near the edges of the cloud, this equation can’t be satisfied for all
x2 < x2f , which means that only fermions will be present at the edges of the cloud, similarly to weakly interacting
regime. Density distribution for equal number of bosons and fermions is shown in Fig. 3. The form of the profile is
universal, as long as γ0 ≫ 1 and the temperature is zero. Evolution of this profile for nonzero temperatures is shown
in figure 14.
Recent experiments32 demonstrated that collective oscillations of 1D gas provide useful information about interac-
tions in the system. Here we will numerically investigate collective modes of the system, by solving hydrodynamic
equations of motion. These equations have to be solved with proper boundary conditions at the edge of the bosonic
and fermionic clouds. Within the region of coexistence of bosons and fermions, such oscillations can be described by
four hydrodynamic equations36
∂
∂t
δnb +
∂
∂x
(nbvb) = 0, (65)
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m
∂
∂t
δvb +
∂
∂x
(µb + Vext,b +
1
2
mv2b ) = 0, (66)
∂
∂t
δnf +
∂
∂x
(nfvf ) = 0, (67)
m
∂
∂t
δvf +
∂
∂x
(µf + Vext,f +
1
2
mv2f ) = 0. (68)
In certain cases, analytical solutions of hydrodynamic equations are available35,36 and provide the frequencies of
collective modes. When an analytic solution is not available, the ”sum rule” approach has been used35,36,37,38 to obtain
an upper bound for the frequencies of collective excitations. The disadvantage of the latter approach is an ambiguity
in the choice of multipole operator which excites a particular mode, especially for multicomponent systems38. Here we
develop an efficient numerical procedure for solving hydrodynamical equations in 1D, which doesn’t involve additional
”sum rule” approximation.
While looking at low amplitude oscillations, it is sufficient to substitute
nb(x, t) = n
0
b(x) + δnb(x)e
iωt, (69)
nb(x, t)vb(x, t) = n
0
b(x)δvb(x)e
iωt, (70)
nf(x, t) = n
0
f (x) + δnf (x)e
iωt, (71)
nf(x, t)vf (x, t) = n
0
f (x, t)δvf (x)e
iωt, (72)
µb + Vext,b +
1
2
mv2b = const1 + δµb(x)e
iωt = const1 + (δnb(x)
∂µb
∂nb
+ δnf (x)
∂µb
∂nb
)eiωt, (73)
µf + Vext,f +
1
2
mv2f = const2 + δµf (x)e
iωt = const2 + (δnb(x)
∂µf
∂nb
+ δnf (x)
∂µf
∂nf
)eiωt. (74)
(75)
Here, n0b(x) and n
0
f (x) are densities obtained within local density approximation. Linearized system of hydrodynamic
equations can be written as:
−mω2
[
δnb(x)
δnf(x)
]
= ∇
([
n0b(x) 0
0 n0f (x)
]
∇
([
∂µb
∂nb
∂µb
∂nf
∂µf
∂nb
∂µf
∂nf
][
δnb(x)
δnf (x)
]))
. (76)
For numerical solutions and boundary conditions it is more convenient to work with independent functions
δµb(x), δµf (x). System of equations becomes
−mω2
[
δµb(x)
δµf (x)
]
=
[
∂µb
∂nb
∂µb
∂nf
∂µf
∂nb
∂µf
∂nf
]
∇
([
n0b(x) 0
0 n0f(x)
]
∇
[
δµb(x)
δµf (x)
])
. (77)
Outside of the region of coexistence of bosons and fermions, δµoutf satisfies the following equation:
−mω2δµoutf =
∂µoutf
∂nf
∇ [noutf (x)∇δµoutf ] . (78)
All modes can be classified by their parity with respect to x→ −x substitution, and will be investigated by parity-
dependent numerical procedure. We will consider equations only in the positive half of the cloud. For even modes,
one may require two additional conditions:
∇δµf (x = 0) = 0, ∇δµb(x = 0) = 0. (79)
For odd modes, analogous conditions are
δµf (x = 0) = 0, δµb(x = 0) = 0. (80)
Boundary conditions for fermions at the edge of the bosonic cloud, xb, correspond to the continuity of vf and δµf .
Continuity of the velocity can be obtained by integrating continuity equation (67) in the vicinity of xb. From Eq. (68)
it is equivalent to
∇δµoutf (x = xb + 0) = ∇δµf (x = xb − 0). (81)
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The second condition can be obtained by integrating (68) in the vicinity of xb :
δµoutf (x = xb + 0) = δµf (x = xb − 0). (82)
One may see, that these conditions do not imply that δnoutf (x = xb + 0) = δnf (x = xb − 0). This can be easily
illustrated by the dipole mode, where δvf (x) = δvb(x) = const, δnf = ∇n0f (x), which is clearly discontinuous for
profiles shown in Figs. 2 and 3.
Two additional conditions come from the absence of the bosonic(fermionic) flow at xb(xf ) :
n0b(x)vb(x)|x→xb−0 = 0, (83)
n0f (x)vf (x)|x→xf−0 = 0. (84)
Outside of the region of coexistence, the chemical potential and density of fermions are given by µoutf ∼
(noutf )
2, noutf ∼
√
1− (x/xf )2, where xf is the fermionic cloud size. In dimensionless variables u = x/xf , eq. (78) can
be written as
− ω
2
ω20
δµoutf = (1− u2)
∂2δµoutf
∂u2
− u∂δµ
out
f
∂u
. (85)
For this equation, there exists a general nonzero solution which satisfies (84):
δµoutf = cos(
ω
ω0
arccos
x
xf
). (86)
Substituting this into (81)-(82), one has to solve eigenmode equations numerically for x < xb, with five boundary
conditions (81),(82),(83) and (79) or (80) depending on the parity. These boundary conditions are compatible, only if
ω is an eigenfrequency. Using four of these boundary conditions, the system of two second order differential equations
can be solved numerically for any ω. To find a numerical solution we choose to leave out condition (83), and check
later if it is satisfied to identify the eigenfrequencies.
The most precise way to check (83) numerically is based on equations of motion. For even modes, vb(0) = 0, and
integrating (65) from 0 till xb, one obtains∫ xb
0
δnb(x)dx = − 1
iω
(nb(x = xb)vb(x = xb)− nb(x = 0)vb(x = 0)]) = 0. (87)
For odd modes, from eq. (66) vb(0) = i∇δµb(x = 0)/(mω), and integrating (65) from 0 till xb, one obtains∫ xb
0
δnb(x)dx = − 1
iω
(nb(x = xb)vb(x = xb)− nb(x = 0)vb(x = 0)]) = nb(x = 0)∇δµb(x = 0)
mω2
. (88)
When a numerical solution for δµb(x), δµf (x) is available, conditions (87) or (88) can be checked numerically using
δnb(x) =
∂µf
∂nf
δµb(x) − ∂µf∂nb δµf (x)
∂µf
∂nf
∂µb
∂nb
− ∂µf∂nb
∂µb
∂nf
. (89)
First we apply this numerical procedure for weakly-interacting regime, and the frequencies of collective modes are
shown in fig. 4. When γ0 → 0, bose and fermi clouds do not interact, and collective modes coincide with purely
bosonic or fermionic modes, with frequencies36 ωf = nω0 and ω
b = ω0
√
n(n+ 1)/2. Modes which correspond to
ω/ω0 = 1,
√
3, 2,
√
6 are shown in fig. 4. As interactions get stronger, bose and fermi clouds get coupled, and all
the modes except for Kohn dipole mode change their frequency. For Kohn dipole mode, bose and fermi density
fluctuations are given by δnf = ∇n0f (x), δnb = ∇n0b(x). In Figs 5-7 we show density fluctuations for three other
modes in the region of coexistence for a particular choice of parameters γ0 = 0.394, xb/xf = 0.6 and equal total
number of bosons and fermions. Modes for which the frequency goes down due to coupling between bose and fermi
clouds correspond to the collective excitations with opposite signs in density fluctuations of bose and fermi clouds. In
TG regime these modes continuously transform into ”out of phase” low-lying modes which do not change the total
density. At weak interactions lowest mode is an ”out of phase” dipole excitation, after that comes ”in phase” Kohn
dipole mode (center of mass oscillation), ”out of phase” even mode, ”in phase” even mode, second ”out of phase” odd
mode.
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FIG. 4: Frequencies of collective excitations in mean field regime versus Lieb-Liniger parameter in the center of a trap γ0.
Total number of bosons equals the number of fermions. Even in mean field regime frequency of ”out of phase” oscillations gets
smaller as interactions get stronger.
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FIG. 5: Fermi and bose density fluctuations of ”out of phase” dipole mode (ω/ω0)
2 = 0.757 for γ0 = 0.394, xb/xf = 0.6. Total
number of bosons equals the number of fermions. Outside of the region of coexistence of bose and fermi clouds, δnf (x) ∼
1√
1−(x/xf )
2
cos( ω
ω0
arccos x
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)
Let’s consider Tonks-Girardeau regime, when energy is well approximated by (47). Since dependence of the energy
on relative boson fraction α(x) is 1/γ times smaller than dependence on the total density, the energetic penalty for
changing relative density of bosons and fermions is small. Thus there should be low-lying modes, which correspond
to an oscillation of the relative density between bosons and fermions, while total density is kept fixed up to 1/γ
corrections. In addition to these low-lying ”out of phase” oscillations of bose and fermi clouds, there will be ”in
phase” density modes, which correspond to oscillations of the total density. Since up to 1/γ corrections dependence
of the energy on total density in TG regime is the same as for free noninteracting fermions, energy of these excitations
is given by36 ω = nω0, up to small corrections of the order of 1/γ.
When γ →∞, relative compressibility goes to zero as 1/γ, so from eq. (77) energy of low-lying modes goes to zero
as 1/
√
γ0, where γ0 is a Lieb-Liniger parameter in the center of a trap. Performing a numerical procedure outlined
above, one can obtain the dependence of the frequencies of low-lying ”out of phase” modes on relative density of
bosons and fermions. Results of these calculations are shown in fig. 8, and are parameterized by the overall boson
fraction and γ0. It turns out that the lowest lying mode is odd, and after that the parity of collective excitations
alternates signs. For ”out of phase” modes signs of density fluctuations and velocities of boson and fermion clouds
are opposite. One can easily understand, why does the energy grow, as the boson fraction is decreased: the size of
the bose cloud shrinks, and the ”wavevector” of the corresponding excitation increases, leading to an increase of the
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FIG. 6: Fermi and bose density fluctuations of ”out of phase” breathing mode (ω/ω0)
2 = 2.51 for γ0 = 0.394, xb/xf = 0.6.
Total number of bosons equals the number of fermions. Outside of the region of coexistence of bose and fermi clouds, δnf (x) ∼
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FIG. 7: Fermi and bose density fluctuations of ”in phase” breathing mode (ω/ω0)
2 = 3.585 for γ0 = 0.394, xb/xf = 0.6. Total
number of bosons equals the number of fermions. Outside of the region of coexistence of bose and fermi clouds, δnf (x) ∼
1√
1−(x/xf )
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cos( ω
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FIG. 8: Dependence of the frequency of lowest lying ”out of phase” modes for γ0 ≫ 1 on overall boson fraction α, where γ0 is
the Lieb-Lininger parameter in the center of a trap. Characteristic scale of ”out of phase” oscillations in strongly interacting
regime is ω0/
√
γ0 ≪ ω0. Total density ”in phase” modes ωn = nω0 have much higher frequency for γ0 ≫ 1 and are not shown
here.
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frequency. One should note that for very small overall boson fraction γ0 ≫ 1 is not enough to separate energy scales
for ”out of phase” and ”in phase” oscillations, and also conditions for applicability of LDA become more stringent.
V. ZERO-TEMPERATURE CORRELATION FUNCTIONS IN TONKS-GIRARDEAU REGIME
Calculation of the collective modes in the previous section relies only on the dependence of the energy e(γ, α)
on the densities of bosons and fermions. Collective modes can be used in experiments32,33 to check to some extent
quantitatively the equation of the state of the system34. However, only some part of the information about the
ground state properties is encoded in the energy: indeed, the energy and collective modes of the strongly interacting
Lieb-Liniger gas are the same as for the free fermions28,29, while the correlation functions are dramatically different39.
Single particle correlation functions can be measured experimentally using Bragg spectroscopy43 or time of flight
measurements8. Generally, it is much harder to calculate the correlation functions compared to the energy from
Bethe ansatz solution. Most of the progress in this direction has been achieved for the case of strong interactions51.
Recently, there have been some reports40, where pseudofermionization method has been used to calculate correlation
functions for spin- 12 fermion Hubbard model for the intermediate interaction strengths. In this section, we will analyze
the correlation functions in the regime of strong interactions, using the factorization of orbital and ”spin” degrees of
freedom similarly to the case of spin- 12 fermions
41,42. Our calculations in this section are performed for the periodic
boundary conditions, when the many body problem is strictly solvable in the mathematical sense. We will obtain
a representation of correlation functions through the determinants of some matrices, with the size of these matrices
scaling linearly with the number of the particles. These determinants can be easily evaluated numerically, and
provide a straightforward way to study correlation functions quantitatively at all distance scales. This determinant
representation can be generalized to nonzero temperatures, and results of this generalization will be presented in the
next section.
A. Factorization of ”spin” and orbital degrees of freedom
The regime of strong interactions can be investigated in by neglecting ki compared to Λα, c in (28)-(29). Simplified
system for spectral parameters is
(−Λα + ic/2
−Λα − ic/2
)N
= 1, α = {1, ...,M}, (90)
eikjL =
M∏
β=1
−Λβ + ic/2
−Λβ − ic/2 , j = {1, ..., N}. (91)
We see that ”spin” part is decoupled from orbital degrees in the Bethe equations. Equation (90) for ground state
”spin” rapidities can be resolved as
−Λα + ic/2
−Λα − ic/2 = e
i2πκα/N , α = {1, ...,M}, (92)
where κα is a set of integer ”spin” wave vectors. Since the details of calculations depend on the parity of M and N ,
from now on we will assume that N is even, and M is odd. Ground state corresponds to Λα occupying ”Fermi sea”
(−Λ,Λ), so from (92) ground state ”spin” wave vectors are
κi = {−(M − 1)/2 +N/2, ..., N/2, ..., (M − 1)/2 +N/2}. (93)
This choice of ”spin” wave vectors will be justified later, in section VI. From equation (91) it follows that ground
state orbital wave vectors are
ki = {−π(N − 1)/L, ...,−π/L, π/L, ..., π(N − 1)/L}. (94)
Eq. (16) for F (Λ, y) simplifies to
F (Λα, yi) =
(−Λα + ic/2
Λα + ic/2
)yi−1
= ei
2pi
N
κα(yi−1), (95)
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and ”spin” wavefunction (27) can be represented as a Slater determinant of M single particle plane waves in ”spin”
space:
ϕ = e−i
2pi
N
∑
κα det[ei
2pi
N
κiyj ]. (96)
Orbital part of the wavefunction also simplifies into a Slater determinant, since all Yang matrices Y a,bi,j in (9) are equal
to −1.
Ground state is written as a product of two Slater determinants, describing orbital and ”spin” degrees of freedom:
Ψ(x1, ..., xN ) ∼ det[eikixj ] det[ei 2piN κiyj ]. (97)
Here x1, ..., xM are coordinates of bosons, xM+1, ..., xN are coordinates of fermions, and yi is the order in which the
particle xi appears, if the set x1, ..., xN is ordered. In other words, if
0 ≤ xQ1 ≤ xQ2 ≤ .... ≤ xQN ≤ L, (98)
then {y1, ..., yN} = {Q−1(1), ..., Q−1(N)}. (99)
First determinant depends on positions of both bosons and fermions, while the second determinant depends only on
relative positions of bosons y1, ..., yM . Normalization prefactor will be determined later to give a correct value of the
density. One can confirm that symmetry properties of wavefunction are as required: transposition of two fermions
affects only first determinant, therefore wavefunction acquires −1 sign. Transposition of two bosons changes signs of
both first and second determinants, so wavefunction doesn’t change.
Similar factorization of wavefunction into spin and orbital degrees of freedom has been observed in42 for one
dimensional spin- 12 Hubbard model. In that case, spin wavefunction is a ground state of spin-
1
2 antiferromagnetic
Heisenberg model, and is much more complicated compared to (96).
It might seem that ”spin” degrees are now independent of orbital degrees, but this is not true, since it is the relative
position of orbital degrees which determines ”spin” coordinates. If one wants to calculate, say, bose-bose correlation
function, one has to fix position of x1 and x
′
1 and integrate Ψ(x1, x2, .., xN )Ψ
†(x′1, x2..., xN ) over x2, ..., xN . However,
there are CMN inequivalent spin distributions, and integration in each subspace (98) has to be performed separately.
For spin- 12 fermions on a lattice in
42 this integration becomes a summation, and it has been done numerically for up to
32 cites. This summation requires computational resources which scale as an exponential of the number of particles.
Here we will report a method to perform integrations for a polynomial time, which will allow to go for larger system
sizes (easily up to 100 on a desktop PC) and study correlation functions much more accurately.
B. Bose-Bose correlation function
Let’s describe a procedure to calculate bose-bose correlation functions of the model. First, we will use translational
symmetry of the model to fix the positions of the first particle at points x1 = 0, x
′
1 = ξ. Instead of writing wavefunction
as a function of positions of M bosons and N −M fermions, let’s introduce a set of N ordered variables
Z = {0 ≤ z1 ≤ z2 ≤ ... ≤ zN ≤ L}, (100)
which describe positions of the atoms, without specification of bosonic or fermionic nature of the particle. If any two
particles exchange their positions, they are described by the same set (100). In addition to (100) one has to introduce
a permutation yˆ which specifies positions of bosons: y1, ..., yM are boson positions, and yM+1, ..., yN are fermion
positions in an auxiliary lattice: zyi = xi. In this new parameterization normalized wavefunction is(normalization will
be derived later in this subsection)
Ψ(z1, z2, .., zN ; yˆ) =
1√
(N −M)!M !LNNM det[e
ikizj ] det[ei
2pi
N
κiyj ](−1)y. (101)
Here and later we denote a sign factor
(−1)y =
∏
N≥i>j≥1
Sign(yi − yj). (102)
One should note, that second determinant has a size M ×M, and depends only on y1, ..., yM . Dependence of wave
function on yM+1, ..., yN comes only through sign prefactor. For each particular set of y1, ..., yM there are (N −M)!
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different configurations of yM+1, ..., yN , for which wave function only changes its sign depending on relative positions
of yM+1, ..., yN .
To calculate correlation function we should be able to calculate a product of wavefunctions at the points
x1 = 0, x
′
1 = ξ, x
′
2 = x2, ...., x
′
N = xN . (103)
Let Z be is an ordered set for xi variables:
Z = {z1 = 0 ≤ z2 ≤ ... ≤ zN ≤ L}. (104)
If we denote an ordered set for x′i variables as Z
′, then using (103) one can conclude that Z ′ is obtained from Z by
removing z1 = 0, inserting an extra coordinate z
′
d = ξ, and shifting variables which are to the left of it:
Z ′ = {0 ≤ z′1 = z2 ≤ z′2 = z3 ≤ ... ≤ z′d−1 = zd ≤ z′d = ξ ≤ z′d+1 = zd+1 ≤ ... ≤ z′N = zN ≤ L}. (105)
”Spin” states yˆ and yˆ′ are connected by
y1 = 1, y
′
1 = d,
y′i = yi − 1, for 1 < yi ≤ d,
y′i = yi, for d < yi. (106)
Correlation function can be written as
ρb(0, ξ) =M
∫
Ψ(0, x2, .., xN )Ψ
†(ξ, x2..., xN )dx2...dxN =
N∑
d=1
∑
yˆ
∫ (
(−1)y(−1)y′
(N −M)!(M − 1)!LNNM det[e
ikizj ] det[ei
2pi
N
κiyj ] det[e−ikiz
′
j ] det[e−i
2pi
N
κiy
′
j ]
)
dz2...dzN , (107)
where integration over dzi and summation over yˆ are done subject to constraints (105)-(106). One can observe now,
that limits of integration in (105) depend only on ξ and d. These limits are independent of yˆ, and function under
integral factorizes into z−dependent and yˆ−dependent parts. Similarly, summation over yˆ doesn’t depend on precise
values of ξ or zi, but the dependence comes through d. Therefore, density matrix can be written as
ρb(0, ξ) =
1
(N −M)!(M − 1)!LNNM
N∑
d=1
I(d, ξ)Sb(d), (108)
where I(d, ξ) is a an integral
I(d, ξ) =
∫
det[eikizj ] det[e−ikiz
′
j ]dz2...dzN (109)
subject to constraints (105), and Sb(d) is an expectation value of a translation operator over a symmetrized Slater
determinant wavefunction:
Sb(d) =
∑
yˆ
det[ei
2pi
N
κiyj ] det[e−i
2pi
N
κiy
′
j ](−1)y(−1)y′ . (110)
Normalization can be determined using the following argument: if ξ = 0, then only contribution from d = 1 does not
vanish. One can calculate I(1, 0) = NLN−1 and Sb(1) = (N −M)!(M)!NM−1, since these follow from normalizations
of orbital and ”spin” wavefunctions. Since we want ρb(0, 0) =M/L, we can fix the normalization prefactor in (101).
1. Calculation of a many-body integral I(d, ξ)
Let’s describe the calculation of an integral I(d, ξ). From now on we will assume that L = 1. First, since ki are
equidistant wave vectors (94), one can use Vandermonde formula to simplify the determinants:
det[eiklzj ] = e−iπ(N−1)(z1+...+zN ) det[ei2π(l−1)zj ] = e−iπ(N−1)(z1+...+zN)
∏
j1<j2
(ei2πzj2 − ei2πzj1 ), l = {1, ..., N},
det[e−iklz
′
j ] = eiπ(N−1)(z
′
1+...+z
′
N) det[e−i2π(l−1)z
′
j ] = eiπ(N−1)(z
′
1+...+z
′
N)
∏
j1<j2
(e−i2πz
′
j2 − e−i2πz′j1 ), l = {1, ..., N}.(111)
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Using this representation, the fact that z1 = 0 and (105), one can rewrite these N ×N determinants as a product of
(N − 1)× (N − 1) determinant and a prefactor:
det[eiklzj ] = e−iπ(N−1)(t1+...+tN−1) det[ei2π(l−1)tl ]
N−1∏
i=1
(ei2πti − 1), l = {1, ..., N − 1}
det[eiklz
′
j ] = (−1)d−1eiπ(N−1)(ξ+t1+...+tN−1) det[e−i2π(l−1)tl ]
N−1∏
i=1
(e−i2πti − e−i2πξ), l = {1, ..., N − 1}, (112)
where we introduced N − 1 variables of integration ti, so that
ti = zi+1. (113)
Factor (−1)d−1 arises since z′d = ξ, and to write (112) we changed signs of d− 1 terms in (111). Integration subspace
is defined as
{0 ≤ t1 ≤ ... ≤ td−1 ≤ ξ ≤ td ≤ ... ≤ tN−1 ≤ 1} (114)
One can extend this subspace as follows:
T = {0 ≤ t1, ..., td−1 ≤ ξ ≤ td, ..., tN−1 ≤ 1}. (115)
Indeed, expression under integral doesn’t change, when ti < ξ and tj < ξ change their positions(similarly for ti > ξ
and tj > ξ ), so this extension just adds prefactor 1/((d− 1)!(N − d)!). Finally, we have
I(d, ξ) =
(−1)d−1eiπ(N−1)ξ
(d− 1)!(N − d)!
∫
ti⊂T
det[ei2π(l−1)tl ] det[e−i2π(l−1)tl ]
N−1∏
i=1
(ei2πti − 1)(e−i2πti − e−i2πξ)dt1...dtN−1. (116)
At this point we use a trick from39, where Toeplitz determinant representation for strongly interacting bose gas was
derived. Lets expand determinants under integrals using permutation formula for determinants:
I(d, ξ) =
(−1)d−1eiπ(N−1)ξ
(d− 1)!(N − d)!
∫
ti⊂T
∑
P⊂SN−1
∑
P ′⊂SN−1
(−1)P (−1)P ′ × (117)
N−1∏
i=1
ei2π((Pi−1)−(P
′
i−1))ti(ei2πti − 1)(e−i2πti − e−i2πξ)dt1...dtN−1 (118)
From summation over P, P ′ we can go to summation over P,Q, where P ′ = QP. Also, one can remove constraints
(115) by introducing two functions
f1(ξ, t) = (ei2πt − 1)(e−i2πt − e−i2πξ) for t < ξ, 0 otherwise,
f2(ξ, t) = (ei2πt − 1)(e−i2πt − e−i2πξ) for t > ξ, 0 otherwise. (119)
I(d, ξ) becomes
(−1)d−1eiπ(N−1)ξ
(d− 1)!(N − d)!
∑
P⊂SN−1
∑
Q⊂SN−1
(−1)Q(
d−1∏
i=1
∫ 1
0
ei2π(Pi−QPi )tif1(ξ, ti)dti)(
N−1∏
i=d
∫ 1
0
ei2π(Pi−QPi )tif2(ξ, ti)dti) (120)
If f1(ξ, t) and f2(ξ, t) were the same, as in39, expression being summed wouldn’t depend on P, and summation over Q
would give a determinant, with the same elements along diagonals(Toeplitz determinant). In our case, for each given
P the expression is P− dependent, and the result doesn’t have the Toeplitz form. However, introducing additional
”phase” variable, one can recast the expression as an integral of some Toeplitz determinant. Desired expression has
the form:
I(d, ξ) = (−1)d−1eiπ(N−1)ξ
∫ 2π
0
dϕ
2π
e−i(d−1)ϕ(
∑
Q
(−1)Q
N−1∏
i=1
∫ 1
0
ei2π(i−Qi)ci(eiϕf1(ξ, ci) + f
2(ξ, ci))dci), (121)
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where ci is a dummy variable of integration. Integration over ϕ is analogous to projection of BCS to a state with a
fixed number of particles. After integration over ϕ nonzero terms appear, if in the expansion of the product of brackets
for some d− 1 brackets f1 is chosen instead of f2. If this choice is made at brackets with numbers P1, ..., Pd−1 then
contribution from such a choice exactly corresponds to a term in (120). However, each choice of brackets corresponds
to (N − d)!(d− 1)! different permutations, and this cancels the same combinatoric factor in the denominator of (120).
Summation over Q is nothing but a determinant, and finally we have
I(d, ξ) = (−1)d−1eiπ(N−1)ξ
∫ 2π
0
dϕ
2π
e−i(d−1)ϕ det


c0(ϕ) c1(ϕ) ... cN−2(ϕ)
c−1(ϕ) c0(ϕ) ... cN−3(ϕ)
... ... ... ...
c−(N−2)(ϕ) c−(N−3)(ϕ) ... c0(ϕ)

 , (122)
where
cj(ϕ) =
∫ 1
0
eijx(eiϕf1(ξ, x) + f2(ξ, x))dx (123)
Expression in (122) without an integral over ϕ is a generating function of I(d, ξ) with the weights ei(ϕ−π)(d−1), and
integration over ϕ extracts a particular term out of this generating function.
What we achieved in this section is to represent a complicated N − 1 fold integral as an integral over one phase
variable, which can be done numerically in a polynomial time over N.
2. Calculation of Sb(d)
Calculation of Sb(d) is very similar in spirit to calculation of the previous subsection. Integration over xi corresponds
to summation over yi, and ξ corresponds to d. Final result is a determinant of some matrix. Due to the shift operator
(106) this determinant does not have a Toeplitz form, but it is not important for a numerical evaluation.
We need to calculate
Sb(d) =
∑
yˆ
det[ei
2pi
N
κiyj ] det[e−i
2pi
N
κiy
′
j ](−1)y(−1)y′ , (124)
where κi is a set (93). Definition of yˆ
′ according to (106) can be rewritten as
y1 = 1, y
′
1 = d,
y′i = yi +
Sign(yi − d)− 1
2
, i = {2, ..., N}, (125)
where
Sign(x) = 1, x > 0,
Sign(x) = −1, x ≤ 0. (126)
Sign prefactor in (124) can be rewritten as
(−1)y(−1)y′ =
∏
i>j
Sign(yi − yj)
∏
i>j
Sign(y′i − y′j) =
N∏
i=2
Sign(yi − d) = (−1)d−1. (127)
We see, that (124) depends only on y1, ..., yM , so from now on we will consider a summation in y1, ..., yM variables.
Summation over yM+1, ..., yN gives a trivial combinatorial prefactor (N −M)!. Furthermore, we can extend possible
values of y1, ..., yM to yi = yj , i 6= j, since for such configurations first determinant in (124) is 0, and they don’t change
the value of Sb(d) :
yˆ = {1 ≤ y2, y3, ..., yM ≤ N}. (128)
Lets use the fact that κi is a set of equidistant numbers (93), and rewrite determinants using Vandermonde formula,
similar to (111):
det[ei
2pi
N
κiyj ] = ei
2pi
N
(−(M−1)/2+N/2)(1+...+yM) det[ei
2pi
N
(l−1)yj ] =
19
ei
2pi
N
(−(M−1)/2+N/2)(1+...+yM)
∏
j1<j2
(ei
2pi
N
yj2 − ei 2piN yj1), l = {1, ...,M},
det[e−i
2pi
N
κiy
′
j ] = e−i
2pi
N
(−(M−1)/2+N/2)(d+...+y′M) det[ei
2pi
N
(l−1)y′j ] =
e−i
2pi
N
(−(M−1)/2+N/2)(d+...+y′M)
∏
j1<j2
(ei
2pi
N
y′j2 − ei 2piN y′j1), l = {1, ...,M}. (129)
For simplicity of notations later, lets introduce ti = yi+1, t
′
i = y
′
i+1, i = {1, ...,M−1}. Analogously to (112), we extract
a determinant of (M − 1)× (M − 1) matrix out of Vandermonde product:
det[ei
2pi
N
κiyj ] = ei
2pi
N
(−(M−1)/2+N/2)(1+t1...+tM−1) det[ei
2pi
N
(l−1)tj ]
M−1∏
i=1
(ei
2pi
N
ti − ei 2piN 1), l = {1, ...,M − 1},
det[e−i
2pi
N
κiy
′
j ] = e−i
2pi
N
(−(M−1)/2+N/2)(d+t′1...+t
′
M−1) det[e−i
2pi
N
(l−1)t′j ]
M−1∏
i=1
(e−i
2pi
N
ti − e−i 2piN d), l = {1, ...,M − 1}.(130)
At this point we need to represent the subspace of summation (128) as a sum over M inequivalent partitions, similar
to representation (108):
Sb(d) =
M∑
r=1
(N −M)!(M − 1)!
(r − 1)!(M − r)! S
b(d, r), (131)
where Sb(d, r) is a result of summation in the Tr subspace:
Tr = {1 ≤ t1, ..., tr−1 ≤ d < tr, ..., tM−1 ≤ N}. (132)
Note, that Sb(d, r) = 0 for r > d, since in this case two of t1, ..., tr−1 should coincide, and wavefunction becomes 0.
Calculation of Sb(d, r) is very similar to calculation of I(ξ, d). Let’s expand the determinants (130) using permutations:
Sb(d, r) = (−1)d−1ei 2piN (−(M−1)/2+N/2)(r−d)
∑
P⊂SM−1
∑
P ′⊂SM−1
(−1)P (−1)P ′ ×
r−1∏
i=1
(
d∑
ti=1
ei
2pi
N
((P ′i−1)ti−(Pi−1)(ti−1))(ei
2pi
N
ti − ei 2piN )(e−i 2piN (ti−1) − e−i 2piN d))×
M−1∏
i=r
(
N∑
ti=d+1
ei
2pi
N
((P ′i−1)−(Pi−1))ti(ei
2pi
N
ti − ei 2piN )(e−i 2piN ti − e−i 2piN d)) (133)
From summation over P, P ′ we can go to summation over P,Q, where P ′ = QP. Also, one can analytically perform
summation over ti in each of the brackets, since it is a combination of geometrical progressions(this is analogous to
integration over ti variables in previous subsection):
Sb(d, r) = (−1)d−1ei 2piN (−(M−1)/2+N/2)(r−d)
∑
P⊂SM−1
∑
Q⊂SM−1
(−1)Q
r−1∏
i=1
c1(d,QPi , Pi)
M−1∏
i=r
c2(d,QPi , Pi), (134)
where
c1(d, j, l) = ei
2pi
N
(l−1)
t=d∑
t=1
ei
2pi
N
(j−l)t(ei
2pi
N
d − ei 2piN )(e−i 2piN (t−1) − e−i 2piN d),
c2(d, j, l) =
t=N∑
t=d+1
ei
2pi
N
(j−l)t(ei
2pi
N
d − ei 2piN )(e−i 2piN t − e−i 2piN d) (135)
are independent of r. At this point, we can use the ”phase” variable integration trick to get rid of summation over P,
and then represent summation over Q as a determinant:
Sb(d, r) = (r − 1)!(M − r)!(−1)d−1ei 2piN (−(M−1)/2+N/2)(r−d) ×
∫ 2π
0
dψ
2π
e−i(r−1)ψ det


c(ψ, 1, 1) c(ψ, 2, 1) ... c(ψ,M − 1, 1)
c(ψ, 1, 2) c(ψ, 2, 2) ... c(ψ,M − 1, 2)
... ... ... ...
c(ψ, 1,M − 1) c(ψ, 2,M − 1) ... c(ψ,M − 1,M − 1)

 , (136)
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where
c(ψ, j, l) = eiψc1(d, j, l) + c2(d, j, l). (137)
We can analytically perform summation over r in (131), since the determinant and c(ψ, j, l) are independent of r :
Sb(d) =
M∑
r=1
(N −M)!(M − 1)!
(r − 1)!(M − r)! S
b(d, r) = (N −M)!(M − 1)!(−1)d−1e−i 2piN (−(M−1)/2+N/2)(d−1) ×
∫ 2π
0
dψ
2π
(
M∑
r=1
ei(
2pi
N
(−(M−1)/2+N/2)−ψ)(r−1)) det


c(ψ, 1, 1) c(ψ, 2, 1) ... c(ψ,M − 1, 1)
c(ψ, 1, 2) c(ψ, 2, 2) ... c(ψ,M − 1, 2)
... ... ... ...
c(ψ, 1,M − 1) c(ψ, 2,M − 1) ... c(ψ,M − 1,M − 1)

 . (138)
Expansion of the determinant (138) in a series over eiψ has terms up to ei(M−1)ψ :
det(ψ) =
M−1∑
n=0
fne
inψ. (139)
Summation over r and integration over ψ lead to
∫ 2π
0
dψ
2π
(
M∑
r=1
ei(
2pi
N
(−(M−1)/2+N/2)−ψ)(r−1)) det(ψ) =
∫ 2π
0
dψ
2π
M−1∑
n=0
M∑
r=1
fne
i( 2pi
N
(−(M−1)/2+N/2)−ψ)(r−1)+iψn =
M−1∑
n=0
fne
i 2pi
N
(−(M−1)/2+N/2)n = det(
2π
N
(−(M − 1)/2 +N/2)). (140)
Finally, if we introduce a notation ψ0 = 2π(−(M − 1)/2 +N/2)/N,
Sb(d) = (N −M)!(M − 1)!(−1)d−1e−i 2piN (−(M−1)/2+N/2)(d−1) ×
det


c(ψ0, 1, 1) c(ψ0, 2, 1) ... c(ψ0,M − 1, 1)
c(ψ0, 1, 2) c(ψ0, 2, 2) ... c(ψ0,M − 1, 2)
... ... ... ...
c(ψ0, 1,M − 1) c(ψ0, 2,M − 1) ... c(ψ0,M − 1,M − 1)

 . (141)
C. Fermi-Fermi correlation function
Calculation of fermionic correlation function closely reminds the calculation of Bose-Bose correlation function, so
we will be sufficiently sketchy in our derivation. First, one splits integration into integration over orbital coordinates
zi from the set
Z = {0 ≤ z1 ≤ z2 ≤ ... ≤ zN ≤ L}, (142)
and summation over ”spin” variables. Integration over orbital variables is absolutely identical to the Bose-Bose case,
the difference comes only from ”spin” part Sf(d) :
ρf (0, ξ) = (N −M)
∫
Ψ(x1, x2, ..., 0)Ψ
†(x1, x2..., ξ)dx1...dxN−1 =
N∑
d=1
∑
yˆ
∫ (
(−1)y(−1)y′
(N −M − 1)!M !LNNM det[e
ikizj ] det[ei
2pi
N
κiyj ] det[e−ikiz
′
j ] det[e−i
2pi
N
κiy
′
j ]
)
dz2...dzN =
1
(N −M − 1)!M !LNNM
N∑
d=1
I(d, ξ)Sf (d), (143)
where I(d, ξ) is given by (122), and
Sf (d) =
∑
yˆ
det[ei
2pi
N
κiyj ] det[e−i
2pi
N
κiy
′
j ](−1)y(−1)y′ . (144)
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In (144) yˆ′ and yˆ are related by
yN = 1, y
′
N = d,
y′i = yi +
Sign(yi − d)− 1
2
, i = {1, ..., N − 1}. (145)
Similarly to (127) sign prefactor can be rewritten as
(−1)y(−1)y′ =
∏
i>j
Sign(yi − yj)
∏
i>j
Sign(y′i − y′j) = (−1)N−1
N−1∏
j=1
Sign(d− yj) = (−1)d−1. (146)
We see , that (144) depends only on y1, ..., yM , so from now on we will consider a summation in y1, ..., yM variables.
Summation over yM+1, ..., yN−1 gives a trivial combinatorial prefactor (N −M − 1)!. Furthermore, we can extend
possible values of y1, ..., yM to yi = yj, i 6= j, since for such configurations first determinant in (144) is 0, and they
don’t change the value of Sf (d) :
yˆ = {2 ≤ y1, y2, ..., yM ≤ N}. (147)
We can to represent the subspace of summation (147) as a sum of M + 1 inequivalent partitions, similar to
representation (131):
Sf (d) =
M+1∑
r=1
(N −M − 1)!(M)!
(r − 1)!(M − r + 1)!S
f (d, r), (148)
where Sf (d, r) is a result of summation in the Tr subspace:
Tr = {2 ≤ t1, ..., tr−1 ≤ d < tr, ..., tM ≤ N}. (149)
Product of two determinants in (144) is rewritten as
det[ei
2pi
N
κiyj ] det[e−i
2pi
N
κiy
′
j ] = ei
2pi
N
(−(M−1)/2+N/2)(r−1) det[ei
2pi
N
(l−1)yj ] det[e−i
2pi
N
(l−1)y′j ], l = {1, ...,M}. (150)
We can expand the determinants (150) using permutations:
Sf (d, r) = (−1)d−1ei 2piN (−(M−1)/2+N/2)(r−1)
∑
P⊂SM
∑
P ′⊂SM
(−1)P (−1)P ′ ×
r−1∏
i=1
(
d∑
ti=2
ei
2pi
N
((P ′i−1)ti−(Pi−1)(ti−1)))
M∏
i=r
(
N∑
ti=d+1
ei
2pi
N
((P ′i−1)−(Pi−1))ti). (151)
From summation over P, P ′ we can go to summation over P,Q, where P ′ = QP. Also , one can analytically perform
summation over ti in each of the brackets, since it is a geometrical progression.
Sf(d, r) = (−1)d−1ei 2piN (−(M−1)/2+N/2)(r−1)
∑
P⊂SM
∑
Q⊂SM
(−1)Q
r−1∏
i=1
c1f (d,QPi , Pi)
M∏
i=r
c2f (d,QPi , Pi), (152)
where
c1f (d, j, l) = e
i 2pi
N
(l−1)
t=d∑
t=2
ei
2pi
N
(j−l)t,
c2f (d, j, l) =
t=N∑
t=d+1
ei
2pi
N
(j−l)t (153)
are independent of r. At this point, we can use the ”phase” variable integration trick to get rid of summation over P,
and then represent summation over Q as a determinant:
Sf (d, r) = (r − 1)!(M − r + 1)!(−1)d−1ei 2piN (−(M−1)/2+N/2)(r−1) ×
∫ 2π
0
dψ
2π
e−i(r−1)ψ det


cf (ψ, 1, 1) cf (ψ, 2, 1) ... cf (ψ,M, 1)
cf (ψ, 1, 2) cf (ψ, 2, 2) ... cf (ψ,M, 2)
... ... ... ...
cf (ψ, 1,M) cf (ψ, 2,M) ... cf (ψ,M,M)

 , (154)
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where
cf (ψ, j, l) = e
iψc1f (d, j, l) + c
2
f (d, j, l). (155)
We can analytically perform summation over r in (148), since the form of the determinant and cf (ψ, j, l) are inde-
pendent of r, and r−dependent combinatorial prefactor cancels:
Sf (d) =
M+1∑
r=1
(N −M − 1)!M !
(r − 1)!(M − r + 1)!S
f(d, r) = (N −M − 1)!(M)!(−1)d−1 ×
∫ 2π
0
dψ
2π
ei(
2pi
N
(−(M−1)/2+N/2)−ψ)(M+1) − 1
ei(
2pi
N
(−(M−1)/2+N/2)−ψ) − 1 det


cf (ψ, 1, 1) cf (ψ, 2, 1) ... cf (ψ,M, 1)
cf (ψ, 1, 2) cf (ψ, 2, 2) ... cf (ψ,M, 2)
... ... ... ...
cf (ψ, 1,M) cf (ψ, 2,M) ... cf (ψ,M,M)

 . (156)
Analogously to the case of bosons, integration over ψ is equivalent to substitution ψ0 = 2π(−(M − 1)/2+N/2)/N to
the determinant, and the final expression is
Sf (d) = (N −M − 1)!(M)!(−1)d−1 det


cf (ψ0, 1, 1) cf (ψ0, 2, 1) ... cf (ψ0,M, 1)
cf (ψ0, 1, 2) cf (ψ0, 2, 2) ... cf (ψ0,M, 2)
... ... ... ...
cf (ψ0, 1,M) cf (ψ0, 2,M) ... cf (ψ0,M,M)

 . (157)
D. Numerical evaluation of correlation functions and Luttinger parameters
Using results of the previous sections, one can evaluate correlation functions on a ring numerically and extract both
long-range and short range behavior of correlation functions. Calculation of all determinants requires polynomial
time in their size, and systems of up to N = 100 atoms can be easily investigated on a desktop PC. Fourier transform
of correlation function is an occupation number n(k), which can be measured directly in time-of-flight experiments8
or using Bragg spectroscopy43. Recently, long distance correlation functions of the model under consideration have
been investigated based on conformal field theory (CFT) arguments17. Our determinant representations for strongly
interacting mixture can be used to obtain these correlation functions at all distances, and compare their large distance
asymptotic behavior with predictions of CFT.
In fig 9 we show numerically evaluated Bose-Bose correlation function for M = 15, N = 30. Since we used periodic
boundary conditions, correlation function is periodic in ξ. To extract universal long-distance correlation functions
from our calculation, one has to fit the numerical results using general Luttinger liquid asymptotic behavior. In the
thermodynamic limit long range behavior is
ρb(0, ξ) ∼ |ξ|−1/(2Kb), (158)
where Kb is a bosonic Luttinger Liquid parameter. This formula is valid, if ξ is bigger then any non-universal short-
range scale of the model. In our case, such short-range scale is given by the interbosonic distance, which is L/M. For
a finite size system, general arguments of conformal invariance44,45 imply that correlation function has the form
ρb(0, ξ) ∼ 1| sin πξL |1/(2Kb)
. (159)
We fitted numerically obtained correlation functions with (159), and results coincide with the formula
Kb =
1
(α− 1)2 − 1 , (160)
obtained in17 based on CFT arguments. One can see subleading oscillations in the numerical evaluation, but their
quantitative analysis would require more numerical effort. Fourier transform of ρb(0, ξ) is a monotonously decreasing
function, which has a singularity at k = 0, governed by Luttinger liquid parameter Kb :
nb(k) ∼ |k|−1+1/(2Kb) for k → 0. (161)
Fermionic correlation functions can also be obtained using the results of the previous section, and space dependence
of a typical correlation function is presented in figure 10. Oscillations are reminiscent of Friedel oscillations of the
ideal fermi gas. Their large distance decay is controlled by Luttinger liquid behavior.
23
ξ
L
(0,  )ξ
n b
ρ b
0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
FIG. 9: Normalized bose-bose correlation function on a circle as a function of the distance ξ (here nb is bose density). Due
to periodic boundary conditions correlation function is periodic with a period L, where L is the size of the system. Numerical
evaluation is done for M = 15, N = 30.
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FIG. 10: Normalized fermi-fermi correlation function on a circle as a function of the distance ξ (here nf is fermi density and
L is the size of the system). Oscillations are reminiscent of Friedel oscillations of the ideal fermi gas, and their large distance
decay is controlled by Luttinger liquid behavior. Numerical evaluation is done for M = 51, N = 100.
One can investigate Fourier transform of the correlation function, which is an occupation number, and results for
different boson fractions are shown in figs. 11-13. In figure 11 densities of bosons and fermions are almost equal. Fermi
step at kf gets smeared out by interactions, but relative change of occupation number as kf is crossed is significant.
As boson fraction is decreasing, the discontinuity appears at kf +2kb, and it gets stronger asM/N decreases (see figs.
12,13). The presence of this discontinuity has been predicted in17, based on CFT arguments, and here we quantify
the strength of the effect. One should note, that discontinuity at kf +2kb is a direct signature of the interactions and
its detection can serve as an unambiguous verification of our theory.
VI. LOW TEMPERATURE BEHAVIOR IN TONKS-GIRARDEAU REGIME
In the previous sections we considered density profiles and developed an algorithm to calculate the correlation
functions of the ground state of the bose-fermi hamiltonian (1) in the strongly interacting regime. An important
question, which is very relevant experimentally, is the effect of finite temperatures. In principle, one can use techniques
of the thermodynamic Bethe ansatz23 to obtain free energy at nonzero temperatures as the function of interaction
strength and densities. Combined with local density approximation, it can be used to calculate density profiles
for any interaction strength. In this section we will limit our discussion to effects of small nonzero temperatures
T ≪ Ef = (πh¯n)2/(2m) only for strongly interacting regime. We will show the evolution of the density profile (see
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FIG. 11: Fourier transform of the Fermi-Fermi correlation function for M = 51, N = 100. Fermi step at kf gets smeared out
by interactions, but relative change of occupation number as kf is crossed is significant.
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FIG. 12: Fourier transform of the Fermi-Fermi correlation function for M = 31, N = 100. Fermi step at kf gets smeared out
by interactions, and additional discontinuity appears at kf + 2kb.
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FIG. 13: Fourier transform of the Fermi-Fermi correlation function for M = 11, N = 100. Discontinuity at kf + 2kb gets
stronger as M/N decreases.
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fig. 14) in a harmonic trap and calculate the correlation functions under periodic boundary conditions. The effect
of nonzero temperatures on correlation functions is particularly interesting for strongly interacting multicomponent
systems (as has been emphasized for the case of bose-bose and fermi-fermi mixtures in47), due to considerable change
of the momentum distribution in the very narrow range of the temperatures of the order of Ef/γ. For the case of bose-
bose or fermi-fermi mixture it was possible47 to obtain correlation functions only in the two limiting cases T ≪ Ef/γ
and Ef/γ ≪ T ≪ Ef . For bose-fermi mixture, we are able to calculate correlation functions for any ratio between
Ef/γ and T ≪ Ef (see fig. 15). By adding an imaginary part to T, the procedure presented in this section can be
also easily generalized for non equal time correlations.
A. Low energy excitations in Tonks-Girardeau regime.
As has been discussed in section III, for γ ≫ 1 there are two energy scales in the problem: the first energy scale
is the fermi energy of orbital motion Ef = (πh¯n)
2/(2m), while the second is the the ”spin wave” (relative density
oscillation) energy Ef/γ. The second energy scale is present only in strongly interacting multicomponent systems, as
has been emphasized earlier46,47. Density profiles and correlation functions we have considered earlier are valid in the
regime, when temperature is smaller than both of these energy scales:
T ≪ Ef/γ ≪ Ef . (162)
However, interesting phenomena46,47,48,49 can be analyzed in the ”spin disordered”regime, when
Ef/γ ≪ T ≪ Ef . (163)
This regime has attracted lots of attention recently in the context of electrons in 1d quantum wires46,48,49. In ”spin
disordered” regime, ”spin” degrees of freedom are completely disordered, while orbital degrees are not affected much.
From the point of view of orbital degrees, this is still a low-temperature regime, since T ≪ Ef . The energy of the
system doesn’t change too much, while momentum distribution changes dramatically as temperature changes from 0 to
the order of several Ef/γ. ”Spin disordered” regime exists only for multicomponent systems and a crossover from true
ground state to ”spin disordered” regime provides a unique opportunity to study the effects of low temperatures on a
highly correlated strongly interacting system. ”Spin disordered” limit is likely to be reached first in the experiments,
and a significant change of the density profile and of the momentum distribution as regime (162) is reached can be
used as a way to calibrate the temperatures much smaller than Ef .
Only two limiting cases (162)-(163) have been investigated for spin- 12 fermion and boson mixtures, since in these
cases ”spin” wavefunctions are related to eigenstates of spin- 12 Heisenberg hamiltonian, and have a complicated
structure. In the case of bose-fermi mixture, ”spin” wavefunctions correspond to noninteracting fermionized single-
spin excitations, and one can calculate correlation functions in the whole low-temperature limit, investigating crossover
from true ground state to ”spin disordered” limit:
Ef/γ, T ≪ Ef . (164)
In the following calculations, we will neglect the influence of nonzero temperature on orbital degrees, and will always
assume that orbital degrees are not excited. This assumption will affect the results only at distances, at which the
correlation functions are already very small due to effects of spin excitations.
In the zeroth order in 1/γ expansion, energies of all spin states are degenerate, and solutions of Bethe equations
are given by (−Λα + ic/2
−Λα − ic/2
)N
= 1, α = {1, ...,M}, (165)
eikjL =
M∏
β=1
−Λβ + ic/2
−Λβ − ic/2 , j = {1, ..., N}. (166)
In the next order in 1/γ expansion, both kj and Λi acquire corrections of the order of 1/γ. Since energy depends only
on ρ(k), we need to calculate corrections to ρ(k) in the leading order. According to (35), to calculate 1/γ correction
to ρ(k), one can use Λi in the zeroth order, given by (165):
2πρ(k) = 1 +
1
L
M∑
i=1
4c
4Λ2i + c
2
(167)
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is independent of k in the first order of 1/γ expansion. If we define ”spin” wave vectors according to
−Λα + ic/2
−Λα − ic/2 = e
i2πκα/N , α = {1, ...,M}, (168)
energy of the state with ”spin” wave vectors κi in 1/γ order is given by
E(γ, κi) =
π2
3
N2
L2
(N − 4
γ
M∑
i=1
(1− cos 2πκi
N
)). (169)
Allowed values for ”spin” wave vectors are
Kˆ = {κi ⊂ {1, ..., N}, κi < κj for i < j.} (170)
The number of ”spin” excitations (we will call them magnons from now on) is fixed to be the number of bosons,
and different ”spin” wave vectors cannot coincide. Hence, magnons have a fermionic statistics. The effect of nonzero
temperatures is to average the correlations over the different sets of possible κi from (170).
According to (169) in the first order in 1/γ expansion magnons do not interact with each other, and the total energy
is the sum of separate magnon energies. Magnon energy spectrum is
ǫ(κ) =
4π2
3γ
N2
L2
(cos
2πκ
N
− 1) = 4Ef
3γ
(cos
2πκ
N
− 1). (171)
Lowest state corresponds to κ = N/2, and as the number of magnons increases, ”spin” wave vectors κ near N/2 start
being occupied - (171) proves the choice (93) for the true ground state at zero temperature.
B. Density profiles
In this subsection we will analyze the behavior of the strongly interacting mixture in a harmonic trap at low
temperatures. Similarly to section IV we consider the case
ωb = ωf = ω0. (172)
According to (59), within the region of the coexistence densities are governed by equations
µ0f (x) +
mω20x
2
2
= µ0f (0), µ
0
b(x)− µ0f (x) = µ0b(0)− µ0f (0). (173)
Similarly to the case of T = 0, total density is given by (63):
n0(x) = n0(0)
√
1− x
2
x2f
, (174)
and has a weak temperature dependence. On the other hand, relative density is controlled by solutions of the second
equation (173), and its dependence on temperature is quite strong. It turns out, that in strongly interacting regime
µb − µf can be easily calculated using formulas from the previous subsection. µb − µf is the change of the free
energy, when one boson is added and one fermion is removed from the mixture. On the language of the magnons this
corresponds to an addition of one magnon. Therefore, one obtains
µb − µf = µm, (175)
where µm is the chemical potential of the magnons with energy spectrum (171). As has been noted earlier, magnons
obey fermionic statistics (only one magnon can occupy each state) and do not interact, so one can use Fermi distri-
bution for their occupation number. Chemical potential for magnons µm as a function of α and T can be obtained
numerically from the normalization condition for the total number of magnons, which reads
α =
∫ 2π
0
1
e
1
T
(
4Ef
3γ
(cos k−1)−µm) + 1
dk
2π
. (176)
After that, one can use LDA to obtain the density profiles. In fig. 14 we show the density of fermions for the case,
when total number of bosons equals total number of fermions. One sees, that density profile changes considerably at
the temperatures of the order of E0f/γ0, where E
0
f and γ0 are the Fermi energy and Lieb-Liniger parameter in the
center of the trap. For E0f/γ0 ≪ T ≪ E0f boson fraction α is uniform along the trap. As temperature is lowered,
more bosons condense towards the center of the trap, and fermionic density behaves non-monotonously as a function
of the distance form the center of the trap.
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FIG. 14: Evolution of the fermionic density profile in the strongly interacting regime as the function of temperature. Four
graphs correspond to temperatures 0.01E0f/γ0, 0.2E
0
f/γ0, E
0
f/γ0 and 10E
0
f/γ0. Here γ0 is the Lieb-Liniger parameter in the
center of the trap, xf is the size of the fermionic trap, and E
0
f = (pih¯n0)
2/(2m), where n0 is the total density in the center
of the trap. Overall number of bosons equals the number of fermions. Non monotonous behavior of the fermi density profile
persists up to T ∼ E0f/γ0. The total density profile doesn’t change considerably in this range of the temperatures, and is given
by n(x) = n0
√
1− x2/x2f .
C. Fermi-Fermi correlations
From now on we will consider the periodic boundary conditions, when the many body problem is strictly solvable in
the mathematical sense. We will first describe the calculation of fermi correlations, since it is simpler than calculation
of Bose correlations. To calculate temperature averaged correlation functions, we should be able to calculate
ρf (0, ξ;T ) =
∑
κi⊂Kˆ
e−
∑
i
ǫ(κi)/T (N −M) ∫ Ψ(κ1, ..., κM ;x1, x2, ..., 0)Ψ†(κ1, ..., κM ;x1, x2..., ξ)dx1...dxN−1∑
κi⊂Kˆ
e−
∑
i
ǫ(κi)/T
. (177)
Denominator in (177) is a partition function of noninteracting fermions in a micro canonical ensemble. It can be
written as
Z =
∑
κi⊂Kˆ
e−
∑
i
ǫ(κi)/T =
∫ 2π
0
e−iMθ
dθ
2π
N∏
κ=1
(1 + eiθe−ǫ(κ)/T ) (178)
Numerator can be simplified using the factorization of ”spin” and orbital parts, similarly to (143):
ρf (0, ξ;T ) =
1
Z
1
(N −M − 1)!M !LNNM
N∑
d=1
∑
κi⊂Kˆ
e−
∑
i
ǫ(κi)/TSf(κ1, ..., κM ; d)I(d, ξ;κ1, ..., κM ). (179)
Here Sf (κ1, ..., κM ; d) is an expression (144) for an arbitrary choice of κi belonging to (170):
Sf(κ1, ..., κM ; d) =
∑
yˆ
det[ei
2pi
N
κiyj ] det[e−i
2pi
N
κiy
′
j ](−1)y(−1)y′ . (180)
I(d, ξ;κ1, ..., κM ) is an integral (109), which dependence on κ1, ..., κM comes only through boundary conditions (166).
If
∑M
i=1 κimodN = D, where D = {1, ..., N−1}, then the set of ki which minimizes kinetic energy is uniquely defined:
{2π
L
(−N/2 +D/N), 2π
L
(−N/2 + 1 +D/N), ..., 2π
L
(N/2− 1 +D/N)}. (181)
If D = 0, then there are two degenerate sets of ki, and each of them should be taken with a weight 1/2. Taking this
into account, I(d, ξ;κ1, ..., κM ) can be expressed as
I(d, ξ;κ1, ..., κM ) = I(d, ξ)
N∑
D=0
(1 − δN(D)
2
)δN (D −
M∑
i=1
κi)e
−(D−N
2
) 2pii
N
ξ, (182)
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where
δN (x) =
{
1 ifx mod N = 0,
0 otherwise
(183)
δN (x) can be represented as a Fourier sum,
δN (x) =
1
N
N−1∑
p=0
e
2pii
N
px. (184)
Taking this into account, correlation function (179) is rewritten as
ρf (0, ξ;T ) =
1
Z
1
(N −M − 1)!M !LNNM+1
N∑
d=1
I(d, ξ)
N∑
D=0
(1− δN (D)
2
)e−(D−
N
2
) 2pii
N
ξ
N−1∑
p=0
e
2pii
N
pDSf (d; p;T ), (185)
where
Sf(d; p;T ) =
∑
κi⊂Kˆ
e−
∑
i
( 2pii
N
pκi+ǫ(κi)/T )Sf(κ1, ..., κM ; d). (186)
Calculation of Sf(κ1, ..., κM ; d) closely reminds a calculation of S
f(d) in section VC, so we will present only a brief
derivation.
Sf (κ1, ..., κM ; d) =
M+1∑
r=1
(N −M − 1)!(M)!
(r − 1)!(M − r + 1)!S
f (κ1, ..., κM ; d, r), (187)
where Sf (κ1, ..., κM ; d, r) is a product of two determinants:
Sf (κ1, ..., κM ; d, r) = (−1)d−1
∑
P⊂SM
∑
P ′⊂SM
(−1)P (−1)P ′ ×
r−1∏
i=1
(
d∑
ti=2
e
i 2pi
N
(κP ′
i
ti−κPi (ti−1)))
M∏
i=r
(
N∑
ti=d+1
e
i 2pi
N
(κP ′
i
−κPi )ti). (188)
From summation over P, P ′ we can go to summation over P,Q, where P ′ = QP. Also, one can analytically perform
summation over ti in each of the brackets, since it is a geometrical progression.
Sf(κ1, ..., κM ; d, r) = (−1)d−1
∑
P⊂SM
∑
Q⊂SM
(−1)Q
r−1∏
i=1
g1f (d, κQPi , κPi)
M∏
i=r
g2f(d, κQPi , κPi), (189)
where
g1f(d, j, l) = e
i 2pi
N
l
t=d∑
t=2
ei
2pi
N
(j−l)t,
g2f (d, j, l) =
t=N∑
t=d+1
ei
2pi
N
(j−l)t (190)
are independent of r. We can use the ”phase” variable integration trick to get rid of summation over P, and then
represent summation over Q as a determinant:
Sf (κ1, ..., κM ; d, r) = (r − 1)!(M − r + 1)!(−1)d−1 ×
∫ 2π
0
dψ
2π
e−i(r−1)ψ det


gf (ψ, κ1, κ1) g
f (ψ, κ1, κ2) ... g
f(ψ, κ1, κM )
gf (ψ, κ2, κ1) g
f (ψ, κ2, κ2) ... g
f(ψ, κ2, κM )
... ... ... ...
gf(ψ, κM , κ1) g
f (ψ, κM , κ2) ... g
f(ψ, κM , κM )

 , (191)
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where
gf (ψ, j, l) = eiψg1f (d, j, l) + g
2
f(d, j, l). (192)
We can analytically perform summation over r, since the form of the determinant and gf (ψ, j, l) are independent of r,
and combinatorial prefactor cancels in (189). Similarly to (141) we represent summation over r and integration over
ψ as a substitution ψ0 = 0, and obtain the following result:
Sf (κ1, ..., κM ; d) = (N −M − 1)!M !(−1)d−1 det


gf (0, κ1, κ1) g
f(0, κ1, κ2) ... g
f(0, κ1, κM )
gf (0, κ2, κ1) g
f(0, κ2, κ2) ... g
f(0, κ2, κM )
... ... ... ...
gf(0, κM , κ1) g
f(0, κM , κ2) ... g
f(0, κM , κM )

 . (193)
To calculate Sf(d; p;T ) we have to sum (193) for different choices of κi with κi dependent prefactor. One can take
these prefactors into by multiplying each row in (193) by
f(κi) = e
−( 2pii
N
pκi+ǫ(κi)/T ), (194)
since only one term from each row appears in the expansion of the determinant:
Sf (d; p;T ) = (N −M − 1)!M !(−1)d−1 ×
N∑
κ1=1
...
N∑
κM=1
det


f(κ1)g
f (0, κ1, κ1) f(κ1)g
f (0, κ1, κ2) ... f(κ1)g
f (0, κ1, κM )
f(κ2)g
f (0, κ2, κ1) f(κ2)g
f (0, κ2, κ2) ... f(κ2)g
f (0, κ2, κM )
... ... ... ...
f(κM )g
f (0, κM , κ1) f(κM )g
f (0, κM , κ2) ... f(κM )g
f (0, κM , κM )

 . (195)
Summations over κi in (195) can be performed analytically, since each choice of κi is a term in the expansion of the
Fredholm determinant50. The desired expression has the form:
Sf (d; p;T ) = (N −M − 1)!M !(−1)d−1
∫ 2π
0
dθ
2π
e−i(N−M)θ ×
det


eiθ + f(1)gf(0, 1, 1) f(1)gf(0, 1, 2) ... f(1)gf(0, 1, N)
f(2)gf(0, 2, 1) eiθ + f(2)gf (0, 2, 2) ... f(2)gf(0, 2, N)
... ... ... ...
f(N)gf(0, N, 1) f(N)gf(0, N, 2) ... eiθ + f(N)gf (0, N,N)

 . (196)
Integration over θ extracts terms from the determinant which have ei(N−M)θ dependence. Such terms appear, when
N −M eiθ elements in the expansion of the determinant are taken along the diagonal. If eiθ are chosen in the rows
except for κ1, ..., κM , then contribution from such choice of e
iθ is a minor which equals f(κ1)...f(κM )S
f (κ1, ..., κM ; d).
Thus evaluation of the prefactor in the ei(N−M)θ dependence of the determinant corresponds to summation of
f(κ1)...f(κM )S
f (κ1, ..., κM ; d) over possible sets of κi.
Finally, substituting (196) into (185), one can evaluate numerically fermi-fermi correlation functions for any tem-
perature and ratio between boson and fermion density in low temperature limit.
In fig. 15 we show numerically evaluated fermi-fermi correlation function for M = 15, N = 30 and several temper-
atures, ranging from T = 0 to T = 5
4Ef
3γ . At this low temperature region fermi-fermi correlation function changes
considerably due to transition from true ground state to ”spin disordered” regime. In ”spin disordered” regime fermi
singularity at kf gets completely smeared out by thermal ”spin” excitations.
D. Bose-Bose correlation function
Bose-Bose correlation functions also change as T goes up. However, since for T = 0 nb(k) doesn’t have any
interesting structure except for singularity at k = 0, the effects of nonzero temperatures will not be as dramatic as for
fermi correlations. We present here the results mainly for the sake of completeness. Calculations in this subsection
are similar to what has been done in the previous subsection. Correlation function can be written as
ρb(0, ξ;T ) =
∑
κi⊂Kˆ
e−
∑
i
ǫ(κi)/TM
∫
Ψ(κ1, ..., κM ; 0, x2, ..., xN )Ψ
†(κ1, ..., κM ; ξ, x2..., xN )dx2...dxN∑
κi⊂Kˆ
e−
∑
i
ǫ(κi)/T
. (197)
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FIG. 15: Fourier transform of the Fermi-Fermi correlation function for M = 15, N = 30. Four graphs correspond to tempera-
tures 0, 0.1
4Ef
3γ
, 0.5
4Ef
3γ
, 5
4Ef
3γ
. In the range of the temperatures ∼ Ef/γ ≪ Ef fermi correlation function changes considerably
due to transition from true ground state to ”spin disordered” regime. In ”spin disordered” fermi singularity at kf gets completely
smeared out by thermal ”spin” excitations.
Similarly to (185), this can be written as
ρb(0, ξ;T ) =
1
Z
1
(N −M)!(M − 1)!LNNM+1
N∑
d=1
I(d, ξ)
N∑
D=0
(1− δN (D)
2
)e−(D−
N
2
) 2pii
N
ξ
N−1∑
p=0
e
2pii
N
pDSb(d; p;T ), (198)
where
Sb(d; p;T ) =
∑
κi⊂Kˆ
e−
∑
i
( 2pii
N
pκi+ǫ(κi)/T )Sb(κ1, ..., κM ; d). (199)
Here Sb(κ1, ..., κM ; d) is an expression (124) for an arbitrary choice of κi belonging to (170):
Sb(κ1, ..., κM ; d) =
∑
yˆ
det[ei
2pi
N
κiyj ] det[e−i
2pi
N
κiy
′
j ](−1)y(−1)y′ . (200)
Similarly to (131), it can be written as
Sb(κ1, ..., κM ; d) =
M∑
r=1
(N −M)!(M − 1)!
(r − 1)!(M − r)! S
b(κ1, ..., κM ; d, r), (201)
where Sb(κ1, ..., κM ; d, r) is a result of the summation of (200) in the following subspace:
{1 ≤ y2, ..., yr ≤ d < yr+1, ..., yM ≤ N}. (202)
We can expand determinants of (200) using permutations:
Sb(κ1, ..., κM ; d, r) = (−1)d−1
∑
P⊂SM
∑
P ′⊂SM
(−1)P (−1)P ′ ×
e
i 2pi
N
(κP ′
1
1−κP1d)
r∏
i=2
(
d∑
yi=2
e
i 2pi
N
(κP ′
i
yi−κPi (yi−1)))
M∏
i=r+1
(
N∑
yi=d+1
e
i 2pi
N
(κP ′
i
−κPi )yi). (203)
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From summation over P, P ′ we can go to summation over P,Q, where P ′ = QP. Also , one can analytically perform
summation over yi in each of the brackets, since it is a geometrical progression. Compared to the case of fermions,
there are 3 types of the brackets:
Sf (κ1, ..., κM ; d, r) = (−1)d−1
∑
P⊂SM
∑
Q⊂SM
(−1)Qg0b (d, κQP1 , κP1)
r∏
i=2
g1b (d, κQPi , κPi)
M∏
i=r
g2b (d, κQPi , κPi), (204)
where
g0b (d, j, l) = e
i 2pi
N
(j1−ld),
g1b (d, j, l) = e
i 2pi
N
l
t=d∑
t=2
ei
2pi
N
(j−l)t,
g2b (d, j, l) =
t=N∑
t=d+1
ei
2pi
N
(j−l)t (205)
We can use ”phase integration” trick to represent (204) as an integral of some determinant, but there will be two
phase variables, since there are 3 types of inequivalent brackets:
Sb(κ1, ..., κM ; d, r) = (r − 1)!(M − r)!(−1)d−1 ×
∫ 2π
0
e−i(r−1)ψ
dψ
2π
∫ 2π
0
dφ
2π
e−iφ det


gb(ψ, φ, κ1, κ1) g
b(ψ, φ, κ1, κ2) ... g
b(ψ, φ, κ1, κM )
gb(ψ, φ, κ2, κ1) g
b(ψ, φ, κ2, κ2) ... g
b(ψ, φ, κ2, κM )
... ... ... ...
gb(ψ, φ, κM , κ1) g
b(ψ, φ, κM , κ2) ... g
b(ψ, φ, κM , κM )

 , (206)
where
gb(ψ, φ, j, l) = eiφg0b (d, j, l) + e
iψg1b (d, j, l) + g
2
b (d, j, l). (207)
After integration over φ, determinant in (206) has terms up to ei(M−1)ψ , therefore integration over ψ and summation
according to (201) are equivalent to substitution ψ0 = 0 :
Sb(κ1, ..., κM ; d) = (N −M)!(M − 1)!(−1)d−1
∫ 2π
0
dφ
2π
e−iφ ×
det


gb(0, φ, κ1, κ1) g
b(0, φ, κ1, κ2) ... g
b(0, φ, κ1, κM )
gb(0, φ, κ2, κ1) g
b(0, φ, κ2, κ2) ... g
b(0, φ, κ2, κM )
... ... ... ...
gb(0, φ, κM , κ1) g
b(0, φ, κM , κ2) ... g
b(0, φ, κM , κM )

 . (208)
Integral over φ can be simplified further, since the determinant in (208) has a form A0+A1e
iφ. The form above follows
from the fact that a part of the matrix which depends on eiφ has a rank 1 and the formula for the determinant of
the sum of the matrices(see page 221 of51). Let’s for a moment introduce a notation z = eiφ. Integration over φ with
a weigh e−iϕextracts the term A1, which can be alternatively written as a difference between two determinants, one
when z = 1 and the other when z = 0 (gf (ψ, j, l) is given by (192))
Sb(κ1, ..., κM ; d) = (N −M)!(M − 1)!(−1)d−1 det


gb(0, 0, κ1, κ1) g
b(0, 0, κ1, κ2) ... g
b(0, 0, κ1, κM )
gb(0, 0, κ2, κ1) g
b(0, 0, κ2, κ2) ... g
b(0, 0, κ2, κM )
... ... ... ...
gb(0, 0, κM , κ1) g
b(0, 0, κM , κ2) ... g
b(0, 0, κM , κM )

−
(N −M)!(M − 1)!(−1)d−1 det


gf(0, κ1, κ1) g
f(0, κ1, κ2) ... g
f(0, κ1, κM )
gf(0, κ2, κ1) g
f(0, κ2, κ2) ... g
f(0, κ2, κM )
... ... ... ...
gf (0, κM , κ1) g
f (0, κM , κ2) ... g
f (0, κM , κM )

 .(209)
We note, that a similar trick is explained on the page 609 of52. After that, summation over different κi can be
performed similarly to the case of fermions:
Sb(d; p;T ) = (N −M)!(M − 1)!(−1)d−1
∫ 2π
0
dθ
2π
e−i(N−M)θ ×
32
det


eiθ + f(1)gb(0, 0, 1, 1) f(1)gb(0, 0, 1, 2) ... f(1)gb(0, 0, 1, N)
f(2)gb(0, 0, 2, 1) eiθ + f(2)gb(0, 0, 2, 2) ... f(2)gb(0, 0, 2, N)
... ... ... ...
f(N)gb(0, 0, N, 1) f(N)gb(0, 0, N, 2) ... eiθ + f(N)gb(0, 0, N,N)

− N −MM Sf (d; p;T ), (210)
where Sf (d; p;T ) is defined in (196).
VII. EXPERIMENTAL CONSIDERATIONS AND CONCLUSIONS
In this section we will consider in detail possible ways to realize the system under investigation in experiments with
cold atoms.
An array of one dimensional tubes of cold atoms along x direction has been realized experimentally using strong
optical lattices in two dimensions7,8,9,32,53 y and z. The large number of tubes provides a good imaging quality,
but the number of atoms and the ratio between bose and fermi particle numbers varies from tube to tube, and may
complicate the interpretation of the experiments (one of the ways to fix the ratio between bose and fermi numbers
for all tubes will be discussed later). In addition, due to harmonic confinement along the axis of the tube, bose
and fermi densities vary within each tube, which causes non-homogeneous broadening of the momentum distribution.
Alternatively, single copies of one dimensional mixtures with constant densities along the axis can be realized in micro
traps on a chip54, or using cold atoms in a 1d box potential55. Here we will mostly concentrate on a realization of 1d
system using strong 2D optical lattice in y and z directions.
First of the conditions (2), mb = mf , is approximately satisfied for isotopes of the atoms, and one can expect our
theory to be valid with high accuracy for them. Some of the promising candidates are 39(41)K−40K56, 171Y b+172Y b57,
and 86(84)Rb −87(85) Rb58. Different isotopes of potassium have already been cooled to quantum degeneracy1,60 by
sympathetic cooling with Rb. There is another way to satisfy the first condition of (2) using already available degenerate
mixtures1. If one uses an additional optical lattice along the x direction with filling factors much smaller than one, then
(1) is an effective Hamiltonian describing this system with the effective masses determined by the tunneling, similarly
to a recent realization of Tonks-Girardeau gas for bosons8. Finally, we note that one can realize experimentally the
model, which has the same energy eigenvalues as (1), using a mixture of two bosonic atoms (see next paragraph). If
one chooses two magnetic sublevels of the same atom, equality of masses will be satisfied automatically.
Second of the conditions (2), gbb = gbf > 0, can also be satisfied in current experiments, using a combination of sev-
eral approaches. First, one can use Feshbach resonances to control the interactions: this is particularly straightforward
for Li−Na of K−Rb mixtures, where resonances have already been observed experimentally3,4. Second, we point out
that it is sufficient to have equal (positive) signs for the two scattering lengths, but not necessarily their magnitudes.
Well away from confinement induced resonances59, 1D interactions are given by gbb = 2h¯ωb⊥abb, gbf = 2h¯
√
ωb⊥ωf⊥abf ,
where ωb⊥, ωf⊥ are radial confinement frequencies, and abb, abf are 3D scattering lengths. For a fixed value of abb/abf ,
one can always choose the detuning of the optical lattice laser frequencies in such a way that gbb = gbf . After that, one
can vary the intensity of the y, z optical lattice beams and change g, while always being on the integrable line of the
phase diagram. Combination of these two approaches to control 1D interactions gives a lot of freedom for experimental
realization of equal one dimensional interactions. Finally, lets describe how to realize the bosonic model, which has
the same eigenvalues as the model (1). Bosonic system is characterized by 3 interaction parameters, g11, g22, g12. If one
tunes g11 to +∞, then bosons of type 1 get ”fermionized” within the same type, and the model will be equivalent in
terms of energy spectrum, density profiles and collective modes to (1). Note, however, that single-particle correlation
functions will be different, and the results of sections V and VI (except for VIB) are not applicable. This general
equivalence between bose-bose and bose-fermi models is valid for any ratio between g22 and g12. One can push this
result even further, by tuning g22 to +∞. In this case eigenstates of (1) are equivalent to spin−1/2 fermi system20,21,61,
and some predictions for those systems can be applied for bosons.
Detection of the properties of the system may be hindered by the fact, that both number of atoms and relative
fraction of bosons α vary from tube to tube. However, one can use Feshbach resonances to fix the boson fraction to be
α = 1/2 in each tube64. To do this, one can use Feshbach resonance for bose-fermi scattering to adiabatically create
molecules before loading the mixture in strong y, z optical lattice. If one gets rid of unpaired atoms at this stage,
switches on y, z optical lattice, and adiabatically dissociates the molecules, boson fraction will be fixed in each tube
to be α = 1/2. Most of our figures have been calculated for this particular boson fraction. Our results in harmonic
traps are presented as functions of γ0 = mg/(h¯
2n0), where n0 is a total density in the center of a one dimensional
trap, and γ0 is the Lieb-Liniger
28 parameter in the center of the trap. γ0 ≫ 1 corresponds to a strongly interacting
regime. n0 varies from tube to tube, and to be able to compare theoretical predictions precisely with experiments,
one should be able to have an optical access to regions where variation of n0 is small.
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Most of our experimental predictions, except for those in section VI, deal with zero temperature case. Experimen-
tally, one needs to verify the quantum degeneracy of the gases in 1D regime. A possible way to identify the onset of
quantum degeneracy is based on density profiles2. In Figs. 2 and 3 we show the density profiles at zero temperature
for weak and strong interactions, when the harmonic confinement frequency ω0 is the same for bosons and fermions.
In both cases, only central part is occupied by bosons, and outer shells consist of fermions only. In addition, for
the strong interactions fermi density develops a strong peak at the edge of bosonic cloud. When the interactions
are not strong (γ0 <∼ 1), one can estimate the temperature at which quantum effects become important for ground
state density profile to be of the order of Nh¯ω0, where N is the total number of atoms in a tube. In the strongly
interacting regime (γ0 ≫ 1), however, situation is very different. There are two temperature scales in the problem:
E0f = (πh¯n0)
2/(2m), and E0f/γ0 ≪ E0f . As the temperature goes up from 0 to ∼ E0f/γ0, density profile changes as
shown in figure 14, and the peak in the fermion density disappears. However, total density profile doesn’t change
much as long as T ≪ E0f . This effect can be qualitatively understood as the demonstration of the ”fermionization” of
the bose-fermi cloud, as will be explained in the next paragraph.
First, lets consider the case without a harmonic potential. When interactions are strong, bosons tend to avoid
fermions and other bosons. Whenever coordinates of any two particles coincide, wavefunction is close to 0. Effectively,
the gas is mutually ”fermionized”, and the ground state energy of the system is close to the ground state energy of
the pure noninteracting fermi gas with a density equal to the total density of bosons and fermions. Dependence of the
energy on the relative density (or boson fraction α) appears only in the next order in 1/γ expansion, and two first
terms in this expansion are given by (54). Since dependence of the energy on boson fraction α is γ ≫ 1 times smaller
than dependence on total density, the ”quantum degeneracy” temperature for relative density excitations is also γ
times smaller than quantum degeneracy temperature for fermions with density n, hence it is ∼ Ef/γ.When harmonic
trap is present at T = 0, relative density distributes itself to minimize the total energy. As temperature becomes of
the order of several E0f/γ0, almost all relative density modes get excited, and boson fraction becomes uniform along
the trap. Total density modes are still not excited, since their quantum degeneracy temperature is E0f , and therefore
the total density profile doesn’t change much. Temperature E0f/γ0, is important not only for density distribution, but
also for correlation functions, as will be discussed later.
Knowledge of the exact dependence of the energy as the function of densities and interactions allows to investigate
not only the static properties, but also dynamic behavior. In section IV we developed a two-fluid hydrodynamic ap-
proach to calculate the frequencies of collective oscillations. In the strongly interacting limit we predict the appearance
of low-lying modes, with a frequency scaling as ∼ ω0/√γ0. These modes correspond to ”out of phase” oscillations
of bose and fermi clouds that keep the total density approximately constant. These modes can be understood as
follows: due to fermionization effects discussed in previous paragraph, for γ0 ≫ 1 the energetic penalty for changing
the relative density of bosons and fermions is small, and hence it doesn’t cost too much energy to create ”out of
phase” oscillations that don’t change the total density. Dependence of the frequencies of low-lying oscillations with
small quantum numbers on overall boson fraction in a tube is shown in figure 8. In addition to low lying ”out of
phase” oscillations, the cloud has ”in phase” oscillations, with the frequencies ωn = nω0, similarly to Tonks-Girardeau
gas of bosons36. These modes have frequencies considerably higher than ”out of phase” modes, and are not shown
in figure 8. One can excite any of these excitations by adding a perturbation of the matching frequency, similarly to
what has been done to bosons in32. A different manifestation of the slow ”out of phase” dynamics can be observed
looking at the evolution of density perturbations: initial perturbation will split into fast ”in phase” part, moving
at fermi velocity, and slow ”out of phase” part. This is similar to ”spin-charge separation”, proposed for fermi61 or
bose62 spin 1/2 mixtures. When interactions are not strong (γ0 <∼ 1), one can obtain frequencies of all modes using
mean-field energy. Figure 4 shows the dependence of frequencies for equal number of bosons and fermions (α = 1/2)
on γ0. Even in mean field regime frequency of ”out of phase” oscillations gets smaller as interactions get stronger.
Already for γ0 ≈ 1 results for γ0 ≫ 1 extrapolate mean-field results very well.
Finally, lets discuss theoretically the most interesting and sensitive measure of the correlations, single particle
correlation function, considered in sections V and VI. Fourier transform of the single particle correlation func-
tion is an occupation number, and it can be measured experimentally using Bragg spectroscopy43 or time of flight
measurements8. We can calculate these correlation functions in strongly interacting regime under periodic boundary
conditions for any temperatures. At zero temperature bose momentum distribution has a singularity (161) at k = 0
reminiscent of BEC in higher dimensions, and its strength is controlled by Luttinger liquid parameter Kb, which
depends only on boson fraction for strong interactions. For fermions, momentum distribution has a lot of interesting
features. At zero temperature, several momentum distributions are presented in figs. 11, 12, 13. One sees, that due
to strong interactions, fermi step at kf gets smeared out even at T = 0, and n
f(k) is considerably different from 0
at wave vectors far away from kf . However, total change of n
f (k) as one crosses kf is quite large. In addition, n
f (k)
develops an extra singularity17 at kf +2kb, and the strength of this singularity is higher for small boson fractions. As
the temperature rises, momentum distribution changes considerably in the region of low temperatures of the order
of Ef/γ, and its evolution as a function of temperature is shown in figure 15. For Ef/γ ≪ T ≪ Ef , one enters so
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FIG. 16: Momentum distribution for fermions after averaging by inhomogeneous density profile for harmonic confinement.
Results are shown for T = 0, (thick line), E0f/γ0 ≪ T ≪ E0f (normal line) and for the same number of noninteracting fermions
(dashed). Overall number of bosons in a trap equals the total number of fermions, n0 is the total density in the center of the
trap, E0f = (pih¯n0)
2/(2m), γ0 ≫ 1 is the Lieb-Liniger parameter in the center of the trap, and 2xf is the total size of the cloud.
In the range of the temperatures ∼ E0f/γ0 fermi correlation function changes considerably due to transition from true ground
state to ”spin disordered” regime.
called ”spin disordered” regime46,47, where singularity at kf gets completely washed out, and for equal densities of
bosons and fermions momentum distribution gets almost twice as wide compared to T ≪ E0f/γ. A strong change of
the momentum distribution in a small range of temperatures can be used to perform a thermometry at very small
temperatures. To verify experimentally exact numerical correlation functions one needs to work with systems at con-
stant densities along x direction. Such constant density can be achieved in experiments with micro traps54, or in 2D
arrays of tubes, if one makes a very shallow harmonic confinement, and creates strong box-like impenetrable potential
at the sides of the tubes with the help of additional lasers. If the system is in harmonic trap, lots of the features of
correlations themselves (i.e. singularity at kf + 2kb) get washed out due to averaging over inhomogeneous density
profile63. However, the averaged correlation function still shows significant change in the region of temperatures of the
order of E0f/γ0, and the results for T ≪ E0f/γ0 and E0f/γ0 ≪ T ≪ E0f are shown in fig. 16. The point where Nf (k)
has a discontinuous derivative for T = 0 corresponds to the fermi wavevector for the maximal density of fermions (at
the edge of the bosonic cloud). For comparison, we also show Nf (k) for the same number of fermions in the same
trap for noninteracting case.
In conclusion, we presented a model for interacting bose-fermi mixture in 1D, which is exactly solvable by Bethe
ansatz technique. We obtained the energy numerically in the thermodynamic limit, and used it to prove the absence
of the demixing under conditions (2), contrary to prediction of a mean field approximation. Combining exact solution
with local density approximation (LDA) in a harmonic trap, we calculated the density profiles and frequencies of
collective modes in various limits. In the strongly interacting regime, we predicted the appearance of low-lying
collective oscillations which correspond to the counterflow of the two species. In the strongly interacting regime we used
exact wavefunction to calculate the single particle correlation functions for bosons and fermions at zero temperature
under periodic boundary conditions. We derived an analytical formula, which allows to calculate correlation functions
at all distances numerically for a polynomial time in system size. We investigated numerically two strong singularities
of the momentum distribution for fermions at kf and kf + 2kb. We extended the results for correlation functions
for low temperatures, and calculated correlation functions in the crossover regime from T = 0 to ”spin disordered”
regime. We also calculated the evolution of the density profile in a harmonic trap at small nonzero temperatures. We
showed, that in strongly interacting regime correlation functions change dramatically as temperature changes from
0 to a small temperature ∼ Ef/γ ≪ Ef , where Ef = (πh¯n)2/(2m), n is the total density and γ is the Lieb-Liniger
parameter. Finally, we analyzed the experimental situation, proposed several ways to implement the exactly solvable
hamiltonian and combined the results for correlation functions with LDA.
We thank M. Lukin, L. Mathey, G. Shlyapnikov, D.Petrov, P.Wiegmann, C. Menotti and D.W. Wang for useful
discussions. This work was partially supported by the NSF grant DMR-0132874.
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APPENDIX A
In this appendix we will prove that all solutions of equations (28)-(29)
N∏
i=1
ki − Λα + ic/2
ki − Λα − ic/2 = 1, α = {1, ...,M}, (A1)
eikjL =
M∏
β=1
kj − Λβ + ic/2
kj − Λβ − ic/2 , j = {1, ..., N} (A2)
are always real. This is a major simplification for the analysis of the excited states compared to spin- 12 fermion
systems, where one has to consider complex solutions22.
Suppose that solutions of (A1)-(A2) are complex numbers, such that
inf Im kj = k
− ≤ sup Im kj = k+, (A3)
inf ImΛα = Λ
− ≤ sup ImΛα = Λ+. (A4)
We need to prove that k− = k+ = Λ− = Λ+ = 0.
First, lets prove that
k− ≤ Λ−, (A5)
Λ+ ≤ k+. (A6)
Suppose that (A5) is not valid, i. e.
∃ α : Im kj − ImΛα > 0 ∀ j. (A7)
Then ∣∣∣∣kj − Λα + ic/2kj − Λα + ic/2
∣∣∣∣ > 1 ∀ j, (A8)
and absolute value of the lhs of eq. (A1) is bigger than 1, which contradicts the equation. Equation (A6) can be
proven similarly.
Now, lets prove that
k+ ≤ 0, (A9)
k− ≥ 0. (A10)
These equations together with (A5)-(A6) would imply k− = k+ = Λ− = Λ+ = 0.
Suppose that (A9) is not valid, i. e. ∃ j : Im kj = k+ > 0. From (A6) it follows that
Im kj − ImΛβ ≥ 0 ∀ β, (A11)
therefore ∣∣∣∣kj − Λβ + ic/2kj − Λβ + ic/2
∣∣∣∣ ≥ 1 ∀ β, (A12)
and absolute value of the rhs of equation (A2) is not smaller than 1. On the other hand, by assumption lhs of this
equation is smaller than 1 :
|eikjL| = e−k+L < 1. (A13)
Contradiction proves the validity of (A9), and (A10) can be proven similarly.
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