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ABSTRACT
We describe a method for spectral cleaning and timing calibration of short voltage time series data from individual
radio interferometer receivers. It makes use of the phase differences in Fast Fourier Transform (FFT) spectra
across antenna pairs. For strong, localized terrestrial sources these are stable over time, while being approximately
uniform-random for a sum over many sources or for noise. Using only milliseconds-long datasets, the method finds the
strongest interfering transmitters, a first-order solution for relative timing calibrations, and faulty data channels. No
knowledge of gain response or quiescent noise levels of the receivers is required. With relatively small data volumes,
this approach is suitable for use in an online system monitoring setup for interferometric arrays.
We have applied the method to our cosmic-ray data collection, a collection of measurements of short pulses
from extensive air showers, recorded by the LOFAR radio telescope. Per air shower, we have collected 2ms of raw
time series data for each receiver. The spectral cleaning has a calculated optimal sensitivity corresponding to a power
signal-to-noise ratio of 0.08 (or -11 dB) in a spectral window of 25 kHz, for 2 ms of data in 48 antennas. This is
well sufficient for our application. Timing calibration across individual antenna pairs has been performed at 0.4 ns
precision; for calibration of signal clocks across stations of 48 antennas the precision is 0.1 ns. Monitoring differences
in timing calibration per antenna pair over the course of the period 2011 to 2015 shows a precision of 0.08 ns, which is
useful for monitoring and correcting drifts in signal path synchronizations.
A cross-check method for timing calibration is presented, using a pulse transmitter carried by a drone flying
over the array. Timing precision is similar, 0.3 ns, but is limited by transmitter position measurements, while requiring
dedicated flights.
Key words. Techniques: interferometric – Instrumentation: interferometers – Site testing
1. Introduction
An interferometric radio telescope relies on an accurate tim-
ing calibration of the signals of all its constituent receivers,
in order to be able to combine signals with a time or phase
shift corresponding to the direction of a given source in
the sky. Furthermore, spurious narrow-band transmitter
signals, which are present even in relatively radio-quiet re-
gions, will show up also in the processed signals. These
have to be identified and removed, preferably early in the
analysis process.
This paper is organized as follows: in Sect. 1.1 we
briefly review some methods that are used for detection
and removal of radio-frequency interference (RFI), as well
as methods for timing and phase calibration. In Sect. 1.2
we introduce our methods; Chapter 2 describes the meth-
ods in detail, and in Chapter 3, their application to data
taken with the LOFAR radio telescope is discussed.
1.1. Existing methods for spectral cleaning and timing
calibration
Most of the radio-frequency interference (RFI) present at
radio telescope sites consists of either narrow-band signals
from radio transmitters, or short pulses in the time domain
(Offringa et al. 2013). For both cases, there are several
methods being used to identify interference, either before
or after signal correlation. Before correlation in the in-
terferometer, these algorithms typically involve detecting
threshold crossings of amplitudes in the time or frequency
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domain, where the threshold is adapted based on signal
properties (Offringa et al. 2010). For instance, a threshold
can be calculated by using a median filter, such as used
in the Auger Engineering Radio Array (AERA) for radio
detection of cosmic rays (Schmidt et al. 2011). It replaces
a sample in time or frequency domain by the median of
a number of its neighbours in order to set a threshold.
More elaborate techniques, also exploiting correlations of
multiple samples crossing the threshold, are found e.g. in
Offringa et al. (2010).
Another approach which has been considered for use in
the AERA experiment, is described in Szadkowski et al.
(2013). It uses linear prediction, implemented as a finite
impulse response (time domain) filter in FPGAs. This op-
erates online on single receivers and adapts to changes in
the interference environment.
After correlation, one can also use adaptive thresholds,
then on correlated visibility amplitudes instead of data
streams from single receivers.
Another method is fringe fitting, which makes use of
the fact that most RFI sources are at a fixed position, and
therefore produce sinusoidal fringes in visibility data of a
fringe-stopping interferometer (Athreya 2009). These si-
nusoids are then fitted and removed. This latter method
has some similarity to the method we present below, which
operates on short time series.
Timing and phase calibration in interferometric ra-
dio telescopes is typically done based on the principle
of self-calibration (Pearson & Readhead (1984); Taylor
et al. (1999)), where one makes use of redundant infor-
mation in the interferometric data; for instance, there are
Nant(Nant − 1)/2 baselines giving correlated signals, while
having only Nant antennas to calibrate. For this method,
suitable calibrator sources for which the structure is known,
e.g. point sources, are used as a model for optimizing the
calibration. The calibration solution can be obtained as a
function of frequency, providing a phase calibration for ev-
ery frequency in the spectrum. The phase calibration at
a given frequency equals a timing calibration at the same
frequency, taken modulo the wave period.
Moreover, there are methods that also allow to solve
for directional dependencies of the calibration. As anten-
nas have a complex gain that has directional dependence,
the calibration in general depends on this as well, espe-
cially considering differences in gain between antennas. One
of these methods, that is used at LOFAR, is SAGECal
(Kazemi et al. 2011). A review of similar calibration meth-
ods is given e.g. in Wijnholds et al. (2010).
Alternative approaches involve calibrating on a fixed
custom transmitter, such as done by the LOPES cosmic-ray
detection experiment (Schroeder et al. 2010), which yields
a timing calibration per antenna for a single, or a few fre-
quencies. In our approach, as described below, we use the
spectral cleaning method to identify a suitable public trans-
mitter, and also make use of the position of the most useful
transmitter in order to obtain a calibration solution. This is
sufficient for a precise (sub-nanosecond) timing analysis of
cosmic ray pulses (Corstanje et al. 2015). It can also serve
as a starting point and cross-check for dedicated phase cal-
ibrations as used in radio astronomy.
Instead of a fixed transmitter, one could also use satel-
lites or drones flying overhead, with which amplitude cali-
bration is possible as well. This is similar to the amplitude
calibration from a fixed transmitter as has been performed
at LOFAR (Nelles et al. 2015).
Calibration on pulses from the far field, e.g. emitted
by airplanes passing overhead, has also been considered
(Pierre Auger Collaboration 2016). However, this relies on
randomly occurring pulses that one needs to trigger on in
real-time in order to record them.
1.2. This analysis
Here, we describe a method of spectral cleaning of time
series data that we use to remove narrow-band radio-
frequency (RF) transmitter signals from our data. At the
same time it allows to obtain a calibration of clock differ-
ences across the array. The method applies only to narrow-
band signals, that are present continuously for about 0.2
to 2 ms, where shorter signals need to be stronger to be
detected. Signals with somewhat larger bandwidth are
treated as a set of narrow-band signals. Broadband pulses
are not removed.
Using the phase component of the Fourier transform of
each channel, we make use of the fact that strong, localized
transmitters produce approximately constant phase differ-
ences across the array. Astronomical signals are typically
broad-band, and arrive at the antennas as a sum over many
sources on the sky, and therefore produce random phase dif-
ferences over time. This difference allows for an accurate
identification (and removal) of disturbing signals. Using
the identified constant phases of a public radio transmitter
signal, we can also calibrate signal timing offsets in each
antenna pair. If the geometric delay from the signal path
lengths of the radio signal to each antenna is known, this
leads to a known difference in phase of the (continuous-
wave) signal as it is measured at each antenna. Compar-
ing the actually measured phases with the expected phases
gives a calibration correction. It has been suggested as a
promising improvement in Offringa et al. (2010) to add the
use of phase information to existing amplitude-based RFI
cleaning methods. The method presented here uses only
the phase component.
We apply this method to data taken with the Low Fre-
quency Array (LOFAR) (van Haarlem et al. 2013) radio
telescope. The antennas of LOFAR are distributed over
northern Europe, with the densest concentration in the
north of the Netherlands. The antennas are organized into
stations, each consisting of 96 low-band antennas (LBA, 10
- 90 MHz), and 48 high-band antennas (HBA, 110 - 240
MHz). Within the core region of about 6 km2, 24 of these
stations have been distributed.
For the cosmic-ray data collection, we record radio emis-
sion from extensive air showers, reaching the ground as a
short pulse, on the order of 10 to 100 ns long (Schellart et al.
2013). We use the Transient Buffer Boards installed in the
data channel of every LOFAR antenna to record these, as
well as other fast radio transients. Each recording is 2 to
5 ms long and consists of the raw voltage time series from
every data channel. The buffer is capable of storing signals
up to 5 seconds length.
These datasets need spectral cleaning in order to mea-
sure the pulses accurately. The relative timings of the
pulses contain information about the air shower process.
For instance, by measuring pulse arrival times, we have
evaluated the shape of the radio wavefront as it arrives at
the antenna array (Corstanje et al. 2015).
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As our datasets are very short compared to typical
astronomical observations (a few milliseconds, instead of
hours), and are stored as unprocessed voltage time series
per receiver, a dedicated spectral cleaning method is re-
quired. Still, our method can be easily adapted for other
purposes and instruments, as long as raw time series are
available.
We have tested our timing calibration using a pulse
transmitter carried by an octocopter drone flying above the
array. The precision of the pulse arrival time measurements
is similar to the phase measurements.
2. Method
In this section we explain in detail the method and perfor-
mance of our RFI identification algorithm, and show how
the phases of the thereby identified strong transmitters can
be used for timing calibration.
2.1. Radio frequency interference identification
In order to identify frequencies that are contaminated by
human-made interference, a typical approach is to search
for strong signals above the noise level in an amplitude or
power spectrum. However, this requires knowledge of the
noise power spectra in the absence of RFI transmitters,
or an adaptive or iterative technique to estimate these, as
mentioned in Sect. 1.1.
Therefore, we use the relative phases between pairs of
antennas. At the frequency used by a transmitter, the
phase difference across an antenna pair is stable over time.
After all, the signals are typically transmitted from a fixed
location, or effectively fixed, on millisecond timescales. In
contrast, at frequencies where no terrestrial transmitter
is present, we measure emission from the Milky Way as
well as electronic noise. The Galactic emission is a sum of
many sources, assuming the antennas are omnidirectional
or have a substantial field of view. Therefore, the detected
phases can be treated as random on millisecond integration
timescales.
In situations where one localized source in the sky fully
dominates the signal, such as e.g. during strong solar bursts,
this assumption is not valid. However, this only happens
for a small fraction of the time.
We take phase measurements from a Fast Fourier Trans-
form (FFT) of consecutive data blocks for every antenna.
One antenna is taken as reference; for every frequency chan-
nel, its phase is subtracted to measure only relative phases.
It is also possible to consider the phase differences across
all antenna pairs (baselines), instead of selecting a single
antenna as reference. This is more sensitive (see Sect. 2.2),
but also requires more computation time, and hence can be
omitted if the single-reference approach meets the require-
ments for spectral cleaning.
For every frequency channel we calculate the average
and variance of the phase over all data blocks. The phase
average across antenna indices j and k for frequency ω is
defined as follows (denoting relative phases as Φ and the
data block number as superscript l):
Φlj,k(ω) = φ
l
j(ω)− φlk(ω), (1)
Φ¯j,k(ω) = arg
(
Nblk−1∑
l=0
exp(iΦlj,k(ω))
)
, (2)
and the phase variance as
sj,k(ω) = 1− 1
Nblk
∣∣∣∣∣
Nblk−1∑
l=0
exp(iΦl(ω))
∣∣∣∣∣ , (3)
where Φl(ω) is the relative phase measured in data block
l at frequency ω, and Nblk is the number of data blocks.
The phase variance sj,k(ω) is close to unity for completely
random phases, and zero for completely aligned phases.
If the phases follow a narrow, peaked distribution
around the average, with variance σ2, then the phase vari-
ance is sj,k = σ
2
2 +O(σ4). Hence, this quantity is then in-
deed proportional to the variance. For wider distributions,
the 2pi-periodicity of phases becomes important, and the
phase variance has a maximum value of unity for a uniform
distribution, in the large-N limit.
For random phases, Nblk(1−sj,k) describes the traveled
distance in a two-dimensional random walk, as the right-
hand part of Eq. 3 represents the length of the sum-vector of
Nblk unit vectors, each of which having a random direction
in the complex plane.
For large Nblk, this distance follows a Rayleigh dis-
tribution with scale parameter s =
√
Nblk/2 (Rayleigh
1905), and has an expectation value of α
√
Nblk, with
α = 12
√
pi ≈ 0.89. It has a standard deviation of β√Nblk,
with β =
√
1− pi4 ≈ 0.46. In practice, the large-N approx-
imation is already accurate for Nblk & 10.
Therefore, we have
sj,k(ω) ≈ 1− α√
Nblk
. (4)
It is clear that for a coherent, narrowband signal seen at all
antennas, the variance should be rather small.
In order to determine a threshold for significantly de-
tecting a transmitter, we take the average of the phase
variances over all antennas or all baselines. This leaves one
averaged phase-variance spectrum, i.e. one phase variance
per frequency channel. To take the average is a simple,
generic choice; when partial detections are expected, e.g. in
a more sparse array or for very nearby RFI, one could con-
sider the full distribution of the phase variance over the
antennas, and test for deviations of random behavior. This
is however not pursued here.
We sort the values of the phase variance over all fre-
quencies, and estimate its standard deviation by taking the
95-percentile value minus the median, which is about 1.65σ
for Gaussian noise. This has the advantage of considering
only the upper half of the sample which is assumed to follow
the random-walk characteristics. It selects out all transmit-
ter signals, that only lower the variance below the median.
This naturally assumes that less than half of the frequency
channels contain an interfering transmitter signal, which is
reasonable for astronomical observations in general. Should
this not be the case for the particular site, one could take
a higher percentile value instead of the median. Alterna-
tively, one could choose to follow directly the random-walk
statistics for mean and standard deviation, and compare
with the data afterwards.
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The threshold is set to the median value minus a mul-
tiple of the standard deviation, which is tunable to trade
e.g. a lower false-positive probability for a lower sensitivity.
For the run-time complexity, it is noted that the al-
gorithm requires Nblk Nant FFTs of a fixed length, set by
the desired spectral resolution. Moreover, when treating all
baselines, it requires O(N2ant) phase spectrum comparisons.
When instead using a single antenna as reference (or a fixed
number of them), only O(Nant) comparisons are done, and
the FFTs always dominate.
2.2. Sensitivity of RFI detection
Noting the correspondence of the detection of an RFI trans-
mitter to the detection of bias, i.e. a preference towards a
certain direction, in a set of identically distributed random
walks, the sensitivity of RFI detection can be analyzed.
The full analysis is deferred to the Appendix.
We start by assuming a signal is present in the noisy
time series of each receiver, with power signal-to-noise ra-
tio S2 defined by the absolute-square of the FFT in one
frequency channel, for the signal and the noise respectively.
With this definition, the sensitivity becomes (asymp-
totic approximation, see Appendix):
S2 > 3.8
√
k/6 N
−1/2
blk N
−1/2
ant , (5)
aimed at a k = 6-sigma detection threshold as used in the
LOFAR cosmic-ray analysis (Schellart et al. 2013). Typical
numbers for this analysis are Nblk = 50 and Nant = 48,
leading to a threshold of S2 = 0.08, or −11 dB, which is
easily sufficient for the purpose of analyzing pulses from
air showers. With a specific bandwidth fraction in mind,
e.g. for wideband radio signals, this sensitivity can be used
to give an upper bound to residual RFI levels.
To put this result into perspective, we consider a
straightforward, simplified method, that detects excess
power in a power spectrum, averaged over all antennas and
data blocks. The noise power in a given FFT channel has
an exponential distribution (Papoulis & Pillai 2002), with
mean and standard deviation equal to the mean noise power
per channel. The signal power is uncorrelated to the noise,
and hence the total power is the sum of signal and noise
power. Summing spectra ofNant antennas each havingNblk
blocks then yields a threshold
S2 = 6 (k/6) N
−1/2
blk N
−1/2
ant , (6)
plus the uncertainty in determining the average quiescent
noise spectrum, which is not flat in general. The asymptotic
behavior is therefore the same as in Eq. 5. It is assumed
that estimating a single, flat noise level as for the phase
variance (Eq. 4) has a lower uncertainty than estimating a
spectrum curve.
Note that, since both methods use averaging over many
blocks, or many phase variance values respectively, by the
Central Limit Theorem these averages can be regarded as
estimating the mean of a Gaussian distribution. Hence, in
both cases the k−sigma thresholds refer to exceeding prob-
abilities, and corresponding false alarm rates, of a Gaussian
distribution.
Our method based on phases has a somewhat favorable
detection threshold, the difference with respect to Eq. 6
being at least 2.0 dB. Moreover, it does not require an esti-
mate of the noise spectrum in the absence of transmitters.
This has made it easier for us to implement in practice,
where background levels are variable. However, this does
not imply that this comparison holds when looking at more
elaborate, amplitude-based cleaning methods.
Note that when, instead of power excess, one would
use the amplitude excess in an absolute spectrum rather
than absolute-squared, the asymptotics of S are the same,
i.e. given by Eq. 6. The difference is at most 7 % in the
constant factor, in favor of the absolute spectrum, in the
weak-field and large-N limit.
2.3. Timing calibration
Observations using an interferometric telescope require pre-
cise timing and phase calibration of each receiver, in order
to have precise pointings, and to perform imaging with op-
timal signal quality. The timing precision should be about
an order of magnitude below the sampling period.
For timing calibration we use one or multiple narrow-
band transmitters as a beacon, producing fixed relative
phases between antennas at the transmitting frequency.
This is similar to the procedure followed in Schroeder et al.
(2010); we extend this by a more precise phase measure-
ment, and by using the geometric delays from the trans-
mitter location to find the calibration delays per antenna
pair.
We measure relative phases per antenna pair in the same
way as in Sect. 2.1, taking Fourier transforms of consecutive
data blocks for all antennas, and averaging phases using
Eq. 2. This also allows to identify frequencies suitable for
timing calibration from the values of the phase variance,
Eq. 3, where lower values are better.
The geometric delays from the transmitter to each an-
tenna are needed for determining the calibration delays be-
tween antennas. Therefore, it is required to use a trans-
mitter at a known location, and with frequency above
about 30MHz. At lower frequencies, i.e. the HF-band, one
may have signals reflecting off the ionosphere, and prop-
agation characteristics may vary from time to time; see
e.g. Gilliland et al. (1938).
The signals propagate with the light speed in air, which
is c/n. The index of refraction n is on average 1.00031,
noting that variations of ± 4 10−5 are possible with temper-
ature and humidity (Grabner & Kvicera 2011). Omitting
the refractive index would therefore introduce a timing mis-
match of 1.0 ns between two antennas separated by 1 km,
along the line-of-sight to the transmitter. This is therefore
significant at intermediate and longer baselines.
The phase difference across a given antenna pair, af-
ter accounting for geometric delays from the transmitter,
corresponds to a time difference (calibration mismatch)
∆t =
∆φ
2pif
(mod
1
f
). (7)
Thus, the calibration solution obtained by using one trans-
mitter is only determined up to a multiple of the signal
period 1/f . This can be improved by combining results
from multiple transmitters. However, in order to obtain
the correct solution, it is then required that the different
transmitters have large differences in period compared to
the phase / timing noise. Moreover, in general the cor-
rect calibration phase depends on frequency, i.e. the opti-
mal phase calibration may have deviations from the group
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Fig. 1. Example power spectrum from 2ms of LOFAR data,
averaged over 48 LBA antenna dipoles, with crosses indicating
channels with detected transmitters.
delay, as a function of frequency. When using a custom
beacon for calibration measurements as described here, one
would therefore choose frequencies far apart.
Once antenna timings have been calibrated, the relative
phases can be monitored over time without reference to the
transmitter location and geometric delays.
3. Application to LOFAR data
In this section, we describe how the RFI identification and
timing calibration methods are used for the analysis of air
shower datasets with LOFAR.
3.1. RFI identification
The LOFAR radio telescope, located in the north of the
Netherlands, is in a relatively radio-quiet region. Never-
theless, in all observations there are several signals present,
coming from narrow-band transmitters. Therefore, spec-
tral cleaning methods are required to remove them from
astronomical observation data.
We have used the core stations of LOFAR. For all but
a few very bright air showers, our data contain antenna
baselines up to about 1 km, and the majority of antennas
with signal is in the central ring of 320m diameter. An
example power spectrum is shown in Fig. 1. For demon-
stration purposes, the dataset of this example has partic-
ularly bad RFI, as there are several flagged frequencies in
the 30 to 80 MHz-band. However, this case is still not too
extreme, and spectral cleaning is indeed necessary in simi-
lar instances. The power spectrum is averaged over the 48
antennas in one LOFAR station, and averaged over 2 ms,
being the length of a typical cosmic-ray dataset. We treat
each of the two instrumental polarizations separately, as
RFI signals may be detectable in only one of the two po-
larizations. It is a spectrum of the LBA antennas, ranging
from 10 to 90 MHz. In what follows we focus only on the
low-band spectra as these are best used for air shower mea-
surements; the methods work identically for the high-band
antenna data. For the detection of the transmitter frequen-
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Fig. 2. Example power spectrum from 2ms of LOFAR time
series data (lower curve). The phase variance is shown in the
upper (red) data points. It consistently becomes lower whenever
a narrowband transmitter is seen in the power spectrum.
cies, we use FFTs with a block size of 8000 samples, which
amounts to a spectral resolution of 25 kHz. There are then
50 blocks in a time series of 2 ms, which are used to calcu-
late the phase variance over the entire 2 ms of data as from
3. The result is shown in Fig. 2. The phase variance, taken
as the median value of the 48 antennas, is shown as the
upper (red) signal. It has random ‘noise’ due to the finite
number of data blocks; at frequencies where a narrow-band
transmitter is present in the power spectrum (lower curve),
the variance is significantly lower. The random noise has a
median value of 0.879, consistent with the expected value
from Eq. 4 of 0.875 for 50 data blocks. This is a basic test
of our randomness assumption for the phases.
The phase variance threshold is then set to a value of
(nearly) 6 sigma. The standard deviation is estimated by
the 95-percentile value minus the median, which is about
1.65σ for Gaussian noise. Every frequency channel with
lower phase variance is flagged.
When frequency resolution (set by the chosen FFT block
size) is high enough to resolve the transmitters’ frequency
responses, it can be necessary to also flag a number of ad-
jacent frequency channels, as the edges of resolved trans-
mitter spectra may not meet the threshold criterium for
flagging. This is especially important when a large block
size is taken, e.g. to comply with FFT resolution used in
later analysis. The number of adjacent channels to flag, is
currently set as a manually tunable parameter, scaling with
frequency resolution.
In Fig. 3, a close-up of the power spectrum and the
phase variance are shown.
3.2. Timing calibration: results for the LOFAR core
For calibration of short time series, i.e. 2 to 5 ms length,
we use one or multiple narrow-band transmitters as a bea-
con, producing fixed relative phases between antennas at
the transmitting frequency. The signals at the high end
of the spectrum (> 87 MHz) are from public radio trans-
mitters which are always present. They are well detectable
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Fig. 3. Close-up of the power spectrum in a frequency range
with several RFI sources. Flagged frequencies are shown as red
dashed lines; the lower panel shows the phase variance, with the
black horizontal line denoting the threshold for flagging. Al-
though the RFI-quiet noise level would follow a smooth curve,
fitting the curve and RFI flagging using the excess power are
interdependent.
despite being outside the passband of the filters, which ends
at 80 MHz. Moreover, the phase variance we measure in the
spectral cleaning algorithm, and the corresponding timing
precision, is found to be best for these frequencies. There-
fore, we work with the high-frequency transmitters, espe-
cially the strongest one at 88.0 MHz.
The radio signals at frequencies 88.0, 88.6, 90.8 and 94.8
MHz are transmitted from a 300 meter high radio tower
located in Smilde1, at 31.8 km from the LOFAR core.
For 88.0 MHz, the signal period is 11.3 ns which is
still large compared to the desired (and attainable) sub-
nanosecond calibration precision.
The timing calibration signal follows from the relative
phases after accounting for the geometric delays between
transmitter and antennas, according to Eq. 7. The relative
phases are once again obtained from the FFT of 50 consec-
utive data blocks, taking average phases as from Eq. 2. As
was done for the RFI detection method, we treat the two
polarizations of the LOFAR LBA antennas separately. We
thereby make use of the identical design and orientation of
the LOFAR antennas. If antenna orientations or the design
of their polarizations are different, this could lead to larger
timing errors in this procedure, when using transmitters
with polarized signals. Monitoring of a (cross-)calibration
over time would still be accurate, see Sect. 3.3 below.
The geometric delays are calculated using the Interna-
tional Terrestrial Reference Frame (ITRF) coordinates (Al-
tamimi et al. 2002) of each antenna, and the GPS (WGS-
84) (Defense Mapping Agency 1987) ellipsoid coordinates
of the Smilde tower converted to ITRF. This is a carte-
sian coordinate system, allowing for an easy calculation of
straight-line distance between two points.
For the effective height of the emission we consider half
the height of the tower; the uncertainty in relative timings
per 100 m of height, is less than 0.05 ns across LOFAR core
1 GPS coordinates: 6.403565 ◦ East, 52.902671 ◦ North.
0 48 96 144 192 240
Antenna number
4
2
0
2
4
Ti
m
e 
di
ffe
re
nc
e 
fro
m
 T
x 
ph
as
e 
[n
s]
CS002 CS003 CS004 CS005 CS006 CS007
Measured - expected phase
Median station delay
Fig. 4. Difference between measured and expected phases per
antenna, converted to time in nanoseconds. Red (solid) bars rep-
resent the median time delay per LOFAR station (48 antennas);
the stations are separated by the vertical grid lines. The range
of the y-axis corresponds to the signal period at 88MHz.
stations, and below 0.005 ns within one station, and there-
fore negligible for our purposes.
As a starting point we take an existing LOFAR timing
calibration per antenna, which is performed using astro-
nomical phase-calibration a few times a year (van Haarlem
et al. 2013). We compare measured relative phases with
those from the straight-line propagation, in the LOFAR
core area, consisting of a circular-shaped area of 320 m di-
ameter, plus some additional stations up to about 1 km
away. There are many more stations, but our air shower
measurements are limited to this area.
The phases correspond to a timing correction per an-
tenna as shown in Fig. 4. The values depicted in this plot
consist of both calibration errors and possible systematic
effects from our measurement. The latter may include dif-
ferences in filter characteristics at 88.0 MHz, i.e. the delays
obtained from phases at this frequency may deviate from
the full group delay. Wave propagation effects may vary
slightly over antennas, e.g. due to the presence of other
LOFAR antenna(s) along the line of sight to the transmit-
ter.
We can assume that any calibration mismatch with re-
spect to the earlier LOFAR calibration is independent from
these systematic effects. Dedicated calibration observations
use astronomical sources instead of a terrestrial transmit-
ter, and span the entire frequency band.
Important to note, therefore, is that the timing correc-
tion signal we find here provides an upper limit on both
calibration errors and systematic effects.
The standard deviation of the timing correction signal
is 0.44 ns. Per station, the standard deviation varies from
0.36 to 0.40 ns.
Our measurements and data taking have started in June
2011, which was within the commissioning period of LO-
FAR; the ‘cycle 0’ observations have started in Decem-
ber, 2012. This means that some technical timing issues
that have been resolved later, were still there. Using this
method, these have been detected and corrected, from the
Article number, page 6 of 10
A. Corstanje et al.: Timing calibration and spectral cleaning of LOFAR time series data
same datasets that contain our cosmic-ray measurements.
Hence, also our older data can be fully used.
As LOFAR is divided into separate stations, timing cal-
ibration across stations is also required. Especially before
October 2012, only the six innermost stations had a com-
mon clock, but all other core stations had their own clock
synchronized by GPS. This caused clock drifting across sta-
tions on the order of 10 ns, which is long compared to in-
terferometric accuracy requirements.
Therefore, we calculate the inter-station clock offsets by
taking the median of the time delays per antenna in each
station. Using the median instead of the mean is more ro-
bust against calibration errors or malfunctioning of a small
fraction of antennas. On the other hand, the median has
a higher uncertainty for estimating the mean than taking
the average. Still, taking the median is useful when batch-
processing thousands of datasets.
When inter-station clock offsets vary by more than the
signal period of 11.3 ns, they are still known accurately up
to a multiple of this period. For the cosmic-ray pulse timing
measurements as performed in Corstanje et al. (2015), the
actual solution can be identified by using fits of the incom-
ing direction of the radio pulse of the air shower. These fits
are done on single-station level and hence are not influenced
by the inter-station offsets.
The standard error of the median over one station
amounts to 0.08 ns, and is a factor
√
pi/2 ≈ 1.25 higher than
the standard error of the mean. Therefore, the inter-station
clock offsets can be determined to about 0.1 ns precision, as-
suming systematic effects average out over the antennas of
each station.
3.2.1. Multiple transmitters for calibration
The calibration solution obtained from using one transmit-
ter is only given up to a multiple of the signal period. This
can be improved by combining results from multiple trans-
mitters. However, to obtain the correct solution, it is re-
quired that the different transmitters have large differences
in period compared to the phase / timing noise. For the
LOFAR environment, the difference in period between 88.0
and 90.8 MHz is only 0.35 ns which is not always above the
timing noise. The transmitter at 94.8 MHz is not as reli-
able as its signal is rather weak. Moreover, in general the
correct calibration phase depends on frequency, i.e. the op-
timal phase calibration may have deviations from the group
delay, as a function of frequency. This leads to an additional
source of uncertainty when combining multiple frequencies.
When instead using a custom beacon for calibration
measurements, in the way we described here for the public
radio signals, one would choose frequencies further apart.
Also in this case, differences in phase delay versus group
delay may show up. One could as well use a beacon send-
ing short pulses or bursts, as we show in the next section.
These pulses do not have issues with periodicity.
3.2.2. Pulse arrival times from an octocopter drone
As a cross-check, we have performed a pulse arrival time
measurement in the LOFAR inner core region, using a pulse
transmitter mounted below an octocopter drone. The octo-
copter flies with a pre-programmed flight path, using GPS
coordinates. We have set it to fly above the central antenna
0 20 40 60 80 100 120 140 160 180 200
Antenna ID number
-4
-2
0
2
4
∆
T
[n
s]
CS003 CS004 CS005 CS006
Fig. 5. Arrival times of pulses from octocopter drone. The
points show the difference between measured and expected pulse
arrival time, per antenna, for 4 of the innermost LOFAR stations
indicated by the labeled arrows at the bottom.
of the 6 innermost stations of LOFAR. A pulse of approx-
imately 250 V is then transmitted every 8µs from a height
of about 50 m. The incoming signal is recorded using the
Transient Buffer Boards. The individual pulses are timed
by interpolating the time series using up-sampling, and tak-
ing the time of the first positive maximum after the signal
exceeds a given threshold, set as a fraction of its amplitude.
This method was found suitable for timing relatively long
pulses with a broad maximum. The rise time of the pulses
was on the order of 50 ns, corresponding to about 3 peri-
ods at the resonance frequency of the LBA antennas, near
58 MHz. The pulses showed a strong signal-to-noise ratio
in all antennas we used, hence it was possible to identify
the correct maximum for timing.
Geometric delays follow from a straight-line path from
the pulse transmitter to each antenna; the calibration sig-
nal for each antenna pair is the remaining time delay after
accounting for the geometric delays.
The actual position of the octocopter can vary due to
wind and flight control uncertainties. In order to deter-
mine the transmitter location more precisely at the time of
the measurement, an optimization procedure has been per-
formed. The calibration signals have been minimized with
respect to a given calibration of LOFAR, which for the ma-
jority of antennas has an uncertainty of at most σ = 0.4 ns
as shown in Sect. 3.2. The position shifts by the optimiza-
tion procedure were found to be about 1 to 1.5m, which
is significant for timing purposes, when calibrating from
scratch. The fit uncertainty then depends nontrivially on
the calibration delays themselves.
Comparing pulse arrival times at each antenna with the
expected geometric delay of the signal path from transmit-
ter to receiver, we obtain the calibration signal as in Fig. 5.
The calibration signal is an average over 10 pulses. The
standard deviation of the timing calibration signal amounts
to 0.26 ns. This is comparable to the result of 0.44 ns ob-
tained using continuous-wave radio transmitters. Neverthe-
less, there is still some structure visible in the arrival times
for one of the stations, labeled CS003. This may point to a
non-optimal fit for the transmitter position.
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Fig. 6. Time variation of the relative delay between two
antennas within one LOFAR station over the course of our nearly
four-year data collection. Residual delay values are binned per
day, showing average and standard deviation within one bin.
3.3. System monitoring
We have monitored the relative delays between antennas
over the course of nearly 4 years, comparing the results
of the given procedure for all datasets in our collection.
With at least one calibration at a given date, for which
we also know the relative phases, the time variations can
be monitored without reference to the transmitter location,
wave propagation etc. Only the measured relative phases
need to be compared.
A typical time variation plot is given in Fig. 6. Timing
corrections have been binned, using one bin per day. The
given uncertainties are the standard deviations over one
day. The median value of this uncertainty is 0.08 ns, taken
only from those days where at least 5 measurements were
taken. This median uncertainty is also assigned to data
points from days with less than five measurements. The
relative timing between these two antennas is mostly stable
over time at the 0.5 ns level, except for the first month of
measurements which was within the commissioning time of
LOFAR. After this, only on three days there was no stable
solution for the timing, showing as large uncertainties in
Figs. 6 and 7.
Fig. 7 shows a close-up of the same plot. It shows a
slow clock drifting, and demonstrates that indeed signal
path synchronization at the level of 0.1 ns can be followed
and corrected.
4. Conclusion and Outlook
We have developed a spectral cleaning method and a timing
calibration method for interferometric radio antenna arrays.
These have been designed to operate on milliseconds-long
time series datasets for individual receivers. The methods
have been used for our analysis of cosmic-ray datasets, to
calibrate and clean voltage time series data. Using phases
from an FFT for spectral cleaning has shown to be sim-
pler to use than a straightforward threshold in an averaged
power spectrum, as no a priori knowledge of the antenna
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Fig. 7. A close-up of the time variation of the relative delay
for the same antenna pair, showing the precision of the delay
monitoring as well as some clock drifting.
gain curve or noise spectrum is required. Moreover, when
compared to this average spectrum threshold, the method
has a slightly favorable detection power threshold which is
at least 2.0 dB lower. In our application, the threshold of
the method is at a power signal-to-noise ratio of −11 dB in
a 25 kHz spectral window.
Timing calibration using the phases of public radio
transmitter signals has been performed to a precision of
0.4 ns for each antenna, at a sampling period of 5 ns (or
200MHz sampling rate). Monitoring a given calibration
over time has a precision of 0.08 ns for each antenna pair
in a LOFAR station. Obtaining a timing calibration from
a pulse transmitter aboard a drone flying over the array is
possible to a similar precision of 0.3 ns, mainly limited by
the accuracy of the position measurement of the transmit-
ter.
As the methods described here only require datasets
with lengths of 2 to 5 ms, they would be well suited for
system monitoring and (pre-)calibration purposes of inter-
ferometric radio arrays in general. Apart from detecting
interference and timing calibration, one can identify mal-
functioning receiver data channels. Examples include zero
or unusual signal power, unstable timing calibrations, po-
larization errors, and outlying receiver gain curves. Detect-
ing these issues in an early stage prevents the propagation
of faulty signals into the correlation and imaging process,
where they are more difficult to remove.
It is expected that future low-frequency radio telescopes
such as the SKA-Low (low-frequency part of the Square
Kilometre Array) will also be built out of many individual
antenna elements laid out in a relatively dense pattern on
the ground. In Dewdney (2015) it is shown that the ma-
jority of antennas is planned to be located at a distance of
up to 10 km from a central core. These would be in the line
of sight of a single transmitting beacon, either custom or
RFI. Ideally one would use a custom beacon that is turned
on only a few parts per million of the time, for calibration.
Timing and phase calibration of all signal paths is a
similar challenge as in LOFAR, only on a much larger scale.
Even with the use of one common clock signal, the entire
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signal path to the analog-digital conversion unit can exhibit
nontrivial variations over time, e.g. along the analog signal
transport to the central processing facility. This is already
seen in Fig. 7, where the given antenna pair was located
inside one LOFAR station, sharing the same clock signal.
The techniques presented here, when merged with more
elaborate existing methods, could prove useful for this.
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Appendix A:
Here we describe the details of the sensitivity analysis for
the spectral cleaning method described in Sect. 2.1.
The problem of finding the threshold for detecting a
transmitter can be described as to determine if a given ran-
dom walk (or ensemble of random walks) is biased or not.
The sum of a sequence of phase vectors ei φj forms a ran-
dom walk in the complex plane, with unit step size. The
random walk is biased if it has a preference towards a cer-
tain direction; on average this gives a longer distance for
the random walk.
Assume a transmitter signal measured in one frequency
channel of the FFT of a noisy time series, with amplitude a
at each receiver. Let the mean noise power in this channel
be σ2, so the power signal-to-noise ratio is defined as S2 ≡
a2/σ2. For this calculation, the receivers are assumed to
have equal gain, which may not be the case in practice.
The noise in each frequency channel of an FFT is then
Rayleigh-distributed in amplitude, with scale parameter
σ/
√
2, and uniformly distributed in phase (Papoulis & Pil-
lai 2002). Therefore, denoting the random variable for the
noise amplitude as b, the complex amplitude measured at
two antennas can be written as
z1 = a+ b e
i φ1 (A.1)
z2 = a e
i θ + c ei φ2 . (A.2)
where S2 = a2/E(b2). Here, E(·) denotes expectation value,
and θ is the phase difference of the transmitter signal across
the two antennas. As the noise phases are uniform-random,
and the following analysis is circular-symmetric, the trans-
mitter signal phase difference θ can be omitted. For this
analysis, the preferential direction of the random walk is
then along the real axis.
Accumulating the phase variance s1,2 for antenna in-
dices 1 and 2 as in Eq. 3, corresponds to taking an average
of the signal over all data blocks as follows:
s1,2 = 1− 1
Nblk
∣∣∣∣∣∑
Nblk
z1 z
∗
2
|z1||z2|
∣∣∣∣∣ . (A.3)
As a first step, we calculate the expected value of the
bias in the random walk. This follows from the expectation
value of the real part of the fraction in Eq. A.3. As b and c
are independent and identically Rayleigh-distributed, this
expectation value is given by
1
(2pi)2
∫ pi
−pi
dφ1dφ2
∫ ∞
0
db dc
2 b
σ2
e−b
2/σ2 2 c
σ2
e−c
2/σ2
Re
(
a2 + a c e−i φ2 + a b eiφ1 + b c ei(φ1−φ2)
)√
a2 + b2 + 2 a b cos(φ1)
√
a2 + c2 + 2 a c cos(φ2)
. (A.4)
As we are dealing with low-amplitude thresholds well below
the noise level (i.e. S  1), an asymptotic lowest-order
expansion in a/b is used in order to make the integral more
tractable.
After collecting the lowest-order terms, the integral eval-
uates to
E
(
Re (z1z
∗
2)
|z1||z2|
)
=
pi
4
S2 +O(S4). (A.5)
The bias B in a random walk of Nblk steps is therefore
expected to be
B =
pi
4
S2Nblk, (A.6)
and the random walk effectively reduces, again to lowest
order in S, to an unbiased random walk with respect to a
point at distance B from the origin. Using the Rayleigh
distribution for the unbiased random-walk distance to the
origin, and displacing it by the bias, we obtain for the ex-
pected distance:
E(d) =
1
2pi
∫ pi
−pi
dφ
∫ ∞
0
dR
R
τ2
e−R
2/(2τ2)
√
R2 +B2 + 2RB cos(φ), (A.7)
with scale parameter τ =
√
Nblk/2. To lowest order in B
this yields
E(d) ∼ E(d)unbiased + 1
4
B2
√
pi
Nblk
. (A.8)
The excess distance needs to be above a chosen factor k
times the standard error of the unbiased random walk dis-
tance (see discussion of Eq. 4), using the ensemble having
one random walk for each of the Nant(Nant − 1)/2 antenna
pairs. Hence we have a condition
1
4
B2
√
pi
Nblk
> k β
√
2 N
1/2
blk N
−1
ant, (A.9)
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where the right-hand side is k times the standard error for
large Nant, approximating the number of antenna pairs by
N2ant/2.
Comparing these using Eq. A.6 gives as a threshold, for
large Nant:
S2 >
8
pi
(
2
pi
− 1
2
)1/4 √
k N
−1/2
blk N
−1/2
ant , (A.10)
reducing to
S2 > 3.8
√
k/6 N
−1/2
blk N
−1/2
ant , (A.11)
aimed at a 6-sigma detection threshold (k = 6).
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