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Abstract
In this paper, we consider some classes of merit functions for general variational inequalities.
Using these functions, we obtain error bounds for the solution of general variational inequalities un-
der some mild conditions. Since the general variational inequalities include variational inequalities,
quasivariational inequalities and complementarity problems as special cases, results proved in this
paper hold for these problems. In this respect, results obtained in this paper represent a refinement of
previously known results for classical variational inequalities.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Variational inequalities have been extended and generalized in several directions for
studying a wide class of equilibrium problems arising in financial, economics, transporta-
tion, elasticity, optimization, pure and applied sciences. An important and useful general-
ization of variational inequalities is called the general variational inequality introduced by
Noor [1] in 1988, which enables us to study the odd-order and nonsymmetric problems
in a unified framework, see [2–6]. This field is dynamic and is experiencing an explo-
sive growth in both theory and applications. Consequently, several numerical techniques
including projection, the Wiener–Hopf equations, auxiliary principle, decomposition and
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lated optimization problems.
In recent years, much attention has been given to reformulate the variational inequality
as an optimization problem. A function which can constitute an equivalent optimization
problem is called a merit (gap) function. Merit functions turn out to be very useful in de-
signing new globally convergent algorithms and in analyzing the rate of convergence of
some iterative methods. Various merit (gap) functions for variational inequalities and com-
plementarity problems have been suggested and proposed by many authors, see [7–14] and
the references therein. Error bounds are functions which provide a measure of the distance
between a solution set and an arbitrary point. Therefore, error bounds play an important
role in the analysis of global or local convergence analysis of algorithms for solving vari-
ational inequalities. To the best of our knowledge, very few merit functions have been
considered for general variational inequalities and quasivariational inequalities. In this pa-
per, we consider normal residue merit functions, regularized merit functions, difference
merit functions and dual merit functions for general variational inequalities and some other
related aspects. We also obtain error bounds for the solution of the general variational in-
equalities under some weaker conditions. Since the general variational inequalities include
variational inequalities, quasivariational inequalities and quasi complementarity problems
as special cases, one can deduce the similar results for these problems under weaker con-
ditions. In this respect, our results can be viewed as refinement of the previously known
results for variational inequalities.
2. Preliminaries
Let H be a real Hilbert space, whose inner product and norm are denoted by 〈·,·〉 and
‖ · ‖ respectively. Let K be a closed convex set in H and T ,g :H → H be nonlinear
operators. We now consider the problem of finding u ∈ H : g(u) ∈ K such that
〈
T u,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K. (2.1)
Problem (2.1) is called the general variational inequality, which was introduced and stud-
ied by Noor [1] in 1988. To convey an idea of the applications of the general variational
inequalities, we consider the third-order obstacle boundary value problem of finding u such
that
−u′′′  f (x) on Ω = [0,1]
uψ(x) on Ω = [0,1]
[−u′′′ − f (x)][u − ψ(x)] = 0 on Ω = [0,1]
u(0) = 0, u′(0) = 0, u′(1) = 0


, (2.2)
where f (x) is a continuous function and ψ(x) is the obstacle function. We study the prob-
lem (2.2) in the framework of variational inequality approach. To do so, we first define the
set K as
K = {v: v ∈ H 2(Ω): v ψ on Ω},0
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2
0 (Ω) is a Sobolev (Hilbert) space, see
[2]. One can easily show that the energy functional associated with the problem (2.2) is
I [v] = −
1∫
0
(
d3v
dx3
)(
dv
dx
)
dx − 2
1∫
0
f (x)
(
dv
dx
)
dx
=
1∫
0
(
d2v
dx2
)2
dx − 2
1∫
0
f (x)
(
dv
dx
)
dx
= 〈T v,g(v)〉− 2〈f,g(v)〉, for all dv
dx
∈ K (2.3)
where
〈
T u,g(v)
〉=
1∫
0
(
d2u
dx2
)(
d2v
dx2
)
dx,
〈
f,g(v)
〉=
1∫
0
f (x)
dv
dx
dx (2.4)
and g = d/dx is the linear operator.
It is clear that the operator T defined by (2.4) is linear, g-symmetric and g-positive.
Using the technique of Noor [2], one can easily show that the minimum u ∈ H of the
functional I [v] defined by (2.3) associated with the problem (2.2) on the closed convex set
K can be characterized by the inequality of type〈
T u,g(v) − g(u)〉 〈f,g(v) − g(u)〉, ∀g(v) ∈ K,
which is exactly the general variational inequality (2.1). It is worth mentioning that a wide
class of unrelated odd-order and nonsymmetric obstacle, unilateral, contact, free, moving,
and equilibrium problems arising in regional, physical, mathematical, engineering and ap-
plied sciences can be studied in the unified and general framework of the general variational
inequalities (2.1), see [2–6] and the references therein.
For g ≡ I, where I is the identity operator, problem (2.1) is equivalent to finding u ∈ K
such that
〈T u,v − u〉 0, ∀v ∈ K, (2.5)
which is known as the classical variational inequality introduced and studied by Stampac-
chia [15] in 1964. For recent state-of-the-art, see [1–25] and the references therein.
If K∗ = {u ∈ H : 〈u,v〉 0, ∀v ∈ K} is a polar (dual) cone of a convex cone K in H ,
then problem (2.1) is equivalent to finding u ∈ H such that
g(u) ∈ K, T u ∈ K∗ and 〈T u,g(u)〉= 0, (2.6)
which is known as the general complementarity problem. For g(u) = m(u) + K, where m
is a point-to-point mapping, problem (2.6) is called the implicit (quasi) complementarity
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lem. Such problems have been studied extensively in the literature, see the references. For
suitable and appropriate choice of the operators and spaces, one can obtain several classes
of variational inequalities and related optimization problems.
We now recall the following well-known result and concepts.
Lemma 2.1. For a given z ∈ H , u ∈ K satisfies the inequality
〈u − z, v − u〉 0, ∀v ∈ K, (2.7)
iff
u = PK [z],
where PK is the projection of H onto K . Also, the projection operator PK is nonexpansive.
Definition 2.1. ∀u,v ∈ H , the operator T :H → H is said to be:
(a) strongly g-monotone, iff, there exists a constant α > 0 such that
〈
T u − T v,g(u) − g(v)〉 α∥∥g(u) − g(v)∥∥2;
(b) g-monotone, iff,
〈
T u − T v,g(u) − g(v)〉 0;
(c) g-pseudomonotone, iff,
〈
T u,g(v) − g(u)〉 0 ⇒ 〈T v,g(v) − g(u)〉 0;
(d) g-Lipschitz continuous, if there exists a constant β > 0 such that
‖T u − T v‖ β∥∥g(u) − g(v)∥∥;
(e) g-hemicontinuous, if ∀u,v ∈ H, the mapping t → 〈T (g(u)+ t (g(v)− g(u)), g(v)〉 is
continuous for t ∈ [0,1].
From (a) and (d), we have α  β. For g = I, the indentity operator, Definition 2.1 reduces
to the well-known definition of strongly monotonicity, monotonicity, pseudomonotonicity
and Lipschitz continuity of T , see [18]. It is well known [18] that monotonicity implies
pseudomonotonicity, but the converse is not true.
Remark 2.1. We would like to point out that, if the operator T is strongly monotone with
a constant α > 0, then
α‖u − v‖2  〈T u − T v,u − v〉 ‖T u − T v‖‖u − v‖,
implies that
‖T u − T v‖ α‖u − v‖, ∀u,v ∈ H.
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Note that the strongly monotonicity implies nonexpandicity, but not conversely. It is clear
that if the operator T is strongly g-monotone and g is strongly nonexpanding, then
〈
T u − T v,g(u) − g(v)〉 α∥∥g(u) − g(v)∥∥2  α‖u − v‖2, ∀u,v,∈ H.
Lemma 2.2. Let the operator T be g-pseudomonotone and hemicontinuous and let the
operator g be convex. Then problem (2.1) is equivalent to finding u ∈ H : g(u) ∈ K such
that 〈
T v,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K. (2.8)
Proof. Let u ∈ H : g(u) ∈ K be a solution of (2.1). Then〈
T u,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K,
which implies, using the g-pseudomonotonicity of T ,〈
T v,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K.
Conversely let u ∈ H be such that (2.8) hold. For t ∈ [0,1], u,v ∈ H, we get vt = u +
t (v − u) ∈ H. Taking v = vt in (2.8), we have
0 t
〈
T vt , g(v) − g(u)
〉
since g is convex.
Dividing the above inequality by t and letting t → 0, we have〈
T u,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K,
the required (2.1). 
Remark 2.2. Inequality of type (2.8) is called the dual general variational inequality.
From Lemma 2.2, it is clear that the solution sets of both problems (2.1) and (2.8) are
equivalent. Lemma 2.2 plays an important part in the approximation of the variational in-
equalities. Lemma 2.2 can be viewed as a natural generalization of a Minty’s Lemma [21].
We now study those conditions under which the general variational inequality (2.1) has
a unique solution, which is the main motivation of our next result.
Theorem 2.1. Let T be a strongly g-monotone with constant α > 0 and g-Lipschitz con-
tinuous operator with constant β > 0. Let g be a strongly nonexpanding and Lipschitz
continuous operator with constants σ > 0 and δ > 0, respectively. If there exists a ρ > 0
such that∣∣∣∣ρ − αβ2
∣∣∣∣<
√
α2δ2 − δ(δ − σ)
β2δ
, (2.9)
αδ >
√
δ(δ − σ), (2.10)
then the general variational inequality (2.1) has a unique solution.
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T u1, g(v) − g(u1)
〉
 0, ∀g(v) ∈ K, (2.11)〈
T u2, g(v) − g(u2)
〉
 0, ∀g(v) ∈ K. (2.12)
Taking v = u2 in (2.11) and v = u1 in (2.12), adding the resultants, we have〈
T u1 − T u2, g(u1) − g(u2)
〉
 0.
Since T is strongly g-monotone and g is strongly nonexpanding, there exists a constant
α > 0 such that
α‖u1 − u2‖2  α
∥∥g(u1) − g(u2)∥∥2  〈T u1 − T u2, g(u1) − g(u2)〉 0,
which implies that u1 = u2, the uniqueness of the solution of (2.1).
(b) Existence. We now use the auxiliary principle technique to prove the existence of
a solution of (2.1). For a given u ∈ H : g(u) ∈ K, we consider the problem of finding a
unique w ∈ H : g(w) ∈ K such that
〈
ρT u + g(w) − g(u), g(v) − g(w)〉 0, ∀v ∈ H : g(v) ∈ K, (2.13)
where ρ > 0 is a constant.
The inequality of type (2.13) is called the auxiliary variational inequality associated
with the problem (2.1). It is clear that the relation (2.13) defines a mapping u → w. It is
enough to show that the mapping u → w defined by the relation (2.13) has a fixed point
belonging to H satisfying the general variational inequality (2.1). Let w1 = w2 be two
solutions of (2.13) related to u1, u2 ∈ H , respectively. It is sufficient to show that for a well
chosen ρ > 0,
‖w1 − w2‖ θ‖u1 − u2‖,
with 0 < θ < 1, where θ is independent of u1 and u2. Taking v = w2 (respectively w1) in
(2.13) related to u1 (respectively u2), adding the resultant, we have〈
g(w1) − g(w2), g(w1) − g(w2)
〉

〈
g(u1) − g(u2) − ρ(T u1 − T u2), g(w1) − g(w2)
〉
,
from which we have∥∥g(w1) − g(w2)∥∥2

∥∥g(u1) − g(u2) − ρ(T u1 − T u2)∥∥2

∥∥g(u1) − g(u2)∥∥2 − 2ρ〈g(u1) − g(u2), T u1 − T u2〉+ ρ2‖T u1 − T u2‖2

∥∥g(u1) − g(u2)∥∥2 − 2ρα∥∥g(u1) − g(u2)∥∥2 + ρ2β2∥∥g(u1) − g(u2)∥∥2

(
1 − 2ρα + ρ2β2)∥∥g(u1) − g(u2)∥∥2,
since T is both strongly monotone and Lipschitz continuous operator with constants α > 0
and β > 0, respectively. Now using the strongly nonexpandicity with constant σ > 0 and
Lipschitz continuity with constant δ > 0 of g, we have
742 M.A. Noor / J. Math. Anal. Appl. 316 (2006) 736–752‖w1 − w2‖ θ‖u1 − u2‖,
where
θ =
√
δ
σ
(
1 − 2ρα + ρ2β2).
From (2.9) and (2.10), it follows that θ < 1 showing that the mapping defined by (2.13)
has a fixed point belonging to H, which is the solution of (2.1), the required result. 
We note that if the operator T is g-symmetric and g-positive, then the solution of the
auxiliary variational inequality (2.13) is equivalent to finding the minimum of the func-
tional I [w] on the closed convex set K in H, where
I [w] = 1
2
〈
g(w) − g(u), g(w) − g(u)〉+ ρ〈T u,g(w) − g(u)〉, ∀u ∈ H, (2.14)
which is a differentiable functional associated with the inequality (2.13). This auxiliary
functional can be used to construct a gap (merit) function, whose stationary points solve
the variational inequality (2.1). In fact, one can easily show that the general variational
inequality (2.1) is equivalent to the optimization problem. This approach is used to suggest
and analyze some descent iterative methods for solving variational inequalities.
Definition 2.2. A function M :H → R ∪ {+∞} is called a merit (gap) function for the
general variational inequalities (2.1), iff,
(i) M(u) 0, ∀u ∈ H ;
(ii) M(u) = 0, iff, u ∈ H solves (2.1).
3. Main results
In this section, we consider some merit functions associated with the general variational
inequalities (2.1). Using these merit functions, we obtain some error bounds for problem
(2.1). For this purpose, we need the following result, which can be proved by invoking
Lemma 2.1.
Lemma 3.1 [7]. The function u ∈ H : g(u) ∈ K is a solution of (2.1) if and only if u ∈ H
satisfies the relation
g(u) = PK
[
g(u) − ρT u], (3.1)
where ρ > 0 is a constant and g is onto K .
Lemma 3.1 implies that problems (2.1) and (3.1) are equivalent. This alternative for-
mulation is very important from the numerical analysis point of view. This fixed-point
formulation has been used to suggest and analyze several iterative schemes for solving
general variational inequalities and related optimization problems. Here we use this equiv-
alence to consider some merit functions.
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Rρ(u) ≡ R(u) := g(u) − PK
[
g(u) − ρT u]. (3.2)
It is clear from Lemma 3.1 that problem (2.1) has a solution u ∈ H, iff, u ∈ H is a root of
the equation
R(u) = 0. (3.3)
It is known that the normal residue vector R(u) defined by the relation (3.2) is merit func-
tion for the general variational inequality (2.1). We use this merit function to derive the
global error bounds for the solution of (2.1).
Theorem 3.1. Let u ∈ H be a solution of (2.1). Let g be both strongly nonexpanding and
Lipschitz continuous with constants σ > 0 and δ > 0, respectively. If the operator T is
both strongly g-monotone and g-Lipschitz continuous with constants α > 0 and β > 0,
respectively, then
(1/k1)
∥∥R(u)∥∥ ‖u − u‖ k2∥∥R(u)∥∥, ∀u ∈ H, (3.4)
where k1, k2 are generic constants.
Proof. Let u ∈ H : g(u) ∈ K be solution of (2.1). Then〈
T u,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K. (3.5)
Taking v = PK [g(u) − ρT u] in (3.5), we have〈
T u,PK
[
g(u) − ρT u]− g(u)〉 0. (3.6)
Letting u = PK [g(u) − ρT u], z = g(u) − ρT u and v = g(u) in (2.7), we have〈
ρT u + PK
[
g(u) − ρT u]− g(u), g(u) − PK[g(u) − ρT u]〉 0. (3.7)
Adding (3.6) and (3.7), we have〈
T u − T u + (1/ρ)(g(u) − PK[g(u) − ρT u]),PK[g(u) − ρT u]− g(u)〉 0. (3.8)
Since T is a strongly g-monotone and g is nonexpanding, there exists a constant α > 0,
such that
α‖u − u‖2  ∥∥g(u) − g(u)∥∥2  〈T u − T u,g(u) − g(u)〉
= 〈T u − T u,g(u) − PK [u − ρT u]〉
+ 〈T u − T u,PK[g(u) − ρT u]− g(u)〉
 (1/ρ)
〈
g(u) − PK
[
g(u) − ρT u],PK[g(u) − ρT u]− g(u)
+ g(u) − g(u)〉+ 〈T u − T u,PK[g(u) − ρT u]− g(u)〉
−(1/ρ)∥∥R(u)∥∥2 + (1/ρ)∥∥R(u)∥∥∥∥g(u) − g(u)∥∥+ ‖T u − T u‖∥∥R(u)∥∥
 (1/ρ)(1 + β)∥∥R(u)∥∥∥∥g(u) − g(u)∥∥
 (δ/ρ)(1 + β)∥∥R(u)∥∥‖u − u‖,
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‖u − u‖ k2
∥∥R(u)∥∥, (3.9)
the right-hand inequality in (3.4) with k2 = (δ/αδ)(1 + β), where δ > 0 is the Lipschitz
constant of g.
Now from (3.2) and g-Lipschitz continuity of T , we have∥∥R(u)∥∥= ∥∥g(u) − PK[g(u) − ρT u]∥∥
= ∥∥g(u) − g(u) + PK[g(u) − ρT u]− PK[g(u) − ρT u]∥∥

∥∥g(u) − g(u)∥∥+ ∥∥g(u) − g(u) + ρ(T u − T u)∥∥
 {2 + ρβ}∥∥g(u) − g(u)∥∥= k1‖u − u‖,
from which we have
(1/k1)
∥∥R(u)∥∥ ‖u − u‖, (3.10)
the left-most inequality in (3.4) with k1 = (2+ρβ)δ, where δ > 0 is the Lipschitz constant
of g. Combining (3.9) and (3.10), we obtain the required (3.4). 
Letting u = 0 in (3.4), we have
(1/k1)
∥∥R(0)∥∥ ‖u‖ k2∥∥R(0)∥∥. (3.11)
Combining (3.4) and (3.11), we obtain a relative error bounds for any point u ∈ H.
Theorem 3.2. Assume that all the assumptions of Theorem 3.1 hold. If 0 = u ∈ H is the
unique solution of (2.1), then
c1
∥∥R(u)∥∥/∥∥R(0)∥∥ ‖u − u‖/‖u‖ c2∥∥R(u)∥∥/∥∥R(0)∥∥.
Note that the normal residue vector (merit function ) R(u) defined by (3.2) is nondiffer-
entiable. To overcome the nondifferentiability, which is a serious drawback of the normal
residue merit function, we consider another merit function associated with problem (2.1),
which can be viewed as a regularized merit function. From (2.14), we have
Mρ(u) := max
v∈H : g(v)∈K
{〈
T u,g(u) − g(v)〉
− (1/2ρ)∥∥g(u) − g(v)∥∥2}, u ∈ H : g(u) ∈ K. (3.12)
The function M∞(u) is commonly called the gap (merit) function associated with the
general variational inequality (2.1). The function M∞(u) has the serious drawback that it is
in general nondifferentiable even if T and g are differentiable and may not be finite-valued.
On the other hand, the function Mρ(u) which is called the regularized merit function, is
finite-valued everywhere and is differentiable whenever T and g are differentiable.
We note that if g = I, an identity operator, then the merit function (3.12) reduces to the
well-known regularized merit function for the classical variational inequalities (2.5), that
is,
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v∈K
{〈T u,u − v〉 − (1/2ρ)‖u − v‖2}, u ∈ K, (3.13)
which is a mainly due to Fukushima [15]. Thus it is clear that the function Mρ(u) de-
fined by (3.12) can be viewed as a natural generalization of the regularized merit function
associated with the variational inequalities (2.5).
We note that the function Mρ(u) can be written as
Mρ(u) =
〈
T u,g(u) − PK
[
g(u) − ρT u]〉
− (1/2ρ)∥∥g(u) − PK[g(u) − ρT u]∥∥2, ∀u ∈ H : g(u) ∈ K. (3.14)
We now show that the function Mρ(u) defined by (3.12) is a merit function and this is
the main motivation of our next result.
Theorem 3.3. ∀u ∈ H and ρ < 1, we have
Mρ(u) (1/2ρ)
∥∥R(u)∥∥2. (3.15)
Clearly Mρ(u)  0, ∀u ∈ H. In particular, we have Mρ(u) = 0, iff, u ∈ H is a solution
of (2.1).
Proof. Setting v = g(u), u = PK [g(u) − ρT u] and z = g(u) − ρT u in (2.7), we have〈
ρT u − (g(u) − PK[g(u) − ρT u]), g(u) − PK[g(u) − ρT u]〉 0,
which implies that
〈
T u,R(u)
〉
 (1/ρ)
∥∥R(u)∥∥2. (3.16)
Combining (3.14) and (3.16), we have
Mρ(u) =
〈
T u,R(u)
〉− (1/2ρ)∥∥R(u)∥∥2
 (1/ρ)
∥∥R(u)∥∥2 − (1/2ρ)∥∥R(u)∥∥2
= (1/2ρ)∥∥R(u)∥∥2,
the required result (3.15). Clearly we have Mρ(u) 0, ∀u ∈ H : g(u) ∈ K.
Now if Mρ(u) = 0, then clearly R(u) = 0. Hence by Lemma 3.1, we see that u ∈ H is a
solution of (2.1). Conversely, if u ∈ H is a solution of (2.1), then g(u) = PK [g(u) − ρT u]
by Lemma 3.1. Consequently, from (3.12), we see that Mρ(u) = 0, the required result. 
From Theorem 3.3, we see that the function Mρ(u) defined by (3.12) is a merit function
for the general variational inequalities (2.1). It is clear that the regularized merit function is
differentiable whenever T and g are differentiable. We now derive the error bounds without
using the Lipschitz continuity of the T .
Theorem 3.4. Let u ∈ H be a solution of (2.1). Let T be a strongly monotone with a
constant α > 0. If g is strongly nonexpanding with a constant σ > 0, then
Mρ(u) (2ρ)/(2ρα − 1)σ‖u − u‖2, ∀u ∈ H. (3.17)
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Mρ(u)
〈
T u,g(u) − g(u)〉− (1/2ρ)∥∥g(u) − g(u)∥∥2

〈
T u,g(u) − g(u)〉+ α∥∥g(u) − g(u)∥∥2 − (1/2ρ)∥∥g(u) − g(u)∥∥2. (3.18)
Taking v = u in (3.5), we have
〈
T u,g(u) − g(u)〉 0. (3.19)
From (3.18), (3.19) and using the strongly nonexpandicity of g with constant σ > 0, we
have
Mρ(u) α
∥∥g(u) − g(u)∥∥2 − (1/2ρ)∥∥g(u) − g(u)∥∥2 = (α − 1/2ρ)σ‖u − u‖2,
from which the result (3.17) follows. 
We consider another merit function associated with general variational inequalities
(2.1), which can be viewed as a difference of two regularized merit functions. Such type
of the merit functions was introduced and studied by many authors for solving variational
inequalities and complementarity problems; see [10–12]. Here we define the D-merit func-
tion by a formal difference of the regularized merit function defined by (3.12). To this end,
we consider the following function
Dρ,µ(u) = max
v∈H
{〈
T u,g(u) − g(v)〉+ (1/2µ)∥∥g(u) − g(v)∥∥2
− (1/2ρ)∥∥g(u) − g(v)∥∥2}, ∀v ∈ H, (3.20)
which is called the D-merit function associated with the general variational inequalities
(2.1). The differentiability of Dρ,µ(u) immediately follows from that of T and g.
The D-merit function defined by (3.20) can be written as
Dρ,µ(u) =
〈
T u,PK
[
g(u) − µT u]− PK[g(u) − ρT u]〉
+ (1/2µ)∥∥g(u) − PK[g(u) − µT u]∥∥2
− (1/2ρ)∥∥g(u) − PK[g(u) − ρT u]∥∥2
= 〈T u,Rρ(u) − Rµ(u)〉+ (1/2µ)∥∥Rµ(u)∥∥2
− (1/2ρ)∥∥Rρ(u)∥∥2, u ∈ H. (3.21)
It is clear that the Dρ,µ(u) is everywhere finite. We now show that the function Dρ,µ(u)
defined by (3.20) is indeed a merit function for the general variational inequalities (2.1)
and this is the main motivation of our next result.
Theorem 3.5. ∀u ∈ H,ρ > µ > 0, we have
(ρ − µ)∥∥Rρ(u)∥∥2  2ρµDρ,µ(u) (ρ − µ)∥∥Rµ(u)∥∥2. (3.22)
In particular, Dρ,µ(u) = 0, iff, u ∈ H solves problem (2.1).
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we have〈
PK
[
g(u) − ρT u]− g(u) + ρT u,PK[g(u) − µT u]− PK[g(u) − ρT u]〉 0,
which implies that〈
T u,Rρ(u) − Rµ(u)
〉
 (1/ρ)
〈
Rρ(u),Rρ(u) − Rµ(u)
〉
. (3.23)
From (3.21) and (3.23), we have
Dρ,µ(u) (1/ρ)
〈
Rρ(u),Rρ(u) − Rµ(u)
〉+ (1/2µ)∥∥Rµ(u)∥∥2 − (1/2ρ)∥∥Rρ(u)∥∥2
= (1/2)(1/µ − 1/ρ)∥∥Rµ(u)∥∥2 + (1/ρ)〈Rρ(u),Rρ(u) − Rµ(u)〉
+ (1/2ρ)∥∥Rρ(u) − Rµ(u)∥∥2 − (1/ρ)〈Rµ(u),Rρ(u) − Rµ(u)〉
= (1/2)(1/µ − 1/ρ)∥∥Rµ(u)∥∥2 + (1/2ρ)∥∥Rρ(u) − Rµ(u)∥∥2
 (1/2)(1/µ − 1/ρ)∥∥Rµ(u)∥∥2, (3.24)
which implies the right-most inequality in (3.22).
In a similar way, by taking u = PK [g(u)−µT u], z = g(u)−µT u and v = PK [g(u)−
µT u] in (2.7), we have〈
PK
[
g(u) − µT u]− g(u) + µT u,PK[g(u) − ρT u]− PK[g(u) − µT u]〉 0,
which implies that〈
T u,Rρ(u) − Rµ(u)
〉
 (1/µ)
〈
Rµ(u),Rµ(u) − Rρ(u)
〉
. (3.25)
Consequently, from (3.21) and (3.25), we obtain
Dρ,µ(u) (1/µ)
〈
Rµ(u),Rρ(u) − Rµ(u)
〉+ (1/2µ)∥∥Rµ(u)∥∥2 − (1/2ρ)∥∥Rρ(u)∥∥2
= (1/2)(1/µ − 1/ρ)∥∥Rρ(u)∥∥2 − (1/2µ)∥∥Rρ(u) − Rµ(u)∥∥2
 (1/2)(1/µ − 1/ρ)∥∥Rρ(u)∥∥2, (3.26)
which implies the left-most inequality in (3.22).
Combining (3.24) and (3.26), we obtain (3.22), the required result. 
Using essentially the technique of Theorem 3.4, we can obtain the following result.
Theorem 3.6. Let u ∈ H : g(u) ∈ K be a solution of (2.1). If the operator T is strongly
monotone with constant α > 0 and g is strongly nonexpanding with constant σ > 0, then
‖u − u‖2  (2µρ)((2αµ + 1)ρ − µ)σDρ,µ, ∀u ∈ H. (3.27)
Proof. Let u ∈ H be a solution of (2.1). Then, taking v = u in (3.5), we have〈
T u,g(u) − g(u)〉 0. (3.28)
Also from (3.26), (3.28) and strongly monotonicity of T , we have
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〈
T u,g(u) − g(u)〉+ (1/2µ)∥∥g(u) − g(u)∥∥2 − (1/2ρ)∥∥g(u) − g(u)∥∥2

〈
T u,g(u) − g(u)〉+ α∥∥g(u) − g(u)∥∥2
+ (1/2µ)∥∥g(u) − g(u)∥∥2 − (1/2ρ)∥∥g(u) − g(u)∥∥2
 σ
(
α + (1/2µ) − (1/2ρ))‖u − u‖2,
from which the required result (3.27) follows, where σ > 0 is strongly nonexpandicity
constant of g. 
We now consider the Dual merit functions for the general variational inequalities (2.1)
and obtain some error bounds for the solution of the general variational inequalities (2.1).
For simplicity and without loss of generality, we define
ϕ(u, v) := 〈T u,g(u) − g(v)〉, ∀u,v ∈ H. (3.29)
Using this notation, regularized merit function Mρ can be written as
Mρ(u) = max
v∈H : g(v)∈K
{〈
T u,g(u) − g(v)〉− (1/2ρ)∥∥g(u) − g(v)∥∥2}
= max
v∈H : g(v)∈K
{
ϕ(u, v) − (1/2ρ)∥∥g(u) − g(v)∥∥2}. (3.30)
Clearly
M(u) = max
v∈H : g(v)∈K
{〈
T u,g(u) − g(v)〉}, (3.31)
which is also a merit function for the general variational inequalities (2.1). It is clear that the
merit function M(u) is not differentiable. The merit function M(u) defined by (3.31) can be
viewed as an extension of the merit function considered by Auslender [25] for variational
inequalities (2.5). Essentially using the technique of [24], we consider the dual regularized
merit function associated with the general variational inequality, which is defined as
Fµ(u) := max
v∈H : g(v)∈K
{−ϕ(v,u) + (1/2µ)∥∥g(u) − g(v)∥∥2},
∀u ∈ H : g(u) ∈ K, (3.32)
where µ > 0 is a constant. Clearly Fµ(u)  0, ∀u ∈ H. Note that for g = I, the identity
operator, the dual regularized merit function Fµ(u) defined by (3.32), reduces to
F(u) = max
v∈K
{−ϕ(v,u)}= max
v∈K
{〈T v,u − v〉}, (3.33)
which is considered and studied by Nguyen and Dupuis [24] for the classical variational
inequalities (2.5). It is obvious that the dual merit function F(u) is a convex function and
is differentiable.
In particular, if T is a pseudomonotone, then the merit function F(u) defined by (3.33) is
nonnegative on K and vanishes at any solution of the variational inequality (2.1). Following
the technique of Nguyen and Dupuis [24], one can easily prove the following result.
Theorem 3.7. Let T be g-pseudomonotone. Then u ∈ H : g(u) ∈ K is a solution of problem
(2.1) iff Fµ(u) = 0, ∀u ∈ H : g(u) ∈ K.
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the general variational inequality (2.1) and this is the main motivation of our next result.
Theorem 3.8. Let the operator T be strongly monotone with constant α > 0. Then
u ∈ H : g(u) ∈ K is a solution of (2.1), iff, Fµ(u) = 0.
Proof. Since T is strongly monotone with constant α > 0, we have
ϕ(u, v) = 〈T u,g(u) − g(v)〉

〈
T v,g(v) − g(u) + α∥∥g(v) − g(u)∥∥2
= −ϕ(v,u) + α∥∥g(v) − g(u)∥∥2
−ϕ(v,u) + (1/2µ)∥∥g(v) − g(u)∥∥2
−ϕ(v,u), ∀u,v ∈ H : g(u), g(v) ∈ K,
which implies that
M(u) Fµ(u) F(u), ∀u ∈ H : g(u) ∈ K. (3.34)
Let u ∈ H : g(u) ∈ K be a solution of (2.1). Then, from Theorems 3.3 and 3.7, we have
M(u) = 0 and F(u) = 0. Thus it follows from (3.34) that Fµ(u) = 0.
Conversely, let Fµ(u) = 0. Clearly Fµ(u)  0 on K and it follows from (3.34) that
F(u) = 0. Thus u ∈ H : g(u) ∈ K is a solution of (2.1) by Lemma 2.2. 
We now obtain the upper error bound for the dual merit function Fµ(u).
Theorem 3.9. Let T be strongly monotone with a constant α > 0 and let g be strongly
nonexpanding with constant σ > 0. Then
Fµ(u) ασ‖u − u‖2, ∀u ∈ H : g(u) ∈ K,
where u ∈ H is a solution of (2.1).
Proof. Let u ∈ H be a solution of (2.1). Then by Theorem 3.7, it follows that Fµ(u) = 0.
Let u ∈ H be an arbitrary. Then
Fµ(u) = max
v∈H : g(v)∈K
{〈
T v,g(u) − g(v)〉+ (1/2µ)∥∥g(v) − g(u)∥∥2}

〈
T u,g(v) − g(u)〉+ (1/2µ)∥∥g(v) − g(u)∥∥2 + α∥∥g(u) − g(u)∥∥2
 α
∥∥g(v) − g(u)∥∥2
 ασ‖u − u‖2, ∀u,u ∈ H. 
Using essentially the previous techniques and ideas, we can construct and analyze the
dual difference for the general variational inequalities (2.1).
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In this section we show that the results obtained in Section 3 can be extended for a class
of quasivariational inequalities. If the convex set K depends upon the solution explicitly or
implicitly, then variational inequality problem is known as the quasivariational inequality.
For a given operator T :H → H, and a point-to-set mapping K :u → K(u), which asso-
ciates a closed convex-valued set K(u) with any element u of H, we consider the problem
of finding u ∈ K(u) such that
〈T u,v − u〉 0, ∀v ∈ K(u). (4.1)
Inequality of type (4.1) is called the quasivariational inequality. To convey an idea of the
applications of the quasivariational inequalities, we consider the second-order implicit ob-
stacle boundary value problem of finding u such that
−u′′  f (x) on Ω = [a, b]
uM(u) on Ω = [a, b]
[ − u′′ − f (x)][u − M(u)] = 0 on Ω = [a, b]
u(a) = 0, u(b) = 0


, (4.2)
where f (x) is a continuous function and M(u) is the cost (obstacle) function. The proto-
type encountered is
M(u) = k + inf
i
{
ui
}
. (4.3)
In (4.3), k represents the switching cost. It is positive when the unit is turned on and equal
to zero when the unit is turned off. Note that the operator M provides the coupling between
the unknowns u = (u1, u2, . . . , ui), see [26]. We study the problem (4.2) in the framework
of variational inequality approach. To do so, we first define the set K as
K(u) = {v: v ∈ H 10 (Ω): v M(u) on Ω},
which is a closed convex-valued set in H 10 (Ω), where H
1
0 (Ω) is a Sobolev (Hilbert) space.
One can easily show that the energy functional associated with the problem (4.2) is
I [v] = −
b∫
a
(
d2v
dx2
)
v dx − 2
b∫
a
f (x)(v) dx
=
b∫
a
(
dv
dx
)2
dx − 2
b∫
a
f (x)(v) dx
= 〈T v, v〉 − 2〈f, v〉, ∀v ∈ K(u), (4.4)
where
〈T u,v〉 =
b∫ (
d2u
dx2
)
(v) dx =
b∫
du
dx
dv
dx
dx,a a
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b∫
a
f (x)(v) dx. (4.5)
It is clear that the operator T defined by (4.5) is linear, symmetric and positive. Using
the technique of Noor [2], one can show that the minimum of the functional I [v] defined
by (4.4) associated with the problem (4.2) on the closed convex-valued set K(u) can be
characterized by the inequality of type
〈T u,v − u〉 〈f, v − u〉, ∀v ∈ K(u), (4.6)
which is exactly the quasivariational inequality (4.1). See also [3,6–20] for the formulation,
applications, numerical methods and sensitivity analysis of the quasivariational inequali-
ties.
Using Lemma 2.1, one can show that the quasivariational inequality (4.1) is equivalent
to finding u ∈ K(u) such that
u = PK(u)[u − ρT u]. (4.7)
In many important applications [26], the convex-valued set K(u) is of the form
K(u) = m(u) + K, (4.8)
where m is a point-to-point mapping and K is a closed convex set.
From (4.7) and (4.8), we see that problem (4.1) is equivalent to
u = PK(u)[u − ρT u] = Pm(u)+K [u − ρT u] = m(u) + PK
[
u − m(u) − ρT u]
which implies that
g(u) = PK
[
g(u) − ρT u] with g(u) = u − m(u),
which is equivalent to the general variational inequality (2.1) by an application of
Lemma 3.1. We have shown that the quasivariational inequalities (4.1) with the convex-
valued set K(u) defined by (4.8) are equivalent to the general variational inequalities (2.1).
Thus all the results obtained in this paper continue to hold for quasivariational inequalities
(4.1) with K(u) defined by (4.8).
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