In the first part of this paper, we constructed a filtered U(r)-equivariant stable homotopy type called the spectrum of strict broken symmetries sBSy(L) of links L given by closing a braid with r strands. We further showed that evaluating this spectrum on suitable U(r)-equivariant cohomology theories gives rise to link homology theories. More precisely, the filtration of sBSy(L) induces a spectral sequence of link invariants, converging to the homology of the limiting spectrum sBSy ∞ (L). In this followup, we fix a positive integer n and apply a version of an equivariant K-theory n K U(r) known as Dominant Ktheory, which is built from level n representations of the loop group of U(r). The E 2 -term of the spectral sequence appears to be a deformation of sl(n)-link homology, and has the property that its value on the unlink is the Grothendieck group of level n-representations of the loop group of U(1), given by Z[x ±1 ]/(x n − 1). Seen in contrast to the standard interpretation of sl(n)-link homology using the fundamental representation of U q (sl(n)), this suggests a level-rank duality at play.
INTRODUCTION
This article is a followup to the article [6] , in which we constructed a U(r)-equivariant filtered homotopy type sBSy(L), called the spectrum of strict broken symmetries, which was an invariant of links L that were expressed as the closure of a braid with r strands. The aim of this article is to apply a particular cohomology theory called Dominant Ktheory (see section 2) to the above construction and use the spectral sequence to compute this link invariant. The E 2 -term of this spectral sequence appears to be a deformation of sl(n)-link homology [11] with the value on the unknot given by Z[x ±1 ]/(x n −1). In contrast to the usual interpretation of sl(n)-link homology with tensor powers of the fundamental (level one) representation of the quantum groups U q (sl(n)) [10] , Dominant K-theory encodes level n-representations of the loop group LU(r). In other words, any equivalence between these theories will involve a reversal of rank and level.
As mentioned above, Dominant K-theory is a cohomology theory built from level nrepresentations of the loop group of LU(r). More precisely, Dominant K-theory n K * U(r) may be interpreted as a LU(r)-equivariant K-theory of proper LU(r)-CW complexes, which is two-periodic as in usual K-theory. In this article therefore, we first lift the construction sBSy(L) of [6] to a LU(r)-equivariant filtered homotopy type sBSy(L) E before applying Domiant K-theory. The existence of this lift is not unexpected. Indeed, the spectrum sBSy(L) is built from the space of principal U(r)-connections on a circle, with prescribed breaking of the symmetry at various points. As such, one expects a description in terms of the gauge group, LU(r).
Let us now introduce the main results of this article. We begin by describing the properties of Dominant K-theory that are relevant. Consider the homomorphism that evaluates a loop at the point 1 ∈ S 1 .
E : LU(r) −→ U(r), E(ϕ) = ϕ(1).
The homomorphism E allows us to descend from LU(r)-spaces to U(r)-spaces by induction. Namely, given a pointed LU(r)-space Y , we may descend to an U(r)-space Y E defined as Y E := Y ∧ LU(r) U(r) + . Applying this construction to the LU(r)-space A r of principal U(r)-connections on the trivial U(r)-bundle over the circle S 1 , we notice that the induced map may be identified with the holonomy map
with the induced U(r)-action on U(r) being the conjugation action. In fact, the holonomy map above is a principal ΩU(r)-bundle and gives rise to an equivalence of stacks between A r / / LU(r) and U(r)/ / U(r).
The above example also suggests a way one may reverse the procedure by starting with an U(r)-space X endowed with an equivariant map, with U(r) acting on itself by conjugation ρ X : X −→ U(r), and define a LU(r)-space X E by pulling back the holonomy map along ρ X . In particular, starting with an U(r)-space X, endowed with a map ρ X , we may define the Dominant K-theory of X, n K * U(r) (X), to be the Dominant K-theory of X E , n K * U(r) (X E ). Even though n K * U(r) (X) is not a ring as defined 1 , we will show in section 2 that it is a module over the usual U(r)-equivariant K-theory K * U(r) (X).
Let us now recall the definition of the spectrum of strict broken symmetries sBSy(L) as defined in [6] , so as to apply the above construction. In order to make this definition precise, consider a braid element w ∈ Br(r), whose closure is the link L, and where Br(r) stands for the braid group on r-strands. For the sake of exposition, in this introduction we only consider the case of a positive braid that can be expressed in terms of positive exponents of the elementary braids σ i for i < r. Let I = {i 1 , i 2 , . . . , i k } denote an indexing sequence with i j < r, so that a positive braid w admits a presentation in terms of the fundamental generators of Br(r), w = w I := σ i 1 σ i 1 . . . σ i k . Let T , or T r (if we need to specify rank), denote the standard maximal torus, and let G i denote the corresponding parabolic subgroup of U(r) generated by T and having roots ±α i . We consider G i as a two-sided T -space under the left(resp. right) multiplication. 1 though fusion on the level n-representation is likely to endow it with such a structure Theorem. Given a link L described as a closure of a positive braid word w I on r-strands, one has a spectral sequence converging to the Dominant K-theory n K * U(r) (sBSy ∞ (L)) and with E 1 -term E s,t 1 = J∈I t /I t−1 n K s U(r) (BSy(w J )) ⇒ n K s+t U(r) (sBSy ∞ (L)).
The differential d 1 is the canonical simplicial differential induced by the functor described in definition 4.3. In addition, the terms E q (L) are invariants of the link L for all q ≥ 2.
The link invariant n K * U(r) (sBSy ∞ (L)) that the above spectral sequence converges is a form of Lee homology [14] , (see [6] theorem 2.12). The value of this invariant on a link L is abstractly isomorphic to that of the unlink on the same number of components as L (see remark 4.12) . However, the actual terms of the above spectral sequence are highly nontrivial as we shall see below.
As alluded to earlier, the value of the invariants E q (L) on the unlink L are given by E q (L) = Z[x ± ]/ x n − 1 . Moving on to nontrivial examples, consider the (2, 3)-torus knot L = T 2,3 that can be described as the closure of the braid word w I = σ 3 , where σ ∈ Br (2) is the generator. It illustrates the collapse of the spectral sequence, as well as the possible relationship with sl(n)-link homology. We take up these matters further in section 5.
Example. Let L denote the (2, 3)-torus knot, then the spectral sequence converging to the Dominant K-theory groups n K * U(r) (sBSy ∞ (L)) collapses at E 2 (for parity reasons), and the only nontrivial homology groups have the following form E 2s,1 2 (L) =
Z[x ± ] x n − 1, nx n−1 , E 2s,3 2 (L) =
Remark. It is interesting to compare the above result with the corresponding sl(n)-link homology groups of L [20] . These sl(n)-link homology groups are given by
where we have reindexed the homology gradings in [20] so as to agree with our grading convention.
Notice that in the above description, H 0 (L) and H 1 (L) can be expressed as the kernel and cokernel respectively of the self map of Z[x]/(x n ) given by multiplication with nx n−1 . This very same map, considered as a self map of Z[x ± ]/(x n − 1), is injective and has a cokernel describing the E 2k,1 2 homology group of the above example. More to the point, working with Dominant K-theory with p-primary coefficients, and taking n to be a power of p, we can show that our computation actually agrees with sl(n)-link homology. This suggests that sl(n)-link homology, and the theory we construct above may be related by a nontrivial deformation. See section 5 for more discussion.
Since our goal is to apply Dominant K-theory to sBSy(L), and the building blocks of sBSy(L) are the spectra of broken symmetries BSy(w I ), we describe the structure of n K * LU(r) (BSy(w I )) in section 3. They are outlined below. The reader only interested in the main results of this article may wish to ignore the rest of the introduction.
Recall that n K * LU(r) (BSy(w I )) is a module over K * U(r) (BSy(w I )). Furthermore, BSy(w I ) maps U(r)-equivariantly to the Bott-Samelson variety BtS(w I ) defined as the quotient of BSy(w I ) under right multiplication by T on the parabolic G i k
In what follows, we set the representation ring of T as K 0 T ( * ) = Z[x ± 1 , . . . , x ± r ] in terms of the standard generators. Note: we have chosen to express the character of the standard weight of T also as x i instead of e x i , so as to avoid clutter. The next definition and theorem describe the structure of the equivariant K-theory of BtS(w I ).
Definition. (Schubert classes for Bott-Samelson varieties)
For any i j ∈ I, let I 1 j = {i 1 , . . . , i j−1 }. Define τ (j) and π(j) to be the maps τ (j) : BtS(w I ) −→ BtS(σ i j ), [(g, g i 1 , . . . , g i k )] −→ [(gg 1 · · · g i j−1 , g i j )]. π(j) : BtS(w I ) −→ U(r)/T,
so that one has a pullback diagram
is the (unique) generator of K 0 U(r) (BtS(σ i j )) as a K 0 T -module that satisfies ∂ 2 = (e αs − 1)∂. Here i j = s, and e αs := x s x −1 s+1 denotes the character of the standard positive simple root α s of U(r) that corresponds to the parabolic subgroup G i j . In particular, we have the relation
We may now describe by the U(r)-equivariant K-theory of BtS(w I ) in terms of these generators
Theorem. Let I = {i 1 , i 2 , . . . , i k } denote an indexing sequence with i j < r. Let ν(I) be the (unordered) set of integers s < r such that s occurs somewhere in I. Given any s ∈ ν(I), let ν(s) denote the number of times it occurs in I, and let I s ⊂ I denote the indexing subsequence
Moreover, for any weight α, the character e α ∈ K 0 T satisfies the following recursion relations
with α(h u ) denoting the value of the weight α evaluated on the coroot h u . Furthermore, the behaviour under inclusions J ⊆ I, is given by using the above relations recursively, and setting all ∂ t = 0 for i t ∈ I/J.
Let us use the above results to describe the structure of n K r U(r) (BSy(w I )). We first define certain important polynomials. Given a root α = x−y in U(r), define the formal character S(α) = e nα − 1 e α − 1 = 1 y n−1 (x n−1 + x n−2 y + · · · + xy n−2 + y n−1 ).
These polynomials play an important role in Dominant K-theory. They appear as the relations in the fusion ideal for the Verlinde ring of U(2) [21] . It is very interesting to see them also appear in the theory of matrix factorizations that is used to define sl(n)-link homology [11] .
Theorem. Let I = {i 1 , i 2 , . . . , i k } denote an indexing sequence with i j < r. Let ν(I) be the (unordered) set of integers s < r such that s occurs somewhere in I. Let P I denote the parabolic subgroup generated by the subgroups G s for s ∈ ν(I). Let ω(I) ⊆ {1, . . . , r} denote any subset of cardinality e, so that the standard torus T e ⊆ T r indexed by ω(I) has the property that the inclusion T e ⊆ P I induces an isomorphism on the fundamental group. Given s ∈ ν(I), let ν(s) denote the number of times it occurs in I, and let I s ⊂ I denote the indexing subsequence
Then given an indexing sequence I, the Dominant K-theory groups of BSy(w I ) are concentrated in degree r (mod 2). Furthermore, there is a surjective map of K 0 U(r) (BtS(w I ))-modules
where∂ s denotes the class in K 0 U(r) (BtS(w I )) defined as∂ s := j∈Is [e h * s −αs ] j ∂ j with e h * s ∈ K 0 T being the character representing of the dual co-root h * s (see introduction to section 3).
If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the above map is an isomorphism. More generally, given any redundancy free subsequence I 0 ⊆ I with the property ν(I 0 ) = ν(I), then square-free monomials in the generators ∂ i , i ∈ I/I 0 generate a length filtration of n K r U(r) (BSy(w I )) so that the associated graded module Gr ∂ n K r U(r) (BSy(w I )) is isomorphic to
where we consider K 0 U(r) (BtS(w I )) as an K 0 U(r) (BtS(w I 0 ))-module by identifying ∂ j , j ∈ I 0 with their namesakes ∂ j , j ∈ I. Moreover, given the inclusion J ⊂ I, so that J = I − {i t }, the induced map in Dominant K-theory is either given by the setting the class ∂ t to zero in the case ν(J) = ν(I), or the injective map given by multiplication with the class ([e αs ] t −1), if i t = s = ν(I)/ν(J).
In the next section we start with the definition and properties of Dominant K-theory. Before we begin however, we would like to thank Ish Kitchloo and Kelly Barry for their support during the writing of this article. We would also like to thank Hans Wenzl and Mikhail Khovanov for several helpful conversations pertaining to this material.
DOMINANT K-THEORY n K U(r) : BACKGROUND AND DEFINITIONS
In this section, we will recall the definition of Dominant K-theory n K U(r) as introduced in [5] . This theory can be interpreted as an equivariant K-theory modeled on the positive energy representations of the smooth loop group of U(r), which we deonote by LU(r). Strictly speaking, Dominant K-theory is defined on the category of properLU(r)-CW spectra, whereLU(r) is a S 1 -central extension of LU(r) to be defined below. We remind the reader that, by definition, k-cells, relative to their boundary, of a proper equivariant CWspectrum are required to be of the formLU(r) + ∧ H S k , where H <LU(r) is a compact subgroup, and S k is given the trivial H-action.
As we shall see in the next section, all the U(r)-spectra and quasi-equivalences between them that were constructed in Part I of this article are canonically induced from proper LU(r)-spectra along the evaluation homomorphism E :LU(r) −→ LU(r) −→ U(r) at the point 1 ∈ S 1 . In particular, one may apply Dominant K-theory to these lifts of spectra considered in the Part I.
The representations of LU(r) we will consider in this section are known as positive-energy representations [17] . These representations are infinite dimensional Hilbert representations. Since the theory of positive-energy representations requires us to fix a integral level n > 0, we do so now for the rest of this article.
Let us get a sense of what these positive-energy representations look like. Consider the (real) Hilbert space Trig r defined as the closure of the trignometric functions with values in the real 2r-dimensional vector space underlying C r . This space has a (dense) basis:
The Euclidean inner product on Trig r is given by integrating the standard Euclidean inner product:
One can now define C * -algebra C generated by the Clifford relations in Trig r :
Now notice that one has a canonical identification of Trig r ⊗ R C as the completion of Laurent polynomials on C r ⊗ R C:
. Furthermore, we may extend the Euclidean inner product on Trig r complex linearly to a non-degenerate bilinear form on C r⊗ R C[z, z −1 ]. Let J denote the complex structure on C r . Notice that the ±i-eigenspaces of the complex linear extension of J yields an isotropic decomposition:
We will denote by Λ * (H r + ) the irreducible unitary representation of C given by the Hilbert completion of the exterior algebra on H r + , with H r + ⊂ C acting by exterior multiplication, 2 W is canonically isomorphic to C r as a U(r)-representation and H r − ⊂ C acting by extending the contraction operator using the derivation property. By construction, LU(r) preserves the inner product on Trig r , and hence it acts on C by algebra automorphisms. Since Λ * (H r + ) is the unique representation of C 3 , Schur's lemma says that we get a canonical projective action of LU(r) on Λ * (H r + ) that intertwines the action of C twisted by the action of LU(r). The induced map ρ(r) : LU(r) −→ PU(Λ * (H r + )) may be lifted over U(Λ * (H r + )) giving rise to the universal level n = 1 central extensioñ LU(r) −→ LU(r). This representation is called the fermionic Fock space representation. Remark 2.2. Let T denote the rotation group acting on LU(r) by reparametrizing S 1 . This action lifts to an action onLU(r). Furthermore, the action ofLU(r) on Λ * (H r + ) extends to an action of the group T ⋉LU(r). Let x 1 , x 2 , . . . , x r denote the diagonal characters of the standard representation of U(r) on C r , and let u denote the central character ofLU(r). Also, let q denote the fundamental character of T. Then it is easy to see that the character of the fermionic Fock space is given by:
Definition 2.3. (Level n positive-energy representations)
We define an irreducible level n positive-energy representation ofLU(r) to be any irreduciblẽ LU(r)-representation that is a sub-representation of the n-fold (completed) tensor product of Λ * (H r + ). It is known that there are only finitely many irreducible positive-energy representations of level n, and that any extensions of two irreducible positive-energy representations splits [17] . In particular, one has a semi-simple category of positive-energy level n representations ofLU(r).
Before we define Dominant K-theory, let us first recall that usual two-periodic K-theory is represented by homotopy classes of maps into the infinite Grassmannian Z × BU in even parity, and into the infinite unitary group U in odd parity. The theorem of Bott periodicity relates these spaces via ΩU = Z×BU, ensuring that this defines a two-periodic cohomology theory. This structure described above can be formalized using the notion of a spectrum. In particular, a spectrum consists of a family of pointed spaces E n indexed over the integers, endowed with equivalences E n−1 −→ ΩE n .
The construction K-theory described above has an equivariant analog as well [19] . Given a compact Lie group G, the objects that represent a genuine G-equivariant cohomology theory are known as genuine G-spectra. In contrast to a regular spectrum, a genuine G-equivariant spectrum E is indexed by the representation ring of G. In particular, it consists of a collection of pointed G-spaces E(V ), indexed on finite dimensional subrepresentations V of an infinite dimensional unitary representation of G in a separable Hilbert space (known as a "complete universe") that contains all representations with infinite multiplicity. In addition, these spaces are related so that one has equivariant equiv- Strictly speaking, the definition of a genuine equivariant theory {E(W )} requires us to index the theory over real G-representations W . However, since any real representation may be realized inside a complex one, we may recover the structure of a genuine equivariant theory from the the spaces E(V ) indexed on complex representations V . For a comprehensive reference on equivariant spectra, see [15] .
For our purposes below, we will require a hybrid definition. We will index our spectra on complex representations in a complete G-universe for G = U(r). Notice that these representations may be considered as representations of the loop groups LU(r) via the evaluation map E (though they are not positive energy LU(r)-representations). Furthermore, instead of the action by the group U(r), the spaces E(V ) in our spectra will admit an action of LU(r), thereby representing an LU(r)-equivariant cohomology theory.
Definition 2.4. (The space of Fredholm operators F (H n ) and its saturation)
Let H n denote the Hilbert space completion of countable copies of all level n positive-energy representations ofLU(n). Let F (H n ) denote the space of Fredholm operators on H n . By choosing a suitable variation of the norm-topology (see [1] (Section 3)), the underlying homotopy type of F (H n ) is given by the infinite loop-space Z × BU and the groupLU(r) admits a continuous action on F (H n ) by conjugation of operators (see [1] (Prop 3.1)). Furthermore, the infinite loop-space structure on F (H n ) is compatible with respect to this action (see [1] (Section 4)).
Let E :LU(r) −→ LU(r) −→ U(r) denote the homomorphism induced by evaluating a loop at the point 1 ∈ S 1 . E allows us to view U(r)-representations asLU(r)-representations. Define the saturationĤ n to beLU(r)-Hilbert representation given by the completed tensor product H n⊗ H, where H is the "complete U(r)-universe" generated by all irreducible U(r)-representations with infinite multiplicity. As before, let F (Ĥ n ) denote the infinite loop-space of Fredholm operators on H n with the correct topology as indicated above.
The next claim shows that F (Ĥ n ) may be taken as a proxy for F (H n ) Claim 2.5. The canonical map ι : F (H n ) −→ F (Ĥ n ) is an H-equivariant homotopy equivalence for any compact subgroup H <LU(r). In particular, given a finite, properLU(r)-CW complex X, the induced map below is a weak equivalence on the level of pointed equivariant mapping spaces
Proof. Let H be as above. Let us first observe that H n andĤ n are equivalent as Hrepresentations. To see this, we invoke two standard facts. Firstly, any compact subgroup ofLU(r) is a compact Lie group and secondly that any such group is conjugate to a subgroup of the (compact) parabolic subgroup that fixes a wall of the Affine alcove (which is a canonical subspace in theLU(r)-space of principal U(r)-connections on the circle). Both of these facts follow from the well known fact that the action of LU(r) on the space of connections is equivalent to the conjugation action of U(r) on itself. Now consider a level n representation V of H, by which we mean any representation for which H ∩ S 1 acts by the character u n , where S 1 ⊂LU(r) is the central circle with fundamental character u. It is clear that all H representations in H n are level n representations. Now, given a level n-representation of H, assume that H belongs to a compact parabolic P as indicated above. We may pick a level n representation of P that contains V and induce up to a level n positive-energy representation ofLU(r). In other words, any level n representation V of H can be realized in H n . The same argument of course holds forĤ n showing that H n andĤ n are isomorphic H-representations. It follows easily that ι is an equivariant equivalence. Now any cell Y of the properLU(r)-CW complex X + is of the formLU(r) + ∧ H S k . An easy argument by induction over the cells now establishes the isomorphism required.
The eventual construction of n K U(r) as a genuine equivariant cohomology theory (i.e a theory indexed over the representations of U(r)) now rests on the following three important preliminary theorems Theorem 2.6. Given a finite, properLU(r)-CW complex X, let n K * LU(r) (X) denote the twoperiodic equivariant cohomology theory indexed on the integers
Let X E denote the finite U(r)-CW complex X ×L U(r) U(r), obtained by inducing along the homomorphism E above. Then n K * LU(r) (X) is a graded module over the the regular U(r)-equivariant K-theory ring K * U(r) (X E ).
Proof. Recall from claim 2.5 that the Z-graded cohomology theory represented by F (Ĥ n ), agrees with n K LU(r) . It is straightforward to see that by construction, the former is a module over the U(r)-equivariant K-theory of X E . The proof of the theorem follows.
Theorem 2.7. Let X be a finite, properLU(r)-CW complex, and let X E be the U(r)-space as defined in theorem 2.6. Given a finite dimensional U(r)-equivariant complex vector bundle V over
Proof. As in the proof of 2.6, let us recall that given a compact Lie subgroup H <LU(r), the Hilbert space H n contains all level n-representations of H with infinite multiplicity. Taking an equivariant cell Y of X + to be a proper cell of the form Y =LU(r) + ∧ H S k , the group n K * LU(r) (Y ) is the level n summand of the representation ring of H and the map µ in the statement of the above theorem reduces to the standard Thom isomorphism theorem in equivariant K-theory. The proof follows by an easy induction over the cells. Proof. The proof follows immediately on unraveling the statement of theorem 2.7.
Remark 2.9. The equivalence between Ω V F (H n ) and F (H n ) indicated in the above theorem is explicitly induced by the following zig-zag diagram ofLU(r)-equivariant maps that restrict to H-equivariant equivalences for any compact group H <LU(r)
where the map on the left is the Thom isomorphism, and the one on the right is induced by ι.
In light of theorem 2.8, we may define Dominant K-theory as an genuine equivariant cohomology theory
Definition 2.10. (Dominant K-theory as a genuine equivariant theory)
We define Dominant K-theory n K LU(r) on the category of properLU(r)-CW complexes to be the Rep U(r)-periodic cohomology theory represented by a genuine K U(r) -module spectrum indexed on a complete U(r)-universe. This indexing identifies any complex U(r)-representation V with the fixedLU(r)-space F (H n ).
DOMINANT K-THEORY OF THE SPECTRUM OF BROKEN SYMMETRIES
Before we begin with this section, let us briefly review the root datum of U(r) so as to set some convention. Let T = T r ⊆ U(r) denote the standard maximal torus, and let Br(r) denote the braid group generated by the standard braids σ i , 1 ≤ i < r. The weights of T will be denoted by i≤r Z x i so that the simple roots α i are expressed in this basis by
are the entries in the Cartan matrix for U(r). In this article, we often require a basis of weights constructed out of dual co-roots. This basis {h * i , 1 ≤ i ≤ r} is defined in term of the generators x j as follows
The action of the Weyl group, whose generators we will also denote by σ i , acts on the weights. The action of σ i on a weight α is given by
Notice that by definition h * r is the central character that is invariant under the Weyl group.
Remark 3.1. Given the generating characters x i of the weight lattice, the representation ring K 0 T of T is a Laurent polynomial ring generated by the corresponding multiplicative characters. These are typically denoted by e x i . However, in order to avoid clutter, we will abuse the notation and denote the multiplicative character corresponding to x i , also by x i (and not e x i ). We hope that the context will avoid any confusion. We continue to use the exponential notation for other multiplicative characters.
In the previous section, we described the equivariant cohomology theory n K LU(r) on the category of properLU(r)-CW spectra. In this section, we will describe how all the spectra of broken symmetries BSy(w) studied in part I of this article can be induced along E as described in theorem 2.6, with E denoting the homomorphismLU(r) −→ U(r) induced by evaluating a loop at 1 ∈ S 1 . In other words, we will express the U(r)-spectrum BSy(w) in the form
with BSy(w) E being a canonical finite properLU(r)-CW spectrum spectrum. In particular, one may apply Dominant K-theory to define the K * U(r) -modules n K * U(r) (BSy(w)) := n K * LU(r) (BSy(w) E ). The reader will notice a similarity between our calculations of n K * U(r) (BSy(w)) and the values of planar foams studied in [11] , thereby suggesting that the associated link homology theory is a deformation of sl(n)-link homology.
Let us start this section with a calculation of Dominant K-theory involvingLU(1), that will set the stage for what is to follow. For the sake of simplicity, we will use a smaller and more manageable model forLU(1) consisting of those U(1) valued loops which admit a finite Laurent expansion under the inclusion U(1) ⊂ C. It is straightforward to see that this group of Laurent polynomials is isomorphic to the Lie group U(1) × Z since any Laurent polynomial with values in U(1) is uniquely determined by its value at the point 1 ∈ S 1 , and its degree in Z. (1) is determined by the homomorphism ρ(1) : LU(1) −→ PU(Λ * (H 1 + )). Classifying the map ρ(1) gives rise to a map of topological spaces
Now recall from definition 2.1 that the central extensionLU
). Now it is well known that BPU of any Hilbert space is a model for the Eilenberg-MacLane space K(Z, 3). The fact that ρ(1) has level one, can be interpreted as saying that the element Bρ(1) represents a generator in the free cyclic group H 3 (BU(1) × U(1), Z). But elements in H 3 (BU(1) × U(1), Z) also describe central extensions of the Lie group LU(1) by S 1 . It is now a simple matter of checking that the following describes the correct extension. (1) is isomorphic to the Lie group (S 1 × U(1)) ⋊ Z, where the action of the generator σ ∈ Z on S 1 × U(1) as described below σ(e iϕ , e iθ )σ −1 = (e i(ϕ+θ) , e iθ ), e iϕ ∈ S 1 , e iθ ∈ U(1).
Claim 3.2. The central extensionLU
Let us now consider the real numbers R as a properLU(1)-CW complex with the action of LU(1) on R factoring through the canonical translation action of Z. Notice that R E = R/Z is endowed with the trivial U(1)-action. However, the Domonant K-theory of R is highly non-trivial Theorem 3.3. Let R be seen as a properLU(1)-CW complex with the action ofLU(1) factoring through the canonical translation action of Z. Then as a K * U(1) -module, we have a canonical isomorphism
Proof. We may express R explicitly as aLU(1)-CW complex in terms of a homotopy pushout
where the left vertical map is induced by the standard map id ∨ id : S 0 ∨ S 0 → S 0 , and the top horizontal map is the standard map twisted by the right-action of σ on one of the factorsLU(1) + ∧ S 1 ×U(1) S 0 . Now, let the character u represent the fundamental character of the center S 1 . Since all level characters of S 1 × U(1) occur in H n with infinite multiplicity, we see that
Applying Dominant K-theory therefore gives rise to a Mayer-Vietoris sequence
A simple calculation with the Mayer-Vietoris sequence now establishes the theorem.
By taking products of the above complex, we obtain an easy generalization of the above theorem Corollary 3.4. Let T r denote the standard r-torus U(1) r . Let LT r , andL T r denote the Laurent polynomials with values in T r , and their central extension as in claim 3.2. Let R r be seen as a properL T r -CW complex, with the action ofL T r factoring through the translation action of the lattice Z r . Then as a K * T r -module, we have a canonical isomorphism
Remark 3.5. The role played by R r in the above corollary can be expressed geometrically. Let R r be regarded as the space of constant principal connections on the trivial principal T r -bundle over a circle. More precisely, thinking of R r as the Lie algebra of T r , we identify a vector v ∈ R r , with the connection v dθ. As such, the action ofL T r on R r described above factors through the canonical gauge action of LT r on the space of principal connections. The above calculation also suggests that there is an underlying ring structure to Dominant K-theory, which in the example above makes it isomorphic to the Verlinde ring of level n-representations ofL T r . This is consistent with our construction of Dominant K-theory using level n positive-energy representations, and is in fact true by an important result of Freed-Hopkins-Teleman [3] .
We now describe a properLU(r)-action on a space A r that serves as a proxy for principal U(r)-connections on a circle, and with the previous example as studied in theorem 3.3 being the special case A 1 .
First let sA r denote the space of principal SU(r)-connections on the circle. Let ZU(r) denote the center of U(r). Now notice that the canonical map SU(r) × ZU(r) −→ U(r) is an r-fold cover. We may therefore define the space underlying A r to be
We would now like to endow A r with a proper action of LU(r). We first choose an appropriate model for LU(r) of the form LU(r) = LSU(r)⋊LU (1), where LSU(r) is the subgroup of smooth loops with values in SU(r), and for LU(1) we take the smaller subgroup of Laurent polynomials with values in U(1).
Claim 3.6. With the above model for LU(r), the action of LSU(r) on A r = sA r × R extends to an action of LU(r).
Proof. To extend the action of LSU(r) on A r to an action of LU(r), we simply need to describe an action of LU(1) that is compatible with the action of LSU(r). Recall that
Let us begin by fixing an isomorphism between U(1) and a subtorus T r ⊆ SU(r) ∩ T r so that T r contains the center of SU(r) (the final answer will be equivalent for all choices of T r ). As such, we may define the action of an element
. It is easy to check that this action is well defined. Similarly, given a generator σ ∈ π 1 (U(1)) seen as an element in LU(1), the action of σ on the element (∇, x) is given by
where θ represents the fundamental one-form on the circle with values in the Lie algebra of the subtorus T r ⊆ SU(r). As before, it is easy to check that this formula is well defined and that describes an action of our chosen model for LU(r) extending the action of LSU(r).
Remark 3.7. Notice that, by construction, the space A r fibers LU(r)-equivariantly over the Zspace R, with the fiber being the LSU(r) ⋊ U(1)-space sA r . In particular, one can interpret A r as the mapping cylinder of the automorphism of sA r induced by σ. The above construction restricts to the following LT r -equivariant fibration on the standard maximal torus T r ⊂ U(r)
Proof. For any simply connected, compact Lie group G, it is well-known that the space of principal G-connections over a circle is a proper LG-CW complex, with the pointed gauge group Ω(G) acts freely on the space of connections A. Furthermore, the holonomy map establishes an equivalence between the induced space A + ∧ LG G + and the conjugation action of G on itself. Applying this to our example A r = sA r × R, it follows that the pointed loop group ΩU(r) := ΩSU(r) ⋊ Z acts freely on A r , with the orbit space being SU(r) × Z/rZ (R/Z). Identifying this orbit space with U(r), it is straigforward to see that the residual action of U(r) on this orbit space is equivalent to the conjugation action. Hence, Furthermore, the induced space A r+ ∧L U(r) U(r) + , along the evaluation map E :LU(r) −→ U(r) is equivalent to the conjugation action of U(r) on itself.
Remark 3.10. As the definition suggests, it is infact true that A r is the terminal properLU(r)-CW complex (up to equivariant homotopy), even though we don't really need that fact.
. . , i k } denote an indexing sequence with i j < r. Let T denote the standard maximal torus, and let G i denote the corresponding (block diagonal) parabolic subgroup of U(r) generated by T and having roots ±α i . We consider G i as a two-sided T -space under the canonical left(resp. right) multiplication. For the (positive) braid word w I , recall the spaces BSy(w I ) of broken symmetries defined as
with the T -action on BSy T (w I ) : 
We define the space BSy(w I ) E to be the pullback of the universal properLU(r)-CW complex A r along ρ I , and denote Hol I : BSy(w I ) E −→ BSy(w I ) to be the induced holonomy map 4 . Note that we may identify Hol I with BSy
If w I as an arbitrary braid word, then one may define BSy(w I ) E to be the Thom space of the pullback bundle over the lift of the underlying space of broken symmetries (see defintion 4.1). Therefore, the Dominant K-theory of the spectra of broken symmetries is well defined
Our goal in this section is to make computations of Dominant K-theory of spectra BSy(w I ).
These computations will be expressed in terms of related spaces. We therefore begin with the Bott-Samelson variety BtS(w I ) which is the space obtained by taking the quotient of BSy(w I ) by the right T -multiplication on the factor G i k .
Definition 3.12. (The Bott-Samelson varieties)
Define the Bott-Samelson variety to be the U(r)-space given by
Equivalently, BtS T (w I ) may be seen as the T -space obtained by taking the quotient of the right T -multiplication on BSy T (w I ).
Notice that the canonical projection map BSy(w I ) −→ BtS(w I ) endows the Dominant K-theory n K * U(r) (BSy(w I )) the structure of a module over the usual equivariant K-theory K * U(r) (BtS(w I )) which factors through multiplication with K * U(r) (BSy(w I )).
The usual U(r)-equivariant K-theory of BtS(w I ) can be described in explicit terms. First we introduce certain classes ∂ i ∈ K 0 U(r) (BtS(w I )) called the Schubert class which will eventually be used to describe the structure of the Dominant K-theory of the spaces of broken symmetries.
Definition 3.13. (Schubert classes for Bott-Samelson varieties)
For any i j ∈ I, let I 1 j = {i 1 , . . . , i j−1 }. Define τ (j) and π(j) to be the maps τ (j) :
BSy(w I ) E is equivalent toLU(r)-CW complex using the argument in the proof of claim 4.6
) as a K 0 T -module that satisfies ∂ 2 = (e αs − 1)∂. Here i j = s, and e αs := x s x −1 s+1 denotes the character of the standard positive simple root α s of U(r) that corresponds to the parabolic subgroup G i j . In particular, we have the relation
Remark 3.14. The map τ (k) of 3.13 extends further to a map 
Let us use the above results to describe the structure of n K r U(r) (BSy(w I )). Let us first recall the polynomials S(α). Given a root α = x − y in U(r), we define the formal character S(α) = e nα − 1 e α − 1 = 1 y n−1 (x n−1 + x n−2 y + · · · + xy n−2 + y n−1 ). Then given an indexing sequence I, the Dominant K-theory groups of BSy(w I ) are concentrated in degree r (mod 2). Furthermore, there is a surjective map of K 0 U(r) (BtS(w I ))-modules
where∂ s denotes the class in K 0 U(r) (BtS(w I )) defined as∂ s := j∈Is [e h * s −αs ] j ∂ j with e h * s ∈ K 0 T being the character representing of the dual co-root h * s (see the introduction to this section). If I is redundancy free, i.e. has the property that ν(s) = 1 for all s ∈ ν(I), then the above map is an isomorphism. More generally, given any redundancy free subsequence I 0 ⊆ I with the property ν(I 0 ) = ν(I), then square-free monomials in the generators ∂ i , i ∈ I/I 0 generate a length filtration of n K r U(r) (BSy(w I )) so that the associated graded module Gr ∂ n K r U(r) (BSy(w I )) is isomorphic to
The proofs of theorems 3.15 and 3.16 are fairly technical but not very informative, and so we banish them to the Appendix. Instead, let us explore how these results give rise to a link homology theory.
THELU(r)-EQUIVARIANT LIFT OF STRICT BROKEN SYMMETRIES AND LINK

HOMOLOGY
Recall that in part I of this article, we constructed a filtered U(r)-equivariant homotopy type sBSy(L) called the spectra of strict broken symmetries ([6] definitions 2.7, 2.8, 2.10), where L was a link described as the closure of a braid with r-strands and endowed with presentation w I indexed on a sequence I of standard braid generators and their inverses. This homotopy type was constructed from a diagram of certain spectra BSy(w J ) known as the spectra of broken symmetries indexed by subsets J ⊆ I. Furthermore, we showed that the filtered U(r)-equivariant spectrum sBSy(L) was well-defined up to a notion of quasi-equivalence (see [6] definition 3.4). In particular, one could apply suitable U(r)eqivariant cohomology theories to obtain a link invariant [6] (theorem 8.5), and compute it using a spectral sequence built from the cohomology of the spectra BSy(w J ) [6] (theorem 8.6).
Our goal in this section is to demonstrate that one may replace the spectra of broken symmetries by theirLU(r)-equivariant lifts BSy(w J ) E along the holonomy maps Hol J as defined in 3.11, and similarly define theLU(r)-eqivariant spectra of strict broken symmetries sBSy(L) E . Furthermore, we plan to show that theorems 8.3 and 8.5 in [6] remain true when one applies Dominant K-theory so as to give rise to a link invariant endowed with a convergent spectral sequence.
We begin by recalling the context. Let T = T r ⊆ U(r) denote the standard maximal torus, and let Br(r) denote the braid group generated by the standard braids σ i , 1 ≤ i < r. Let α i denote the simple root on which σ i acts by the sign representation, and let G i ⊆ U(r) denote the parabolic subgroup generated by the torus T and having roots ±α i . Let ζ i denote the virtual G i representation g i − rR, where g i is the adjoint representation of G i denoted by Ad, and rR is the trivial representation of dimension r. Notice that the restriction of ζ i to T is isomorphic to the root space representation α i (as a real representation).
Recall that the Adjoint sphere spectrum [6] (definition 2.3) was defined as the sphere spectrum for the virtual G i representation −ζ i . Even though specific models are not necessary, the reader may wish to think of the model given as the mapping spectrum
Consider a general indexing sequence for arbitrary braid words I :
The T × T -action on H i is defined by demanding that an element (t 1 , t 2 ) ∈ T × T acts on S −ζ i ∧ G i+ by smashing the action Ad(t 1 ) * on S −ζ i with the standard T × T action on G i+ given by left (resp. right) multiplication. As before the T -action on BSy T (w I ) is by conjugation on the first and last factor. It is clear that each bundle ζ i above represents a U(r)-equivariant vector bundle over U(r) × T (G i 1 × T · · · × T G i k ) := BSy(w I + ), where I + is the indexing set obtained from I by replacing each ǫ j with 1. Then notice that BSy(w I ) is an equivariant Thom spectrum over BSy(w I + ) 
Definition 4.1. (LU(r)-equivariant lifts of broken symmetries)
Given I = {ǫ i 1 i 1 , · · · , ǫ i k i k }, then motivated by equation (1) 
Note that if J is obtained from I by dropping an entry i j so that ǫ i j = 1, then ρ I restricts to ρ J . Similarly, ζ I restricts to ζ J giving rise to a natural map
Our eventual goal is to study the naturality properties of the construction BSy(w I ) in terms of subwords. In particular, we need to address that situation when J is obtained from I by dropping an entry −i j . To address this situation we will have to reconsider ã LU(r)-equivariant variant of the Pontrjagin-Thom constructions [6] (claim 2.5).
Claim 4.2. If the set J is obtained from I by dropping an entry −i j , then the Pontrjagin-Thom construction induces a canonicalLU(r)-equivariant map
Proof. The Pontrjagin-Thom construction that gives rise to the map π E i j is performed on the level of the spaces BSy(w I + ) E . In order to study this, consider theLU(r)-equivariant principal Ω(U(r))-bundle
Hol : A r −→ U(r).
By construction, A r is an affine space modeled on Ω 1 (S 1 , g) ⊕ R, where g denotes the Lie algebra of SU(r). Furthermore, A r admits aLU(r)-invariant inner product [17] (remember that we take the small model of LU(r) given by ΩSU(r) ⋊ (Z × U (1)). This invariant innerproduct induces a canonical principal ΩU(r) connection ∇ E on the bundle Hol by taking linear horizontal slices in A r . This connection induces compatible connections ∇ E I + on all theLU(r) equivariant principal ΩU(r)-bundles Hol I + : BSy(w I + ) E −→ BSy(w I + ). Now consider the special case of the above claim where I has a single entry −i j for which ǫ i j = −1, and so that J is the set obtained by dropping −i j . It is straightforward to see that the restriction of ζ i j to BSy(w J ) is the normal bundle of the canonical inclusion BSy(w J ) ⊂ BSy(w I + ). Let η J denote the U(r)-equivariant tubular neighborhood of BSy(w J ) in BSy(w I + ) identified with ζ i j via the exponential map. Parallel transport under ∇ E I + allows us to canonically identify aLU(r)-equivariant tubular neighborhood of the inclusion BSy(w J ) E ⊂ BSy(w I + ) E with the pullback of ζ i j along Hol J . We may therefore perform the Pontrjagin-Thom construction to get a map BSy(w I + ) E −→ (BSy(w J ) E ) ζ i j . Twisting with −ζ i j gives rise to the expected map π E i j : BSy(w I ) E −→ BSy(w J ) E . From this special case, it is straightforward to deduce the general case since the remaining bundles do not interfere with the Pontrjagin-Thom construction for i j . 
6)
Given a braid word w I , for I = {ǫ i 1 i 1 , · · · , ǫ i k i k }, let 2 I denote the set of all subsets of I. Let us define a poset structure on 2 I generated by demanding that nontrivial indecomposable morphisms J → K have the form where either J is obtained from K by dropping an entry i j ∈ K (i.e. an entry for which ǫ i j = 1), or that K is obtained from J by dropping an entry −i j (i.e an entry for which ǫ i j = −1).
The construction BSy(w E J ) induces a functor from the category 2 I toLU(r)-spectra. More precisely, given a nontrivial indecomposable morphism J → K obtained by dropping −i j from J, the induced map BSy(w J ) E → BSy(w K ) E is obtained by applying the map π E i j of claim 4.2. Likewise, if J is obtained from K by dropping the factor i j , then the map BSy(w J ) E → BSy(w K ) E is defined as the canonical inclusion 4.1. We first define the equivariantLU(r)-spectrum sBSy ∞ (w I ) E via the cofiber sequence of equivari-antLU(r)-spectra
We endow sBSy ∞ (w I ) E with a natural filtration asLU(r)-spectra giving rise to the filtered spectrum of strict broken symmetries sBSy(w I ) E as follows. The lowest filtration is defined as
Higher filtrations F t for t > 0 are defined as the cone on the restriction of π to the subcategory I t ⊆ I consisting of objects no more than t nontrivial composable morphisms away from I + . In other words F t sBSy(w I ) E is defined via the cofiber sequence
Remark 4.5. As before, it is straightforward to see that the associated graded of this filtration is given by
Having constructed the filteredLU(r)-equivariant homotopy type sBSy(w J ) E , we now proceed to show that this homotopy type is independent of the presentation w I , up to quasi-equivalence, and can be normalized to give rise to an invariant of the link L obtained by closing the braid w I . The proof of this fact follows formally from the proofs given in sections 4, 5, 6 and 7 of [6] . One simply invokes the following two technical claims that allow one to lift properties of broken symmetries over to theirLU(r)-lifts. Claim 4.6. Let X and Y be two U(r)-CW complexes, admitting a U(r)-equivariant equivalence f , and let U(r) be seen as a U(r)-CW complex under conjugation so that one has an equivariant commutative diagram of the form
.
Then the above diagram lifts to a diagram so that f E is anLU(r)-equivariant equivalence
Proof. Consider theLU(r)-equivariant diagram of principal ΩU(r)-fibrations
Since f is a U(r)-equivariant equivalence, it is anLU(r)-equivariant equivalence under the induced action via the evaluation map E :LU(r) −→ U(r). Via the 5-lemma, we see that the map f E is therefore aLU(r)-equivariant weak equivalence. Hence we would be done if we could show that the spaces X E and Y E have the homotopy type ofLU(r)-CW complexes. This can be done as follows. First we recall that A r has a canonicalLU(r)structure by describing it as a homotopy colimit of homogeneous spaces [5, 16] . Similarly, the U(r)-space U(r) can be expressed as a homotopy colimit of homogeneous spaces over the same diagram [2] . Furthermore, the holonomy map Hol : A r −→ U(r) is induced by the a natural transformation of diagrams, and is therefore cellular. Now by replacing ρ X : X −→ U(r) by a cellular map, we may import the cellular structure on the map Hol to a cellular structure on X E , up to equivariant homotopy. The same argument shows that Y E is equivalent to aLU(r)-CW complex. This is what we wanted to show. 
Then the above diagram lifts to a pushout diagram ofLU(r)-spaces over
By definition, we express P as the quotient space of Y Z under the relations indexed by X that identify g(x) with h(x) for any point x ∈ X. Now notice that P E is a principal ΩU(r)-bundle over P . As such we may express P E as the quotient space of the induced ΩU(r)-bundles over Y and Z, with identifications indexed by the induced bundle over X. This is precisely the content of the claim.
It is now a simple matter of going through the statements in sections 4, 5, 6 and 7 in [6] sequentially to show why the same statements formally hold for theLU(r)-equivariant lifts. We sketch the details for the benefit of the interested reader.
Let us begin by addressing why BSy(w I ) E is independent of the presentation w I . This involves two properties. Namely, invariance under the braid relations and invariance under the inverse relation. We start by indicating why sBSy(w I ) E is invariant under the braid relations.
In [6] (theorem 5.1), given a pair of indices (i, j), we considered an indexing sequence I (i,j) which contains a subsequence of consecutive terms given by the braid sequence {i, j, i, j, . . .} with m i,j -terms. Then the filtered U(r)-spectrum of strict broken symmetries sBSy(w I (i,j) ) was connected to the spectrum sBSy(w I (j,i) ) by a zig-zag of elementary quasi-equivalences, where I (j,i) represents the same sequence with the subsequence {i, j, i, j, . . .} replaced by the sequence {j, i, j, i, . . .} with the same number of terms. The method of proof entailed constructing a sequence of filtered U(r)-spectra [5] (definition 5.6) known as strict broken Schubert spectra sBSh (i,j,m) (w I ) for integers 1 ≤ m ≤ m i,j . These filtered spectra were constructed as homotopy colimits of functors BSh (i,j,m) (w J ) over certain poset categories. Furthermore, we had sBSh (i,j,1) (w I ) = sBSy(w I (i,j) ) (and the same for (j, i)), and that sBSh (i,j,m i,j ) (w I ) and sBSh (j,i,m i,j ) (w I ) agreed. In addition, we showed that all the filtered U(r)-spectra sBSh (i,j,m) (w I ) were connected by zig-zags of elementary quasi-equivalences. This quasi-equivalence was constructed by mean of a comparison map between broken Schubert spectra BSh (i,j,m) (w J ) −→ BSh (i,j,m+1) (w J ) for subsets J ⊆ I (i,j) and 1 ≤ m < m i,j .
Let J + denote the set obtained by replacing all ǫ j by 1. From the definition of Schubert spectra, it is straightforward to check that the canonical map ρ J : BSy(w J + ) −→ U(r) of 3.11 factors through the spectra BSh (i,j,m) (w J + ) for all 1 < m < m i,j .
It follows that the comparison maps lift to yield comparison maps of equivariant spectra
The next step in the proof of braid invariance is to show that the fiber of the comparison map induces a zig-zag of maps of filtered spectra, with acyclic fibers. The key point in showing acyclicity comes down to showing that the fibers of a particular pair of maps of the form given in equation (2) are equivalent. These maps fit into a pushout diagram before taking theLU(r)-equivariant lift and so we may invoke claim 4.7 to observe that the equivalence of fibers remains true on taking the lift. The rest of the argument is formal.
We It is straightforward to check that the splitting described in [6] (claims 6.2 and 6.3) are maps over U(r), and can therefore be lifted to splittings of the maps
Again, the rest of the argument is purely formal.
Being done with showing that sBSy(w I ) E is independent of presentation, let us now indicate why sBSy(w I ) E is an invariant of links. This requires showing invariance under first Markov property, and the second Markov property. TheLU(r)-equivariant versions of these are straightforward given the U(r)-equivariant versions shown in [6] (section 4 and 7). The map τ [6] (theorem 4.2) that establishes invariance under the first Markov property is easily seen to be a map over the space U(r) and therefore lifts to theLU(r)equivariant strict broken symmetries. Similarly, for invariance under the second Markov property, one simply observes that the relevant cofibration sequences described in [6] (claim 7.3 and 7.5) admit canonical lifts.
The above discussion allows us to define invariants of braids and links resp. sBSy(w) E and sBSy(L) E exactly as in [6] (definitions 2.10 and 8.4). Remark 4.9. In [6] , theorem 6.8 we showed that sBSy(L) was equivalent to sBSy(L R ), where R was a reflection symmetry that was induced by reversing the order of braids. This symmetry also lifts to an equivalence between sBSy(L) E and sBSy(L R ) E and corresponds to the automorphism of the space of connections induced by complex conjugation acting on S 1 .
The final task we have at hand is to establish the existence of the spectral sequence. Since this spectral sequence is built by invoking the associated graded of the filtration, one needs to verify the condition [6] (remark 6.5) to ensure the existence of the associated graded spectral sequence converging to n K * U(r) (sBSy ∞ (L)).
The above condition can be stated in the context of theLU(r)-lifts we constructed. To describe the condition, one considers a certain quasi-equivalence of filteredLU(r)-spectra
m denote the fiber of π E m . Then the relevant condition demands that the fiber inclusion map on the associated graded
be surjective in Dominant K-theory. The only indices that satisfy the above parameters in the case of U(r) are consecutive indices j = i + 1 < r and with m = 2. Now the spectra Gr r (sBSh (i,i+1,2) (w I ) E ) and Gr r (sBSh (i,i+1,3) (w I ) E ) are coproducts of otherLU(r)spectra indexed on the same set, and so the relevant condition comes down to verifying a condition on the individual summands. Before we describe the condition in our context, let us recall the definition of broken Schubert spectra [6] (definition 5.6).
Given indices i, j < r, let Sh i,j,i denote the T × T -space given by the pullback diagram
where X i,j,i is the image if the following canonical map under group multiplication
Notice that Sh i,j,i is a T ×T -invariant subspace of U(r), where T ×T acts on G via left/right multiplication. Given any positive indexing sequence of the form I = {i 1 , . . . , i k , i, j, i}, we may construct the spectrum of broken Schubert spectra defined as the suspension spectrum of the space
with the T -action on G i 1 × T · · · × T G i k × T Sh i,j,i being endpoint conjugation as before. By construction, it is easy to see that one has a natural U(r)-equivariant diagram of the form
where U(r) is being seen as an U(r) space under conjugation as before. In particular, one may define the space BSh (i,j,3) (w I ) E . The broken Schubert spectra BSh (i,j,2) (w I ) E agree with the spectra of broken symmetries. 
where µ E : BSy(w I ′′ ) E −→ BSh(w I ′ ) E is defined by lifting the multiplication in the last two factors from BSy(w I ′′ ) to BSy(w I ′ ). Furthermore, the maps ι I and ι I ′′ are surjective in Dominant K-theory.
Proof. The existence of the commutative square in the right, and its functoriality in J follows from the definition of the spaces in question. Furthermore, by [6] (lemma 5.7) and 4.7, the spaces in the right square is a pushout, and consequently the map f is an equivalence. It is clear that the map µ is split and so the map ι I ′′ is surjective in any cohomology theory. Let us pick the splitting induced by the inclusion I ′ ⊂ I ′′ by including the index i as i k+3 in terms of the indexing sequence
From the choice of h, it follows that the image of the map ι I ′′ is isomorphic to the ideal generated by the Schubert class ∂ k+1 in terms of theorem 3.16. We will now proceed to show that the map g is surjective onto the cohomology of Z E I ′′ , which we will identify as the ideal generated by ∂ k+1 . We consider two cases. The first case we consider is when the index j belongs to the indexing set J. In that case, theorem 3.16 tells us that the map g is surjective and so obviously surjective onto the kernel of the map h.
The only other case to consider is when j does not appear in the indexing sequence J. In this case, theorem 3.16 tells us that the image of g is the submodule generated by the class 1 − [e α j ] k+2 ∈ K 0 U(r) (BtS(w I ′′ )). But the recursion relation in 3.15 gives us the relation
Since 1 − [e α j ] k+1 belongs to the image of µ E , and the class [e α j ] k+1 is a unit, we observe that the image of g in cohomology surjects onto the ideal generated by ∂ i k+1 modulo the image of µ E , which is what we wanted to prove.
As an immediate corollary, we have Theorem 4.11. Given a link L described as a closure of a braid w on r-strands, one has a spectral sequence converging to the Dominant K-theory n K * U(r) (sBSy ∞ (L)) and with E 1 -term given by
(sBSy ∞ (L)).
Proof. By theorem [6] (theorem 8.6), the above theorem follows once we have verified [6] (claim 6.5). This claim is essentially the claim 4.10 above with only two cosmetic differences. The first involves working with Thom spectra instead. The Thom isomorphism theorem in Dominant K-theory comes to our rescue here. The only other difference involves working with the subsequence {i, j, i} anywhere in the sequence I and not just at the terminating three spots. This is again not an issue since we can invoke the first Markov property to move the subsequence to the end. Remark 4.12. As in [6] (theorem 2.12), it is straightforward to see that the limiting spectrum sBSy ∞ (L) underlying the filtered spectrum sBSy(L) E is a Thom spectrum of the pullback of a T -representation to the space (U(r) × T wT ) E , where w is the Weyl element underlying any braid presentation w I that closes to L. In particular, using Thom isomorphism, we see that n K * U(r) (sBSy ∞ (L)) is isomorphic to the value of the unlink on the same number of components as L. However, as we shall see in the next section, the spectral sequence converging to it is highly nontrivial.
EXAMPLES AND SPECULATIONS
In this section, we will compute some basic examples and then speculate on how our cohomology theory may be related to sl(n)-link homology. To begin with, notice that claim 3.4 says that for the r-component unlink, the spectral sequence of 4.11 is degenerate with the only non-zero terms being E r+2s,0
The next set of examples we consider are the (2, k)-torus links T 2,k . Since such a torus link can be descried as the closure of the braid word σ k , with σ ∈ Br(2) being the generator.
In other words, we consider the indexing sequence I with k-terms I := {1, 1, . . . , 1}, and denote w I by σ k . We will require the computation of the Dominant K-theory of the space BSy(σ k ). Towards that end, we start with Lemma 5.1. The Dominant K-theory groups of BSy(σ k ) are trivial in odd degree. In even degree, they are given as follows. Let R denote the ring
where S(x, y) denotes the polynomial x n−1 + x n−2 y + . . . + xy n−2 + y n−1 . Then we have
where δ i = [e h * −α ] i ∂ i and∂ = i≤k δ i . Moreover, the restriction BSy(σ k−1 ) −→ BSy(σ k ) given by dropping the i-th entry in the indexing sequence I, is given in cohomology by setting δ i to zero.
Notice in particular that n K 2s U(2) (BSy(σ k )) is a free module over the ring R on squarefree monomials in δ j (including the trivial monomial) for j belonging to any subset of I of cardinality (k − 1).
Proof. First, let us notice that for k = 1, the above result follows from theorem 3.16 once we take into account the fact that e h * −α = y so that δ 2 = y(x/y − 1)δ = (x − y)δ. Now, for k > 1, let us first observe that the relation δ 2 j + [e h * −α (1 − e α )] j δ j = 0 reduces to the relation
by using the recursion relation of theorem 3.15 repeatedly. Now theorem 3.16 gives us the structure of the associated graded object of n K 2s U(2) (BSy(σ k )) under the length filtration by square-free monomials in δ i . It is easy to see that the associated graded of the structure claimed in the statement of the above lemma agrees with the expected result. So to establish the lemma, one only needs to construct a map from the claimed result into n K 2s U(2) (BSy(σ k )). To achieve this, it is sufficient to construct the map from R to n K 2s U(2) (BSy(σ k )). We achieve this by showing that n K 2s U (2) (BSy(σ) ), which is isomorphic to R (and denoted by n K 2s U(2) (BSy(w I 0 )) in theorem 3.16), maps naturally to n K 2s U(2) (BSy(σ k )) so as to construct a retractaction of any inclusion BSy(σ) E −→ BSy(σ k ) E . This retraction is seen to be induced by the following map that is compatible over the map ρ I ρ : BSy(σ k ) −→ BSy(σ), [(g, g 1 , . . . , g k )] −→ [(g, g 1 g 2 . . . g k )].
The above lemma furnishes us with the pieces that will allow us to compute the terms of the spectral sequence converging to n K * U(2) (sBSy(T 2,k )). We will describe this computation for k = 2, 3, leaving the reader with the general method to compute other examples.
Consider the case k = 2 (the case of the Hopf-link). Here, the E 1 term of the spectral sequence 4.11 is given by the cochain complex
where, the difrerential d 1 is given by multiplication with (x − y) on each summand (using theorem 3.16), and the differential d 0 is given by setting δ 1 and δ 2 to zero respectively. From the above lemma 5.1, it is easy to see that the cohomology groups are given by
We therefore conclude that Note that we know by remark 4.12 that the spectral sequence converges to the value of the unlink with two components, which is given by
hence the above E ∞ -term represents a non-trivial extension!
Let us now move on to the case k = 3.
Here the E 1 -term is given by the four-term cochain complex
where the differentials are given by restrictions of subsets of I as defined in 4.11. As before, d 2 is given by multiplication with (x − y) on each summand and d 1 is easily seen to be surjective onto the kernel of d 2 .
It remains to calculate the cohomology groups H 0 and H 1 . We do this by studying d 0 first, by breaking it into the three components corresponding to the respective subsets of I given by dropping the first, second and third term respectively. Let us call those components d j 0 where 1 ≤ j ≤ 3. The statement of lemma 5.1 shows that d 1 0 is surjective, and its kernel is the ideal generated by δ 1 .
Let us now move to the differential d 2 0 restricted to the ideal generated by δ 1 . Again, the lemma shows that the kernel of d 2 0 is given by the ideal generated by δ 1 δ 2 , which is isomorphic to the ring R defined in the lemma. Furthermore, the cokernel of d 2 0 is the submodule of n K 2s U(2) (BSy(σ 2 )) isomorphic to the ring R consisting of terms with no δgenerators.
Finally, we study the differential d 3 0 on the ideal generated by δ 1 δ 2 . This differential is injective and is given by setting δ 3 as zero. But δ 3 = −δ 1 − δ 2 . Hence we set δ 2 equal to −δ 1 to see that the image of d 3 0 is the ideal generated by the class δ 2 1 = (y − x)δ 1 . The cokernel of d 3 0 is therefore seen to be a sum of modules R ⊕ R/(x − y), with the second summand generated by the element δ 1 .
Notice that the two summands isomorphic to R that we have identified inside the cokernel of d 2 0 and d 3 0 respectively, map injectively under d 1 . We therefore conclude Example 5.3. In the case of the (2, 3)-torus knot T 2,3 , the spectral sequence of theorem 4.11 collapses at E 2 to
As before, we can invoke remark 4.12, and the second Markov property to see that spectral sequence converges to the value of the unknot. In particular, we again have a nontrivial extension!
We leave it to the reader to use lemma 5.1 to compute the E 2 -term for further examples of torus links. By remark 4.11, they will all give rise to extensions of the value of one or two component unlinks.
Alternatively, one may consider n being a power of a prime n = p m , and work with Dominant K-theory with p-primary coefficients F p (any cohomology theory can be taken with coefficients by smashing with the corresponding Moore spectrum). In particular, a change of variables x = z + 1 gives rise to a p-primary Dominant K-theory so that the value on the r-component unlink, and the ring R get replaced respectively by
In particular, the example 5.2 of the Hopf link can be described by making the corresponding change. The example 5.3 of the (2, 3)-torus knot is more interesting with p-primary coefficients in that the differential d 0 now has a kernel isomorphic to F p [z]/ z n giving rise to an E 2s,0 2 term.
Example 5.4. In the case of the (2, 3)-torus knot T 2,3 , the spectral sequence of theorem 4.11 for Dominant K-theory of level n = p m , with mod p coefficients has an E 2 term
Since this spectral sequence converges to the value of the unknot, we must have a d 3differential that wipes out the terms in the (2s, 0) and the (2s, 3) spots. The above examples with p-primary coefficients agree with the usual sl(n)-link homology calculations (with p-primary coefficients) for the corresponding links.
Remark 5.5. The previous examples appear to suggest that our link homologies E 2 (L) are closely related to sl(n)-link homology. In particular, it appears that n K * +l(w I ) U(r) (sBSy ∞ (L)) is isomorphic to an integral version of the "quantum CP n " variant of sl(n)-link homology [4] , where the potential function is given by x n+1 − (n + 1)x. However, establishing the relation between these theories is far from obvious. For one thing, our constructions are built from level n-representations of the loop groups LU(r) so that the value of the unknot is isomorphic to the Grothendieck group of level n representations of the loop group LU(1). This is in contrast with the fact that sl(n)-link homology is expected to be related to the level one (fundamental) representation of the rank n quantum groups U q (sl(n)). It is therefore clear that any identification between these theories will implicitly involve a rank-level duality.
APPENDIX: CALCULATIONS IN DOMINANT K-THEORY
The task we aim to achieve in the Appendix is to compute the Dominant K-theory of spaces of the form BSy(w I ) for some positive indexing sequence I. The answer will be expressed in terms of the regular U(r)-equivariant K-theory of the Bott-Samelson spaces BtS(w I ). And so we will begin with the structure of the latter.
Consider the Bott-Samelson variety BtS(σ i ) = U(r) × T (G i /T ), where σ i ∈ Br(r) is the standard braid for 1 ≤ i < r. Then we have Theorem 6.1. K * U(r) (BtS(σ i )) is a rank two free module over K 0 T , generated by classes {1, ∂}, where ∂ ∈ K 0 U(r) (BtS(σ i )) is uniquely defined by the property ∂ 2 = (e α − 1)∂, where e α is the character x i x −1 i+1 . Here we continue to abuse notation by using x i , x i+1 to also denote the multiplicative characters as we did for the linear characters.
Proof. The proof of theorem 6.1 is classical. Consider the two T -fixed points of G i /T given the the cosets T /T and σ i T /T . The normal bundle of σ i T in G i /T is isomorphic to the Trepresentation with linear character given by the dual α of α. The two fixed points T /T and σ i T /T give rise to two sections s and s σ i respectively of the bundle
Pinching off the section s gives rise to a cofiber sequence which splits into short exact sequences in equivariant K-theory
) be the class given by the image to the Thom class of the representation α under the map f * . We see from from the above sequence that {1, λ} are K 0 T -module generators of K * U(r) (BtS(σ i )). Consider the map induced by the inclusion of fixed points s ⊔ s σ i : (U(r)/T ) ⊔ (U(r)/T ) −→ BtS(σ i ).
The above short exact sequence shows that λ is uniquely determined by the fact that it restricts trivially along s * (by construction) and restricts to the element (1 − e α ) along s * σ i since (1 − e α ) is the K-theoretic Euler class of the representation α. The generator 1 ∈ K 0 U(r) (BtS(σ i )) clearly restricts to 1 ∈ K 0 T along both fixed points. It now follows that any element in K * U(r) (BtS(σ i )) is uniquely determined by its restrictions along these two fixed points. Applying this observation to λ 2 yields the relation
Our generator ∂ is simply defined as ∂ := −λ. It is straightforward to see that ∂ has the property that ∂ 2 = (e α − 1)∂ and it is the unique class with that property. Remark 6.2. Consider the map
Then, given γ ∈ K U(r) (U(r)/T )) = K 0 T , we my ask to express the element ρ * i (γ) in terms of our generators {1, ∂}. This is easily done by using the restrictions along the two fixed points. Expressing ρ * i (γ) as ρ * i (γ) = a + b ∂, we may restrict along s * to deduce that a = γ. Then restricting along s *
Let us now recall the definition 3.13 of Bott-Samelson varieties and their Schubert classes. For any i j ∈ I, let I 1 j = {i 1 , . . . , i j−1 }, we considered the maps τ (j) and π(j) τ (j) :
We defined classes ∂ j ∈ K 0 U(r) (BtS(w I )) to be the pullback class τ (j) * (∂), where ∂ ∈ K 0 U(r) (BtS(σ i j )) is the (unique) generator of K 0 U(r) (BtS(σ i j )) as a K 0 T -module that satisfies ∂ 2 = (e αs − 1)∂. Here i j = s, and e αs := x s x −1 s+1 denotes the character of the positive root of U(r) denoted by α s and equal to x s − x s+1 in terms of standard (linear) generators. In particular, we have the relation 
So it remains to show freeness of R ν r+1 over Z[x ± j ]/ x n j − 1 . Let us reindex the variables as
where given β = x s − x s+1 , we defineβ and S(β) as the formal expressions one obtains by reindexingβ := (x s /x j ) − (x s+1 /x j ) and S(β) respectively. We may therefore express R ν r+1 as a tensor product
Now consider the expressionsβ for the various positive roots β = x s −x s+1 in ν. If s+1 = j for all β ∈ ν, thenR ν r is isomorphic to R ν r and we would be done by induction. So assume that ν contains the simple root β 0 := x j−1 − x j so thatβ 0 = y j−1 − 1. It is easy to see in this case that the ringR ν r is isomorphic to the quotient Rν r / S(β 0 ) , whereν is the set of roots obtained from ν by discarding α and β 0 . By induction, the ring Rν r / S(β 0 ) is isomorphic to the image of multiplication by the characterβ 0 and is in particular, a free Z-module. It follows from equation (3) that R ν r+1 is a free module over Z[x ± j ]/ x n j − 1 completing the induction step.
We are about to start with the proof of theorem 3.16. However, it will help us to establish a general structural result about the Dominant K-theory of the spaces of broken symmetries BSy(w I ) before we continue. Given a positive indexing sequence I = {i 1 , . . . , i k }, let ν(I) denote the set of indices s < r, so that s occurs somewhere in I. Out goal is to construct a small model for the space BSy(w I ) E as was done in definition 3.9. We do this as follows.
Let T I ⊆ T denote the sub torus generated by the circles exp(iRh s ), with s ∈ ν(I). Let G I ⊂ U(r) denote the (semi-simple) Levi factor in the parabolic subgroup P I generated by the subgroups G s for s ∈ ν(I). In particular, we have a decomposition of the form P I = G I ⋊ T e for a sub torus T e ⊂ T of rank given by e = r − |ν(I)|. Define G I,s := G I ∩ G s . We have a short exact sequence
where Z I is the centralizer of G I in P I , and C I is the center of G I including into G I × Z I as the diagonal subgroup denoted by ∆(C I ). As in definition 3.9, we take the model for the space of P I connections on a circle to be of the form sA I × R e , where sA I is the space of principal G I -connections on a circle. The space R e can also be seen as the space of (constant) principal connections on the subtorus Z I (which is a C I -cover of T e ). Similarly, we take the smaller model LG I ⋊(T e × Z e ) ⊂ LP I for the Loop group on P I acting on sA I × R e in the obvious way. The inclusion of the smaller model of loops allows us to also define the small model for the central extensionLP I .
We define BSy I (w I ) to be the G I -space given by Using our construction, it is straightforward to see that one has a homeomorphism of LU(r)-spaces ). Consequently, n K * U(r) (BSy(w I )) has a tensor product decomposition of the form n K * U(r) (BSy(w I )) = n K * −e G I (BSy I (w I )) ⊗ n K e LT e (R e ). Furthermore, the above decomposition is natural with respect to inclusions of sub-tori in T e . Proof. It follows from equation 4 that the Dominant K-theory of BSy(w I ) may be expressed as n K * U(r) (BSy(w I )) = n K * P I (BSy I (w I ) E × R e ). Identifying R e as the universal free Z e -complex allows us to set up a spectral sequence converting to the above Dominant K-theory, with the E 2 -term being (5) H p (Z e , n K qL Recalling that the representationĤ n restricts trivially to ∆(C I ), and thatĤ n is closed under taking tensor products with representations of T e (which is isomorphic to Z I /C I ), we have a refinement as a completed sum of the isotypical summands of
where (V, W ) are indexed by the set of irreducible representations of C I and T e respectively, and W V is any choice of irreducible representation of Z I so that V ⊗ W V occurs inĤ n . The spaceĤ n (V ⊗ W V ) being isomorphic to the multiplicity space for the representation V ⊗ W V . The above decomposition can be understood as saying that if we fix irreducible representations (V, W V ) of C I × Z I , then all other irreducible representations of C I × Z I that restrict to the representation V are uniquely expressible in the form V ⊗ W V ⊗ W for some irreducible W of T e . By fixing a choice of the representation W V for each V , we may express the above as (6)Ĥ n =Ĥ n (LG I )⊗ L 2 (T e ) whereĤ n (LG I ) is an LG I ⋊T e -representation, so that every level n, irreducible representation of LG I occurs infinitely often inĤ n (LG I ), and that any irreducible level n, LG I summand inĤ n (LG I ), extends uniquely to a level n,LG I ⋊ T e -representation.
Let us return to equation 5 and consider the Dominant K-theory n K qL G I ⋊T e (BSy I (w I ) E ). Notice that the the image of the subgroup C I × Z I under the multiplication map m acts trivially on BSy I (w I ) E . In other words,LG I ⋊ T e -equivariant Dominant K-theory of BSy I (w I ) is detected by maps into the space of C I ×Z I -equivariant Fredholm operators on H n . This space of Fredholm operators clearly splits into a (restricted) product of Fredholm operators on each isotypical summand. In particular, the Dominant K-theory decomposes in a way that respects the decomposition of Hilbert-spaces shown in equation 6, n K * L G I ⋊T e (BSy I (w I )) = n K * G I (BSy I (w I )) ⊗ Rep(T e ). This proves the first part of the lemma. Now one can run the spectral sequence 5. Using remark 3.7 to see that the spectral sequence collapses to one vertical line given by p = e (the line of the lowest filtration), and is given by n K * −e G I (BSy I (w I )) ⊗ n K e LT e (R e ) as we claimed. Remark 6.6. The regular G I -equivariant K-theory K * G I (BSy I (w I )) ∼ = K * T I (BSy I,T (w I )) is a free K 0 T I -module on the Schubert classes ∂ i , with the same relations as described in theorem 6.3.
We now move to the the proof of theorem 3.16. The proof is fairly long and technical and so before we begin with the proof, let us briefly outline the main steps in the argument.
We begin an induction argument with I being the empty set, for which we know the result. In order to proceed with the induction argument, we first recall the space BSy T (w I )
Even though we have considered BSy T (w I ) as a T -space under conjugation, let us observe that BSy T (w I ) in fact extends to a T × T -space, with an element (t 1 , t 2 ) acting via (t 1 , t 2 )[(g 1 , . . . , g k )] := [(t 1 g 1 , g 2 , . . . , g k−1 , g k t 2 )].
As such, we have the decomposition
with the outer T -action being the conjugation action on both factors, and the inner Taction being the right, left actions on the two factors respectively. Then consider two cases. The first case is when the index i k does not occur in J. In this case, the last factor may be altered to obtain a direct product of T -spaces. Lifting this to aLU(r)-equivariant decomposition, allows us to compute the Dominant K-theory of BSy T (w I ). The second case we consider is when i k occurs in J. In this case, we collect all the factors BSy T (σ it ) so that i t = i k , and set up a spectral sequence converging to n K * U(r) (BSy(w I )), whose E 2term is informed by the induction assumption. By degree reasons, this spectral sequence collapses at E 2 confirming the induction step and thereby proving 3.16.
Note that it also follows from the calculation that n K r−1 SU(r) (BSy 0 (w I )) maps injectively into n K r−1 SU(r) (SU(r) × ∆r (BSy T 0 (w J ) × ∆)) along ι * and is given by multiplication with (e α − 1). Invoking lemma 6.5 we see that n K r U(r) (BSy(w I )) = n K r−2 U(r) (BSy(w J )) ∂ S(α) ∂ , n K r−1 U(r) (BSy(w I )) = 0.
The computation shows that the class ∂ restricts injectively to (e αs −1) in n K r U(r) (BSy(w J )). Notice that∂ s = e h * s −αs ∂ k must act trivially as indicated earlier. One easily verifies the induction hypothesis for I using the fact that ν(I) = ν(J) ∪ {s}.
Case II
We now move to the second case. As before, by using the first Markov property, we may assume that J is obtained from I by dropping the last index i k . We further assume that the index i k appears somewhere in the indexing sequence J. In other words, we consider the case when ν(I) = ν(J). Assume that s = i k , so that ν(s) > 1 and let I s = {i s 1 , i s 2 , . . . , i k }.
Similar to the earlier decomposition, we begin with the following decomposition of Tspaces
BSy
We may idenitfy G σs with T r−2 × U(2), as before so that the above decomposition may be written as
with the factor SU(2) occuring at the spots {i s 2 , . . . , i k }, and ∆ correspond to the skew diagonal maximal torus of SU(2).
Our strategy is to start with the the indexing subsequence J 0 = I/{i s 2 , . . . i k } obtained by removing all but one copy of SU(2) above, and to sequentially insert the others in a manner that allows us to prove theorem 6.7 for each augmented sequence by an induction argument. More precisely, we consider the family of sequences Case I allows us to begin our induction argument by confirming the statement of theorem 6.7 for BSy(w J 0 ) E , assuming that we knew the statement to be true for all indexing sequences for which s / ∈ ν(I). In other words, our proof happens one index s at a time. We proceed with induction by constructing a principal ∆-bundle of T -spaces given by where the left-right ∆ × ∆-orbits at the s r -st spot is replaced by a single two-sided ∆-orbit defined via the following action of λ ∈ ∆ on U(r) × T (G i 1 × T . . . × SU(2) × . . . × T G i k ) Now, for degree reasons, the above spectral sequence must collapse to the Dominant Ktheory of BSy(w J r 0 ). It remains to solve extension problems, and verify the induction hypothesis. In order to do so, we observe that multiplication by the class X corresponds to multiplication with the class ∂ sr ∈ K 0 U(r) (BtS(w J r 0 )), powers of which solve the extension problem since ∂ 2 sr = ([e αs ] is − 1) ∂ sr . The easiest way to see this is to compare the above spectral sequence to the corresponding spectral sequence converging to the regular equivariant K-theory of BSy(w J r 0 ). The formal structure of the E ∞ -term is again as before and the class X can easily be identified with the pullback of ∂ sr . It follows that n K * U(r) ((BSy(w J r 0 )) is a cyclic K 0 U(r) (BtS(w J r 0 ))-module with multiplication with ∂ sr inducing the filtration giving rise to the E ∞ -term above. It follows easily from this that n K * U(r) ((BSy(w J r 0 )) has a basis {1, ∂ sr } as a n K * U(r) ((BSy(w J r−1 0 ))-module, and up to an associated graded object. This verifies the induction hypothesis.
Notice that our answer is expressed in terms of the Dominant K-theory of BSy(w J 0 ) instead of any redundancy free subsequence I 0 ⊂ I. However, as we mentioned earlier, one may repeat the above argument one index at a time to recover the precise statement of the theorem.
Notice that the above construction was natural in the subset {i s 2 , . . . i k }. In other words, given any inclusion I ′ ⊂ I so that ν(I ′ ) = ν(I), the induced map in Dominant K-theory is given by setting the generators ∂ j to zero for j ∈ I/I ′ . This completes the proof the second case. Along with the first case, this proves theorem 6.7.
