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Abstract
We examine a suggested relation between stochastic quantization and the Holographic
Wilsonian Renormalization Group in the massive fermion case on Euclidean AdS space.
The original suggestion about the general relation between the two theories is posted
in arXiv:1209.2242. In the previous researches, It is already verified that scalar fields,
U(1) gauge fields, and massless fermions are consistent with the relation. In this paper,
we examine the relation in the massive fermion case. Contrary to the other case, in the
massive fermion case, the action needs particular boundary terms to satisfy boundary
conditions. We finally confirm that the proposed suggestion is also valid in the massive
fermion case.
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1 Introduction
AdS/CFT correspondence has provided much understanding on various strongly coupled field
theories by employing classical gravity theories defined on asymptotic AdS spacetime. A
partition function of a certain gravity theory on asymptotially AdSd+1 spacetime is related
to a partition function of a dual conformal field theory(CFT) defined on d-dimensional flat
spacetime with a certain deformation. States and operators defined in the CFT correspond to
normalizable and non-normalizable exitations in the gravitational theory respectively.[4], [9]
For example, the field of scalar field theory in AdSd+1 behaves as follows,
φ(r) = φ0r
h− + φ1r
h+, (1.1)
when the radial coordinate of AdS space ‘r’ approaches its boundary i.e. r → 0, where
h± = d4 ±
√
d2+4m2
4
and m is the mass of the scalar field. The first term of the scalar field
is non-normalizable, because rh− diverges near the r → 0 boundary. Turnning on the non-
normalizable mode plays a role of turnning on a dual operator on the boundary CFT and its
coefficent φ0 corresponds to a source in the generating functional of the boundary CFT. On
the contrary, the normalizable mode of the field is related to one state of the boundary CFT
and the coefficient φ1 corresponds to a one-point function in the dual CFT.
The relation between the AdS theory and the boundary CFT is not only well defiend on
the AdS boundary but also valid on any hypersurface defined on r = ǫ. In more detail, an AdS
theory defined with a certain r = ǫ cut-off is related to a dual CFT defined on the r = ǫ hyper
surface and having a certain cut-off energy scale. In the AdS/CFT context, the AdS radial
direction is related to the energy scale of the dual CFT, so the evolution of the AdS theory
along the radial direction is connected to the Renormalization group flow of the dual CFT.
The relation between the cut-off parameters of the two theories can be understood by
looking at the famous UV-IR relation. The generating functional of the dual CFT gotten
from AdS/CFT correspondence has many divergent elements when the AdS radial coordinate
r approaches to 0 or∞. The r → 0 divergence is interpreted as the UV-divergence of the dual
CFT which is proportional to a positive power of 1
ǫ
, and similarly, the r → ∞ divergence is
known to be related to the IR divergence of the dual CFT.
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The correlation between the two theories can be understood from similarities between the
Wilsonian Renormalization group and the holographic renormalization group.[5] For renor-
malizable QFT theory, Wilson separates fields into two parts depending on energy scale,
M = M(p0 < Λ) + M(Λ < p0 < Λ0), and integrates out high energy fields Λ0 > p
0 > Λ
as follows,
ZCFT =
∫
DMp0<ΛDMΛ0>p0>Λe
−S−∫ φ0O =
∫
DMp0<Λe
−S(Λ)−∫ φ˜O(Λ) (1.2)
where M represent QFT boundary fields and Λ0 is the UV cut-off and O represents a defor-
mation defined on p0 = Λ0. φ0, φ˜ represent source terms at the scale p
0 = Λ0 and p0 = Λ
respectively. Because high energy quantities are intergrated, the quantities defined in the last
equality have the information of high energy quantities. Thus the effective action S(Λ) and
the deformation O(Λ) at the scale Λ are the function of the cut-off scale Λ. The evolution
of quantities of the QFT along the energy scale scale Λ is called the Wilsonian Renormaliza-
tion Group flow. In the majority of cases, it is impossible to calculate the explicit solution
of physical quantities of field theory but the Wilsonian Renormalization Group flow provides
information of the cut-off Λ in physical quantities, which helps in dimensional analysis. If one
takes Λ→∞ limit, one could get information about the full path integral.
For gravity theory, likewise, one could separate fields along the radial cordinate r, φ =
φ(r > ǫ) + φ(ǫ0 < r < ǫ), and integrates out the short-length fields,
ZGRA =
∫
Dφǫ0<r<ǫDφr>ǫe
−Sbulk(φ) =
∫
Dφr>ǫe
−Sbulk(φ˜)−SB(φ˜), (1.3)
where φ represent the bulk fields, φ˜(x) = φ(r = ǫ, x) , SB is the boundary action defined
on r = ǫ, and Sbulk is the bulk action. As a result of the integration of the short-length
fields, information of the integrated fields appears in the boundary action SB from the last
equation. In the AdS/CFT context, the short-range part of the gravity theory of the first
equation corresponds to the high energy part(UV-region) and classical limit of the total action
Stot ≡ Sbulk + SB corresponds to the Wilsonian effective action S(Λ).[6] As a result of the
classical limit, the total action only contains effectively deformed part from the original bulk
action, and the deformed part is related to the single trace operator O in the dual field theory
by the AdS/CFT correspondence. More precisely, couplings of φ˜ ,φ˜2 , φ˜3... in the boundary
action SB correspond to expectation values of O, O2 O3... repectively.
Because the integrated degree of freedom contributes to the boundary action SB, the bound-
ary action gives boundary conditions for the bulk action in the region r > ǫ. By using variation
principle, the boundary condition appears as a form of the relation between the conjugate mo-
mentum of the bulk field and the boundary action. Moreover, by using the fact that the total
action Stot is invariant under the choice of arbitrary cut-off ǫ, taking derivative with respect to
ǫ gives evolution equation for SB. The evollution equation is called the flow equation of the
boundary action. From the definition of the conjugate momentum at the r = ǫ boundary, one
can construct Hamiltonian from the Legendre transformation of the Lagrangian. As a result,
the flow equation could be written as a form of the Hamilton-Jacobi equation [1] ,
∂ǫψH(φ, ǫ) = −
∫
r=ǫ
ddxHRGψH(φ, r) (1.4)
2
where HRG is the Hamiltonian and ψH ≡ e−SB . Then the solution of the Hamilton-jacobi
equation provides the forms of couplings on the r = ǫ hypersurface.
Stochastic quantization, on the other hand, is a different quantization method of fields apart
from the other quantization methods of fields such as canonical or path integral quantization.
[8] One unique feature of stochastic quantization is the existance of a new coordinate, a fictitious
time t. Stochastic quantization is a technique quantizing a field theory by using relaxation
process called Langevin equation, a type of the diffusion equation of a system coupled to a
thermal reservoir. A stochastic system starts from an initial fictitious time t = t0, where
the system is in a non-equilibrium state, and as t goes to infinity, the system settles down
to equilibrium. The main idea of stochastic quantization is that the partition function of
the equilibrium state has the same mathematical form of the partition function of Euclidean
quantum field theory, so we can match the stochastic system in equilibrium with the Euclidean
quantum system. In this equilibrium limit, statistical average values of physical quantities of
the stochastic system correspond to Euclidean vacuum expectation values of the field theory.
In stochastic quantization, a new field appears, and it is called a noise field η. This field
shows randomness, providing a property of the stochastic system, and the noise field mediates
interaction between a large heat reservoir and the system. The best known example for such
system is Brownian motion of a test particle. The particle’s motion in this system is called
Markovian process which is defined in the following situation : When a test particle collides
with particles of the background fluids, the probability distribution of the particle’s velocity
after collision does not depends on its velocities in its earlier time, but only depends on the
information just before the collision. In addition to the Markovian process, it is assumed that
the probability distribution of the noise η has the Gaussian form,
ZSQ =
∫
Dη exp
[
− 1
4k
∫
η2(x, t)dnxdt
]
(1.5)
and then the correlation functions between the noise fields are given by the delta-function form,
〈η(x, t)η(x′, t′)〉 ∝ δ(x− x′)δ(t− t′), (1.6)
which means the noise field is affected by the information just before its current time.
As mentioned above, the relaxation process of stochastic fields is called the Langevin equa-
tion. The form of the Langevin equation of the Braownian motion is
∂φ(x, t)
∂t
= −k ∂SE
∂φ(x, t)
+ η(x, t) (1.7)
where φ is a non-equilibrium stochastic field, SE is a non-equilibrium Euclidean action, and k
is a kernel used for convenience. The solution of the Langevin equation and the properties of
the noise field are used to obtain expectation values of the stochastic fields.
Contrary to the Langevin approach, one could represent the probability distribution with
the stochastic field φ instead of the noise field η by using the Langevin equation. In fact, this
process is a path integral with the stochastic fields, and the action of the path integral is called
the Fokker-Plank action SFP ,
ZSQ =
∫
[Dφ(0)]e−
SE [φ(0)]
2
∫
[Dφ]e−SFP (1.8)
3
where the Fokker-Plank action is written as
SFP =
∫ T
0
dt
∫
ddx[
1
4k
φ˙+
1
4
k(
δScl
δφ
)2 − 1
2
k
δ2Scl
δφ2
], (1.9)
[Dφ] =
∏
0<t<T
[Dφ(t)]. (1.10)
The fictitious time starts from t = 0 where system is in a non-equilibrium state and reaches to
t = T where system settles down in the equilibrium state.
In the last 10 years similarities between the two theories, Holographic Wilsonian Renor-
malization Group(HWRG) and Stochastic quantization, have been observed. Especially the
author of [7] links specifically between quantities of the two theories. The author sets the
initial time to t = −T and sets the time when the system settles into equilibrium to t = 0 in
stochastic quantization. Moreover the author newly defines a HWRG action as follows,
Z ′ =
∫
[Dφ0]e
−Id[φ0]ZGRA (1.11)
where Id is the classical limit of the total action and it is used for the Boltzmann weight.
Now the new partition function has boundary fields and bulk fields as integral elements. This
feature can be captured by stochastic partition function configuration (1.8). The author shows
that if one equate Z ′ and ZSQ, there is one to one correspondence between SFP , SE , t in the
stochastic quantization and Stot, 2Id, r in the HWRG. Moreover the Fokker-Plank equation of
motion has its Hamiltonian formalism,
∂tψS(φ, t) = −
∫
ddxHFPψS(φ, t) (1.12)
where ψS = P (φ, t)e
Sc[φ(t)]
2 andP (φ, t) is the probability distribution of the stochatic fields,
which can be matched by Hamiltonian equation of motion of AdS/CFT (1.4).
From the previous discovery of the similar mathematical structure between the two theories,
another specific relationship between the two theories which our paper follows is suggested [1].
Here are some of the details. (1) The classical action in stochastic quantization and the on-shell
action in AdS/CFT are related with Sc = −2Ios. (2) Equate the stochastic fictitious time t
with the radial coordinate r of AdS/CFT. (3) Hamiltonians of the two theories are same. The
results of the suggestion are summarized in two following parts.
Firstly, the AdS boundary action is related to the stochastic Fokker-plank lagrangian,
SB =
∫ t
dt′
∫
ddxLFP [φ(t, x)] (1.13)
where LFP is the Fokker-Plank Lagrangian.
Secondly, the two point correlations of AdS/CFT and stochastic quantization are related
as follows,
< φq(t)φq′(t) >
−1
H =< φq(t)φq′(t) >
−1
S −
1
2
δ2Sc
δφq(t)δq′(t)
(1.14)
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where Sc is the Euclidean classical action of the stochastic quantization. The relations between
the two theories are already examined with several examples, for example, scalar fields, vector
bosons, and massless fermions. The results are consistent with the suggestion[2, 3].
In this paper, we extend the massless fermion case to massive fermions, and show that
the the relation between the two theories are satisfied, so the massive fermion case is also
consistent with the suggestion. Overall procedures are similar to the previous massless case.
Thus we use similar notation with that of the previous massless fermion case. All calculations
are performed in Euclidean signature.
In previous massless fermion case, the fermion action needs additional boundary terms to
impose the Dirichlet boundary condition or the Neumann boundary condition on the boundary
consistently. Likewise, we add an additional boundary terms which give the Dirichlet boundary
condition and the Neumann boundary condition consistently into the fermion action,
Sadd = − i
∫
r=ǫ
ddk
[
χ¯+(k)χ−(−k)− iχ¯+(k)m
r
kµˆγµ
|k|2 χ+(−k)
]
, (1.15)
where the first term is also used in the previous massless case. However the first term gives
only the Dirichlet boundary in the massive case, so we add the second term to impose the
Neumann boundary condition. As you know, the additional boundary terms do not affect
the overall equation of motion of fermions, so these terms can solve the boundary condition
problem smoothly.
In Section 2, we obtain the explicit solutions of the fermionic field and the double trace
deformation in the AdS/CFT case with our notation. The calculation is already well performed
in [11]. The solutions are similar to the solution of the massless case, but several non-trivial
terms are included as well. For instance the double trace deformation is
Dαβ(ǫ, k) =
Eα(k)
|k|2 δαβ
(
|k|
Km+ 1
2
(|k|ǫ)−∆α,+Im+ 1
2
(|k|ǫ)
Km− 1
2
(|k|ǫ) + ∆α,+Im− 1
2
(|k|ǫ) −
m
r
)
, (1.16)
where K and I are modified bessel functions. The first term in the parenthesis is similar to
the previous solution, but the second term is new to the previous soltuion which goes to zero
when the mass is zero. In section 3, the stochastic calculation begins with the Euclidean action
Ec obtained from the on-shell action in Section 2. We first follow the Langevin approach, and
match the result with the previous AdS/CFT case, and identify the suggested relation,
〈χα(k, t)χ¯β(k, t)〉−1H = 〈χα(k, t)χ¯β(k, t)〉−1S −
1
2
−→
δ
δχ¯α(−k, t)Sc
←−
δ
δχβ(−k, t) . (1.17)
Lastly we calculate the Fokker-Plank action, and ensure that the Fokker-Plank Hamilto-
nian is exactly the same with the AdS/CFT Hamiltonian. Double trace deformation gotten
from Fokker-Plank approach also gives the same form with the double trace deformation of
AdS/CFT in (1.16).
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2 HolographicWilsonian Renormalization Group of mas-
sive fermions
In this section we review the HolographicWilsonian Renormalization Group of massive fermions
in Euclidean AdSd+1 space. Calculations and discussions about the HWRG of bulk fermions
are already performed in [10, 11] and we use similar notations with them. A discussion about
the boundary effective action for fermions is also well performed in [10, 11]
2.1 Setup for explicit calculation
The fermionic action in Euclidean AdS space is written as a bulk action Sbulk together with a
boundary action SB,
Stot = Sbulk + SB(ψ, ψ¯). (2.18)
where the AdS boundary is located on the r = ǫ hypersurface and the boundary action is a
functional of the fermionic fields ψ(ǫ) and ψ¯(ǫ) on the boundary. The metric of the Euclidean
AdSd+1 is
ds2 =
1
r2
(
dr2 +
d∑
µ,ν=1
δµνdx
µdxν
)
, (2.19)
where ‘r’ represents AdS radial coordinate, and the Greek indices on the coordinates x represent
the AdS boundary indicies. We start with the familiar fermion bulk action in AdS space,
Sbulk = −i
∫
r>ǫ
drddx
√
g(ψ¯ΓM∇Mψ −mψ¯ψ). (2.20)
where g is the determinant of the metric of the Euclidean AdS space, m is the mass of the field
ψ, and the fermionic field ψ¯ is related to ψ with the relation ψ¯ = ψ†Γ0ˆ. M represents the full
Euclidean AdS coordinates, and the covariant derivative ∇M is defined by
∇M = ∂M + 1
4
ωAˆBˆM ΓAˆBˆ, (2.21)
where ωAˆBˆM is a spin connection. ΓAˆBˆ is a generator which rotates spinors on the tagent space
ψ → eiǫAˆBˆΓAˆBˆψ, and ψ¯ → eiǫAˆBˆΓAˆBˆ ψ¯. (2.22)
where Aˆ and Bˆ represent the tangent space indices, ǫAˆBˆ is the rotation angle. The generator
ΓAˆBˆ is defined as ΓAˆBˆ ≡ ΓAˆΓBˆ − ΓBˆΓAˆ where ΓAˆ are gamma matrices of the tangent space.
For the case where the boundary space dimension d is odd, thus the bulk space dimension is
even, ΓM is defined by
Γrˆ =
(
I 0
0 −I
)
, and Γµˆ =
(
0 γµˆ
γµˆ 0
)
. (2.23)
where γµˆ are the gamma metrices of the boundary space-time, and I is the identity matrix.
The size of γµˆ and I is 2
d−1
2 × 2 d−12 . For the case where the boundary space dimension d is
6
even, thus the bulk space dimension is odd, Γrˆ is defined by Γrˆ ≡ γ 0ˆγ 1ˆ...γ dˆ−1 and Γµˆ is defined
by Γµ ≡ γµˆ where the size of gamma matrices is 2 d2 × 2 d2 .
We use the same notation with [10] for fermionic fields, Φ = (ggrr)1/4ψ and Φ¯ = (ggrr)1/4ψ¯
for convenience. With the newly defined fermionic fields and after trivial calculation, the bulk
action is written as
Sbulk = −i
∫
drddx
(
Φ¯Γrˆ∂rΦ+ Φ¯Γ
µˆ∂µΦ−√grrmΦ¯Φ
)
, (2.24)
where the hat indices represent the tangent space indices. We could decompose the fermionic
fields into χ and χ¯ fields, with the right-handed projection operator P+ = (1 + Γ
rˆ)/2 and the
left-handed projection operator P− = (1−Γrˆ)/2. So the fermionic fields are classified into four
kinds of fields
χ± =
1± Γrˆ
2
Φ, and χ¯± =
1∓ Γrˆ
2
Φ¯. (2.25)
If the boundary space dimension d is odd, χ and χ¯ fields are Dirac fermions on the boundary,
but are Weyl fermions in the bulk. So the fermionic field Φ can be written as decomposed
form,
Φ =
(
χ+
χ−
)
. (2.26)
On the other hand, if the boundary space dimension d is even, χ and χ¯ are Weyl fermions on
the boundary, but are Dirac fermions in the bulk.
2.2 Equations of motion and the solutions of the fermionic fields
We put the χ and χ¯ fields into the bulk action (2.24),
Sbulk = −i
∫
r>ǫ
drddk
[
− χ¯+(k)∂rχ−(−k) + χ¯−(k)∂rχ+(−k) (2.27)
− ikµχ¯+(k)γµˆχ+(−k)− ikµ χ¯−(k)γµˆχ−(−k)− m
r
χ¯+(k)χ−(−k)− m
r
χ¯−(k)χ+(−k)
]
.
By applying the principle of least action to the bulk action, we can get the equations of
motion for χ and χ¯ fields,
0 = ∂rχ+(−k)− ikµγµˆχ−(−k)− m
r
χ+(−k), (2.28)
0 = −∂rχ−(−k)− ikµγµˆχ+(−k)− m
r
χ−(−k), (2.29)
0 = −∂rχ¯−(k)− ikµχ¯+(k)γµˆ − m
r
χ¯−(k), (2.30)
0 = ∂rχ¯+(k)− ikµχ¯−(k)γµˆ − m
r
χ¯+(k). (2.31)
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There are four kinds of the equations, and one would think they are independent each other.
However the fermionic fields have the relation χ¯± = χ
†
±γ
0ˆ, so there are two independent
equations. If we combine the eqauation (2.28) and (2.29), we can get the equation for χ+,
r−m∂r(r
2m∂r(r
−mχα,+(k)))− |k|2χα,+(k) = 0, (2.32)
where α are spin indices and |k|2 ≡ kµkµ. The solution of the χ+ equation has a form of linear
combination of modified bessel functions Km− 1
2
(|k|r) and Im− 1
2
(|k|r). The general soultion of
the χ+ equation is given as
χα,+(k, r) = χ
(0)
α,+(k)r
1
2Km− 1
2
(|k|r) + χ(1)α,+(k)r
1
2 Im− 1
2
(|k|r), (2.33)
where χ
(0)
α,+ and χ
(1)
α,+ are coefficient spinors which are determined by boundary condition.
We could diagonalize kµγ
µ because we use the Euclidean metric and therefore kµγ
µ is
hermitian matrix as follows
[kµγ
µ]αβ = Eα(k)δαβ , (2.34)
where Eα(k) is the eigenvalue of a diagonalized eigenvector |α〉 where
|α〉 =


0
0...
1
...0
0

← αth row. (2.35)
Then we can write the solution of the χ+ equation as an eigenvector form,
χα,+(k, r) = Nα,+r
1
2


0
0...
Km− 1
2
(|k|r) + ∆α,+(k)Im− 1
2
(|k|r)
...0
0

← αth row, (2.36)
≡ Nα,+r 12 [Km− 1
2
(|k|r) + ∆α,+(k)Im− 1
2
(|k|r)]|α〉,
where Nα,+ and ∆α,+ are coefficient functions of k, which are also determined by boundary
condition.
Like the χ+ field, If we combine the quation (2.28) and (2.29) with respect to the χ− field,
we can get the equation for the χ− field and the solution, and the result is similar to the case
for the χ+ field,
χα,−(k, r) = χ
(0)
α,−(k)r
1
2Km+ 1
2
(|k|r) + χ(1)α,−(k)r
1
2 Im+ 1
2
(|k|r), (2.37)
where χ
(0)
α,− and χ
(1)
α,− are coefficient spinors. The soltuion is also written as a vector form as
follows
χα,−(k, r) = Nα,−r
1
2 (Km+ 1
2
(|k|r) + ∆α,−(k)Im+ 1
2
(|k|r))|α〉, (2.38)
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where Nα,− and ∆α,− are coefficient functions of k.
We can get relations between the coefficients of the χ+ and χ− fields by putting the solutions
into the equaions of motion (2.28) and (2.29),
χ
(0)
α,+(k) =
ikνγ
νˆ
|k| χ
(0)
α,−(k) and χ
(1)
α,+(k) = −
ikνγ
νˆ
|k| χ
(1)
α,−(k). (2.39)
Similarly we could get the solutions for the χ¯± fields by combining the equations of motion
(2.30) and (2.31),
χ¯α,+(k, r) = χ¯
(0)
α,+(k)r
1
2Km− 1
2
(|k|r) + χ¯(1)α,+r
1
2 (k)Im− 1
2
(|k|r), (2.40)
and χ¯α,−(k, r) = χ¯
(0)
α,−(k)r
1
2Km+ 1
2
(|k|r) + χ¯(1)α,−(k)r
1
2 Im+ 1
2
(|k|r), (2.41)
where χ¯
(0)
α,± and χ¯
(1)
α,± are coefficient spinors determined by boundary condition. The coefficient
spinors of the χ¯± fields are related by the equations of motion (2.30) and (2.31),
χ¯
(0)
α,+(k) = −
ikν
|k| χ¯
(0)
α,−(k)γ
νˆ and χ¯
(1)
α,+(k) =
ikν
|k| χ¯
(1)
α,−(k)γ
νˆ . (2.42)
2.3 Additional boundary terms and boundary conditions
There are total derivative boundary terms which are left from the principle of least action
principle given by
δSbulk = i
∫
r=ǫ
ddk
[
χ¯+(k)δχ−(−k)− χ¯−(k)δχ+(−k)
]
. (2.43)
To remove the total derivative term, we should impose the Dirichlet boundary condition to
the χ+ field, and also to the χ− field. But two kinds of fields are related by the equations
of motion, imposing the Dirichlet boundary condition to both side is inconsistent. Because
additional boundary terms don’t affect the equations of motion, we could add the following
boundary terms to the original bulk action
Sb = − i
∫
r=ǫ
ddk
[
χ¯+(k)χ−(−k)− iχ¯+(k)m
r
kµˆγµ
|k|2 χ+(−k)
]
. (2.44)
In fact, the first term is sufficient If we just want to impose the Dirichelt boundary condition
only. However we can also impose the Neumann boundary condition with the second term.
Together with the additional boundary terms, the variation of the total action becomes
δ(Sˆ) = −i
∫
r=ǫ
ddk
[
δχ¯+(k)χ−(−k) + χ¯−(k)δχ+(−k)− iδχ¯+(k)m
r
kµˆγµ
|k|2 χ+(−k) (2.45)
− iχ¯+(k)m
r
kµˆγµ
|k|2 δχ+(−k)
]
,
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and the boundary terms vanish by imposing the Dirichlet boundary condition or the Neumann
boundary condtion on χ+ fields. The fermionic bulk action is newly defined as the sum of the
original bulk action and the aditional boundary term
Sˆ = Sbulk + Sb. (2.46)
By using the equations of motion, we can substitute the χ+ and χ¯+ fields for the χ− and
χ¯− fields in the total action. In other words, we can write the total action in terms of the χ+
and the χ¯+ fields only,
Stot = Sˆ + SB(χ+, χ¯+), (2.47)
where the new bulk action Sˆ is written with with χ+ and χ¯+ fields
Sˆ = −
∫
drddk
[
∂rχ¯+(k, r)
kµˆγ
µˆ
|k|2 ∂rχ+(−k, r) + χ¯+(k, r)kµˆγ
µˆχ+(−k, r) (2.48)
+
m(m− 1)
r2
χ¯+(k, r)
kµˆγ
µˆ
|k|2 χ+(−k, r)
]
.
2.4 The Flow equation of fermion and the two-point correlation
We get the conjugate momentums of χ+ and χ¯+ fields from the variation of the total action,
Π+(k) ≡
−→
δ Sˆ
δ∂rχ¯+(−k) = −
kµγ
µˆ
|k|2 ∂χ+(k) =
−→
δ SB
δχ¯+(−k) , (2.49)
Π¯+(k) ≡
←−
δ Sˆ
δ∂rχ+(−k) = −
kµγ
µˆ
|k|2 ∂χ¯+(k) =
←−
δ SB
δχ+(−k) ,
where the third equations of each array come after varying the total action and applying the
principle of least action. We get the flow equation of the boundary action by derivating the
equation (2.47) with respect to the radial cut-off ǫ,
∂ǫSB =
∫
r=ǫ
ddk
[( ←−
δ SB
δχ+(−k)
)
kµγ
µˆ
( −→
δ SB
δχ¯+(k)
)
(2.50)
− χ¯+(k)kµ
(
1 +
m(m− 1)
r2|k|2
)
γµˆχ+(−k)
]
,
To solve the flow equation, we use a trial functional of SB given by
SB = Λ(ǫ) +
∫
ddk
[
J¯(k, ǫ)χ+(−k) + χ¯+(k)J(−k, ǫ) + χ¯+(k)D(k, ǫ)χ+(−k)
]
, (2.51)
where Λ is constant, and J and J¯ and D are functions of k. As a results of putting the trial
functional into the flow equation (2.50), we get four equations about the coefficients,
∂ǫΛ(ǫ) =
∫
ddkJ¯(k, ǫ)γµˆkµJ(−k, ǫ), (2.52)
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∂ǫJ¯(k, ǫ) = J¯(k, ǫ)γ
µˆkµD(k, ǫ), (2.53)
∂ǫJ(−k, ǫ) = D(k, ǫ)γµˆkµJ(−k, ǫ), (2.54)
and ∂ǫD(k, ǫ) = −kµγµˆ
(
1 +
m(m− 1)
r2|k|2
)
+D(k, ǫ)kµγ
µˆD(k, ǫ). (2.55)
In contrast with the other equations, the last equation is written only with the coefficient of
χ2, so we solve the last equation first. The form of the solution is easily inferred from [6],
D(k, ǫ) = −
∑
α,β
[kνγ
νˆ ]αβ
|k|2 ∂ǫχβ,+(k, ǫ)χ
−1
α,+(k, ǫ), (2.56)
= −
∑
α
Eα(k)
|k|2 ∂ǫχα,+(k, ǫ)χ
−1
α,+(k, ǫ),
where χ−1α,+(k, ǫ) =
1
Nα,+r
1
2 (Km− 1
2
(|k|ǫ) + ∆α,+(k)Im− 1
2
(|k|ǫ))〈α|. (2.57)
We get the explicit form of the χ2 coefficient by putting the solution of the χ+ fields into the
χ2 coefficient,
Dαβ(ǫ, k) =
Eα(k)
|k|2 δαβ
(
|k|
Km+ 1
2
(|k|ǫ)−∆α,+Im+ 1
2
(|k|ǫ)
Km− 1
2
(|k|ǫ) + ∆α,+Im− 1
2
(|k|ǫ) −
m
r
)
. (2.58)
The coefficient of χ2 is related with the two point correlation function of the dual CFT from
the AdS/CFT correspondence as follows,
〈χα,+(k, t)χ¯β,+(k, t)〉−1H = Dαβ . (2.59)
3 Stochastic quantization of massive fermions
Classical action The on shell action Ios can be gotten from putting the equations of mo-
tion into the fermion action. Because the equations of motion make the original bulk action
disappear, the rest terms are just the additional boundary terms which are given as
Ios = Sb = − i
∫
r=ǫ
ddk
[
χ¯+(k)χ−(−k)− iχ¯+(k)m
r
kµˆγµ
|k|2 χ+(−k)
]
, (3.60)
Because the first kind modified bessel function Im− 1
2
diverges at ǫ = 0, the forms of the χ+
fields are made up with the second kind modified bessel function,
χ+(k, r) = χ
(0)
+ (k)Km− 1
2
(|k|r), (3.61)
and χ¯+(k, r) = χ¯
(0)
+ (k)Km− 1
2
(|k|r). (3.62)
Then the on-shell action can be written with the χ+ and χ¯+ fields as follows,
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Ios = −
∫
ddkχ¯+(k, ǫ)
(
kµγ
µˆ
|k|2
)
χ+(−k, ǫ)∂ǫ log
(
ǫ
1
2Km− 1
2
(|k|ǫ)
)
. (3.63)
The start point of stochastic quanziation is the suggestion Sc = −2Ios. So the classical
action of the Stochastic quantization Sc is given by
Sc = 2
∫
ddkχ¯+(k, ǫ)
(
kµγ
µˆ
|k|2
)
χ+(−k, ǫ)∂ǫ log
(
ǫ
1
2Km− 1
2
(|k|ǫ)
)
. (3.64)
3.1 Langevin approach
The general forms of the langevin equation for fermion fields are
∂χ+(k, t)
∂t
= −V (k)1
2
−→
δ Sc
δχ¯+(k, t)
+ η(k, t), (3.65)
∂χ¯+(k, t)
∂t
= −V (k)1
2
←−
δ Sc
δχ+(−k, t) + η¯(k, t), (3.66)
where V (k) is a kernel used for convenience. In this case, we use the simple one
V (k) = −kνγ νˆ . (3.67)
Due to the kernel, the partion function of the Stochastic quantization change slightly
Z =
∫
DηDη¯ exp
(
−
∫
dtddkδαβ η¯α(k, t
′)V −1(k)ηβ(−k, t′)
)
. (3.68)
For explicit caculation, we put the classcial action and the kernel into the Langevin equa-
tions, then the Langevin equation becomes
∂χ+(k, t)
∂t
= ∂t log
(
t
1
2Km− 1
2
(|k|t)
)
χ+(k, t) + η(k, t), (3.69)
∂χ¯+(k, t)
∂t
= χ¯+(k, t)∂t log
(
t
1
2Km− 1
2
(|k|t)
)
+ η¯(k, t). (3.70)
The solutions of the Langevin equations are as follows,
χ+(k, t) =
∫ t t 12Km− 1
2
(|k|t)
t′
1
2Km− 1
2
(|k|t′)η(k, t
′)dt′, (3.71)
χ¯+(k, t) =
∫ t t 12Km− 1
2
(|k|t)
t′
1
2Km− 1
2
(|k|t′) η¯(k, t
′)dt′. (3.72)
With the solutions of the χ fields, we can compute the two-point correlation of the χ+ fields
in the stochastic quantizaiton side,
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〈χα,+(k, t)χ¯β,+(k′, t)〉 =
∫ t
t0
∫ t
t0
tKm− 1
2
(|k|t)Km− 1
2
(|k|′t)
t˜
1
2Km− 1
2
(|k|t˜)t˜′ 12Km− 1
2
(|k|t˜′)〈ηk,α(t˜)η¯k
′,β(t˜
′)〉dt˜dt˜′ (3.73)
= −kµγµˆαβδ(k + k′)tKm− 12 (|k|t)
2
∫ t
t0
dt˜
1
tKm− 1
2
(|k|t˜)2
= −kµγµˆαβδ(k + k′)t
(
Km− 1
2
(|k|t)Im− 1
2
(|k|t) +Km− 1
2
(|k|t)2
Im− 1
2
(|k|t0)
Km− 1
2
(|k|t0)
)
= −Eα(k)δαβδ(k + k′)tKm− 1
2
(|k|t)Im− 1
2
(|k|t)
(
1 +
Km− 1
2
(|k|t)
∆˜αIm− 1
2
(|k|t)
)
.
Now we already get the two-point correlation of both theories. However, we should set the
initial time t0 of stochastic quantizaiton to match the results of two theories. In this case,
the initial time t0 =
1
|k|
(
K
m− 12
I
m− 12
)−1
(−∆˜α) is used. We can check out the relation between
stochastic quantization and AdS/CFT,
〈χα,+(k, t)χ¯β,+(k, t)〉−1H = 〈χα,+(k, t)χ¯β,+(k, t)〉−1S −
1
2
−→
δ
δχ¯α,+(−k, t)Sc
←−
δ
δχβ,+(−k, t) . (3.74)
Although the calculation seems boring, but the result is simple. The Langevin approach is
consistent with the result of the AdS/CFT.
3.2 Fokker-Plank approach
The second way which can be used to compute the double trace operator is the Fokker-Plank
way. The general form of the Fokker-Plank Lagrangian is gotten from the stochastic partition
function of fermions,
LFP = ∂χ¯α(k, t)
∂t
[V −1]αβ(k)
∂χβ(−k, t)
∂t
(3.75)
− 1
2
χ¯α(k, t)∂
2
t log
(
t
1
2Km− 1
2
(|k|t)
)
χβ(−k, t) + 1
4
←−
δ Sc
δχα
Vαβ(k)
−→
δ Sc
δχ¯β
.
where we use the same kernel V (k) with the Langevin’s approach. As a result of putting the
kernel and the classical action into the Fokker-Plank Lagrangian, the Fokker-plank action is
given by
SFP = −
∫
dtddk
[
∂tχ¯+(k, t)
kµˆγ
µˆ
|k|2 ∂tχ+(−k, t) + χ¯+(k, t)kµˆγ
µˆχ+(−k, t) (3.76)
+
m(m− 1)
t2
χ¯+(k, t)
kµˆγ
µˆ
|k|2 χ+(−k, t)
]
.
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You can check that the Fokker-Plank action is same with the newly defined bulk action in the
AdS/CFT section (2.48) if we put the suggested condition (1) r = t referred in the introduction.
From the Fokker-Plank action, we could compute equations of motion of the χ+ and χ¯+ fields
by applying the principle of least action. The result for the χ+ field is
∂2t χα(k, t)−
(
k2 +
m(m− 1)
t2
)
χα(k, t) = 0. (3.77)
where α are spin indeces. The solutions of the equations of motion also are given as the linear
combination of the modified bessel functions. The result of inserting the equations of motion
into the Fokker-Plank action is the following boundary terms,
SFP = −
∫
ddk
(
χ¯(k, t′)
kµγ
µˆ
k2
∂χ(−k, t′)
∂t′
)∣∣∣∣
t′=t
t′=t0
. (3.78)
For convenience, we take out the dependancy of t′ from the χ+ field,
χα,+(k, t
′) = ζ−1α,+(k, t)ζα,+(k, t
′)χα,+(k, t), (3.79)
where ζα,+(k, t) = N˜α[Km− 1
2
(|k|t) + ∆˜α(k)Im− 1
2
(|k|t)]|α〉. (3.80)
And likewise the χ¯+ field also can be written as
χ¯α,+(k, t
′) = χ¯α,+(k, t)ζ¯
−1
α,+(k, t)ζ¯α,+(k, t
′), (3.81)
where ζ¯α,+α(k, t) = ζ¯α,0(k)Km− 1
2
(|k|t) + ζ¯α,1(k)Im− 1
2
(|k|t)(|k|t), (3.82)
Finally we put the χ+ and χ¯+ fields into the Fokker-Plank action,
SFP =
∑
α,β
∫
ddk
[
χ¯α,+(k, t)
(−[kµγµˆ]αβ
|k|2
)
ζ−1β,+(−k, t)
∂ζβ,+(−k, t)
∂t
χβ,+(−k, t)
]
, (3.83)
=
∑
α,β
∫
ddk
[
χ¯α,+(k, t)
(−E(k)δαβ
|k|2 ζ
−1
β,+(−k, t)
∂ζβ,+(−k, t)
∂t
)
χβ,+(−k, t)
]
,
=
∑
α,β
∫
ddk
[
χ¯α,+(k, t)
(
E(k)δαβ
|k|2 |k|
Km+ 1
2
(|k|ǫ)−∆β,+Im+ 1
2
(|k|ǫ)
Km− 1
2
(|k|ǫ) + ∆β,+Im− 1
2
(|k|ǫ)
− m
r
)
χβ,+(−k, t)
]
,
=
∫
ddkχ¯+(k, t)D(k, t)χ+(−k, t),
where we impose the condition on t0 which is same with the Langevin approach,
t0 =
1
|k|
(
Km− 1
2
Im− 1
2
)−1
(−∆˜α) (3.84)
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Here, the boundary terms vanish at the initial time t = t0. As we expected, the χ
2 coefficient
D(k, t) of stochastic quantization is same with the χ2 coefficient of AdS/CFT(2.58) if we change
r → t. The constant term and the one point function terms of the χ and χ¯ fields disappear
because of the initial condtion, but if we set other initial time, then we can also check the other
terms, in the trial function of the boundary action (2.51).
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