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Real-Variable Characterizations of Local Hardy Spaces on Spaces of
Homogeneous Type
Ziyi He, Dachun Yang∗ and Wen Yuan
Abstract Suppose that (X, d, µ) is a space of homogeneous type, with upper dimension
µ, in the sense of R. R. Coifman and G. Weiss. Let η be the Ho¨lder regularity index of
wavelets constructed by P. Auscher and T. Hyto¨nen. In this article, the authors introduce the
local Hardy space h∗,p(X) via local grand maximal functions and also characterize h∗,p(X)
via local radial maximal functions, local non-tangential maximal functions, locally atoms
and local Littlewood–Paley functions. Furthermore, the authors establish the relationship
between the global and the local Hardy spaces. Finally, the authors also obtain the finite
atomic characterizations of h∗,p(X). As an application, the authors give the dual spaces of
h∗,p(X) when p ∈ (ω/(ω + η), 1), which further completes the result of G. Dafni and H. Yue
on the dual space of h∗,1(X). This article also answers the question of R. R. Coifman and
G. Weiss on the nonnecessity of any additional geometric assumptions except the doubling
condition for the radial maximal function characterization of H1cw(X) when µ(X) < ∞.
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1 Introduction
The real-variable theory of global Hardy spaces on the Euclidean space Rn were essentially
developed by Stein and Weiss [42] and later by Fefferman and Stein [14]. Moreover, Coifman [9]
obtained the atomic characterization of global Hardy spaces on R and, later, Latter [33] generalized
the result of Coifman to Rn for any n ∈ N. For any p ∈ (0, 1], by the atomic characterization of
Hp(Rn), it can be seen that any element in Hp(Rn) has a kind of cancellations, which implies that
the space S(Rn) of all Schwartz functions is not dense in Hp(Rn). For more studies on Hp(Rn),
see, for instance, [41, 32, 16, 20, 21].
In 1979, Goldberg [17] introduced the local Hardy space hp(Rn), with any given p ∈ (0, 1],
via using the local Riesz transforms (see [17, p. 28] for the details), obtained their atomic char-
acterizations and proved the boundedness of pseudo-differential operators on hp(Rn). Differently
from the global Hardy space Hp(Rn), in the atomic characterization of hp(Rn), the cancellation
property is needed only for those atoms with small supports, while, in the atomic characteriza-
tion of Hp(Rn), the cancellation property is needed for all atoms. This makes S(Rn) dense in
hp(Rn). Therefore, local Hardy spaces are more suitable to problems of strong locality such as
these problems associated with partial differential equations and manifolds.
From then on, local Hardy spaces have become an important topic in harmonic analysis and
attracted many attentions. In [17], Goldberg obtained the maximal function characterizations of
hp(Rn) when p ∈ ((n − 1)/n, 1]. Peloso and Silvia [38] extended the result of Goldberg to all
p ∈ (0, 1]. Later, Chang et al. [7] obtained a div-curl decomposition for local Hardy space h1(Rn).
In 1983, Triebel [44] proved that hp(Rn) coincides with the Triebel–Lizorkin space F0
p,2
(Rn), via
first establishing the Littlewood–Paley characterizations of hp(Rn). In 1981, Bui [3] introduced
the weighted local Hardy space h
p
w(R
n) for any Muckenhoupt A∞(R
n)-weight w. Later, Rychkov
[39] generalized the result of Bui to Aloc∞ (R
n)-weights and obtained the Littlewood–Paley function
characterizations of h
p
w(R
n). In 2012, Nakai and Sawano [36] introduced the local Hardy spaces
with exponent variables. Meanwhile, Yang et al. [47] introduced the local Musielak–Orlicz Hardy
spaces (see also [46]). Recently, Sawano et al. [40] introduced the local Hardy type spaces built on
ball quasi-Banach spaces. On another hand, Betancor and Damia´n [2] introduced the anisotropic
local Hardy spaces, whose underlying space is more likely to be a space of homogeneous type.
Let us recall the notion of spaces of homogeneous type introduced by Coifman and Weiss
[10]. A quasi-metric space (X, d) is a non-empty set X equipped with a quasi-metric d, that is, a
non-negative function on X × X satisfying that, for any x, y, z ∈ X,
(i) d(x, y) = 0 if and only if x = y;
(ii) d(x, y) = d(y, x);
(iii) there exists a constant A0 ∈ [1,∞), independent of x, y and z, such that d(x, y) ≤ A0[d(x, z)+
d(z, y)].
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It is easy to see that, if A0 = 1, then (X, d) is a metric space. The ball B centered at x0 ∈ X with
radius r ∈ (0,∞) is defined by setting
B = B(x0, r) := {y ∈ X : d(x, y) < r}.
Recall that a subset U of X is said to be open if, for any x ∈ U, there exists ǫ ∈ (0,∞) such
that B(x, ǫ) ⊂ U. It can be seen that the family of all open sets of X determines a topology of X.
A triple (X, d, µ) is called a space of homogeneous type if (X, d) is a quasi-metric space and µ is
a positive measure, defined on the σ-algebra generated by all open sets and balls, satisfying the
following doubling condition: there exists a constant C(µ) ∈ [1,∞) such that, for any ball B,
µ(2B) ≤ C(µ)µ(B).
Here and hereafter, for any τ ∈ (0,∞) and ball B, τB denotes the ball centered at the same center
as B with radius τ times that of B. It follows from the doubling condition that, for any λ ∈ [1,∞)
and ball B,
(1.1) µ(λB) ≤ C(µ)λ
ωµ(B),
where ω := log2C(µ) is called the upper dimension of X. If d is a metric, then we call X a doubling
metric measure space.
According to [11, pp. 587–588], we always make the following assumptions throughout this ar-
ticle. For any point x ∈ X, assume that the balls {B(x, r)}r∈(0,∞) form a basis of open neighborhoods
of x, but these balls themselves are not necessary to be open; assume that µ is Borel regular, which
means that open sets are measurable and every set A ⊂ X is contained in a Borel set E satisfying
that µ(A) = µ(E); we also assume that µ(B(x, r)) ∈ (0,∞) for any x ∈ X and r ∈ (0,∞). For the
presentation concision, we always assume that (X, d, µ) is non-atomic [namely, µ({x}) = 0 for any
x ∈ X].
In 1977, Coifman and Weiss [11] introduced Hardy spaces H
p
cw(X) on a space X of homoge-
neous type by using atoms. Observe that, to some extend, when µ(X) < ∞, H
p
cw(X) has many
similarities to hp(Rn), such as the property of atoms, dual spaces and so on. Recently, Dafni and
Yue [12] introduced the local Hardy space h1(X) on a space X of homogeneous type and proved
the dual space of h1(X) is bmo(X), the local space of functions of bounded mean oscillation (see
also [13]). Later, Gong et al. [19] introduced the local Hardy spaces associated with operators on
doubling metric measure spaces. In 2014, Bui and Duong [4] introduced Hardy spaces associated
with discrete Laplacian on doubling graphs which can be seen as special case of spaces of homo-
geneous type, via atomic decomposition. In 2018, Bui et al. [5] obtained the maximal function
characterizations of local Hardy spaces associated with some non-negative self-adjoint operator
L. Recently, Bui et al. [6] showed that, when µ(X) < ∞, for any operator L with its heat kernels
having good decay properties, then the Hardy spaces associated with L coincide with the Hardy
spaces of Coifman and Weiss.
Recall that (X, d, µ) is called an RD-space if it is a doubling metric measure space and satisfies
the following reverse doubling condition: there exist positive constants C˜ ∈ (0, 1] and κ ∈ (0, ω]
such that, for any ball B(x, r) with x ∈ X, r ∈ (0, diam X/2) and λ ∈ [1, diam X/[2r]),
C˜λκµ(B(x, r)) ≤ µ(B(x, λr)),
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here and hereafter, diam X := supx, y∈X d(x, y). In [25], Han et al. introduced the inhomogeneous
Besov and Triebel–Lizorkin spaces on RD-spaces by using the inhomogeneous approximations
of the identity. They also introduced the local Hardy space hp(X) with p ≤ 1 but near to 1 on
RD-spaces as a special case of inhomogeneous Triebel–Lizorkin spaces and obtained its atomic
characterization by using the inhomogeneous Caldero´n reproducing formulae on RD-spaces es-
tablished in [25]. As an application, Yang and Zhou [48] characterized inhomogeneous Besov and
Triebel–Lizorkin spaces by using these local Hardy spaces. Moreover, the real-variable theory of
Hardy-type spaces on RD-spaces has been completed; see, for instance, [24, 25, 22, 49].
Now we return to the case that (X, d, µ) is a space of homogeneous type. Recently, the inhomo-
geneous Caldero´n reproducing formulae on spaces of homogeneous type without any additional
reverse doubling condition were established in [28]. It is well known that Caldero´n reproducing
formulae are very useful and important tools in the study on function spaces, including Hardy
spaces, Besov spaces and Triebel–Lizorkin spaces. Therefore, the existence of inhomogeneous
Caldero´n reproducing formulae provides the possibilities to study local Hardy spaces on X. This
is one motivation of this article.
Another motivation of this article is the real-variable theory of Hardy spaces established in [27].
As an application of the Caldero´n reproducing formulae obtained in [28], He et al. [27] developed
a complete real-variable theory of global Hardy spaces Hp(X) on a space X of homogeneous type
with p ∈ (ω/(ω + η), 1], where ω, as in (1.1), denotes the upper dimension of X and η represents
the Ho¨lder regularity of inhomogeneous approximations of the identity with exponential decay
(see Definition 2.4 below). In what follows, to distinguish the local Hardy space studied in this
article, we call Hp(X) the global Hardy space. As is well known from [18], the local Hardy space
has similar properties to the global Hardy space. This motivates us to establish the related theory
of local Hardy spaces on spaces of homogeneous type. Moreover, it should be mentioned that
Hardy spaces on spaces of homogeneous type can be used in endpoint estimates on commutators
and bilinear decompositions; see, for instance, [15, 30, 31].
In this article, we introduce various local Hardy spaces with any given p ∈ (ω/(ω + η),∞]
on a space X of homogeneous type via various maximal functions, and then prove that all these
local Hardy spaces are mutually equivalent, which are hence denoted by hp(X). When p ∈ (1,∞],
the equivalence between the local Hardy space hp(X) and the Lebesgue space Lp(X) is also ob-
tained. Moreover, using the Caldero´n–Zygmund decomposition proved in [27], we obtain the
atomic characterization of hp(X) for any given p ∈ (ω/(ω + η), 1]. We also characterize hp(X) via
local Littlewood–Paley functions by using the molecular characterization of hp(X). Moreover, we
compare the local Hardy space hp(X) with the global Hardy space Hp(X). Finally, we obtain the
finite atomic characterization of local Hardy spaces and, as an application, we give the dual space
of local Hardy spaces.
Comparing our results with those in [12], we introduce the local Hardy space hp(X), not only
h1(X), with any given p ∈ (ω/(ω + η), 1] which, according to [27], should be the optimal range of
p. Moreover, in [12], Dafni and Yue obtained the atomic characterization of h1(X), while, in this
article, we not only obtain the atomic characterization of hp(X), but also characterize hp(X) via
various maximal functions and Littlewood–Paley functions.
Also, note that the anisotropic Euclidean space Rn is a special space of homogeneous type.
Thus, our results cover the results in [2] when p ∈ (n/(n + 1), 1]. Moreover, compared with the
results in [2], ours also contain the Littlewood–Paley function and finite atomic characterizations
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of local Hardy spaces.
In addition, we point out that local Hardy spaces also play an important role in geometric
analysis and partial differential equations. For instance, Taylor [43] introduced the Hardy space on
a completely Riemannian manifold with bounded geometry by using a similar way to the definition
of local Hardy spaces; Chang et al. [8] introduced two kinds of Hardy spaces on a smooth and
bounded domain by using local Hardy spaces on RN and studied the boundary problems of elliptic
equations.
Recall that, in [11], Coifman and Weiss obtained the radial maximal function characterization
of H1cw(X) under an additional geometrical assumption. They also asked whether or not such an
additional geometrical assumption can be removed to obtain the radial maximal function charac-
terization of H1cw(X). In [27], He et al. answered this question when µ(X) = ∞ by showing that no
additional geometrical assumption is necessary to guarantee the radial maximal function charac-
terization of H1cw(X). In this article, we give the same answer in the case µ(X) < ∞ by establishing
the radial maximal function characterization of h1(X) and the equivalence between H1cw(X) and
h1(X). Moreover, a similar conclusion also holds true for hp(X) when p ≤ 1 but near 1.
The organization of this article is as follows.
In Section 2, we recall the notions of test functions and distributions introduced in [25] (see
also [24]). Moreover, we recall the notion of inhomogeneous approximations of the identity with
exponential decaying (for short, exp-IATI) which play a very important role in introducing the
local Hardy spaces.
In Section 3, we introduce three kinds of local Hardy spaces via grand maximal functions,
radial maximal functions and non-tangential maximal functions, respectively. We prove that all
three kinds of Hardy spaces are mutually equivalent by using the inhomogeneous Caldero´n re-
producing formulae established in [28]. Moreover, when p ∈ (1,∞], we further show that the
aforementioned three kinds of Hardy spaces are essentially the Lebesgue space. Observe that the
definition of the radial maximal function is different from the Euclidean case, due to the special
forms of inhomogeneous discrete Caldero´n reproducing formulae.
Section 4 mainly concerns about the atomic characterizations of local Hardy spaces. We intro-
duce the notion of local atoms. Compared with the global atom of Hardy spaces, the local atom
has the cancellation property only when its support is small. We first show that any local atom
belongs to local Hardy spaces with its (quasi-)norm uniformly bounded. To show the contrary
conclusion, we find a dense space of the local Hardy space and obtain an atomic decomposition
for elements in this dense subspace. Then we use a density argument (see [27] or [35]) to obtain
an atomic decomposition for any element in the local Hardy space.
In Section 5, we obtain the Littlewood–Paley function characterizations of local Hardy spaces
via using the molecular characterization. We first introduce another kind of local Hardy spaces
by using Lusin area functions. We show that these local Hardy spaces are independent of the
choice of exp-IATIs (see Theorem 5.1 below). Then we prove that these local Hardy spaces have
molecular characterizations, which are equivalent to the atomic ones (see Theorem 5.4 below).
Moreover, by the atomic characterizations, we further establish the Littlewood–Paley g-function
and g∗λ-function characterizations of these local Hardy spaces.
In Section 6, we consider the differences and the relationship between global and local Hardy
spaces. Generally speaking, when µ(X) = ∞, we show that all test functions belong to local
Hardy spaces, while only test functions with cancellation property belong to Hp(X). Moreover,
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we obtain a relationship between the local and the global Hardy spaces; see Section 6.1 below.
When µ(X) < ∞, we show that these two kinds of Hardy spaces are essentially the same; see
Section 6.2 below.
In Section 7, we mainly concern about the dual space of local Hardy spaces. To this end, we
first obtain the finite atomic characterization of local Hardy spaces, whose proof is similar to the
proof of the finite atomic characterization of global Hardy spaces obtained in [27]; see Section
7.1. By this, we introduce the local versions of Campanato spaces and Lipschitz spaces. We prove
that these spaces are the dual spaces of local Hardy spaces by using some ideas from the proof of
[11, Theorem B].
At the end of this section, we make some conventions on notation. We always assume that ω is
as in (1.1) and η is the Ho¨lder regularity index of inhomogeneous approximations of the identity
with exponential decay (see Definition 2.4 below). We assume that δ is a very small positive
number, for instance, δ ≤ (2A0)
−10 in order to construct the dyadic cube system and the wavelet
system on X (see [29, Theorem 2.2] or Lemma 2.3 below). For any x, y ∈ X and r ∈ (0,∞), let
Vr(x) := µ(B(x, r)) and V(x, y) := µ(B(x, d(x, y))),
where B(x, r) := {y ∈ X : d(x, y) < r}. We always let N := {1, 2, . . .} and Z+ := N ∪ {0}. For
any p ∈ [1,∞], we use p′ to denote its conjugate index, namely, 1/p + 1/p′ = 1. The symbol C
denotes a positive constant which is independent of the main parameters, but it may vary from line
to line. We also use C(α,β,...) to denote a positive constant depending on the indicated parameters
α, β, . . . . The symbol A . B means that there exists a positive constant C such that A ≤ CB.
The symbol A ∼ B is used as an abbreviation of A . B . A. We also use A .α,β,... B to indicate
that here the implicit positive constant depends on α, β, . . . and, similarly, A ∼α,β,... B. We use the
following convention: If f ≤ Cg and g = h or g ≤ h, we then write f . g ∼ h or f . g . h, rather
than f . g = h or f . g ≤ h. For any s, t ∈ R, denote the minimum of s and t by s ∧ t and the
maximum by s ∨ t. For any finite set J , we use #J to denote its cardinality. Also, for any set E
of X, we use 1E to denote its characteristic function and E
∁ the set X \ E.
2 Inhomogeneous Caldero´n reproducing formulae
In this section, we recall the inhomogeneous Caldero´n reproducing formulae established in
[28]. To this end, we first recall the definitions of test functions and distributions.
Definition 2.1. Let x1 ∈ X, r ∈ (0,∞), β ∈ (0, 1] and γ ∈ (0,∞). A function f defined on X
is called a test function of type (x1, r, β, γ), denoted by f ∈ G(x1, r, β, γ), if there exists a positive
constant C such that
(i) (the size condition) for any x ∈ X,
| f (x)| ≤ C
1
V1(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
;
(ii) (the regularity condition) for any x, y ∈ X satisfying d(x, y) ≤ (2A0)
−1[r + d(x1, x)],
| f (x) − f (y)| ≤ C
[
d(x, y)
r + d(x1, x)
]β
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
.
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For any f ∈ G(x1, r, β, γ), define its norm
‖ f ‖G(x1 ,r,β,γ) := inf{C ∈ (0,∞) : C satisfies (i) and (ii)}.
Moreover, define
G˚(x1, r, β, γ) :=
{
f ∈ G(x1, r, β, γ) :
∫
X
f (x) dµ(x) = 0
}
equipped with the norm ‖ · ‖
G˚(x1 ,r,β,γ)
:= ‖ · ‖G(x1 ,r,β,γ).
The above version of G(x1, r, β, γ) was originally introduced by Han et al. [25] (see also [24]).
Fix x0 ∈ X. It can be seen that, for any x ∈ X and r ∈ (0,∞), G(x, r, β, γ) = G(x0, 1, β, γ)
with equivalent norms, but the positive equivalence constants depend on x and r. Moreover,
G(x0, 1, β, γ) is a Banach space. In what follows, we simply write G(β, γ) := G(x0, 1, β, γ) and
G˚(β, γ) := G˚(x1, 1, β, γ).
Fix ǫ ∈ (0, 1] and β, γ ∈ (0, ǫ]. Denote by Gǫ
0
(β, γ) [resp., G˚ǫ
0
(β, γ)] the completion of G(ǫ, ǫ)
[resp., G˚(ǫ, ǫ)] in G(β, γ). More precisely, for any f ∈ Gǫ
0
(β, γ) [resp., f ∈ G˚ǫ
0
(β, γ)], there exists
{ fn}
∞
n=1
⊂ G(ǫ, ǫ) [resp., { fn}
∞
n=1
⊂ G˚(ǫ, ǫ)] such that ‖ fn − f ‖G(β,γ) → 0 as n → ∞. For any
f ∈ Gǫ
0
(β, γ) [resp., f ∈ G˚ǫ
0
(β, γ)], let ‖ f ‖Gǫ
0
(β,γ) := ‖ f ‖G(β,γ) [resp., ‖ f ‖G˚ǫ
0
(β,γ) := ‖ f ‖G(β,γ)]. Then
Gǫ
0
(β, γ) and G˚ǫ
0
(β, γ) are closed subspaces of G(β, γ). The dual space (Gǫ
0
(β, γ))′ is defined to be
the set of all continuous linear functionals on Gǫ
0
(β, γ) and equipped with the weak-∗ topology,
which is also called the space of distributions.
Let the symbol L1
loc
(X) denote the space of all locally integrable functions on X. For any f ∈
L1
loc
(X), define the Hardy–Littlewood maximal function M( f ) of f by setting, for any x ∈ X,
(2.1) M( f )(x) := sup
B∋x
1
µ(B)
∫
B
| f (y)| dµ(y),
where the supremum is taken over all balls B of X that contain x. For any p ∈ (0,∞], the Lebesgue
space Lp(X) is defined to be the set of all µ-measurable functions f such that
‖ f ‖Lp(X) :=
[∫
X
| f (x)|p dµ(x)
]1/p
< ∞
with the usual modification made when p = ∞; the weak Lebesgue space Lp,∞(X) is defined to be
the set of all µ-measurable functions f such that
‖ f ‖Lp,∞(X) := sup
λ∈(0,∞)
λ[µ({x ∈ X : | f (x)| > λ})]1/p < ∞.
It is shown in [10] that M is bounded on Lp(X) when p ∈ (1,∞] and bounded from L1(X) to
L1,∞(X).
Then we state some estimates from [25, Lemma 2.1] (see also [27, Lemma 2.2]).
Lemma 2.2. Let β, γ ∈ (0,∞).
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(i) For any x, y ∈ X and r ∈ (0,∞), V(x, y) ∼ V(y, x) and
Vr(x) + Vr(y) + V(x, y) ∼ Vr(x) + V(x, y) ∼ Vr(y) + V(x, y) ∼ µ(B(x, r + d(x, y))),
where the positive equivalence constants are independent of x, y and r.
(ii) There exists a positive constant C such that, for any x1 ∈ X and r ∈ (0,∞),∫
X
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
dµ(x) ≤ C.
(iii) There exists a positive constant C such that, for any x ∈ X and R ∈ (0,∞),
∫
d(x,y)≤R
1
V(x, y)
[
d(x, y)
R
]β
dµ(y) ≤ C and
∫
d(x,y)≥R
1
V(x, y)
[
R
d(x, y)
]β
dµ(y) ≤ C.
(iv) There exists a positive constant C such that, for any x1 ∈ X and R, r ∈ (0,∞),∫
d(x,x1)≥R
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
dµ(x) ≤ C
(
r
r + R
)γ
.
(v) There exists a positive constant C such that, for any r ∈ (0,∞), f ∈ L1
loc
(X) and x ∈ X,
∫
X
1
Vr(x) + V(x, y)
[
r
r + d(x, y)
]γ
| f (y)| dµ(y) ≤ CM( f )(x),
whereM is as in (2.1).
Next we recall the system of dyadic cubes established in [29, Theorem 2.2] (see also [1]), which
is restated as in the following version.
Lemma 2.3. Fix constants 0 < c0 ≤ C0 < ∞ and δ ∈ (0, 1) such that 12A
3
0
C0δ ≤ c0. Assume that
a set of points, {zkα : k ∈ Z, α ∈ Ak} ⊂ X with Ak for any k ∈ Z being a countable set of indices,
has the following properties: for any k ∈ Z,
(i) d(zkα, z
k
β) ≥ c0δ
k if α , β;
(ii) minα∈Ak d(x, z
k
α) ≤ C0δ
k for any x ∈ X.
Then there exists a family of sets, {Qkα : k ∈ Z, α ∈ Ak}, satisfying
(iii) for any k ∈ Z,
⋃
α∈Ak Q
k
α = X and {Q
k
α : α ∈ Ak} is disjoint;
(iv) if k, l ∈ Z and k ≤ l, then either Qkα ⊃ Q
l
β
or Qkα ∩ Q
l
β
= ∅;
(v) for any k ∈ Z and α ∈ Ak, B(z
k
α, c♮δ
k) ⊂ Qkα ⊂ B(z
k
α,C
♮δk), where c♮ := (3A
2
0
)−1c0, C
♮ :=
2A0C0 and z
k
α is called “the center” of Q
k
α.
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Throughout this article, we keep the notation appearing in Lemma 2.3. Moreover, for any k ∈ Z,
let
Xk := {zkα}α∈Ak , Gk := Ak+1 \ Ak and Y
k := {zk+1α }α∈Gk =: {y
k
α}α∈Gk .
The existence of {Xk}
∞
k=−∞
was ensured in [29, Section 2.21] (see also [1, Section 2.3]). Moreover,
by the construction of {Xk}
∞
k=−∞
, we find that, for any k ∈ Z,Xk ⊂ Xk+1, which makes the definition
of Gk well defined.
Next we recall the definition of exp-IATIs, which can be used to establish the inhomogeneous
Caldero´n reproducing formulae.
Definition 2.4. A sequence {Qk}
∞
k=0
of bounded operators on L2(X) is called an inhomogeneous
approximation of the identity with exponential decay (for short, exp-IATI) if there exist constants
C, ν ∈ (0,∞), a ∈ (0, 1] and η ∈ (0, 1) such that, for any k ∈ Z+, the kernel of the operator Qk,
which is still denoted by Qk, has the following properties:
(i) (the identity condition)
∑∞
k=0 Qk = I in L
2(X), where I is the identity operator on L2(X);
(ii) when k ∈ N, then Qk satisfies
(a) (the size condition) for any x, y ∈ X,
|Qk(x, y)| ≤ C
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x, y)
δk
]a}
(2.2)
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(b) (the regularity condition) for any x, x′, y ∈ X with d(x, x′) ≤ δk,
|Qk(x, y) − Qk(x
′, y)| + |Qk(y, x) − Qk(y, x
′)|(2.3)
≤ C
[
d(x, x′)
δk
]η
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x, y)
δk
]a}
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(c) (the second difference regularity condition) for any x, x′, y, y′ ∈ X with d(x, x′) ≤ δk
and d(y, y′) ≤ δk, then
|[Qk(x, y) − Qk(x
′, y)] − [Qk(x, y
′) − Qk(x
′, y′)]|(2.4)
≤ C
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x, y)
δk
]a}
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(d) (the cancelation condition) for any x ∈ X,∫
X
Qk(x, y) dµ(y) = 0 =
∫
X
Qk(y, x) dµ(y);
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(iii) Q0 satisfies (a), (b) and (c) in (ii) with k = 0 but without the term
exp
{
−ν
[
max
{
d
(
x,Y0
)
, d
(
y,Y0
)}]a}
;
moreover, for any x ∈ X,
∫
X
Qk(x, y) dµ(y) = 1 =
∫
X
Qk(y, x) dµ(y).
Remark 2.5. We point out that [1, Lemma 10.1] and the proof of [1, Theorem 10.2] guarantee
the existence of an exp-IATI on X no matter diam X = ∞ or not. Using this, we can establish
the inhomogeneous Caldero´m reproducing formulae (see [28, Section 6] or Theorems 2.6 and 2.7
below). Here and hereafter, the Ho¨lder regularity index η is the same as the Ho¨lder regularity
index of the wavelet system appearing in [1, Theorem 7.1].
Next we recall the inhomogeneous continuous Caldero´n reproducing formula established in
[28].
Theorem 2.6. Let {Qk}
∞
k=0
be an exp-IATI and β, γ ∈ (0, η). Then there exist N ∈ N and a
sequence {Q˜k}
∞
k=0
of bounded linear operators on L2(X) such that, for any f ∈ (G
η
0
(β, γ))′,
(2.5) f =
∞∑
k=0
Q˜kQk f ,
where the series converges in (G
η
0
(β, γ))′. Moreover, there exists a positive constant C such that,
for any k ∈ Z+, the kernel of Q˜k, still denoted by Q˜k, has the following properties:
(i) for any x, y ∈ X, ∣∣∣Q˜k(x, y)∣∣∣ ≤ C 1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
;
(ii) for any x, x′, y ∈ X with d(x, x′) ≤ (2A0)
−1[δk + d(x, y)],
∣∣∣Q˜k(x, y) − Q˜k(x′, y)∣∣∣ ≤ C
[
d(x, x′)
δk + d(x, y)
]β
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
;
(iii) for any x ∈ X,
∫
X
Q˜k(x, y) dµ(y) =
∫
X
Q˜k(y, x) dµ(y) =
1 if k ∈ {0, . . . ,N},0 if k ∈ {N + 1,N + 2, . . .}.
Next we recall the inhomogeneous discrete Caldero´n reproducing formulae established in [28].
To this end, let j0 ∈ N be a sufficiently large integer such that δ
j0 ≤ (2A0)
−4C♮, where C♮ is as in
Lemma 2.3. Based on Lemma 2.3, for any k ∈ Z and α ∈ Ak, we let
N(k, α) := {τ ∈ Ak+ j0 : Q
k+ j0
τ ⊂ Q
k
α}
and N(k, α) be the cardinality of the set N(k, α). For any k ∈ Z and α ∈ Ak, we rearrange the set
{Q
k+ j0
τ : τ ∈ N(k, α)} as {Q
k,m
α }
N(k,α)
m=1
, whose centers are denoted, respectively, by {zk,mα }
N(k,α)
m=1
.
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Theorem 2.7. Let {Qk}
∞
k=0
be an exp-IATI and β, γ ∈ (0, η). Then there exist N, j0 ∈ N such that,
for any y
k,m
α ∈ Q
k,m
α with k ∈ {N + 1,N + 2, . . .}, α ∈ Ak and m ∈ {1, . . . ,N(k, α)}, there exists a
sequence {Q˜k}
∞
k=0
of bounded linear operators on L2(X) such that, for any f ∈ (G˚
η
0
(β, γ))′,
f (·) =
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜k(·, y) dµ(y)Q
k,m
α,1
( f )(2.6)
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜k
(
·, yk,mα
)
Qk f
(
yk,mα
)
,
where (2.6) converges in (G˚
η
0
(β, γ))′ and, for any k ∈ {0, . . . ,N}, α ∈ Ak and m ∈ {1, . . . ,N(k, α)},
Q
k,m
α,1
( f ) :=
1
µ(Qk,mα )
∫
Q
k,m
α
Qk f (u) dµ(u).
Moreover, for any k ∈ Z+, the kernel of Q˜k satisfies (i), (ii) and (iii) of Theorem 2.6, with the
implicit positive constant independent of the choice of y
k,m
α .
3 Local Hardy spaces via maximal functions
In this section, we introduce Hardy spaces via maximal functions. To this end, we first introduce
1-exp-ITAI, which is used to define the radial and the non-tangential maximal functions.
Definition 3.1. A sequence {Pk}
∞
k=0
of bounded linear operators on L2(X) is called an inhomoge-
neous approximation of the identity with exponential decay and integration 1 (for short, 1-exp-
IATI) if {Pk}
∞
k=0
has the following properties:
(i) for any k ∈ Z+, Pk satisfies (a) and (b) of Definition 2.4(ii) but without the term
exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(ii) (the conservation property) for any k ∈ Z+ and x ∈ X,∫
X
Pk(x, y) dµ(y) = 1 =
∫
X
Pk(y, x) dµ(y);
(iii) letting Q0 = P0 and Qk = Pk − Pk−1 for any k ∈ N, then {Qk}
∞
k=0
is an exp-IATI.
Fix β, γ ∈ (0, η). Let {Pk}
∞
k=0
be a 1-exp-IATI as in Definition 3.1. Define the local radial
maximal function M+
0
( f ) of f by setting, for any x ∈ X,
M+0 ( f )(x) := max
 maxk∈{0,...,N}

∑
α∈Ak
N(k,α)∑
m=1
sup
z∈Q
k,m
α
|Pk f (z)|1Qk,mα
(x)
 , supk∈{N,N+1,...} |Pk f (x)|
 .
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Define the local non-tangential maximal functionMθ,0( f ) of f with aperture θ ∈ (0,∞) by setting,
for any x ∈ X,
Mθ,0( f )(x) := sup
k∈Z+
sup
y∈B(x,θδk)
|Pk f (y)|.
Also, define the local grand maximal function f ∗ of f by setting, for any x ∈ X,
f ∗0 (x) := sup
{
|〈 f , ϕ〉| : ϕ ∈ G
η
0
(β, γ) and ‖ϕ‖G(x,r0,β,γ) ≤ 1 for some r0 ∈ (0, 1]
}
.
Corresponding, for any p ∈ (0,∞], the local Hardy spaces h+,p(X), h
p
θ
(X) with θ ∈ (0,∞) and
h∗,p(X) are defined, respectively, by setting
h+,p(X) :=
{
f ∈
(
G
η
0
(β, γ)
)′
: ‖ f ‖h+,p(X) := ‖M
+
0 ( f )‖Lp(X) < ∞
}
,
h
p
θ (X) :=
{
f ∈
(
G
η
0
(β, γ)
)′
: ‖ f ‖hp
θ
(X) := ‖Mθ,0( f )‖Lp(X) < ∞
}
and
h∗,p(X) :=
{
f ∈
(
G
η
0
(β, γ)
)′
: ‖ f ‖h∗,p(X) := ‖ f
∗
0 ‖Lp(X) < ∞
}
.
By the definitions of the above local maximal functions, we easily conclude that, for any fixed
β, γ ∈ (0, η) and θ ∈ (0,∞), there exists a positive constant C such that, for any f ∈ (G
η
0
(β, γ))′
and x ∈ X,
(3.1) max
{
M+0 ( f )(x),Mθ,0( f )(x)
}
≤ C f ∗0 (x).
Remark 3.2. Recall that, in [27], the radial maximal functionM+( f ) of f ∈ (G
η
0
(β, γ))′ is defined
by setting, for any x ∈ X,
M+( f )(x) := sup
k∈Z
|Pk f (x)|,
where {Pk}k∈Z is a 1-exp-ATI (see [27, Definition 2.8]). The main difference between M
+( f ) and
M+
0
( f ) lies that, in the definition of the local radial maximal function M+
0
( f ), we use the term
max
k∈{0,...,N}
∑
α∈Ak
N(k,α)∑
m=1
sup
z∈Q
k,m
α
|Pk f (z)|1Qk,mα
to replace maxk∈{0,...,N} |Pk f (y)| appearing in the definition of the radial maximal function M
+( f ).
This is because the discrete inhomogeneous reproducing formula has the term Qk,m
α,1
( f ) [see (2.6)].
Similar way is used to define the inhomogeneous Littlewood–Paley g-functions; see Section 5
below and [25, 26].
Using a similar argument to that used in the proof of [27, Theorem 3.4], we obtain the following
relation between the local Hardy spaces and the Lebesgue space when p ∈ (1,∞] and we omit the
details here.
Theorem 3.3. Let p ∈ (1,∞] and β, γ ∈ (0, η) with η as in Definition 2.4. Then, for any fixed
θ ∈ (0,∞), as subspaces of (G
η
0
(β, γ))′, h+,p(X) = h
p
θ
(X) = h∗,p(X) = Lp(X) in the sense of
representing the same distributions and having equivalent norms.
Next we consider the case p ∈ (ω/(ω + η), 1]. Indeed, we have the following conclusion.
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Proposition 3.4. Let p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η), with ω and η, respectively,
as in (1.1) and Definition 2.4. Then, as subspaces of (G
η
0
(β, γ))′, h∗,p(X) = h+,p(X) in the sense of
equivalent norms.
To show Proposition 3.4, we need two technical lemmas.
Lemma 3.5 ([27, Lemma 3.7] or [22, Lemma 3.12]). Let all the notation be as in Theorem 2.7. Let
k, k′ ∈ Z+, {a
k,m
α ∈ C : k ∈ Z+, α ∈ Ak, m ∈ {1, . . . ,N(k, α)}}, γ ∈ (0, η) and r ∈ (ω/(ω + γ), 1],
with ω and η, respectively, as in (1.1) and Definition 2.4. Then there exists a positive constant C,
independent of k, k′, y
k,m
α ∈ Q
k,m
α and a
k,m
α with k ∈ Z+, α ∈ Ak and m ∈ {1, . . . ,N(k, α)}, such that,
for any x ∈ X,
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
) 1
Vδk∧k′ (x) + V(x, y
k,m
α )
 δk∧k′
δk∧k
′
+ d(x, yk,mα )
γ ∣∣∣ak,mα ∣∣∣
≤ Cδ[k−(k∧k
′ )]ω(1−1/r)
M
∑
α∈Ak
N(k,α)∑
m=1
∣∣∣ak,mα ∣∣∣r 1Qk,mα
 (x)

1/r
,
whereM is as in (2.1).
Lemma 3.6. Let N ∈ N, {Q˜k}
∞
k=0
be a sequence of bounded operators on L2(X) and β, γ ∈ (0, η],
with η as in Definition 3.1. Assume that there exists a positive constant C such that {Q˜k}
∞
k=0
satisfies
(i), (ii) and (iii) of Theorem 2.6. Then, for any fixed η′ ∈ (0, β ∧ γ), there exists a positive constant
C1, depending on N, such that, for any x, y ∈ X, k, l ∈ Z+ and φ ∈ G(x, δ
l, β, γ) satisfying∫
X
φ(z) dµ(z) = 0 when l ∈ {N + 1,N + 2, . . .},
(3.2)
∣∣∣Q˜∗kφ(y)∣∣∣ ≤ C1‖φ‖G(x,δl ,β,γ)δ|k−l|η′ 1Vδk∧l(x) + V(x, y)
[
δk∧l
δk∧l + d(x, y)
]γ
.
Here and hereafter, Q˜∗
k
denotes the dual operator of Q˜k on L
2(X).
Proof. Let all the notation be the same as in this lemma. Without loss of generality, we may
assume ‖φ‖G(x,δl ,β,γ) = 1. Then we consider three case.
Case 1) k, l ∈ {0, . . . ,N}. In this case, we have δk ∼ 1 ∼ δl ∼ δk∧l ∼ δ|k−l|. Observe that
X ⊂ {z ∈ X : d(z, y) ≥ (2A0)
−1d(x, y)} ∪ {z ∈ X : d(z, x) ≥ (2A0)
−1d(x, y)}.
Therefore, by this, the definition of Q˜∗
k
φ and Theorem 2.6(i), we conclude that, for any fixed
η′ ∈ (0, β ∧ γ) and for any y ∈ X,
∣∣∣Q˜∗kφ(y)∣∣∣ =
∣∣∣∣∣
∫
X
Q˜k(z, y)φ(y) dµ(z)
∣∣∣∣∣
.
∫
X
1
Vδk(z) + V(z, y)
[
δk
δk + d(z, y)
]γ
1
Vδl(x) + V(x, z)
[
δl
δl + d(x, z)
]γ
dµ(z)
.
1
V1(z) + V(x, y)
[
1
1 + d(x, y)
]γ {∫
d(z,y)≥(2A0)−1d(x,y)
1
Vδl(x) + V(x, z)
[
δl
δl + d(x, z)
]γ
dµ(z)
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+
∫
d(z,x)≥(2A0)−1d(x,y)
1
Vδk(z) + V(z, y)
[
δk
δk + d(z, y)
]γ
dµ(z)
}
. δ|l−k|β
1
Vδk∧l(x) + V(x, y)
[
δk∧l
δk∧l + d(x, y)
]γ
,
which implies (3.2) in this case.
Case 2) l ∈ {N + 1,N + 2, . . .} and k ≤ l. In this case, we have δk ≥ δl. By the cancellation of
φ, we conclude that, for any y ∈ X,
∣∣∣Q˜∗kφ(y)∣∣∣ ≤
∫
X
∣∣∣Q˜k(x, y) − Q˜k(z, y)∣∣∣ |φ(z)| dµ(z)
=
∫
d(z,x)≤(2A0)−1[δk+d(x,y)]
∣∣∣Q˜k(x, y) − Q˜k(z, y)∣∣∣ |φ(z)| dµ(z) + ∫
d(z,x)>(2A0)−1[δk+d(x,y)]
· · ·
=: A1 + A2.
For the term A1, by the size condition of φ and Theorem 2.6(ii), we have
A1 .
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
×
∫
d(x,z)≤(2A0)−1[δk+d(x,y)]
[
d(x, z)
δk + d(x, y)
]η
1
Vδl(x) + V(x, z)
[
δl
δl + d(x, z)
]γ
dµ(z)
. δ(l−k)η
′ 1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ ∫
X
1
Vδl(x) + V(x, z)
[
δl
δl + d(x, z)
]γ−η′
dµ(z)
∼ δ(l−k)η
′ 1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
.
For the term A2, by the size conditions of Q˜k and φ, we conclude that
A2 ≤
∣∣∣Q˜k(x, y)∣∣∣ ∫
d(z,x)>(2A0)−1[δk+d(x,y)]
|φ(z)| dµ(z) +
∫
d(z,x)>(2A0)−1[δk+d(x,y)]
∣∣∣Q˜k(z, y)φ(z)∣∣∣ dµ(z)
. δ(l−k)γ
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, z)
]γ {∫
d(z,x)>(2A0)−1δk
1
V(x, z)
[
δk
d(x, z)
]γ
dµ(z)
+
∫
X
1
Vδk(z) + V(z, y)
[
δk
δk + d(z, y)
]γ
dµ(z)
}
. δ(l−k)γ
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, z)
]γ
.
Combining the estimates of A1 and A2, we obtain (3.2) in this case.
Case 3) k ∈ {N + 1,N + 2, . . .} and k > l. In this case, we have δl > δk. Similarly, by the
cancellation of Q˜k, we conclude that, for any y ∈ X,
∣∣∣Q˜∗kφ(y)∣∣∣ ≤
∫
X
∣∣∣Q˜k(z, y)∣∣∣ |φ(z) − φ(y)| dµ(z)
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=
∫
d(z,y)≤(2A0)−1[δl+d(x,y)]
∣∣∣Q˜k(z, y)∣∣∣ |φ(z) − φ(y)| dµ(z) + ∫
d(z,y)>(2A0)−1[δl+d(x,y)]
· · ·
=: B1 + B2.
For the term B1, from the regularity condition of φ and Theorem 2.6(i), we deduce that
B1 .
1
Vδl(x) + V(x, y)
[
δl
δl + d(x, y)
]γ
×
∫
d(y,z)≤(2A0)−1[δl+d(x,y)]
[
d(y, z)
δl + d(x, y)
]η
1
Vδk(y) + V(y, z)
[
δk
δk + d(y, z)
]γ
dµ(z)
. δ(k−l)η
′ 1
Vδl(x) + V(x, y)
[
δl
δl + d(x, y)
]γ ∫
X
1
Vδk(y) + V(y, z)
[
δk
δk + d(y, z)
]γ−η′
dµ(z)
∼ δ(l−k)η
′ 1
Vδl(x) + V(x, y)
[
δl
δl + d(x, y)
]γ
.
To establish the desired estimate of B2, we use the size conditions of Q˜k and φ to conclude that
B2 ≤ |φ(y)|
∫
d(z,y)>(2A0)−1[δl+d(x,y)]
∣∣∣Q˜k(z, y)∣∣∣ dµ(z) + ∫
d(z,y)>(2A0)−1[δl+d(x,y)]
∣∣∣Q˜k(z, y)φ(z)∣∣∣ dµ(z)
. δ(k−l)γ
1
Vδl(x) + V(x, y)
[
δl
δl + d(x, z)
]γ {∫
d(z,y)>(2A0)−1δl
1
V(y, z)
[
δl
d(y, z)
]γ
dµ(z)
+
∫
X
1
Vδl(x) + V(x, z)
[
δl
δl + d(x, z)
]γ
dµ(z)
}
. δ(k−l)γ
1
Vδl(x) + V(x, y)
[
δl
δl + d(x, z)
]γ
.
Thus, by the estimates of B1 and B2, we find that (3.2) also holds true in this case.
Combining the previous three cases altogether, we obtain (3.2) and hence complete the proof
of Lemma 3.6. 
Now we show Proposition 3.4. In what follows, we use ǫ → 0+ to denote ǫ ∈ (0,∞) and ǫ → 0.
Proof of Proposition 3.4. Let p ∈ (ω/(ω+η), 1] and β, γ ∈ (ω(1/p−1), η). By (3.1), we obviously
have h∗,p(X) ⊂ h+,p(X).
It remains to show h+,p(X) ⊂ h∗,p(X). Suppose that {Pk}
∞
k=0
is a 1-exp-IATI and f ∈ h∗,p(X).
Then f ∈ (G
η
0
(β, γ))′, M+
0
( f ) ∈ Lp(X) and, to obtain the desired inclusion relations, it suffices to
show that, for any x ∈ X and φ ∈ G˚
η
0
(β, γ) satisfying ‖φ‖G(x,δl ,β,γ) ≤ 1 for some l ∈ Z+,
(3.3) |〈 f , φ〉| .
{
M
([
M+0 ( f )
]r)
(x)
}1/r
holds true for some r ∈ (0, p), whereM is as in (2.1).
Indeed, assuming this for the moment, for any x ∈ X and ϕ ∈ G
η
0
(β, γ) satisfying ‖ϕ‖G(x,r,β,γ) ≤ 1
for some r ∈ (0, 1], choose l ∈ Z such that δl+1 < r ≤ δl. Then ‖ϕ‖G(x,δl ,β,γ) . 1. Let σ :=
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∫
X
φ(z) dµ(z) and φ(·) := ϕ(·) −σPl(x, ·). By the size conditions of ϕ and Pl, and [27, Lemma 3.6],
we find that |σ| . 1, φ ∈ G˚η
0
(β, γ) and
‖φ‖G(x,δl ,β,γ) . ‖ϕ‖G(x,δl ,β,γ) + |σ| · ‖Pk(x, ·)‖G(x,δl ,β,γ) ∼ 1.
Therefore, by (3.3), we conclude that
|〈 f , ϕ〉| = |〈 f , φ(·) + σPl(x, ·)〉| ≤ |〈 f , φ〉| + |σ||Pl f (x)| .
{
M
([
M+0 ( f )
]r)
(x)
}1/r
+M+0 ( f )(x).
By the arbitrariness of ϕ and the boundedness ofM on Lp/r(X) (see, for instance [11, (3.6)]), we
obtain ‖ f ∗‖Lp(X) . ‖M
+
0
( f )‖Lp(X). This finishes the proof of Proposition 3.4 under the assumption
(3.3).
Now we show (3.3). Suppose x ∈ X and φ ∈ G˚
η
0
(β, γ) with ‖φ‖G(x,δl ,β,γ) ≤ 1. Let Qk := Pk−Pk−1
for any k ∈ N and Q0 := P0. Then, by Definition 3.1, we find that {Qk}
∞
k=0
is an exp-IATI and
hence, by Theorem 2.7, we have
|〈 f , φ〉| ≤
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∣∣∣∣∣∣
∫
Q
k,m
α
Q˜∗kφ(y) dµ(y)Q
k,m
α,1
( f )
∣∣∣∣∣∣(3.4)
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
) ∣∣∣∣Q˜∗kφ (yk,mα )Qk f (yk,mα )∣∣∣∣ =: Y1 + Y2,
where N, Q˜k, Q
k,m
α,1
and yk,mα are defined as in Theorem 2.7 and Q˜
∗
k
denotes the dual operator of Q˜k
on L2(X).
We first estimate Y1. Indeed, by Lemma 3.6, we find that, for any fixed η
′ ∈ (0, β ∧ γ), any
k ∈ {0, . . . ,N}, α ∈ Ak, m ∈ {1, . . . ,N(k, α)} and y ∈ Q
k,m
α
∣∣∣Q˜∗kφ(y)∣∣∣ . δ|l−k|η′ 1Vδk∧l(x) + V(x, y)
[
δk∧l
δk∧l + d(x, y)
]γ
(3.5)
∼ δ|l−k|η
′ 1
Vδk∧l(x) + V(x, z
k,m
α )
 δk∧l
δk∧l + d(x, zk,mα )
γ .
Moreover, for any y, z ∈ Q0,mα , we have |Q0 f (y)| = |P0 f (y)| ≤ M
+
0
( f )(z), which further implies
that |Q0,m
α,1
( f )| ≤ inf
z∈Q
0,m
α
M+
0
( f )(z). When k ∈ {1, . . . ,N}, then Qk = Pk − Pk−1 and hence, for any
y, z ∈ Qk,mα , |Qk f (y)| ≤ |Pk f (y)| + |Pk−1 f (y)| ≤ 2M
+
0
( f )(z). Thus, |Qk,m
α,1
( f )| ≤ 2 inf
z∈Q
k,m
α
M+
0
( f )(z).
By this, (3.5) and Lemma 3.5, we find that, for any fixed r ∈ (ω/(ω + γ), p),
Y1 .
N∑
k=0
δ|k−l|η
′
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
) 1
Vδk∧l(x) + V(x, z
k,m
α )
 δk∧l
δk∧l + d(x, zk,mα )
γ inf
z∈Q
k,m
α
M+0 ( f )(z)(3.6)
.
N∑
k=0
δ|k−l|η
′
δ[k−(k∧l)]ω(1−1/r)
M
∑
α∈Ak
N(k,α)∑
m=1
inf
z∈Q
k,m
α
[
M+0 ( f )(z)
]r
1
Q
k,m
α
 (x)

1/r
.
N∑
k=0
δ|k−l|η
′
δ[k−(k∧l)]ω(1−1/r)
{
M
([
M+0 ( f )
]r)
(x)
}1/r
.
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Choose η′ and r such that ω/(ω + η′) < r < p. Therefore, (3.6) becomes
(3.7) Y1 .
{
M
([
M+0 ( f )
]r)
(x)
}1/r
,
which is the desired estimate.
Next we estimate Y2. For any k ∈ {N + 1,N + 2, . . .}, α ∈ Ak and m ∈ {1, . . . ,N(k, α)}, choose
y
k,m
α such that, for any fixed ǫ ∈ (0,∞), |Qk f (y
k,m
α )| < infz∈Qk,mα
|Qk f (z)| + ǫ, which implies that∣∣∣∣Qk f (yk,mα )∣∣∣∣ < inf
z∈Q
k,m
α
[|Pk f (z)| + |Pk−1 f (z)|] + ǫ ≤ 2 inf
z∈Q
k,m
α
M+0 ( f )(z) + ǫ.
By this, Lemmas 3.6 and 3.5, we conclude that, for any fixed η′ ∈ (0, β∧γ) and r ∈ (ω/(ω+γ), p),
Y2 .
∞∑
k=N+1
δ|k−l|β
′
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
) infz∈Qk,mα M+0 ( f )(z) + ǫ
Vδk∧l(x) + V(x, y
k,m
α )
 δk∧l
δk∧l + d(x, yk,mα )
γ
.
∞∑
k=N+1
δ|k−l|η
′
δ[k−(k∧l)]ω(1−1/r)
M
∑
α∈Ak
N(k,α)∑
m=1
 inf
z∈Q
k,m
α
M+0 ( f )(z) + ǫ
r 1Qk,mα
 (x)

1
r
.
∞∑
k=N+1
δ|k−l|η
′
δ[k−(k∧l)]ω(1−1/r)
{
M
([
M+0 ( f )
]r)
(x) + ǫr
}1/r
.
Choosing η′ such that ω/(ω + η′) < p and r as in (3.7) and taking ǫ → 0+, we have
Y2 .
{
M
([
M+0 ( f )
]r)
(x)
}1/r
.
Combining this with (3.7) and (3.4), we obtain (3.3), which completes the proof of Proposition
3.4. 
Next we show h∗,p(X) = h
p
θ
(X) for any given p ∈ (ω/(ω + η), 1] and θ ∈ (0,∞). Note that, in
the global case, we have [27, (3.1) and (3.4)], which imply this equivalence directly. However, in
the local case, it is still unknown whether or not there exists a positive constant C such that, for
any f ∈ (G
η
0
(β, γ))′ and x ∈ X,
M+0 ( f )(x) ≤ CMθ,0( f )(x).
This occurs because of the different structures of the radial maximal functions between the global
case and the local case. Thus, we need the following proposition.
Proposition 3.7. Let p ∈ (ω/(ω+η), 1], β, γ ∈ (ω(1/p−1), η) and θ ∈ (0,∞). Then, as subspaces
of (G
η
0
(β, γ))′, h∗,p(X) = h
p
θ
(X) in the sense of equivalent norms.
Proof. For any fixed θ ∈ (0,∞), in Theorem 2.7, we may assume j0 sufficiently large such that
4A2
0
C♮δ j0 ≤ θ. Thus, for such a fixed j0, any k ∈ Z+, α ∈ Ak and m ∈ {1, . . . ,N(k, α)}, by Lemma
2.3(v), we have
Qk,mα ⊂ B
(
zk,mα , 2A0C
♮δk+ j0
)
⊂ B
(
z, 4A20C
♮δk+ j0
)
⊂ B(z, θδk) ⊂ B(z, θδk−1)
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holds true for any z ∈ Qk,mα , which further implies that, for any z ∈ Q
k,m
α ,∣∣∣∣Qk,mα,1 ( f )∣∣∣∣ ≤ 1
µ(Qk,mα )
∫
Q
k,m
α
[|Pk f (u)| + |Pk−1 f (u)|] dµ(u) ≤ 2Mθ,0( f )(z)
and, for any yk,mα , z ∈ Q
k,m
α , |Qk f (y
k,m
α )| ≤ Mθ,0( f )(z). Thus, we have
(3.8)
∣∣∣∣Qk,mα,1 ( f )∣∣∣∣ + ∣∣∣∣Qk f (yk,mα )∣∣∣∣ . inf
z∈Q
k,m
α
Mθ,0( f )(z).
Using this and following the proof of (3.3), we find that, for any f ∈ (G
η
0
(β, γ))′ with β, γ ∈
(ω(1/p − 1), η), x ∈ X and φ ∈ G˚
η
0
(β, γ) with ‖φ‖G(x,δl ,β,γ) ≤ 1,
(3.9) |〈 f , φ〉| ≤
{
M
([
Mθ,0( f )
]r) (x)}1/r .
Now, fix x ∈ X and suppose that ϕ ∈ G
η
0
(β, γ) with ‖ϕ‖G(x,r0 ,β,γ) ≤ 1 for some r0 ∈ (0, 1]. Let σ :=∫
X
ϕ(y) dµ(y). Then |σ| . 1. Choose l ∈ Z+ such that δ
l+1 < r0 ≤ δ
l and let φ(·) := ϕ(·) − σPl(x, ·).
Then, by [27, Lemma 3.6], we have φ ∈ G˚
η
0
(β, γ) and ‖φ‖G(x,δl ,β,γ) . 1. Therefore, by (3.9), we
find that, for some r ∈ (0, p) and any x ∈ X,
|〈 f , ϕ〉| ≤ |〈 f , φ〉| + |Pl( f )(x)| .
{
M
([
Mθ,0( f )
]r) (x)}1/r +Mθ,0( f )(x),
which, by the arbitrariness of ϕ, further implies that
f ∗0 (x) .
{
M
([
Mθ,0( f )
]r) (x)}1/r +Mθ,0( f )(x).
Taking the Lp(X) norm on the both sides of the above inequality and using the boundedness ofM
on Lp/r(X) (see, for instance [11, (3.6)]), we obtain ‖ f ∗
0
‖Lp(X) . ‖Mθ,0( f )‖Lp(X). This, combined
with (3.1), then finishes the proof of Proposition 3.7. 
Combining Propositions 3.4 and 3.7, we immediately obtain the following theorem and we
omit the details.
Theorem 3.8. Let p ∈ (ω/(ω + η), 1], β, γ ∈ (ω(1/p − 1), η) and θ ∈ (0,∞). As subspaces of
(G
η
0
(β, γ))′, h+,p(X) = h∗,p(X) = h
p
θ (X) with equivalent norms.
The next proposition shows that the space h∗,p(X) is independent of the choice of β and γ,
whose proof is similar to that of [27, Theorem 3.8]; we omit the details here.
Proposition 3.9. Let p ∈ (ω/(ω + η), 1] and β1, β2, γ1, γ2 ∈ (ω(1/p − 1), η). If f ∈ (G
η
0
(β1, γ1))
′
belongs to h∗,p(X), then f ∈ (G
η
0
(β2, γ2))
′ and there exists a positive constant C, independent of f ,
such that ‖ f ‖(Gη
0
(β2,γ2))′
≤ C‖ f ‖h∗,p(X).
4 Maximal function characterizations of atomic local Hardy spaces
In this section, we discuss the atomic characterizations of h∗,p(X) with p ∈ (ω/(ω+ η), 1]. First
we introduce the “basic” elements of h∗,p(X). To distinguish them from those of global Hardy
spaces, we call them local atoms.
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Definition 4.1. (i) Let p ∈ (0, 1] and q ∈ (p,∞]∩ [1,∞]. A function a ∈ Lq(X) is called a local
(p, q)-atom supported on a ball B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞) if a has the
following properties:
(i)1 supp a := {x ∈ X : a(x) , 0} ⊂ B;
(i)2 ‖a‖Lq(X) ≤ [µ(B)]
1/q−1/p;
(i)3
∫
X
a(x) dµ(x) = 0 if r0 ∈ (0, 1].
(ii) Let p ∈ (ω/(ω + η), 1], q ∈ (p,∞] ∩ [1,∞] and β, γ ∈ (ω(1/p − 1), η), with ω and η,
respectively, as in (1.1) and Definition 2.4. The atomic local Hardy space h
p,q
at (X) is defined
to be the set of all f ∈ (G
η
0
(β, γ))′ such that f =
∑∞
j=1 λ ja j in (G
η
0
(β, γ))′, where {a j}
∞
j=1
are
local (p, q)-atoms and {λ j}
∞
j=1
⊂ C satisfies
∑∞
j=1 |λ j|
p < ∞. For any f ∈ h
p,q
at (X), let
‖ f ‖hp,qat (X)
:= inf


∞∑
j=1
|λ j|
p

1/p ,
where the infimum is taken over all the decompositions of f as above.
Recall that, when µ(X) = ∞, letting p and q be as in Definition 4.1(i), then a function a ∈ Lq(X)
is called a (p, q)-atom supported on a ball B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞) if a
satisfies (i)1 and (i)2 of Definition 4.1(i), and
∫
X
a(x) dµ(x) = 0. The definition of (p, q)-atoms
when µ(X) < ∞ can be seen in Definition 6.4 below.
The next lemma gives the properties of a∗
0
if a is a local atom.
Lemma 4.2. Let p ∈ (ω/(ω+ η), 1] and q ∈ (p,∞]∩ [1,∞], where ω and η are, respectively, as in
(1.1) and Definition 2.4. Suppose that a is a local (p, q)-atom supported on a ball B := B(x0, r0)
for some x0 ∈ X and r0 ∈ (0,∞). Then there exists a positive constant C, independent of a, such
that, for any x ∈ X,
a∗0(x) ≤ CM(a)(x)1B(x0 ,2A0r0)(x) +C
[
r0
d(x0, x)
]β∧γ
[µ(B)]1−1/p
V(x0, x)
1[B(x0,2A0r0)]∁ (x)(4.1)
and ∥∥∥a∗0∥∥∥Lp(X) ≤ C,(4.2)
where the local atom a is viewed as a distribution on G
η
0
(β, γ) with β, γ ∈ (ω(1/p − 1), η).
Proof. Indeed, if (4.1) holds true, then, for any given p ∈ (ω/(ω+ η), 1], by β, γ ∈ (ω(1/p− 1), η)
and (1.1), we find that
∥∥∥∥a∗01[B(x0 ,2A0r0)]∁
∥∥∥∥p
Lp(X)
=
∫
d(x,x0)≥2A0r0
[
a∗0(x)
]p
dµ(x)
.
∫
d(x,x0)≥2A0r0
[
r0
d(x0, x)
](β∧γ)p [
1
µ(B)
]1−p [
1
V(x0, x)
]p
dµ(x)
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.
∞∑
k=1
2−k(β∧γ)p2kω(1−p)
∫
2kA0r0≤d(x,x0)<2k+1A0r0
1
V(x0, x)
dµ(x) . 1.
To estimate ‖a∗
0
1B(x0 ,2A0r0)‖Lp(X), we consider two cases.
Case 1) p ∈ (ω/(ω + η), 1] and q ∈ (1,∞]. In this case, by (4.1), the Ho¨lder inequality, (1.1)
and the boundedness ofM on Lq(X) (see, for instance, [11, (3.6)]), we conclude that∥∥∥a∗01B(x0,2A0r0)∥∥∥pLp(X) . ∥∥∥M(a)1B(x0 ,2A0r0)∥∥∥pLp(X) . ‖M(a)‖pLq(X) [µ(B)]1−q/p . 1.
Case 2) p ∈ (ω/(ω + η), 1) and q = 1. In this case, by the boundedness of M from L1(X) to
L1,∞(X) (see, for instance, [10, pp. 71–72, Theorem 2.1]), we have
∥∥∥a∗01B(x0 ,2A0r0)∥∥∥pLp(X) .
∫
B(x0,2A0r0)
[M(a)(x)]p dµ(x)
.
∫ ∞
0
µ({x ∈ B(x0, 2A0r0) : M(a)(x) > λ}) dλ
p
.
∫ ∞
0
min
{
µ(B),
‖a‖L1(X)
λ
}
dλp
.
∫ ‖a‖
L1(X)
/µ(B)
0
µ(B) dλp +
∫ ∞
‖a‖
L1(X)
/µ(B)
‖a‖L1(X)λ
−1 dλp
. ‖a‖p
L1(X)
[µ(B)]1−p . 1.
Therefore, (4.2) holds true and, to complete the proof of Lemma 4.2, it suffices to show (4.1).
If r0 ∈ (0, 1], then (4.1) holds true by an argument similar to that used in the estimation of [27,
(4.1)]. It remains to consider the case r0 ∈ (1,∞) of (4.1). In this case, suppose that a is a local
(p, q)-atom supported on the ball B := B(x0, r0) for some x0 ∈ X and r0 ∈ (1,∞). Fix x ∈ X and
let ϕ ∈ G
η
0
(β, γ) satisfy ‖ϕ‖G(x,r,β,γ) ≤ 1 for some r ∈ (0, 1]. If x ∈ B(x0, 2A0r0), then
|〈a, ϕ〉| =
∣∣∣∣∣
∫
X
a(y)ϕ(y) dµ(y)
∣∣∣∣∣ ≤
∫
X
|a(y)|
1
Vr(x) + V(x, y)
[
r
r + d(x, y)
]γ
dµ(y) .M(a)(x),
which, together with the arbitrariness of ϕ, further implies that a∗
0
(x) .M(a)(x).
If x < B(x0, 2A0r0), then, for any y ∈ B(x0, r0), d(y, x0) ≤ (2A0)
−1d(x, x0) and hence
d(x, y) ≥
1
A0
d(x, x0) − d(y, x0) ≥
1
2A0
d(x0, x).
By this, the Ho¨lder inequality and r ≤ 1 < r0, we conclude that
|〈a, ϕ〉| ≤
∫
B
|a(y)|
1
Vr(x) + V(x, y)
[
r
r + d(x, y)
]γ
dµ(y) .
1
V(x0, x)
[
r
d(x0, x)
]γ ∫
B
|a(y)| dµ(y)
.
[
r
d(x0, x)
]γ
[µ(B)]1−1/p
V(x0, x)
.
This, combined with the arbitrariness of ϕ, implies the desired estimate. Thus, (4.1) also holds
true when a is any local (p, q)-atom. This finishes the proof of Lemma 4.2. 
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By Lemma 4.2 and the definition of the atomic local Hardy space, we immediately obtain the
following proposition and we omit the details.
Proposition 4.3. Let p ∈ (ω/(ω+η), 1], q ∈ (p,∞]∩[1.∞] and β, γ ∈ (ω(1/p−1), η) withω and η,
respectively, as in (1.1) and Definition 2.4. If f ∈ (G
η
0
(β, γ))′ belongs to h
p,q
at (X), then f ∈ h
∗,p(X)
and there exists a positive constant C, independent of f , such that ‖ f ∗
0
‖Lp(X) ≤ C‖ f ‖hp,qat (X)
.
Next we show h∗,p(X) ⊂ h
p,q
at (X). To this end, we need the following Caldero´n–Zygmund
decomposition established in [27, Proposition 4.4].
Proposition 4.4. Suppose Ω $ X is a proper open subset such that µ(Ω) ∈ (0,∞) and A ∈ [1,∞).
For any x ∈ Ω, let
r(x) :=
d(x,Ω∁)
2AA0
∈ (0,∞).
Then there exist L0 ∈ N and a sequence {xk}k∈I ⊂ Ω, where I is a countable index set, such that
(i) {B(xk, rk/(5A
3
0
))}k∈I is disjoint. Here and hereafter, rk := r(xk) for any k ∈ I;
(ii)
⋃
k∈I B(xk, rk) = Ω and B(xk, Ark) ⊂ Ω;
(iii) for any x ∈ Ω, Ark ≤ d(x,Ω
∁) ≤ 3AA2
0
rk whenever x ∈ B(xk, rk) and k ∈ I;
(iv) for any k ∈ I, there exists yk < Ω such that d(xk, yk) < 3AA0rk;
(v) for any given k ∈ I, the number of balls B(x j, Ar j) that intersect B(xk, Ark) is at most L0;
moreover, if B(x j, Ar j) ∩ B(xk, Ark) , ∅, then (8A
2
0
)−1rk ≤ r j ≤ 8A
2
0
rk;
(vi) if, in addition, Ω is bounded, then, for any σ ∈ (0,∞), the set {k ∈ I : rk > σ} is finite.
We also need the following decomposition of unity from [27, Proposition 4.5]
Proposition 4.5. Let Ω $ X be a proper open subset such that µ(Ω) ∈ (0,∞). Suppose that
sequences {xk}k∈I and {rk}k∈I are as in Proposition 4.4 with A := 16A
4
0
. Then there exist non-
negative functions {φk}k∈I such that
(i) for any k ∈ I, 0 ≤ φk ≤ 1 and supp φk ⊂ B(xk, 2A0rk);
(ii)
∑
k∈I φk = 1Ω;
(iii) for any k ∈ I, φk ≥ L
−1
0
in B(xk, rk), where L0 is as in Proposition 4.4;
(iv) there exists a positive constant C such that, for any k ∈ I, ‖φk‖G(xk ,rk,η,η) ≤ CVrk(xk).
Similarly to the global case, it is still unknown whether or not the level set {x ∈ X : f ∗
0
(x) > λ}
with λ ∈ (0,∞) is open. To overcome this difficulty, we use the same method as that used in [27].
By the proof of [34, Theorem 2], we know that there exist θ ∈ (0, 1) and a metric d′ such that
d′ ∼ dθ. For any x ∈ X and r ∈ (0,∞), define the d′-ball B′(x, r) := {y ∈ X : d′(x, y) < r}.
Moreover, for any x ∈ X, ρ ∈ (0,∞) and β′, γ′ ∈ (0,∞), define the space G(x, ρ, β′, γ′) of new test
functions to be the set of all measurable functions f satisfying that there exists a positive constant
C such that
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(i) (the size condition) for any y ∈ X,
| f (y)| ≤ C
1
µ(B′(y, ρ + d′(x, y)))
[
ρ
ρ + d′(x, y)
]γ′
;
(ii) (the regularity condition) for any y, y′ ∈ X satisfying d(y, y′) ≤ [ρ + d′(x, y)]/2, then
| f (y) − f (y′)| ≤ C
[
d′(y, y′)
ρ + d′(y, y′)
]β′
1
µ(B′(y, ρ + d′(x, y)))
[
ρ
ρ + d′(x, y)
]γ′
.
Also, define
‖ f ‖G(x,ρ,β′,γ′) := inf{C ∈ (0,∞) : (i) and (ii) hold true}.
Using the same argument as that used right just after [27, Definition 4.6], we find thatG(x, r, β, γ) =
G(x, rθ, β/θ, γ/θ) with equivalent norms, where the positive equivalence constants are independent
of x and r. For any β, γ ∈ (0, η) and f ∈ (G
η
0
(β, γ))′, define the modified local grand maximal
function f⋆
0
of f by setting, for any x ∈ X,
(4.3) f⋆0 (x) := sup
{
|〈 f , ϕ〉| : ϕ ∈ G
η
0
(β, γ) with ‖ϕ‖G(x,rθ ,β/θ,γ/θ) ≤ 1 for some r ∈ (0, 1]
}
.
Then f⋆
0
∼ f ∗
0
pointwisely on X. For any λ ∈ (0,∞) and j ∈ Z, define
(4.4) Ωλ := {x ∈ X : f
⋆
0 (x) > λ} and Ω
j := Ω2 j .
For any j ∈ Z with Ω j $ X, let I j (resp., {r
j
k
}k∈I j) be defined as I (resp., {rk}k∈I j ) in Proposition
4.4 with Ω := Ω j and A := 16A4
0
therein. Correspondingly, let {φ
j
k
}k∈I j be defined as {φk}k∈I in
Proposition 4.5 with Ω := Ω j. Define
I j,1 :=
{
k ∈ I j : r
j
k
≤
(
48A50
)−1}
(4.5)
I j,2 := I j \ I j,1 =
{
k ∈ I j : r
j
k
>
(
48A50
)−1}
I∗j :=
{
k ∈ I j : r
j
k
≤ (2A0)
−4
}
and
I∗j,2 := I j,2 ∩ I
∗
j =
{
k ∈ I j :
(
48A50
)−1
< r
j
k
≤ (2A0)
−4
}
.
For any j ∈ Z and k ∈ I j, define the distribution b
j
k
by setting, for any ϕ ∈ G
η
0
(β, γ),
(4.6)
〈
b
j
k
, ϕ
〉
:=

〈
f ,Φ
j
k
(ϕ)
〉
if k ∈ I∗
j
,〈
f , φ
j
k
ϕ
〉
if k ∈ I j \ I
∗
j
,
where, for any k ∈ I∗
j
, ϕ ∈ G
η
0
(β, γ) and x ∈ X,
Φ
j
k
(ϕ)(x) := φ
j
k
(x)
[∫
X
φ
j
k
(z) dµ(z)
]−1 ∫
X
[ϕ(x) − ϕ(z)]φ
j
k
(z) dµ(z).
Then we have the following estimates.
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Proposition 4.6. For any j ∈ Z such that Ω j $ X and k ∈ I j, let b
j
k
be as in (4.6). Then there exists
a positive constant C such that, for any j as above, k ∈ I j and x ∈ X,
(
b
j
k
)∗
0
(x) ≤ C2 j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
1
[B(x
j
k
,16A4
0
r
j
k
)]∁
(x)(4.7)
+C f ∗0 (x)1B(x j
k
,16A4
0
r
j
k
)
(x).
Proof. Let j ∈ Z be such that Ω j $ X. When k ∈ I∗
j
, we have r
j
k
≤ (2A0)
−4 < 1. Using this and a
similar argument to that used in the proof of [27, Proposition 4.7], we directly obtain (4.7), with
the details omitted. For the remainder of the proof, it suffices to consider the case k ∈ I j \ I
∗
j
. In
this case, r
j
k
> (2A0)
−4. Let x ∈ X and ϕ ∈ G
η
0
(β, γ) be such that ‖ϕ‖G(x,r,β,γ) ≤ 1 for some r ∈ (0, 1].
We consider two cases.
Case 1) d(x
j
k
, x) < 16A4
0
r
j
k
. In this case, we claim that
(4.8)
∥∥∥∥φ jkϕ∥∥∥∥G(x,r,β,γ) . 1.
To show this, we first establish the size estimate. By the size conditions of φ
j
k
and ϕ, we conclude
that, for any z ∈ X, ∣∣∣∣φ jk(z)ϕ(z)∣∣∣∣ ≤ 1Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
,
as desired.
Next we show the regularity condition. Let z, z′ ∈ X. Because of the size condition of φ
j
k
ϕ,
we may assume d(z, z′) ≤ (2A0)
−10[r + d(x, z)]; the other cases are obviously true. Moreover,
φ
j
k
(z)ϕ(z) − φ
j
k
(z′)ϕ(z′) , 0 implies d(z, x
j
k
) < (2A0)
2r
j
k
. If this is not the case, then d(z, x
j
k
) ≥
(2A0)
2r
j
k
. Since r ≤ 1 < (2A0)
4r
j
k
, it follows that
d(z, z′) < (2A0)
−10
[
(2A0)
4r
j
k
+ d(x, z)
]
≤ (2A0)
−10
[
(2A0)
4r
j
k
+ A0d
(
x, x
j
k
)
+ A0d
(
z, x
j
k
)]
< (2A0)
−5d
(
z, x
j
k
)
and hence d(z′, x
j
k
) ≥ 1
A0
d(z, x
j
k
) − d(z, z′) > 1
2A0
d(z, x
j
k
) ≥ 2A0r
j
k
. Thus, φ
j
k
(z′)ϕ(z′) = 0, which
contradicts to φ
j
k
(z)ϕ(z) − φ
j
k
(z′)ϕ(z′) , 0. Therefore, d(z, x
j
k
) < (2A0)
2r
j
k
and hence
d(z, z′) ≤ (2A0)
−10
[
r + A0d
(
x, x
j
k
)
+ A0d
(
x
j
k
, z
)]
< (2A0)
−1r
j
k
≤ (2A0)
−1
[
r
j
k
+ d
(
x
j
k
, z
)]
.
Moreover, r + d(x, z) . r + d(x, x
j
k
) + d(x
j
k
, z) . r
j
k
. By these inequalities and both the size and the
regularity conditions of φ
j
k
and ϕ, we obtain∣∣∣∣φ jk(z)ϕ(z) − φ jk(z′)ϕ(z′)∣∣∣∣
≤ φ
j
k
(z′)|ϕ(z) − ϕ(z′)| + |ϕ(z)|
∣∣∣∣φ jk(z) − φ jk(z′)∣∣∣∣
.
[
d(z, z′)
r + d(x, z)
]β
1
Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
+
d(z, z′)
r
j
k

β
1
Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
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∼
[
d(z, z′)
r + d(x, z)
]β
1
Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
.
This implies the regularity condition of φ
j
k
ϕ. Consequently, we obtain (4.8) and hence (4.7) when
x ∈ B(x
j
k
, 16A4
0
r
j
k
) by the arbitrariness of ϕ.
Case 2) d(x
j
k
, x) ≥ 16A4
0
r
j
k
. In this case, it suffices to show that
(4.9)
∥∥∥∥φ jkϕ∥∥∥∥G(y j
k
,r,β,γ)
.
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

γ
,
where y
j
k
< Ω j satisfies d(y
j
k
, x
j
k
) < 48A5
0
r
j
k
, which implies that d(y
j
k
, x
j
k
) ∼ r
j
k
[for the existence of
such a y
j
k
, see Proposition 4.4(iv) with A := (2A0)
4].
Indeed, if (4.9) holds true, then
∣∣∣∣〈b jk, ϕ〉∣∣∣∣ = ∣∣∣∣〈 f , φ jkϕ〉∣∣∣∣ . µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

γ
f⋆
(
y
j
k
)
. 2 j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

γ
.
This, together with the arbitrariness of ϕ, implies (4.7) directly.
We now prove (4.9). We first consider the size condition. Let z ∈ X. By the support of φ
j
k
,
we may suppose d(z, x
j
k
) ≤ 2A0r
j
k
, which implies that d(y
j
k
, z) . r j
k
. Moreover, since d(y
j
k
, x
j
k
) >
16A4
0
r
j
k
> 2A0d(z, x
j
k
), it then follows that
d
(
y
j
k
, z
)
≥
1
A0
d
(
y
j
k
, x
j
k
)
− d
(
z, x
j
k
)
>
1
2A0
d
(
y
j
k
, x
j
k
)
∼ r
j
k
.
Therefore, we have r
j
k
∼ r
j
k
+d(y
j
k
, z). On the other hand, similarly, since d(x, x
j
k
) > 2A0d(z, x
j
k
), we
obtain d(x, z) ∼ d(x
j
k
, x) & r
j
k
. By these above inequalities, d(x
j
k
, x) > r
j
k
& r and the size conditions
of φ
j
k
and ϕ, we conclude that
∣∣∣∣φ jk(z)ϕ(z)∣∣∣∣ ≤ 1Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
.
1
Vr(x
j
k
) + V(x
j
k
, x)
 r
r + d(x
j
k
, x)

γ
∼
1
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
r
j
k
+ d(x
j
k
, x)

γ
µ(B(x
j
k
, r
j
k
))
µ(B(y
j
k
, r
j
k
)) + V(y
j
k
, z)
 r
j
k
r
j
k
+ d(y
j
k
, z)

γ
.
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

γ
1
Vr(y
j
k
) + V(y
j
k
, z)
 r
r + d(y
j
k
, z)

γ
,
which implies the size condition of φ
j
k
ϕ.
Next we consider the regularity condition of φ
j
k
ϕ. Suppose z, z′ ∈ X with d(z, z′) ≤ (2A0)
−1[r +
d(y
j
k
, z)]. Because of the size condition of φ
j
k
ϕ, we may further assume that d(z, z′) ≤ (2A0)
−10[r +
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d(y
j
k
, z)]; the other cases are obviously true. By the support of φ
j
k
, repeating the proof of Case 1),
we find that φ
j
k
(z)ϕ(z) − φ
j
k
(z′)ϕ(z′) , 0 further implies d(z, x
j
k
) < (2A0)
2r
j
k
, and hence d(z, z′) <
(2A0)
−1r
j
k
≤ (2A0)
−1[r + d(r
j
k
, z)] and d(z, y
j
k
) . r
j
k
. Moreover, since d(x
j
k
, x) ≥ (2A0)
4r
j
k
, it then
follows that d(z, x
j
k
) < (2A0)
−2d(x, x
j
k
) and hence d(z, x) ∼ d(x
j
k
, x). By these, both the size and
the regularity conditions of φ
j
k
and ϕ, and r
j
k
> r, similarly to the proof of the size condition, we
conclude that∣∣∣∣φ jk(z)ϕ(z) − φ jk(z′)ϕ(z′)∣∣∣∣
≤ φ
j
k
(z′)|ϕ(z) − ϕ(z′)| + |ϕ(z)|
∣∣∣∣φ jk(z) − φ jk(z′)∣∣∣∣
.
[
d(z, z′)
r + d(x, z)
]β
1
Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
+
d(z, z′)
r
j
k

β
1
Vr(x) + V(x, z)
[
r
r + d(x, z)
]γ
.
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

γ  d(z, z′)
r + d(y
j
k
, z)

β
1
Vr(y
j
k
) + V(y
j
k
, z)
 r
r + d(y
j
k
, z)

γ
.
Thus, we obtain the regularity condition of φ
j
k
ϕ and hence (4.9) holds true. This finishes the proof
of Case 2).
Summarizing the above two cases, we obtain (4.7) and hence complete the proof of Proposition
4.6. 
Proposition 4.7. Let p ∈ (ω/(ω + η), 1] with ω and η, respectively, as in (1.1) and Definition 2.4.
For any j ∈ Z such that Ω j $ X and k ∈ I j, let b
j
k
be as in (4.6) with β, γ ∈ (ω[1/p − 1], η). Then
there exists a positive constant C such that, for any j as above,
(4.10)
∫
X
∑
k∈I j
[(
b
j
k
)∗
0
(x)
]p
dµ(x) ≤ C
∥∥∥ f ∗0 1Ω j∥∥∥pLp(X) ;
moreover, there exists b j ∈ h∗,p(X) such that b j =
∑
k∈I j b
j
k
in h∗,p(X) and, for any x ∈ X,
(4.11)
(
b j
)∗
0
(x) ≤ C2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
+C f ∗0 (x)1Ω j (x);
if g j := f − b j for any j ∈ Z such that Ω j $ X, then, for any x ∈ X,
(4.12)
(
g j
)∗
0
(x) ≤ C2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
+C f ∗0 (x)1(Ω j)∁(x).
Proof. Suppose j ∈ Z such that Ω j $ X. We first prove (4.10). Indeed, by Propositions 4.4 and
4.6, β, γ > ω(1/p − 1) and [27, Lemma 4.8], we conclude that
∫
X
∑
k∈I j
[(
b
j
k
)∗
0
(x)
]p
dµ(x) . 2 jp
∫
X
∑
k∈I j

µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ

p
dµ(x)
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+
∫
⋃
k∈I j
B(x
j
k
,16A4
0
r
j
k
)
[ f ∗0 (x)]
p dµ(x)
. 2 jpµ(Ω j) +
∥∥∥ f ∗0 1Ω j∥∥∥pLp(X) . ∥∥∥ f ∗0 1Ω j∥∥∥pLp(X) .
This finishes the proof of (4.10).
Now we prove (4.11). Indeed, by (4.10), the dominated convergence theorem and the com-
pleteness of h∗,p(X), we find that there exists b j ∈ h∗,p(X) such that b j =
∑
k∈I j b
j
k
in h∗,p(X). By
this, Proposition 4.6, and (ii) and (v) of Proposition 4.4, we conclude that, for any x ∈ X,(
b j
)∗
0
(x) ≤
∑
k∈I j
(
b
j
k
)∗
0
(x)
. 2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
+ f ∗0 (x)
∑
k∈I j
1
B(x
j
k
,16A4
0
r
j
k
)
(x)
∼ 2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
+ f ∗0 (x)1Ω j (x),
which implies (4.11).
Finally, we prove (4.12). When x ∈ (Ω j)∁, then, by (4.11), we know that
(
g j
)∗
0
(x) ≤ f ∗0 (x) +
(
b j
)∗
0
(x) . 2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
+ f ∗0 (x).
Thus, (4.12) holds true in this case.
Now suppose that x ∈ Ω j. Then, by Proposition 4.4(ii), we may find k0 ∈ I j such that x ∈
B(x
j
k0
, r
j
k0
) and then fix such a k0. Let
J :=
{
n ∈ I j : B
(
x
j
n, 16A
4
0r
j
n
)
∩ B
(
x
j
k0
, 16A40r
j
k0
)
, ∅
}
.
By Proposition 4.4(v), we have #J . 1 and (8A2
0
)−1r
j
n ≤ r
j
k0
≤ 8A2
0
r
j
n whenever n ∈ J .
For any x ∈ X and ϕ ∈ G
η
0
(β, γ) with ‖ϕ‖G(x,r,β,γ) ≤ 1 for some r ∈ (0, 1], we write
〈
g j, ϕ
〉
= 〈 f , ϕ〉 −
∑
n∈I j
〈
b
j
n, ϕ
〉
=
〈 f , ϕ〉 −∑
n∈J
〈
b
j
n, ϕ
〉 +∑
n<J
〈
b
j
n, ϕ
〉
=: Z1 + Z2.
For the term Z2, since n < J , it then follows that x < B(x
j
n, 16A
4
0
r
j
n). Therefore, by (4.7), we find
that
|Z2| . 2
j
∑
n<J
µ(B(x
j
n, r
j
n))
µ(B(x
j
n, r
j
n)) + V(x
j
n, x)
 r jn
r
j
n + d(x
j
n, x)
β∧γ
. 2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
,
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as desired.
It remains to estimate Z1. To this end, we consider two cases.
Case 1) r
j
k0
≤ (2A0)
−4(8A0)
−2. In this case, for any n ∈ J , r
j
n ≤ (2A0)
−4. Thus, the definition of
b
j
k
is the same as that in [27, (4.3)]. Then, using a similar argument to that used in the estimation
of [27, (4.6)], we obtain, when n ∈ J ,
|Z1| . 2
j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
,
which is the desired estimate.
Case 2) r
j
k0
> (2A0)
−4(8A0)
−2. In this case, we let J1 := J ∩ I
∗
j
and J2 := J \ I
∗
j
. We
may further assume that r ≤ r
j
k0
because, when r ∈ (r
j
k0
, 1], there exists r˜ ∈ (0, r
j
k0
] such that
‖ϕ‖G(x,˜r,β,γ) . 1, which can be reduced to the case r ≤ r
j
k0
. Thus, we write
Z1 = 〈 f , ϕ〉 −
∑
n∈J1
〈
b
j
n, ϕ
〉
−
∑
n∈J2
〈
b
j
n, ϕ
〉
= 〈 f , ϕ〉 −
∑
n∈J1
〈
f , φ
j
nϕ
〉
+
∑
n∈J1
〈 f , ϕ˜n〉 −
∑
n∈J2
〈
f , φ
j
nϕ
〉
= 〈 f , ϕ˜〉 +
∑
n∈J1
〈 f , ϕ˜n〉 ,
where ϕ˜ := ϕ(1 −
∑
n∈J φ
j
n) and, for any n ∈ J1,
ϕ˜n := φ
j
n
[∫
X
φ
j
n(z) dµ(z)
]−1 ∫
X
ϕ(z)φ
j
n(z) dµ(z).
By the definition of ϕ˜n, Proposition 4.5(i) and (1.1), we find that, for any n ∈ J1,∫
X
φ
j
n(z) dµ(z) ∼ µ
(
B
(
x
j
n, r
j
n
))
and
∫
X
∣∣∣∣ϕ(z)φ jn(z)∣∣∣∣ dµ(z) . 1,
which implies ‖ϕ˜n‖G(y jn,r
j
n,β,γ)
∼ ‖ϕ˜n‖G(x jn ,r
j
n,β,γ)
. 1. Here and hereafter, for any j ∈ Z and k ∈ I j, y
j
k
denotes the point such that y
j
k
< Ω j satisfies d(y
j
k
, x
j
k
) ≤ 48A5
0
r
j
k
[see Proposition 4.4(iv)]. Moreover,
by [27, (4.7)], we have ‖ϕ˜‖
G(y
j
k0
,r
j
k0
,β,γ)
. 1. Therefore, by this, r
j
n ≤ (2A0)
−4 whenever n ∈ J1,
Proposition 4.6, #J1 ≤ #J . 1 and the fact x ∈ B(x
j
k0
, r
j
k0
), we conclude that
|Z1| . f
∗
0
(
y
j
k0
)
+
∑
n∈J1
f ∗0
(
y
j
n
)
. 2 j . 2 j
∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ
.
This, together with the estimate of Z2 and the arbitrariness of ϕ, further implies (4.12) in the case
when x ∈ Ω j, which completes the proof of (4.12) and hence of Proposition 4.7. 
By Proposition 4.7, we have the following lemma.
Lemma 4.8. Let p ∈ (ω/(ω + η), 1], β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as in
(1.1) and Definition 2.4, and q ∈ [1,∞). If regarding h∗,p(X) as a subspace of (G
η
0
(β, γ))′, then
Lq(X) ∩ h∗,p(X) is dense in h∗,p(X).
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Proof. Suppose f ∈ h∗,p(X) and, for any j ∈ Z, Ω j is as in (4.4). Since f ∗
0
∈ Lp(X), it then
follows that there exists j0 ∈ Z such that, for any j ∈ { j0, j0 + 1, . . .}, Ω
j $ X. Therefore, for any
j ∈ { j0, j0 + 1, . . .}, let b
j and g j be as in Proposition 4.7. By p ∈ (ω/(ω + η), 1], (4.10) and the
dominated convergence theorem, we find that, for any j ∈ { j0, j0 + 1, . . .},
∥∥∥∥(b j)∗
0
∥∥∥∥p
Lp(X)
=
∫
X

∑
k∈I j
b
j
k

∗
0
(x)

p
dµ(x) ≤
∫
X
∑
k∈I j
(
b
j
k
)∗
0
(x)

p
dµ(x)
≤
∫
X
∑
k∈I j
[(
b
j
k
)∗
0
(x)
]p
dµ(x) .
∥∥∥ f ∗0 1Ω j∥∥∥pLp(X) → 0
as j→ ∞. This shows that g j ∈ h∗,p(X) and f − g j → 0 in h∗,p(X) as j→ ∞.
We still need to prove that g j ∈ Lq(X) for any given q ∈ [1,∞]. Indeed, by (4.12), the
Minkowski inequality, (ii) and (v) of Proposition 4.4 and [27, Lemma 4.6], we conclude that
∥∥∥∥(g j)∗
0
∥∥∥∥
Lq(X)
. 2 j

∫
X

∑
k∈I j
µ(B(x
j
k
, r
j
k
))
µ(B(x
j
k
, r
j
k
)) + V(x
j
k
, x)
 r
j
k
r
j
k
+ d(x
j
k
, x)

β∧γ

q
dµ(x)

1/q
+
{∫
(Ω j)∁
[
f ∗0 (x)
]q
dµ(x)
}1/q
. 2 jµ
⋃
k∈I j
B
(
x
j
k
, r
j
k
) + 2 j(q−p)/q
{∫
X
[
f ∗0 (x)
]p
dµ(x)
}1/q
. 2 jµ
(
Ω j
)
+ 2 j(q−p)/q‖ f ‖
p/q
h∗,p(X)
< ∞.
Thus, (g j)∗
0
∈ Lq(X), which implies that g j ∈ Lq(X). Combining these above conclusions, we then
complete the proof of Lemma 4.8. 
In what follows, we suppose f ∈ L2(X) ∩ h∗,p(X). For any j ∈ Z with Ω j $ X and k ∈ I j, let
(4.13) m
j
k
:=
1
‖φ
j
k
‖L1(X)
∫
X
f (x)φ
j
k
(x) dµ(x) and b
j
k
:=

(
f − m
j
k
)
φ
j
k
if k ∈ I∗
j
,
fφ
j
k
if k ∈ I j \ I
∗
j
.
Then we have the following properties.
Lemma 4.9. For any j ∈ Z such that Ω j $ X and k ∈ I j, let m
j
k
and b
j
k
be as in (4.13). Then
(i) there exists a positive constant C, independent of j and k ∈ I∗
j
, such that |m
j
k
| ≤ C2 j;
(ii) b
j
k
induces the same distribution as the one defined in (4.6);
(iii)
∑
k∈I j b
j
k
converges to some function b j in L2(X), which induces a distribution that coincides
with b j as in Proposition 4.7;
(iv) let g j := f − b j. Then g j = f1(Ω j)∁ +
∑
k∈I∗
j
m
j
k
φ
j
k
. Moreover, there exists a positive constant
C, independent of j, such that, for almost every x ∈ X, |g j(x)| ≤ C2 j.
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Proof. Let all the notions be as in Lemma 4.9. We first show (i). Indeed, for any k ∈ I∗
j
, by Propo-
sition 4.4(iii), we find that there exists y
j
k
< Ω j such that d(y
j
k
, x
j
k
) . r
j
k
. By this and Proposition 4.5,
we know that ‖φ
j
k
‖
G(y
j
k
,r
j
k
,β,η)
∼ ‖φ
j
k
‖
G(x
j
k
,r
j
k
,β,η)
. Vδk(x
j
k
). From this, Proposition 4.5(i) and r
j
k
≤ 1,
we further deduce that ∣∣∣∣m jk∣∣∣∣ ∼ 1
Vδk(x
j
k
)
∣∣∣∣〈 f , φ jk〉∣∣∣∣ . f⋆0 (y jk) . 2 j.
This finishes the proof of (i).
Now we prove (ii). When k ∈ I j, by the Fubini theorem, we conclude that, for any ϕ ∈ G
η
0
(β, γ),∫
X
b
j
k
(x)ϕ(x) dµ(x)
=
∫
X
 f (x) − 1
‖φ
j
k
‖L1(X)
∫
X
f (y)φ
j
k
(y) dµ(y)
 φ jk(x)ϕ(x) dµ(x)
=
∫
X
f (y)φ
j
k
(y)ϕ(y) dµ(y) −
∫
X
f (y)φ
j
k
(y)
[∫
X
φ
j
k
(z) dµ(z)
]−1 ∫
X
φ
j
k
(x)ϕ(x) dµ(x) dµ(y)
=
∫
X
f (y)
φ jk(y)
[∫
X
φ
j
k
(z) dµ(z)
]−1 ∫
X
[ϕ(y) − ϕ(x)]φ
j
k
(x) dµ(x)
 dµ(y)
=
∫
X
b
j
k
(x)Φ
j
k
(x) dµ(x),
which coincides with (4.6). When k ∈ I j \ I
∗
j
, the proof is even more direct and we omit the details
here. This finishes the proof of (ii).
Now we show (iii). For any x ∈ X, by Proposition 4.5(ii), and (i) of this lemma, we find that
(4.14)
∑
k∈I∗
j
∣∣∣∣ f (x) − m jk∣∣∣∣φ jk(x) + ∑
k∈I j\I
∗
j
| f (x)|φ
j
k
(x) . [2 j + | f (x)|]
∑
k∈I j
φ
j
k
(x) ∼ [2 j + | f (x)|]1Ω j (x).
From this, it follows that
(4.15) b j :=
∑
k∈I j
b
j
k
,
where the summation converges almost everywhere. Moreover, since f ∈ L2(X), it then follows
that (2 j + | f |)1Ω j ∈ L
2(X) with Ω j as in (4.4). By (4.14) again, together with the dominated
convergence theorem and the completeness of L2(X), we further find that (4.15) converges in
L2(X), and hence in (G
η
0
(β, γ))′. This finishes the proof of (iii).
Finally we prove (iv). For any x ∈ X, by Proposition 4.5(ii), we have
g j(x) = f (x) −
∑
k∈I j
f (x)φ
j
k
(x) +
∑
k∈I∗
j
m
j
k
φ
j
k
(x) = f (x)1(Ω j)∁(x) +
∑
k∈I∗
j
m
j
k
φ
j
k
(x).
Moreover, by the Lebesgue differential theorem, we find that | f (x)| . f⋆
0
(x) for almost every
x ∈ X. From this, (i), Proposition 4.5(ii) and the above identity, we deduce that, for any x ∈ X,∣∣∣g j(x)∣∣∣ . f⋆0 (x)1(Ω j)∁(x) + 2 j1Ω j (x) . 2 j,
which completes the proof of (iv) and hence of Lemma 4.9. 
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For any j ∈ Z, k ∈ I j and l ∈ I
∗
j+1
, let
(4.16) L
j+1
k,l
:=
1
‖φ
j+1
l
‖L1(X)
∫
X
[
f (ξ) − m
j+1
l
]
φ
j
k
(ξ)φ
j+1
l
(ξ) dµ(ξ).
Then we have the following lemma.
Lemma 4.10. For any j ∈ Z such that Ω j $ X, k ∈ I j and l ∈ I
∗
j+1
, let L
j+1
k,l
be as in (4.16). Then
(i) there exists a positive constant C, independent of j, k and l, such that
sup
x∈X
∣∣∣∣L j+1k,l φ j+1l (x)∣∣∣∣ ≤ C2 j;
(ii)
∑
k∈I j
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
= 0 both in (G
η
0
(β, γ))′ and almost everywhere.
This lemma can be proved by using a similar argument to that used in the proof of [27, Lemma
4.12], with I j+1 replaced by I
∗
j+1
and f ∗ by f ∗
0
, because r
j+1
k
≤ 1 whenever k ∈ I∗
j+1
; we omit the
details.
When we establish an atomic decomposition of any element in h∗,p(X), we need the next useful
lemma which can be found in the proof of [27, Lemma 4.12(i)].
Lemma 4.11. Let j ∈ Z be such that Ω j $ X, k ∈ I j and l ∈ I j+1. Then B(x
j+1
l
, 2A0r
j+1
l
) ∩
B(x
j
k
, 2A0r
j
k
) , ∅ implies r
j+1
l
≤ 3A0r
j
k
and B(x
j+1
r , 2A0r
j+1
l
) j B(x j
k
, 16A4
0
r
j
k
).
Finally, we have the following atomic decomposition.
Proposition 4.12. Suppose that p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η,
respectively, as in (1.1) and Definition 2.4. Then there exists a positive constant C such that, for
any f ∈ (G
η
0
(β, γ))′ belonging to h∗,p(X), there exist local (p,∞)-atoms {a j}
∞
j=1
and {λ j}
∞
j=1
⊂ C
such that f =
∑
j=1 λ ja j in (G
η
0
(β, γ))′ and
∑∞
j=1 |λ j|
p ≤ C‖ f ∗
0
‖
p
Lp(X)
.
Proof. By Lemma 4.8, we first suppose that f ∈ L2(X)∩ h∗,p(X). We may further assume that, for
any x ∈ X, | f (x)| . f ∗
0
(x), where the implicit positive constant is independent of f and x. We use
the same notation as in Lemmas 4.9 and 4.10, and we consider two cases.
When µ(X) = ∞, for any j ∈ Z, we have Ω j $ X and let h j := g j+1 − g j = b j − b j+1. Thus, for
anym ∈ N, f−
∑
| j|≤m h
j = g−m+bm+1. On one hand, by Lemma 4.9(iii), we have ‖g−m‖L∞(X) . 2
− j.
On the other hand, by (4.10), we have ‖(b j)∗
0
‖Lp(X) . ‖ f
∗
0
1(Ω j)∁‖Lp(X) → 0 as m → ∞. Therefore,
f =
∑∞
j=−∞ h
j in (G
η
0
(β, γ))′.
For any j ∈ Z, using Proposition 4.5(ii), we can write
h j = b j − b j+1 =
∑
k∈I j
b
j
k
−
∑
l∈I j+1
b
j+1
l
=
∑
k∈I j
b jk − ∑
l∈I j+1
b
j+1
l
φ
j
k

=
∑
k∈I j,1
b jk − ∑
l∈I j+1
b
j+1
l
φ
j
k
 + ∑
k∈I j,2
b jk − ∑
l∈I j+1
b
j+1
l
φ
j
k
 ,
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where I j,1 and I j,2 are defined as in (4.5). By Lemma 4.11, we find that b
j+1
l
φ
j
k
, 0 implies that
r
j+1
l
≤ 3A0r
j
k
, which, combined with k ∈ I j,1, implies l ∈ I
∗
j+1
. By this, (iii) and (iv) of Proposition
4.10 and (4.13), we can write
h j =
∑
k∈I j,1
b jk −
∑
l∈I∗
j+1
b
j+1
l
φ
j
k
 +
∑
k∈I∗
j,2
b jk − ∑
l∈I j+1
b
j+1
l
φ jk + ∑
k∈I j,2\I
∗
j,2
b jk − ∑
l∈I j+1
b
j+1
l
φ jk
=
∑
k∈I j,1
b jk −
∑
l∈I∗
j+1
(
b
j+1
l
φ
j
k
− L
j+1
k,l
φ
j+1
l
) +
∑
k∈I j,2
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
+
∑
k∈I∗
j,2
(
g j+1 − m
j
k
)
φ
j
k
+
∑
k∈I j,2\I
∗
j,2
g j+1φ
j
k
=
∑
k∈I j,1
b jk −
∑
l∈I∗
j+1
(
b
j+1
l
φ
j
k
− L
j+1
k,l
φ
j+1
l
) +
∑
k∈I∗
j,2

(
g j+1 − m
j
k
)
φ
j
k
+
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l

+
∑
k∈I j,2\I
∗
j,2
g j+1φ jk +
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
 .
Let
h
j
k
:=

b
j
k
−
∑
l∈I∗
j+1
(
b
j+1
l
φ
j
k
− L
j+1
k,l
φ
j+1
l
)
when k ∈ I j,1,
(
g j+1 − m
j
k
)
φ
j
k
+
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
when k ∈ I∗
j,2,
g j+1φ
j
k
+
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
when k ∈ I j,2 \ I
∗
j,2
.
From Lemma 4.11 and Proposition 4.5(i), we deduce that, for any j ∈ Z and k ∈ I j, supp h
j
k
⊂
B(x
j
k
, 16A4
0
r
j
k
). For any j ∈ Z and k ∈ I j, let B
j
k
:= B(x
j
k
, 48A5
0
r
j
k
). We claim that, for any j ∈ Z and
k ∈ I j, h
j
k
/[2 jpµ(B
j
k
)]1/p is a harmless constant multiple of a local (p,∞)-atom supported on B
j
k
.
Indeed, when k ∈ I j,1, then 16A
4
0
r
j
k
≤ (3A0)
−1 < 1. By Lemma 4.9(i), (i) and (ii) of Proposition
4.5, Lemma 4.10(i), and (ii) and (v) of Proposition 4.4, we conclude that∑
l∈I∗
j+1
(∣∣∣∣b j+1l ∣∣∣∣φ jk + ∣∣∣∣L j+1k,l φ j+1l ∣∣∣∣) . ∑
l∈I∗
j+1
∣∣∣∣m j+1l ∣∣∣∣φ j+1l φ jk + ∑
l∈I∗
j+1
| f |φ
j+1
l
φ
j
k
+ 2 j
∑
l∈I∗
j+1
1
B(x
j+1
l
,2A0r
j+1
l
)
. 2 jφ
j
k
+ | f |φ
j
k
+ 2 j1Ω j ∈ L
1(X).
From this and the dominated convergence theorem, we easily deduce that
∫
X
h
j
k
(x) dµ(x) = 0.
Finally, we show the size condition of h
j
k
. Indeed, by Lemma 4.11, we find that φ
j
k
φ
j+1
l
, 0 implies
r
j+1
l
≤ 3A0r
j
k
, which, together with k ∈ I j,1, further implies l ∈ I
∗
j+1
. Thus, we have
φ
j
k
1Ω j = φ
j
k
∑
l∈I j+1
φ
j+1
l
= φ
j
k
∑
l∈I∗
j+1
φ
j+1
l
.
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By this and Proposition 4.5(ii), we can write
h
j
k
=
(
f − m
j
k
)
φ
j
k
−
∑
l∈I∗
j+1
(
f − m
j+1
l
)
φ
j+1
l
φ
j
k
+
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
= fφ
j
k
1(Ω j)∁ − m
j
k
φ
j
k
+ φ
j
k
∑
l∈I∗
j+1
m
j+1
l
φ
j+1
l
+
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
.
Then, from Lemma 4.10, (i) and (iv) of Proposition 4.5, and (ii) and (v) of Proposition 4.4, we
further deduce that ‖h
j
k
‖L∞(X) . 2
j. Combining these, we conclude that h
j
k
/[2 jpµ(B
j
k
)]1/p is a
harmless constant multiple of a local (p,∞)-atom supported on B
j
k
.
Now we suppose k ∈ I j,2. Obviously, we have supp h
j
k
⊂ B(x
j
k
, 16A4
0
r
j
k
) ⊂ B
j
k
. Moreover,
noticing that 48A5
0
r
j
k
> 1 when k ∈ I j,2, to show the desired conclusion in this case, it still needs
to prove that ‖h
j
k
‖L∞(X) . 2
j. Indeed, for any k ∈ I j,2, by Lemma 4.9(iii) and Proposition 4.5(i),
we have ‖g j+1φ
j
k
‖L∞(X) ≤ ‖g
j+1‖L∞(X) . 2
j. In addition, by Lemma 4.10(i), Propositions 4.4 and
4.5(v), we further conclude that, for any k ∈ I j,2,∥∥∥∥∥∥∥∥∥
∑
l∈I∗
j+1
L
j+1
k,l
φ
j+1
l
∥∥∥∥∥∥∥∥∥
L∞(X)
. 2 j
∥∥∥∥∥∥∥∥∥
∑
l∈I∗
j+1
1
B(x
j+1
l
,2A0r
j+1
l
)
∥∥∥∥∥∥∥∥∥
L∞(X)
. 2 j.
Moreover, when k ∈ I∗
j,2 ⊂ I
∗
j
, by Lemma 4.9(i), we obtain ‖m
j
k
φ
j
k
‖L∞(X) ≤ |m
j
k
| . 2 j. Combining
the above three inequalities, we finally find that ‖h
j
k
‖L∞(X) . 2
j whenever k ∈ I j,2, which completes
the proof of the above claim.
To summarize, there exists a positive constant C˜ such that, for any j ∈ Z and k ∈ I j, ‖h
j
k
‖L∞(X) ≤
C˜2 j. Then, for any j ∈ Z and k ∈ I j, if letting λ
j
k
:= C˜2 j[µ(B
j
k
)]1/p and a
j
k
:= h
j
k
/λ
j
k
, then a
j
k
is a
local (p,∞)-atom and f =
∑
j∈Z
∑
k∈I j
λ
j
k
a
j
k
in (G
η
0
(β, γ))′ and almost everywhere. Moreover, by (i)
and (ii) of Proposition 4.4, we further conclude that∑
j∈Z
∑
k∈I j
∣∣∣∣λ jk∣∣∣∣p .
∞∑
j=−∞
∑
k∈I j
2 jpµ
(
B
j
k
)
.
∞∑
j=−∞
2 jp
∑
k∈I j
µ
(
B
(
x
j
k
, r
j
k
/
(
5A30
)))
.
∞∑
j=−∞
2 jpµ
(
Ω j
)
.
∥∥∥ f ∗0 ∥∥∥pLp(X) .
Thus, Proposition 4.12 holds true when f ∈ L2(X) ∩ h∗,p(X) in the case µ(X) = ∞.
When µ(X) < ∞, then, without loss of generality, we may assume µ(X) = 1. Moreover, by
[37, Lemma 5.1], we conclude that R0 := diam X < ∞. Let j0 ∈ Z be the minimal integer j ∈ Z
such that 2 j ≥ ‖ f⋆
0
‖Lp(X) with f
⋆
0
as in (4.3). Then, for any j ∈ { j0, j0 + 1, . . .}, we have Ω
j $ X;
otherwise, we have Ω j = X and hence∥∥∥ f⋆0 ∥∥∥pLp(X) > 2 jpµ(X) ≥ 2 j0p ≥ ∥∥∥ f⋆0 ∥∥∥pLp(X) ,
which is a contradiction. Thus, for any j ≥ j0, Ω
j $ X. For any j ∈ { j0, j0 + 1, . . .}, let h
j :=
g j+1 − g j = b j − b j+1. Then, for any N ∈ { j0, j0 + 1, . . .},
f −
N∑
j= j0
h j = f − gN+1 − g j0 = bN+1 + g j0 → g j0
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as N → ∞, which converges both in (G
η
0
(β, γ))′ and almost everywhere. Therefore, f =
∑∞
j= j0
h j+
g j0 . For the terms {h j}∞
j= j0
, we may use a similar argument to that used in the proof of the case
µ(X) = ∞ and we omit the details. For the term g j0 , by Lemma 4.9(iv), we have ‖g j0‖L∞(X) ≤ c2
j0 ,
where c is a positive constant independent of f and j0. Fix x1 ∈ X and let λ
j0 := c2 j0 [µ(B(x1,R0 +
1))]1/p = c2 j0 and a j0 := g j0/λ j0 . Then a j0 is a local (p,∞)-atom supported on B(x1,R0 + 1).
Moreover, |λ j0 |p ∼ 2 j0 p ∼ ‖ f ‖h∗,p(X), which completes the proof when f ∈ L
2(X) ∩ h∗,p(X).
When f ∈ h∗,p(X), we may use a density discussion to obtain a locally (p,∞)-atomic decom-
position of f (see [35, pp. 301–302] for more details) and we omit the details. This finishes the
proof of Proposition 4.12. 
Combining Propositions 4.3 and 4.12, we immediately obtain the following atomic characteri-
zation of h∗,p(X) for any given p ∈ (ω/(ω + η), 1]. We omit the details.
Theorem 4.13. Let p ∈ (ω/(ω+ η), 1], q ∈ (p,∞]∩ [1,∞] and β, γ ∈ (ω(1/p − 1), η), with ω and
η, respectively, as in (1.1) and Definition 2.4. As subspaces of (G
η
0
(β, γ))′, h∗,p(X) = h
p,q
at (X) with
equivalent (quasi-)norms.
5 Littlewood–Paley function characterizations of atomic local Hardy
spaces
In this section, we consider the Littlewood–Paley function characterizations of local Hardy
spaces hp(X). Let β, γ ∈ (0, η), θ ∈ (0,∞) and f ∈ (G
η
0
(β, γ))′. The inhomogeneous Lusin area
function Sθ,0( f ) of f with aperture θ is defined by setting, for any x ∈ X,
(5.1) Sθ,0( f )(x) :=

∞∑
k=0
∫
B(x,θδk)
|Qk f (y)|
2 dµ(y)
Vθδk(x)

1/2
.
For θ = 1, we denote S1,0( f ) simply by S0( f ). The inhomogeneous Littlewood–Paley g-function
g0( f ) is defined by setting, for any x ∈ X,
(5.2) g0( f )(x) :=

N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
m
Q
k,m
α
(
|Qk f |
2
)
1
Q
k,m
α
(x) +
∞∑
k=N+1
|Qk f (x)|
2

1/2
,
where N and {Qk,mα : k ∈ {0, . . . ,N}, α ∈ Ak, m ∈ {1, . . . ,N(k, α)}} are the same as in Theorem
2.7 and, for any E ⊂ X with µ(E) ∈ (0,∞) and non-negative function h,
mE(h) :=
1
µ(E)
∫
E
h(y) dµ(y).
For any λ ∈ (0,∞), the inhomogeneous Littlewood–Paley g∗λ-functions g
∗
λ,0
( f ) is defined by setting,
for any x ∈ X,
(5.3) g∗λ,0( f )(x) :=

∞∑
k=0
∫
X
|Qk f (y)|
2
[
δk
δk + d(x, y)
]λ
dµ(y)
Vδk(x) + Vδk(y)

1/2
.
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For any p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as in (1.1) and
Definition 2.4, the local Hardy space hp(X) is defined, via the Lusin area function, by setting
hp(X) :=
{
f ∈
(
G
η
0
(β, γ)
)′
: ‖ f ‖hp(X) := ‖S0( f )‖Lp(X) < ∞
}
.
First we prove that hp(X) is independent of the choice of the exp-IATI. If E := {Ek}k∈Z and Q :=
{Qk}k∈Z are two exp-IATIs, then we denote, respectively, by S0,E and S0,Q the inhomogeneous
Lusin area functions via E and Q. We have the following conclusions.
Theorem 5.1. Let E := {Ek}k∈Z and Q := {Qk}k∈Z be two exp-IATIs. Suppose that p ∈ (ω/(ω +
η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as in (1.1) and Definition 2.4. Then
there exists a positive constant C such that, for any f ∈ (G
η
0
(β, γ))′,
C−1‖S0,Q( f )‖Lp(X) ≤ ‖S0,E( f )‖Lp(X) ≤ C‖S0,Q( f )‖Lp(X).
Proof. By symmetry, to complete the proof of this theorem, it suffices to show that, for any f ∈
(G
η
0
(β, γ))′,
‖S0,E( f )‖Lp(X) . ‖S0,Q( f )‖Lp(X).
By Theorem 2.7, we find that, for any l ∈ Z+ and x ∈ X,
El f (x) = 〈 f , El(x, ·)〉
=
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜∗kEl(x, y) dµ(y)Q
k,m
α,1
( f )
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜∗kEl
(
x, yk,mα
)
Qk f
(
yk,mα
)
.
Suppose ξ ∈ X, l ∈ Z+ and x ∈ B(ξ, δ
l). Notice that, for any k ∈ Z+, α ∈ Ak, m ∈ {1, . . . ,N(k, α)}
and y ∈ Qk,mα , we can write
Q˜∗kEl(x, y) =
∫
X
Q˜k(z, x)El(z, y) dµ(y) = Q˜
∗
k(El(·, y))(x).
Thus, by Lemma 3.6, we find that, for any fixed η′ ∈ (0, β ∧ γ),
∣∣∣Q∗kEl(x, y)∣∣∣ . δ|k−l|η′ 1Vδk∧l(x) + V(x, y)
[
δk∧l
δk∧l + d(x, y)
]γ
(5.4)
∼ δ|k−l|η
′ 1
Vδk∧l(ξ) + V(ξ, y)
[
δk∧l
δk∧l + d(ξ, y)
]γ
.
When k ∈ {0, . . . ,N}, by the Ho¨lder inequality, we conclude that, for any α ∈ Ak and m ∈
{1, . . . ,N(k, α)},
∣∣∣∣Qk,mα,1 ( f )∣∣∣∣ ≤ 1
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (u)| dµ(u) ≤
 1
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (u)|
2 dµ(u)
1/2
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.
[
1
Vδk(u)
∫
B(z,δk)
|Qk f (u)|
2 dµ(u)
]1/2
∼ mk( f )(z),
which further implies that |Qk,m
α,1
( f )| . inf
z∈Q
k,m
α
mk( f )(z). Here and hereafter, for any k ∈ Z+,
f ∈ (G
η
0
(β, γ))′ and z ∈ X, let
mk( f )(z) :=
[∫
B(z,δk)
|Qk f (u)|
2 dµ(u)
Vδk(u)
]1/2
.
On another hand, for any k ∈ {N +1,N +2, . . .}, α ∈ Ak and m ∈ {1, . . . ,N(k, α)}, choose y
k,m
α such
that∣∣∣∣Qk f (yk,mα )∣∣∣∣ ≤ inf
z∈Q
k,m
α
|Qk f (z)| +
1
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (y)| dµ(y) ≤
2
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (y)| dµ(y).
By this, the Ho¨lder inequality and δ ≤ (2A0)
−10, we conclude that, for any z ∈ Qk,mα ,∣∣∣∣Qk f (yk,mα )∣∣∣∣ .
 1
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (y)|
2 dµ(y)
1/2 . mk( f )(z).
From these inequalities and Lemma 3.5, we deduce that, for any fixed r ∈ (0, p) and η′ ∈ (0, β∧γ),
any l ∈ Z+, ξ ∈ X and x ∈ B(ξ, δ
l),
|El f (x)| .
∞∑
k=0
δ|k−l|[η
′−ω(1/r−1)]
M
∑
α∈Ak
N(k,α)∑
m=1
inf
z∈Q
k,m
α
[mk( f )(z)]
r1
Q
k,m
α
 (ξ)

1/r
,
whereM is as in (2.1). Thus, choosing η′ and r such that ω/(ω + η′) < r < p, we know that, for
any ξ ∈ X,
[
S0,E( f )(ξ)
]2
=
∞∑
l=0
∫
B(ξ,δl)
|El f (x)|
2 dy
Vδl(ξ)
.
∞∑
l=0
∞∑
k=0
δ|k−l|[η
′−ω(1/r−1)]
M
∑
α∈Ak
N(k,α)∑
m=1
inf
z∈Q
k,m
α
[mk( f )(z)]
r1
Q
k,m
α
 (ξ)

2/r
.
∞∑
k=0
M
∑
α∈Ak
N(k,α)∑
m=1
inf
z∈Q
k,m
α
[mk( f )(z)]
r1
Q
k,m
α
 (ξ)

2/r
.
∞∑
k=0
{
M
(
[mk( f )]
r) (ξ)}2/r .
By this, r < p and the Fefferman–Stein vector-valued maximal inequality (see [23, (1.13)]), we
further conclude that
‖S0,E( f )‖Lp(X) .
∥∥∥∥∥∥∥∥

∞∑
k=0
{
M
(
[mk( f )]
r)}2/r
r/2
∥∥∥∥∥∥∥∥
1/r
Lp/r(X)
.
∥∥∥∥∥∥∥∥

∞∑
k=0
[mk( f )]
2

1/2
∥∥∥∥∥∥∥∥
Lp(X)
∼ ‖S0,Q( f )‖Lp(X).
This finishes the proof of Theorem 5.1. 
36 Ziyi He, Dachun Yang andWen Yuan
The next proposition shows that h
p,2
at (X) ⊂ h
p(X).
Proposition 5.2. Let p ∈ (ω/(ω + η), 1], β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as in
(1.1) and Definition 2.4 and {Qk}
∞
k=0
be an exp-IATI. Let θ ∈ (0,∞) and Sθ,0 be as in (5.1). Then
there exists a positive constant C, independent of θ, such that, for any f ∈ (G
η
0
(β, γ))′ belonging to
h
p,2
at (X),
(5.5) ‖Sθ,0( f )‖Lp(X) ≤ Cmax
{
θ−ω/2, θω/p
}
‖ f ‖
h
p,2
at (X)
.
In particular, for any q ∈ [1,∞] ∩ (p,∞], h
p,q
at (X) = h
p,2
at (X) ⊂ h
p(X).
Proof. Note that, for any θ ∈ (0, 1] and f ∈ (G
η
0
(β, γ))′, we have Sθ,0( f ) . θ
−ω/2S0( f ), which fur-
ther implies that (5.25) holds true when θ ∈ (0, 1]. Thus, to complete the proof of this proposition,
we still need to prove that (5.25) holds true when θ ∈ (1,∞). To this end , it suffices to prove that,
for any θ ∈ (0,∞) and any local (p, 2)-atom a,
(5.6) ‖Sθ,0(a)‖Lp(X) . max
{
θ−ω/2, θω/p
}
.
Indeed, suppose f ∈ h
p,2
at (X). Then there exist {λ j}
∞
j=1
⊂ C and local (p, 2)-atoms {a j}
∞
j=1
such that∑∞
j=1 |λ j|
p < ∞ and f =
∑∞
j=1 λ ja j in (G
η
0
(β, γ))′. By the Minkowski integral inequality, for any
x ∈ X, we have
Sθ,0( f )(x) = Sθ,0

∞∑
j=1
λ ja j
 (x) ≤
∞∑
j=1
|λ j|Sθ,0(a j)(x).
From this, p ∈ (ω/(ω + η), 1] and (5.6), we further deduce that
∥∥∥Sθ,0( f )∥∥∥pLp(X) ≤
∞∑
j=1
|λ j|
p
∥∥∥Sθ,0(a j)∥∥∥pLp(X) . max {θ−pω/2, θω}
∞∑
j=1
|λ j|
p.
Taking the infimum over all atomic decomposition of f , we obtain (5.5). This finishes the proof
of Proposition 5.2 under the assumption (5.6).
Now we prove (5.6). To this end, we first show that Sθ,0 is bounded on L
2(X) with its operator
norm independent of θ. Indeed, for any ϕ ∈ L2(X), by the Fubini theorem, we obtain
∥∥∥Sθ,0(ϕ)∥∥∥L2(X) =
∫
X
∞∑
k=0
∫
B(x,θδk)
|Qkϕ(y)|
2 dµ(y)
Vθδk(x)
dµ(x) =
∫
X
∞∑
k=0
|Qkϕ(y)|
2 dµ(y)
=
∥∥∥g′0(ϕ)∥∥∥2L2(X) ,
here and hereafter, for any ϕ ∈ L2(X), g′
0
(ϕ) := (
∑∞
k=0 |Qkϕ|
2)1/2.
Now we prove that, for any ϕ ∈ L2(X),
(5.7)
∥∥∥g′0(ϕ)∥∥∥L2(X) . ‖ϕ‖L2(X).
Without loss of generality, we may assume that {Qk}
∞
k=0
and ϕ are real. Otherwise we may split
them into real and imagine parts and estimate them separately. We write
∥∥∥g′0(ϕ)∥∥∥2L2(X) =
∞∑
k=0
∫
X
[
Qkϕ(x)
]2
dµ(x) =
∞∑
k=0
〈
Q∗kQkϕ, ϕ
〉
.
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Observe that {Q∗
k
}∞
k=0
satisfies (i), (ii) and (iii) of Theorem 2.6 with N = 0 and β = η = γ. Thus, by
Lemma 3.6, we find that, for any fixed η′ ∈ (0, η), any k1, k2 ∈ Z+ and x, y ∈ X,∣∣∣Qk1Q∗k2 (x, y)∣∣∣ =
∣∣∣∣∣
∫
X
Qk1 (x, z)Qk2 (y, z) dµ(y)
∣∣∣∣∣
. δ|k1−k2 |η
′ 1
Vδk1∧k2 (x) + V(x, y)
[
δk1∧k2
δk1∧k2 + d(x, y)
]η
.
From this and the size condition of {Qk}
∞
k=0
, we deduce that, for any k1, k2 ∈ Z+,∥∥∥∥(Q∗k1Qk1) (Q∗k2Qk2)∥∥∥∥L2(X)→L2(X) . ∥∥∥Qk1Q∗k2∥∥∥L2(X)→L2(X) δ|k1−k2 |η′ .
By this, the fact that Q∗
k
Qk is self-adjoint and the Cotlar–Stein lemma (see [41, pp. 279–280] or
[28, Lemma 4.4]), we conclude that
∥∥∥g′0(ϕ)∥∥∥2L2(X) =
〈 ∞∑
k=0
Q∗kQkϕ, ϕ
〉
. ‖ϕ‖2
L2(X)
,
which implies (5.7) and further the boundedness of Sθ,0 on L
2(X).
Now we continue to prove (5.6). Suppose that a is a local (p, 2)-atom supported on the ball
B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞). When r0 ∈ (0, 1], using the boundedness of Sθ,0
on L2(X) and a similar argument to that used in the estimation of [27, (5.10)], we conclude that
(5.6) holds true.
It suffices to show (5.6) in the case r0 ∈ (1,∞). By the Fubini theorem and (5.7), we find that
‖Sθ,0(a)‖L2(X) =
∥∥∥∥∥∥∥∥

∞∑
k=0
|Qka|
2

1/2
∥∥∥∥∥∥∥∥
L2(X)
=
∥∥∥g′0(a)∥∥∥L2(X) . ‖a‖L2(X) . [µ(B)]1/2−1/p,
which, together with the Ho¨lder inequality, further implies that
(5.8)
∫
B(x0,4A
2
0
θr0)
[Sθ,0(a)(x)]
p dµ(x) ≤ ‖Sθ,0(a)‖
p
L2(X)
[
µ
(
B
(
x0, 4A
2
0θr0
))]1−p/2
. θω(1−p/2).
Now we consider the case x < B(x0, 4A
2
0
θr0). Fix k ∈ Z+ and y ∈ B(x, θδ
k). When u ∈ B(x0, r0),
we have d(u, x0) ≤ (2A0)
−1d(x0, y), which implies that d(u, y) ∼ d(x0, y) ∼ d(x0, x). By this, the
size condition of Qk and the Ho¨lder inequality, we have
|Qka(y)| ≤
∫
B
|Qk(y, u)a(u)| dµ(u) .
∫
X
1
Vδk(y) + V(y, u)
[
δk
δk + d(y, u)
]γ
|a(u)| dµ(u)(5.9)
. [µ(B)]1−1/p
1
Vδk(x0) + V(x0, y)
[
δk
δk + d(x0, y)
]γ
.
We then separate k ∈ Z+ into two parts. If δ
k < (4A0θ)
−1d(x0, x), then d(x0, y) ∼ d(x0, x). In this
case, we choose γ′ ∈ (ω(1/p − 1), γ). Therefore, by (5.9) and the fact r0 > 1 ≥ δ
k, we conclude
that ∑
δk<(4A0θ)−1d(x0 ,x)
∫
B(x,θδk)
|Qka(y)|
2 dµ(y)
Vθδk(x)
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. [µ(B)]2(1−1/p)
[
1
V(x0, x)
]2 ∑
δk<(4A0θ)−1d(x0 ,x)
[
δk
d(x0, x)
]2γ
. [µ(B)]2(1−1/p)
[
1
V(x0, x)
]2 [
r0
d(x0, x)
]2γ′ ∑
δk<(4A2
0
θ)−1d(x0 ,x)
[
δk
d(x0, x)
]2(γ−γ′)
. [µ(B)]2(1−1/p)
[
1
V(x0, x)
]2 [
r0
d(x0, x)
]2γ′
.
When δk ≥ (4A2
0
θ)−1d(x0, x), by (1.1), we have V(x0, x) . µ(B(x0, θδ
k)) . θωVδk(x0). Therefore,∑
δk≥(4A0θ)−1d(x0 ,x)
∫
B(x,θδk)
|Qka(y)|
2 dµ(y)
Vθδk(x)
. [µ(B)]2(1−1/p)
∑
δk<(4A0θ)−1d(x0 ,x)
[
1
Vδk(x0)
]2 (
r0
δk
)γ
. θ2ω[µ(B)]2(1−1/p)
[
1
V(x0, x)
]2 ∑
δk<(4A0θ)−1d(x0 ,x)
(
r0
δk
)γ
. θ2(ω+γ)[µ(B)]2(1−1/p)
[
1
V(x0, x)
]2 [
r0
d(x0, x)
]2γ
.
Combining the above two estimates, we conclude that
(5.10) Sθ,0(a)(x) . θ
ω+η[µ(B)]1−1/p
[
r0
d(x0, x)
]γ′
1
V(x0, x)
.
Thus, using β, γ ∈ (ω(1/p − 1), η) and choosing γ′ ∈ (ω(1/p − 1), β ∧ γ), we obtain∫
[B(x0,4A
2
0
θr0)]∁
[Sθ,0(a)(x)]
p dµ(x)(5.11)
. θ(ω+η)p[µ(B)]p−1
∫
[B(x0 ,4A
2
0
θr0)]∁
[
r0
d(x0, x)
]pγ′ [
1
V(x0, x)
]p
dµ(x)
. θpω[µ(B)]p−1
∞∑
j=2
2− jpγ
′
∫
(2A0) jθr0≤d(x0 ,x)<(2A0) j+1θr0
[
1
µ(B(x0, (2A0) jθr0))
]p
dµ(x)
. θω
∞∑
j=2
2− j[pγ
′−(1−p)ω] . θω.
This, combined with (5.8), implies (5.6) in this case. Summarizing the above two cases, we then
complete the proof of (5.6) and hence of Proposition 5.2. 
Next we prove hp(X) ⊂ h
p,2
at (X). To this end, we introduce the notion of local molecules.
Definition 5.3. Suppose that p ∈ (0, 1], q ∈ (p,∞] ∩ [1,∞] and ~ǫ := {ǫm}
∞
m=1
⊂ [0,∞) satisfies
(5.12)
∞∑
m=1
m(ǫm)
p < ∞.
Let B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞). A function M ∈ L
q(X) is called a local
(p, q, ~ǫ)-molecule centered at B if M satisfies the following conditions:
Local Hardy Spaces on Spaces of Homogeneous Type 39
(i) ‖M1B‖Lq(X) ≤ [µ(B)]
1/q−1/p;
(ii) for any m ∈ N, ‖M1B(x0,δ−mr0)\B(x0 ,δ−m+1r0)‖Lq(X) ≤ ǫm[µ(B(x0, δ
−mr0))]
1/q−1/p;
(iii)
∫
X
M(x) dµ(x) = 0 if r0 ∈ (0, 1].
Observe that, when µ(X) = ∞, in Definition 5.3, if we remove the restriction r0 ∈ (0, 1] in (iii)
of Definition 5.3, then M is called a (p, q, ~ǫ)-molecule centered at B (see [27, Definition 5.4]).
Theorem 5.4. Suppose that p ∈ (ω/(ω + η), 1], q ∈ (p,∞] ∩ [1,∞], β, γ ∈ (ω(1/p − 1), η)
with ω and η, respectively, as in (1.1) and Definition 2.4, and ǫ := {ǫm}
∞
m=1
satisfies (5.12). Then
f ∈ h
p,q
at (X) if and only if there exist local (p, q, ~ǫ)-molecules {M j}
∞
j=1
and {λ j}
∞
j=1
⊂ C such that∑∞
j=1 |λ j|
p < ∞ and
(5.13) f =
∞∑
j=1
λ jM j in
(
G
η
0
(β, γ)
)′
.
Moreover, there exists a constant C ∈ [1,∞), independent of f , such that
C−1‖ f ‖hp,qat (X)
≤ inf


∞∑
j=1
|λ j|
p

1/p ≤ C‖ f ‖hp,qat (X),
where the infimum is taken over all the molecular decompositions of f as in (5.13).
Proof. It is obvious that a local (p, q)-atom is also a local (p, q, ~ǫ)-molecule. By Theorem 4.13,
to show this theorem, it still needs to prove that, for any local (p, q, ~ǫ)-molecule M centered at a
ball B := B(x0, r0) for some x0 ∈ X and r ∈ (0,∞), there exist {λ j}
∞
j=0
⊂ C and local (p, q)-atoms
{a j}
∞
j=0
such that
∑∞
j=0 |λ j|
p . 1 and
(5.14) M =
∞∑
j=0
λ ja j
in (G
η
0
(β, γ))′. Indeed, if r ∈ (0, 1], then M is also a (p, q, ~ǫ)-molecule. Using a similar argument
to that used in the proof of [31, Theorem 3.3], we find that (5.14) holds true for some {λ j}
∞
j=0
⊂ C
satisfying
∑∞
j=0 |λ j|
p . 1 and (p, q)-atoms [hence also local (p, q)-atoms] {a j}
∞
j=0
. This implies that
(5.14) holds true in this case.
We still need to prove (5.14) in the case r ∈ (1,∞). Indeed, let a0 := M1B(x0,r0) and a j :=
M1B(x0,δ− jr0)\B(x0,δ− j+1r0)/ǫ j for any j ∈ N. Then, by the Lebesgue dominated theorem, we find that
M = M0+
∑∞
j=1 ǫ jM j in L
q(X) and hence, due to the fact q ∈ [1,∞] and the Ho¨lder inequality, also
in (G
η
0
(β, γ))′. Moreover, by (i) and (ii) of Definition 5.3 with r0 ∈ (1,∞), we know that, for any
j ∈ Z+, M j is a local (p, q)-atom. Further, by (5.12), we have 1 +
∑∞
j=1 ǫ
p
j
. 1. Thus, (5.14) also
holds true in this case. Combining the above two cases, we then completes the proof of Theorem
5.4. 
Using Theorem 5.4, we obtain the following atomic decomposition of any element in hp(X).
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Proposition 5.5. Suppose that p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η,
respectively, as in (1.1) and Definition 2.4. Then there exists a positive constant C such that, for
any f ∈ (G
η
0
(β, γ))′ belonging to hp(X), f ∈ h
p,2
at (X) and ‖ f ‖hp,2at (X)
≤ C‖ f ‖hp(X).
Proof. Suppose that f ∈ (G
η
0
(β, γ))′ belongs to hp(X). Let D0 := P0 and, for any k ∈ N, Dk := Qk,
with {P0, {Qk}
∞
k=1
} as in [1]. Then, for any k ∈ Z+, D
∗
k
= Dk. Moreover, by the orthonormality of
{Dk}
∞
k=0
, we conclude that, for any k, k′ ∈ Z+,
(5.15) DkDk′ =
Dk if k = k
′,
0 if k , k′.
Besides, by [1], we find that {Dk}
∞
k=0
is an exp-IATI. Then, using (5.15) and a similar argument to
that used in the proof of Theorem 2.6, we conclude that
(5.16) f =
∞∑
k=0
D2k f =
∞∑
k=0
DkDk f
in (G
η
0
(β, γ))′. Moreover, by this and Theorem 5.1, we may assume {Qk}
∞
k=0
:= {Dk}
∞
k=0
appearing
in (5.1)
Let D := {Qlα : l ∈ N, α ∈ Al} with Al as in Lemma 2.3. For any k ∈ Z, we define
Ωk := {x ∈ X : S0( f )(x) > 2
k} and
Dk :=
{
Q ∈ D : µ(Q ∩ Ωk) >
1
2
µ(Q) and µ(Q ∩ Ωk+1) ≤
1
2
µ(Q)
}
.
It is easy to see that, for any Q ∈ D, there exists a unique k ∈ Z such that Q ∈ Dk. A dyadic cube
Q ∈ Dk is called a maximal cube in Dk if Q
′ ∈ D and Q′ % Q, then Q′ < Dk. Denote the set of
all maximal cubes in Dk at level j ∈ N by {Q
j
τ,k
}τ∈I j,k , where I j,k ⊂ A j may be empty. The center
of Q
j
τ,k
is denoted by z
j
τ,k
. Then D =
⋃
k∈Z
⋃
j∈N
⋃
τ∈I j,k {Q ∈ Dk : Q ⊂ Q
j
τ,k
}.
From now on, we write DQ := Dl+1 for some l ∈ Z+ and α ∈ Al. Now we show that
(5.17) f =
∞∑
k=−∞
N+1∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,1
τ,k
λ
j,1
τ,k
b
j,1
τ,k
+
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,2
τ,k
λ
j,2
τ,k
b
j,2
τ,k
in (G
η
0
(β, γ))′. Here and hereafter, for any k ∈ Z, j ∈ N and τ ∈ I j,k, let
S
j,1
τ,k
:=
{
Q ∈ Dk : Q = Q
l
α, l ∈ {1, . . . ,N + 1}, α ∈ Al, Q
l
α ⊂ Q
j
τ,k
}
(observe that, when j ∈ {N + 2,N + 3, . . .}, S
j,1
τ,k
= ∅ because Qlα ⊂ Q
j
τ,k
implies that j ≤ l), and
S
j,2
τ,k
:=
{
Q ∈ Dk : Q = Q
l
α, l ∈ {N + 2,N + 3, . . .}, α ∈ Al, Q
l
α ⊂ Q
j
τ,k
}
;
moreover, for any k ∈ Z, j ∈ N, τ ∈ I j,k and i ∈ {1, 2}, let
λ
j,i
τ,k
:=
[
µ
(
Q
j
τ,k
)]1/p−1/2 
∑
Q∈S
j,i
τ,k
∫
Q
|DQ f (y)|
2 dµ(y)

1/2
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and
(5.18) b
j,i
τ,k
(·) :=
1
λ
j,i
τ,k
∑
Q∈S
j,i
τ,k
∫
Q
DQ(·, y)DQ f (y) dµ(y).
We first show that
(5.19)
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
[(
λ
j,1
τ,k
)p
+
(
λ
j,2
τ,k
)p]
. ‖S0( f )‖
p
Lp(X)
,
which is equivalent to
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
(
λ
j,1
τ,k
+ λ
j,2
τ,k
)p
. ‖S0( f )‖
p
Lp(X)
.
Indeed, for any k ∈ Z, j ∈ N and τ ∈ I j,k, we have
λ
j,1
τ,k
+ λ
j,2
τ,k
∼
[(
λ
j,1
τ,k
)2
+
(
λ
j,2
τ,k
)2]1/2
∼
[
µ
(
Q
j
τ,k
)]1/p−1/2 
∑
Q∈Dk, Q⊂Q
j
τ,k
∫
Q
|DQ f (y)|
2 dµ(y)

1/2
=: λ
j
τ,k
.
Suppose k ∈ Z, j ∈ N, τ ∈ I j,k and Q ∈ Dk such that Q ⊂ Q
j
τ,k
. We may further assume that
Q := Ql+1α for some l ∈ Z+ and α ∈ Al+1. Since δ < (2A0)
−10, it then follows that 2A0C
♮δ < 1 so
that Q = Ql+1α ⊂ B(y, δ
l) for any y ∈ Q. By this and the fact µ(Q ∩ Ωk+1) ≤
1
2
µ(Q), we conclude
that
µ
(
B
(
y, δl
)
∩
[
Q
j
τ,k
\ Ωk+1
])
≥ µ
(
B
(
y, δl
)
∩ [Q \Ωk+1]
)
= µ(Q \Ωk+1) ≥
1
2
µ(Q) ∼ Vδl(y).
From this, we further deduce that
∑
Q∈Dk, Q⊂Q
j
τ,k
∫
Q
|DQ f (y)|
2 dµ(y)
.
∞∑
l= j−1
∑
α∈Al+1, Dk∋Q
l+1
α ⊂Q
j
τ,k
∫
Ql+1α
µ(B(y, δl) ∩ (Q
j
τ,k
\Ωk+1))
Vδl(y)
|El f (y)|
2 dµ(y)
.
∞∑
l= j−1
∫
Q
j
τ,k
µ(B(y, δl) ∩ (Q
j
τ,k
\Ωk+1))
Vδl(y)
|Dl f (y)|
2 dµ(y)
∼
∫
X
∞∑
l= j−1
∫
B(y,δl)∩(Q
j
τ,k
\Ωk+1)
|Dl f (y)|
2 dµ(x)
Vδl(y)
dµ(y)
.
∫
Q
j
τ,k
\Ωk+1
[S0( f )(x)]
2 dµ(x) . 22kµ
(
Q
j
τ,k
)
.
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Thus, by this and the fact µ(Q
j
τ,k
) < 2µ(Q
j
τ,k
∩ Ωk), we conclude that
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
(
λ
j
τ,k
)p
.
∞∑
k=−∞
2kp
∞∑
j=1
∑
τ∈I j,k
µ
(
Q
j
τ,k
)
.
∞∑
k=−∞
2kp
∞∑
j=1
∑
τ∈I j,k
µ
(
Q
j
τ,k
∩ Ωk
)
.
∞∑
k=−∞
2kpµ (Ωk) ∼ ‖S0( f )‖
p
Lp(X)
.
This shows (5.19).
Next, we prove that, for any k ∈ Z, j ∈ N, τ ∈ I j,k and i ∈ {1, 2}, b
j,i
τ,k
is a harmless constant
multiple of a local (p, 2, ~ǫ)-molecule, where ~ǫ satisfying (5.12) will be determined later. We first
consider the case i = 1. Let B
j,1
τ,k
:= B(z
j
τ,k
, δ−1). Since δ ∈ (0, 1) is sufficiently small, it then follows
that we only need to consider (i) and (ii) of Definition 5.3. Indeed, for (i), choose h ∈ L2(X). Then,
by the Ho¨lder inequality, we have
∣∣∣∣〈b j,1τ,k, h〉∣∣∣∣ = 1
λ
j,1
τ,k
∣∣∣∣∣∣∣∣∣∣
∫
X
∑
Q∈S
j,1
τ,k
∫
Q
DQ(x, y)DQ f (y) dµ(y)h(x) dµ(x)
∣∣∣∣∣∣∣∣∣∣(5.20)
≤
1
λ
j,1
τ,k

∑
Q∈S
j,1
τ,k
∫
Q
|DQ f (y)|
2 dµ(y)

1/2
×

∑
Q∈S
j,1
τ,k
∫
Q
∣∣∣∣∣
∫
X
DQ(x, y)h(x) dµ(x)
∣∣∣∣∣2 dµ(y)

1/2
≤
[
µ
(
Q
j
τ,k
)]1/2−1/p 
N+1∑
l=1
∑
α∈Al, Dk∋Q
l
α⊂Q
j
τ,k
∫
Qlα
∣∣∣D∗l−1h(y)∣∣∣2 dµ(y)

1/2
≤
[
µ
(
Q
j
τ,k
)]1/2−1/p
‖g˜0(h)‖L2(X) ,
here and hereafter, for any ϕ ∈ L2(X) and x ∈ X,
g˜0(ϕ)(x) :=

∞∑
k=0
∣∣∣D∗kϕ(x)∣∣∣2

1/2
.
Using a similar argument to that used in the estimation of (5.7), we find that g˜0 is bounded on
L2(X). By this and (5.20), we conclude that
(5.21)
∣∣∣∣〈b j,1τ,k, h〉∣∣∣∣ . [µ (Q jτ,k)]1/2−1/p ‖˜g0(h)‖L2(X) . [µ (Q jτ,k)]1/2−1/p ‖h‖L2(X).
Thus, from the arbitrariness of h, we deduce that∥∥∥∥b j,1τ,k∥∥∥∥L2(X) .
[
µ
(
Qkτ, j
)]1/2−1/p
∼
[
µ
(
B
j,1
τ,k
)]1/2−1/p
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because of Lemma 2.3(v) and the fact δk ∼ 1 for any k ∈ {1, . . . ,N}. Then b
j,1
τ,k
satisfies Definition
5.3(i) as desired.
Now we show that b
j,1
τ,k
satisfies Definition 5.3(ii). Choose γ′ ∈ (ω(1/p − 1), γ) and let ~ǫ :=
{ǫm}
∞
m=1
:= {δ[γ
′−ω(1−1/p)]m}∞
m=1
. It then follows that ~ǫ satisfies (5.12). Moreover, using a similar
argument to that used in the proof of [27, Lemma 5.8], we find that, for any m ∈ N,∥∥∥∥∥b j,1τ,k1(δ−mB j,1
τ,k
)\(δ−m+1B
j,1
τ,k
)
∥∥∥∥∥
L2(X)
. δm[γ
′−ω(1/p−1)]
[
µ
(
δ−mB
j,1
τ,k
)]1/2−1/p
,
as desired. Therefore, we conclude that b
j,1
τ,k
is a harmless constant multiple of a local (p, 2, ~ǫ)-
molecule centered at B
j,1
τ,k
.
Now we consider the case i = 2. In this case, for any k ∈ Z, j ∈ N and τ ∈ I j,k, let B
j,2
τ,k
:=
B(z
j
τ,k
, δ j−1). When Q ∈ S k,2
τ, j
, for any y ∈ X, we have
∫
X
DQ(x, y) dµ(x) = 0. This proves that b
k,2
τ, j
satisfies Definition 5.3(iii) because δ j−1 ∈ (0, 1] when j ∈ N. To show that bk,2
τ, j
satisfies (i) and
(ii) of Definition 5.3, we may use a similar argument to that used in the estimation of b
j,1
τ,k
, with
b
j,1
τ,k
and
∑
Q∈S
j,1
τ,k
replaced, respectively, by b
j,2
τ,k
and
∑
Q∈S
j,2
τ,k
. Therefore, we conclude that b
j,2
τ,k
is a
harmless constant multiple of a local (p, 2, ~ǫ)-molecule centered at B
j,2
τ,k
.
To summarize, we conclude that, for any k ∈ Z, j ∈ N, τ ∈ I j,k and i ∈ {1, 2}, b
j,i
τ,k
is a harmless
constant multiple of a local (p, 2, ~ǫ)-molecule for some ~ǫ satisfying (5.12). By this, (5.19) and
Theorems 5.4 and 4.13, we conclude that there exists f˜ ∈ h∗,p(X) ⊂ (G
η
0
(β, γ))′ such that
(5.22) f˜ =
∞∑
k=−∞
N+1∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,1
τ,k
λ
j,1
τ,k
b
j,1
τ,k
+
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,2
τ,k
λ
j,2
τ,k
b
j,2
τ,k
in (G
η
0
(β, γ))′.
It remains to show f˜ = f in (G
η
0
(β, γ))′. To this end, we claim that, for any k′ ∈ Z+ and x ∈ X,
(5.23) Dk′Dk′ f˜ (x) = Dk′Dk′ f (x).
Assuming this for the moment, by (5.16), we have
f˜ =
∞∑
k′=0
Dk′Dk′ f˜ =
∞∑
k′=0
Dk′Dk′ f = f .
Thus, we find that (5.17) holds true. This, together with (5.19) and Theorem 5.4, further implies
that f ∈ h
p,2
at (X) and ‖ f ‖hp,2at (X)
. ‖ f ‖hp(X), which completes the proof of Proposition 5.5.
It remains to show (5.23). Indeed, fix k′ ∈ Z+ and z ∈ X. Noting that (5.22) converges in
(G
η
0
(β, γ))′, by the fact that Dk′(x, ·) ∈ G(η, η) ⊂ G
η
0
(β, γ), we have
Dk′ f˜ (z) =
〈
f˜ ,Dk′(z, ·)
〉
=
∞∑
k=−∞
N+1∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,1
τ,k
〈
λ
j,1
τ,k
b
j,1
τ,k
,Dk′(z, ·)
〉
+
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,2
τ,k
〈
λ
j,2
τ,k
b
j,2
τ,k
,Dk′(z, ·)
〉
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=:
∞∑
k=−∞
N+1∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,1
τ,k
J
j,1
τ,k
+
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
∑
Q∈S
j,2
τ,k
J
j,2
τ,k
.
We first deal with J
j,1
τ,k
. Indeed, using a similar argument to that used in the estimation of (5.20), we
conclude that (5.18) converges in L2(X). By this, the definition of {Dk′}
∞
k′=0
, the Fubini theorem
and (5.15), we have
J
j,1
τ,k
=
∑
Q∈S
j,1
τ,k
〈∫
Q
DQ(·, y)DQ f (y) dµ(y),Dk′ (z, ·)
〉
=
N+1∑
l=1
∑
{α∈Al: Q
l
α⊂Q
j
τ,k
}
〈∫
Qlα
Dl−1(·, y)Dl−1 f (y) dµ(y),Dk′ (x, ·)
〉
=
N+1∑
l=1
∑
{α∈Al: Q
l
α⊂Q
j
τ,k
}
∫
Qlα
〈Dl−1(·, y),Dk′(x, ·)〉Dl−1 f (y) dµ(y)
=

0 if k′ > N,∑
{α∈Ak′+1: Q
k′+1
α ⊂Q
j
τ,k
}
∫
Qk
′+1
α
Dk′(z, y)Dk′ f (y) dµ(y) if k
′ ≤ N.
Similarly,
J
j,2
τ,k
=

0 if k′ ≤ N,∑
{α∈Ak′+1: Q
k′+1
α ⊂Q
j
τ,k
}
∫
Qk
′+1
α
Dk′(z, y)Dk′ f (y) dµ(y) if k
′ ≥ N + 1.
By the three identity above, we conclude that
(5.24) Dk′ f˜ (z) =
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
∑
{α∈Ak′+1: Q
k′+1
α ⊂Q
j
τ,k
}
∫
Qk
′+1
α
Dk′(z, y)Dk′ f (y) dµ(y).
Observe that, for any α ∈ Ak′+1, there exists uniquely k ∈ Z, j ∈ N and τ ∈ I j,k such that
Qk
′+1
α ⊂ Q
j
τ,k
. By this, Lemma 2.3(iii) and the size condition of Dk′ , we find that
∞∑
k=−∞
∞∑
j=1
∑
τ∈I j,k
∑
{α∈Ak′+1: Q
k′+1
α ⊂Q
j
τ,k
}
∫
Qk
′+1
α
|Dk′(z, y)Dk′ f (y)| dµ(y)
=
∑
α′∈Ak′+1
∫
Qk
′+1
α
|Dk′(z, y)Dk′ f (y)| dµ(y) =
∫
X
|Dk′(z, y)Dk′ f (y)| dµ(y) < ∞,
which, together with (5.24), further implies that
Dk′ f˜ (z) =
∫
X
Dk′(z, y)Dk′ f (y) dµ(y).
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From this, the size condition of Dk′ , the Fubini theorem and (5.15), it then follows that, for any
x ∈ X,
Dk′Dk′ f˜ (x) =
∫
X
Dk′(x, z)Dk′ f (z) dµ(z) =
∫
X
∫
X
Dk′(x, z)Dk′ (z, y)Dk′ f (y) dµ(y) dµ(z)
=
∫
X
∫
X
Dk′(x, z)Dk′ (z, y) dµ(z)Dk′ f (y) dµ(y) =
∫
X
Dk′(x, y)Dk′ f (y) dµ(y)
= Dk′Dk′ f (x).
This finishes the proof (5.23) and hence of Proposition 5.5. 
Combining this with Theorem 5.4 and Proposition 5.2, we have the following characterization
of the atomic Hardy spaces h
p,q
at (X) and we omit the details.
Theorem 5.6. Let p ∈ (ω/(ω+ η), 1], β, γ ∈ (ω(1/p− 1), η) with ω and η, respectively, as in (1.1)
and Definition 2.4, and q ∈ (p,∞] ∩ [1,∞]. Then, as subspaces of (G
η
0
(β, γ))′, h
p,q
at (X) = h
p(X)
with equivalent (quasi-)norms.
Finally, we characterize hp(X) via two other inhomogeneous Littlewood–Paley functions.
Theorem 5.7. Let p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as in
(1.1) and Definition 2.4. Assume that θ ∈ (0,∞) and λ ∈ (2ω/p,∞). Then, for any f ∈ (G
η
0
(β, γ))′,
it holds true that
‖g∗λ,0( f )‖Lp(X) ∼ ‖ f ‖hp(X) ∼ ‖g0( f )‖Lp(X),(5.25)
provided that either one in (5.25) is finite, where the implicit positive equivalence constants in
(5.25) are independent of f .
Proof. To show the first equivalence of (5.25), we may use a similar argument to that used in the
proof of [27, Theorem 5.12]; we omit the details here.
It remains to prove the second equivalence of (5.25). Indeed, we first suppose that a is a local
(p, 2)-atom supported on a ball B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞). Observe that, by
the Fubini theorem and (5.7), we have
‖g0(a)‖
2
L2(X)
=
∫
X

N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
|Qka(y)|
2 dµ(y)
µ(Qk,mα )
1
Q
k,m
α
(x) +
∞∑
k=N+1
|Qka(x)|
2
 dµ(x)
=
∫
X
∞∑
k=0
|Qka(x)|
2 dµ(x) =
∥∥∥g′0( f )∥∥∥L2(X) . ‖a‖2L2(X) . [µ(B)]1/2−1/p,
where g′
0
is as in the proof of Proposition 5.2. From this and the Ho¨lder inequality, we deduce that
(5.26) ‖g0(a)1B(x0 ,8A30C
♮r0)
‖
p
Lp(X)
. ‖g0(a)‖
p
L2(X)
[µ(B)]1−p/2 . 1,
here and hereafter, C♮ is as in Lemma 2.3.
Now we estimate ‖g0(a)1[B(x0 ,8A30C
♮r0)]∁
‖Lp(X). Suppose k ∈ Z and z ∈ Q
k
α for some α ∈ Ak
withAk as in Lemma 2.3. By Lemma 2.3, we find that Q
k
α ⊂ B(z
k
α,C
♮δk) ⊂ B(z, 2A0C
♮δk). Using
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this and a similar argument to that used in the estimation of (5.10) with θ := 2A0C
♮ thereby, we
conclude that, for any fixed γ′ ∈ (0, β ∧ γ) and any x < B(x0, 8A
3
0
C♮δk),
g0(a)(x) . [µ(B)]
1−1/p
[
r0
d(x0, x)
]γ′
1
V(x0, x)
.
Therefore, we have∫
[B(x0,8A
3
0
C♮r0)]∁
[g0(a)(x)]
p dµ(x)
. [µ(B)]p−1
∫
[B(x0,8A
3
0
C♮r0)]∁
[
r0
d(x0, x)
]pγ′ [
1
V(x0, x)
]p
dµ(x)
. [µ(B)]p−1
∞∑
j=2
2− jpγ
′
∫
(2A0) j+1C♮r0≤d(x0 ,x)<(2A0) j+2C♮r0
[
1
µ(B(x0, r0))
]p
dµ(x)
.
∞∑
j=2
2− j[pγ
′−(1−p)ω] . 1.
From this and (5.26), we deduce that ‖g0(a)‖Lp(X) . 1. This, combined with the Minkowski in-
equality and Theorem 5.6, further implies that, for any f ∈ (G
η
0
(β, γ))′, ‖g0( f )‖Lp(X) . ‖ f ‖hp,2at (X)
∼
‖ f ‖hp(X).
We still need to prove the inverse inequality of this inequality. By Theorem 2.7, we find that,
for any f ∈ (G
η
0
(β, γ))′, l ∈ Z+, x ∈ X and z ∈ B(x, δ
l).
Ql f (z) = 〈 f ,Ql(z, ·)〉
=
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜∗kQl(x, y) dµ(y)Q
k,m
α,1
( f )
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜∗kQl
(
x, yk,mα
)
Qk f
(
yk,mα
)
,
where yk,mα is an arbitrary point in Q
k,m
α . When k ∈ {0, . . . ,N}, by the Ho¨lder inequality, we
conclude that, for any α ∈ Ak and m ∈ {1, . . . ,N(k, α)},∣∣∣∣Qk,mα,1 ( f )∣∣∣∣ ≤ 1
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (u)| dµ(u)
≤
 1
µ(Qk,mα )
∫
Q
k,m
α
|Qk f (u)|
2 dµ(u)
1/2 = [mQk,mα (|Qk f |2)]1/2 .
Moreover, by (5.4) with El := Ql thereby, we find that, for any fixed β
′ ∈ (0, β ∧ γ), any k, l ∈ Z+,
α ∈ Ak, m ∈ {1, . . . ,N(k, α)}, x ∈ X, y ∈ Q
k,m
α and z ∈ B(x, δ
l),
∣∣∣Q˜∗kQl (z, y)∣∣∣ . δ|k−l|β′ 1
Vδk∧l(x) + V(x, z
k,m
α )
 δk∧l
δk∧l + d(x, zk,mα )
γ .
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Thus, we conclude that, for any l ∈ Z+ and z ∈ X,
|Ql f (z)| .
N∑
k=0
δ|k−l|β
′
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
) 1
Vδk∧l(x) + V(x, z
k,m
α )
 δk∧l
δk∧l + d(x, zk,mα )
γ [mQk,mα (|Qk f |2)] 12
+
∞∑
k=N+1
δ|k−l|β
′
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
) 1
Vδk∧l(x) + V(x, z
k,m
α )
 δk∧l
δk∧l + d(x, zk,mα )
γ ∣∣∣∣Qk f (yk,mα )∣∣∣∣ ,
Due to the arbitrariness of yk,mα ∈ Q
k,m
α , the above inequality also holds true with |Qk f (y
k,m
α )| re-
placed by inf
v∈Q
k,m
α
|Qk f (v)|. By this and Lemma 3.5, we find that, for any fixed r ∈ (ω/(ω+ β
′), p)
and any l ∈ Z+, x ∈ X and z ∈ B(x, δ
l),
|Ql f (z)| .
N∑
k=0
δ|k−l|[β
′−ω(1/r−1)]
M
∑
α∈Ak
N(k,α)∑
m=1
[
m
Q
k,m
α
(
|Qk f |
2
)]r/2
1
Q
k,m
α
 (x)

1/r
+
∞∑
k=N+1
δ|k−l|[β
′−ω(1/r−1)]
M
∑
α∈Ak
N(k,α)∑
m=1
inf
v∈Q
k,m
α
|Qk f (v)|
r1
Q
k,m
α
 (x)

1/r
.
This, together with the Ho¨lder inequality, further implies that for any l ∈ Z+ and x ∈ X,∫
B(x,δl)
|Ql f (z)|
2 dµ(z)
Vδl(x)
.
N∑
k=0
δ|k−l|[β
′−ω(1/r−1)]
M
∑
α∈Ak
N(k,α)∑
m=1
[
m
Q
k,m
α
(
|Qk f |
2
)]r/2
1
Q
k,m
α
 (x)

2/r
+
∞∑
k=N+1
δ|k−l|[β
′−ω(1/r−1)]
M
∑
α∈Ak
N(k,α)∑
m=1
inf
v∈Q
k,m
α
|Qk f (v)|
r1
Q
k,m
α
 (x)

2/r
.
By this and the Fefferman–Stein vector-valued maximal inequality (see [23, (1.13)]), we conclude
that, for any f ∈ (G
η
0
(β, γ))′,
‖S0( f )‖Lp(X) =
∥∥∥∥∥∥∥∥

∞∑
l=0
∫
B(·,δl)
|Ql f (z)|
2 dµ(z)
Vδl(·)

1/2
∥∥∥∥∥∥∥∥
Lp(X)
.
∥∥∥∥∥∥∥∥∥∥

N∑
k=0
M
∑
α∈Ak
N(k,α)∑
m=1
[
m
Q
k,m
α
(
|Qk f |
2
)]r/2
1
Q
k,m
α


2/r
r/2
∥∥∥∥∥∥∥∥∥∥
1/r
Lp/r(X)
+
∥∥∥∥∥∥∥∥∥

∞∑
k=N+1
M
∑
α∈Ak
N(k,α)∑
m=1
inf
v∈Q
k,m
α
|Qk f (v)|
r1
Q
k,m
α
 (x)

2/r
r/2
∥∥∥∥∥∥∥∥∥
1/r
Lp/r(X)
.
∥∥∥∥∥∥∥∥

N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
m
Q
k,m
α
(
|Qk f |
2
)
1
Q
k,m
α

1/2
∥∥∥∥∥∥∥∥
Lp(X)
+
∥∥∥∥∥∥∥∥

∞∑
k=N+1
|Qk f |
2

1/2
∥∥∥∥∥∥∥∥
Lp(X)
48 Ziyi He, Dachun Yang andWen Yuan
. ‖g0( f )‖Lp(X).
This finishes the proof of ‖ f ‖hp(X) . ‖g0( f )‖Lp(X) and hence of Theorem 5.7. 
6 Relationship between H
p
cw(X) and h
p(X)
By the arguments used in Sections 3 through 5, we conclude that, when p ∈ (ω/(ω + η), 1], the
local Hardy spaces h+,p(X), h
p
θ
(X) with θ ∈ (0,∞), h∗,p(X), h
p,q
at (X), h
p(X) are the same space in
the sense of equivalent (quasi-)norms. From now on, we simply use hp(X) to denote either one of
them if no confusion.
In this section, we discuss the relationship between H
p
cw(X), introduced by Coifman and Weiss
in [11], and hp(X). In Section 6.1, we find that H
p
cw(X) and h
p(X) are essentially different spaces
when µ(X) = ∞; while in Section 6.2, we show that H
p
cw(X) = h
p(X) when p ∈ (ω/(ω + η), 1] and
µ(X) < ∞.
6.1 The case µ(X) = ∞
In this section, we always assume that µ(X) = ∞. First we recall the definition of global atomic
Hardy spaces H
p,q
cw (X).
Definition 6.1. Let p ∈ (ω/(ω + η), 1], β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as
in (1.1) and Definition 2.4 and q ∈ (p,∞] ∩ [1,∞]. The space H
p,q
cw (X) is defined to be the set
of all f ∈ (G
η
0
(β, γ))′ satisfying that there exist (p, q)-atoms {a j}
∞
j=1
and {λ j}
∞
j=1
⊂ C such that∑∞
j=1 |λ j|
p < ∞ and
f =
∞∑
j=1
λ ja j in (G
η
0
(β, γ))′.
For any f ∈ H
p,q
cw (X), define
‖ f ‖Hp,qcw (X) := inf


∞∑
j=1
|λ j|
p

1/p ,
where the infimum is taken over all atomic decompositions of f as above.
In [11], Coifman and Weiss proved that the space H
p,q
cw (X) is independent of q. Thus, we can
denote H
p,q
cw (X) simply by H
p
cw(X). We then have the following conclusion.
Proposition 6.2. Let p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as
in (1.1) and Definition 2.4. Then the following statements hold true:
(i)
∫
X
f (x) dµ(x) = 0 if f ∈ H
p
cw(X) ∩ L
2(X);
(ii) for any fixed x0 ∈ X, G(x0, 1, β, γ) ⊂ h
p(X);
(iii) H
p
cw(X) $ h
p(X).
Local Hardy Spaces on Spaces of Homogeneous Type 49
Proof. We first prove (i). Indeed, suppose f ∈ L2(X) ∩ H
p
cw(X). Then, from [27, Theorem 4.16]
and the Ho¨lder inequality, we deduce that f ∈ H1cw(X). Thus, by the definition of H
1
cw(X), we know
that there exist (p,∞)-atoms {a j}
∞
j=1
and {λ j}
∞
j=1
⊂ C satisfying
∑∞
j=1 |λ j| . ‖ f ‖H1cw(X) such that f =∑∞
j=1 λ ja j in L
1(X). Therefore, from the cancellation of {a j}
∞
j=1
, we deduce that
∫
X
f (x) dµ(x) = 0
directly. This finishes the proof of (i).
For (ii), suppose f ∈ G(x0, 1, β, γ) for some fixed x0 ∈ X. We show that f is a harmless
constant multiple of a local (p,∞, ~ǫ)-molecule centered at B(x0, 2) for some ~ǫ := {ǫm}
∞
m=1
⊂ [0,∞)
satisfying (5.12). Without loss of generality, we may further assume ‖ f ‖G(x0 ,1,β,γ) ≤ 1. Indeed, by
the size condition of f , we have, for any x ∈ X,
| f (x)| ≤
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
. [V2(x0)]
−1/p ,
which further implies that ‖ f ‖L∞(X) . [V2(x0)]
−1/p, This shows that f , modulo a harmless constant
multiple, satisfies Definition 5.3(i).
Now we show that f , modulo a harmless constant multiple, satisfies Definition 5.3(ii). Fix
m ∈ N. Again, by the size condition of f , we conclude that, for any x ∈ B(x0, 2δ
−m)\B(x0, 2δ
−m+1),
| f (x)| ≤
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
1
V2δ−m(x0)
δmγ ∼
[
1
V2δ−m(x0)
]1/p [
Vδ−m(x0)
V1(x0)
]1/p−1
δmγ
. [µ(B(x0, 2δ
−m))]−1/pδm[γ−ω(1/p−1)] .
Therefore, choosing ǫm := δ
m[γ−ω(1/p−1)] for any m ∈ N, we find that ~ǫ := {ǫm}
∞
m=1
satisfies (5.12)
and ∥∥∥ f1B(x0 ,2δ−m)\B(x0,2δ−m+1)∥∥∥L∞(X) . ǫm[µ(B(x0, 2δ−m))]−1/p.
Thus, we show that f , modulo a harmless constant multiple, satisfies Definition 5.3(ii). Conse-
quently, f is a harmless constant multiple of a local (p,∞, ~ǫ)-molecule, which, combined with
Theorem 5.4, further implies f ∈ hp(X).
Finally, we prove (iii). By Theorem 4.13 and the definition of H
p
cw(X), we may easily ob-
tain H
p
cw(X) ⊂ h
p(X). To show H
p
cw(X) $ h
p(X), we choose a function f ∈ G(β, γ) such that∫
X
f (x) dµ(x) , 0 (for the existence of such an f , see, for instance, [1, Corollary 4.2]). On one
hand, by (ii), we find that f ∈ hp(X). On the other hand, if f ∈ H
p
cw(X), then, by the fact
G(β, γ) ⊂ L2(X) and (i), we find that
∫
X
f (x) dµ(x) = 0, which contradicts to
∫
X
f (x) dµ(x) , 0.
Thus, f < H
p
cw(X). This shows H
p
cw(X) $ h
p(X), which then completes the proof of (iii) and hence
of Proposition 6.2. 
We also have the following relationship between hp(X) and H
p
cw(X).
Proposition 6.3. Let p ∈ (ω/(ω + η), 1] and β, γ ∈ (ω(1/p − 1), η) with ω and η, respectively, as
in (1.1) and Definition 2.4. Suppose that P : X × X → C has the following property:
(i) there exists a positive constant C0 such that, for any x ∈ X, P(x, ·) ∈ G
η
0
(β, γ) and
‖P(x, ·)‖G(x,1,β,γ) ≤ C0;
(ii) for any x ∈ X,
∫
X
P(x, y) dµ(y) = 1 =
∫
X
P(y, x) dµ(y).
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Then there exists a positive constant C such that, for any f ∈ hp(X), f − P f ∈ H
p
cw(X) and
‖ f − P f ‖Hpcw(X) ≤ C‖ f ‖h
p(X).
Proof. By Theorem 5.6 and [27, Propositioin 5.5], we only need to show that, for any local (p, 2)-
atom a supported on B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞), a − Pa is a harmless constant
multiple of a (p, 2, ~ǫ)-molecule centered at 4A2
0
B for some ~ǫ := {ǫm}
∞
m=1
⊂ [0,∞) satisfying (5.12).
From (ii), it easily follows that
∫
X
[a(x) − Pa(x)] dµ(x) = 0. By (i), we conclude that
|P(x, y)| .
1
V1(x) + V(x, y)
[
1
1 + d(x, y)
]γ
.
Therefore, by the boundedness ofM on L2(X) (see, for instance, [11, (3.6)]), we have
‖a − Pa‖L2(X) . ‖a‖L2(X) + ‖M(a)‖L2(X) ∼ ‖a‖L2(X) . [µ(B)]
1/2−1/p ∼
[
µ
(
4A20B
)]1/2−1/p
,
which shows that a − Pa, modulo a harmless constant multiple, satisfies Definition 5.3(ii).
Now we show that a−Pa, modulo a harmless constant multiple, also satisfies Definition 5.3(iii).
We consider two case. When r0 ∈ (0, 1], then we have
∫
X
a(x) dµ(x) = 0. By this and (i), we
conclude that, for any x < B(x0, 4A
2
0
r0),
|Pa(x)| =
∣∣∣∣∣
∫
X
P(x, z)a(z) dµ(u)
∣∣∣∣∣ ≤
∫
B
|P(x, z) − P(x, x0)||a(z)| dµ(u)
.
∫
B
[
d(x0, z)
1 + d(x0, x)
]η
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, y)
]γ
|a(u)| dµ(u)
. [µ(B)]1−1/p
[
r0
1 + d(x0, x)
]η
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
[
1
µ(B)
]1/p−1 [
r0
d(x0, x)
]η
1
V(x0, x)
.
When r0 ∈ (1,∞), then, using a similar argument to that used in the estimation of (5.9), we
conclude that, for any x < B(x0, 4A
2
0
r0),
|Pa(x)| . [µ(B)]1−1/p
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
[
1
µ(B)
]1/p−1
1
V(x0, x)
[
r0
d(x0, x)
]γ
.
Altogether, we have, for any x < B(x0, 4A
2
0
r0),
(6.1) |Pa(x)| .
[
1
µ(B)
]1/p−1
1
V(x0, x)
[
r0
d(x0, x)
]γ
.
Fix m ∈ N. For any x ∈ [B(x0, 4A
2
0
δ−mr0) \ B(x0, 4A
2
0
δ−m+1r0)] =: Rm, by (6.1), we conclude
that
|Pa(x)| . δmγ
[
1
µ(B)
]1/p−1
1
µ(B(x0, δ−mr0))
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∼ δmγ
[
µ
(
B
(
x0, 4A
2
0δ
−mr0
))]−1/p [µ(B(x0, δ−mr0))
µ(B(x0, r0))
]1/p−1
. δm[γ−ω(1/p−1)]
[
µ
(
B
(
x0, 4A
2
0δ
−mr0
))]−1/p
.
This, together with the Ho¨lder inequality, further implies that
∥∥∥(a − Pa)1Rm∥∥∥L2(X) = ∥∥∥Pa1Rm∥∥∥L2(X) . δm[γ−ω(1/p−1)] [µ (B (x0, 4A20δ−mr0))]1/2−1/p .
Then, choosing ǫm := δ
m[γ−ω(1/p−1)], we find that ~ǫ := {ǫm}
∞
m=1
satisfies (5.12) and
∥∥∥(a − Pa)1Rm∥∥∥L2(X) . ǫm [µ (B (x0, 4A20δ−mr0))]1/2−1/p .
Therefore, a − Pa is a harmless multiple constant of a (p, 2, ~ǫ)-molecule. This finishes the proof
of Proposition 6.3. 
6.2 The case µ(X) < ∞
In this section, we consider the case µ(X) < ∞. To this end, we first recall the definition of
atoms in the case µ(X) < ∞.
Definition 6.4. Let p ∈ (0, 1] and q ∈ (p,∞]∩ [1,∞]. A function a ∈ Lq(X) is called a (p, q)-atom
if a = [µ(X)]−1/p or there exists a ball B := B(x0, r0) for some x0 ∈ X and r0 ∈ (0,∞) such that a
satisfies (i)1 and (i)2 of Definition 4.1 and
∫
X
a(x) dµ(x) = 0.
For any p ∈ (ω/(ω+η), 1], β, γ ∈ (ω(1/p−1), η) and q ∈ (p,∞]∩[1,∞], the atomic Hardy space
H
p,q
cw (X) is defined in the same way as the case µ(X) = ∞. The space H
p,q
cw (X) is also independent
of the choice of q (see [11]). We have the following conclusion.
Proposition 6.5. Let p ∈ (ω/(ω + η), 1], β, γ ∈ (ω(1/p − 1), η) and q ∈ (p,∞] ∩ [1,∞]. Then, as
subspaces of (G
η
0
(β, γ))′, h
p,q
at (X) = H
p
cw(X) with equivalent norms.
Proof. Fix p ∈ (ω/(ω + η), 1], β, γ ∈ (ω(1/p − 1), η) and q ∈ (p,∞] ∩ [1,∞]. To prove this
proposition, it suffices to show the following two statements:
(i) a (p, q)-atom is also a local (p, q)-atom;
(ii) for any local (p, q)-atom a, ‖a‖Hp,qcw (X) . 1.
We first prove (i). Indeed, suppose that a is a (p, q)-atom. If a satisfies (i)1 and (i)2 of Definition
4.1 and
∫
X
a(x) dµ(x) = 0 for some B := B(x0, r0) with x0 ∈ X and r0 ∈ (0,∞), then, by Definition
4.1, we easily know that a is also a local (p, q)-atom. Now suppose a = [µ(X)]−1/p. Note that
µ(X) < ∞ implies that diam X < ∞ (see, for instance, [37, Lemma 5.1]). Fix x0 ∈ X and let
R := diam X+1. Then R ∈ (1,∞), B := B(x0,R) = X and ‖a‖Lq(B) = [µ(X)]
1/q−1/p = [µ(B)]1/q−1/p.
Thus, a is a local (p, q)-atom. This implies (i).
Next we show (ii). Suppose that a is a local (p, q)-atom supported on B := B(x0, r0) for some
x0 ∈ X and r0 ∈ (0,∞). If r0 ∈ (0, 1], then, by Definition 6.4, we find that a is exactly a (p, q)-atom,
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which further implies that ‖a‖Hp,qcw (X) . 1. If r0 ∈ (1,∞), then, since diam X < ∞, it follows that
X = B(x0, diam X + 1) and
(6.2) µ(B) ∼ µ(B(x0, diam X + 1)) ∼ µ(X).
Let a1 := a − mX(a) and a2 := mX(a). Then a = a1 + a2. By the Ho¨lder inequality and (6.2), we
have
(6.3) |mX(a)| =
∣∣∣∣∣ 1µ(X)
∫
X
a(x) dµ(x)
∣∣∣∣∣ ≤
[
1
µ(X)
∫
X
|a(x)|q dµ(x)
]1/q
≤ [µ(X)]−1/p,
which implies that a2 is a harmless constant multiple of a (p, q)-atom. For a1, it is obvious that∫
X
a1(x) dµ(x) = 0. Moreover, by the size condition of a, (6.2) and (6.3), we further obtain
‖a1‖Lq(X) . [µ(X)]
1/q−1/p. Therefore, a1 is a harmless constant multiple of a (p, q)-atom sup-
ported on X = B(x0, diam X + 1). Therefore, ‖a‖Hp,qat (X)
. 1. This finishes the proof of (ii) and
hence of Proposition 6.5. 
7 Finite atomic characterizations and dual spaces
of local Hardy spaces
In this section, we first obtain the finite atomic characterizations of hp(X) for any given p ∈
(ω/(ω+η), 1] with ω and η, respectively, as in (1.1) and Definition 2.4. As an application, we give
the dual space of hp(X).
7.1 Finite atomic characterizations of local Hardy spaces
In this section, we concern about the finite atomic characterizations of hp(X). For any p ∈
(ω/(ω + η), 1] and q ∈ (p,∞] ∩ [1,∞] with ω and η, respectively, as in (1.1) and Definition 2.4,
the finite atomic local Hardy space h
p,q
fin
(X) is defined to be the set of all f ∈ Lq(X) satisfying that
there exist N ∈ N, local (p, q)-atoms {a j}
N
j=1
and {λ j}
N
j=1
⊂ C such that
(7.1) f =
N∑
j=1
λ ja j.
For any f ∈ h
p,q
fin
(X), its (quasi-)norm in h
p,q
fin
(X) is defined by setting
‖ f ‖hp,q
fin
(X) := inf


N∑
j=1
|λ j|
p

1/p ,
where the infimum is taken over all the decompositions of f as in (7.1).
Obviously, h
p,q
fin
(X) is a dense subspace of h
p,q
at (X) and, for any f ∈ h
p,q
fin
(X), ‖ f ‖hp,qat (X)
≤
‖ f ‖hp,q
fin
(X). We now prove that the inverse inequality also holds true to some certain extend. To
this end, we denote by UC(X) the space of all absolutely continuous functions on X. Then we
have the following conclusion.
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Proposition 7.1. Suppose p ∈ (ω/(ω+ η), 1] with ω and η, respectively, as in (1.1) and Definition
2.4. Then the following statements hold true:
(i) if q ∈ (p,∞)∩ [1,∞), then ‖ · ‖hp,q
fin
(X) and ‖ · ‖hp,qat (X)
are equivalent (quasi)-norms on h
p,q
fin
(X);
(ii) ‖ · ‖hp,∞
fin
(X) and ‖ · ‖hp,∞at (X)
are equivalent (quasi)-norms on h
p,q
fin
(X) ∩UC(X);
(iii) h
p,∞
fin
(X) ∩UC(X) is a dense subspace of h
p,∞
at (X).
Proof. Since this proof is quite similar to that of [27, Theorem 7.1], we only present the key points
of this proof here. Suppose f ∈ h
p,q
fin
(X) ⊂ h
p,q
at (X) with ‖ f ‖h∗,p(X) = 1. By Theorem 4.13, to show
(i) and (ii), it suffices to show that ‖ f ‖hp,q
fin
(X) . 1. By the proof of Proposition 4.12, we find that
f =
∑
j∈Z
∑
k∈I j
λ
j
k
a
j
k
=
∑
j∈Z
∑
k∈I j
h
j
k
=
∑
j∈Z
h j
both in (G
η
0
(β, γ))′ and almost everywhere. Here and hereafter, for any j ∈ Z and k ∈ I j, h
j, h
j
k
, λ
j
k
and a
j
k
are as in the proof of Proposition 4.12. Since f ∈ h
p,q
fin
(X), it follows that, for fixed x1 ∈ X,
there exists R ∈ [1,∞) such that supp f ⊂ B(x1,R). We claim that there exists a positive constant
c˜ such that, for any x < B(x1, 16A
4
0
R),
(7.2) f⋆0 (x) ≤ c˜[µ(B(x1,R))]
−1/p,
where f⋆
0
is as in (4.3). Assuming this for the moment, we now prove (i) and (ii) of this proposition.
Let j′ be the maximal integer such that 2 j ≤ c˜[µ(B(x1,R))]
−1/p. Define
(7.3) h :=
∑
j≤ j′
∑
k∈I j
λ
j
k
a
j
k
and ℓ :=
∑
j> j′
∑
k∈I j
λ
j
k
a
j
k
.
Then f = h+ l. In what follows, for the sake of convenience, we elide the fact whether or not I j is
finite and simply write the summation
∑
k∈I j in (7.3) into
∑∞
k=1. If j > j
′, then Ω j ⊂ B(x1, 16A
4
0
R).
By the definition of a
j
k
, we have supp ℓ ⊂ B(x1, 16A
4
0
R). From this, h = f − ℓ and supp f ⊂
B(x1,R), we deduce that supp h ⊂ B(x1, 16A
4
0
R). Moreover, by Proposition 4.4(v) and the proof of
Proposition 4.12, we have
‖h‖L∞(X) .
∑
j≤ j′
∥∥∥∥∥∥∥
∞∑
k=1
h
j
k
∥∥∥∥∥∥∥
L∞(X)
.
∑
j≤ j′
2 j . [µ(B(x1,R))]
−1/p.
This, combined with (1.1) and R ≥ 1, shows that h is a harmless multiple constant of a local
(p,∞)-atom, and hence also a local (p, q)-atom with q ∈ (p,∞) ∩ [1,∞).
To deal with ℓ, we split into two cases. When q ∈ (p,∞) ∩ [1,∞), for any N = (N1,N2) ∈ N
2,
let
ℓN =
N1∑
j= j′+1
N2∑
k=1
λ
j
k
a
j
k
=
N1∑
j= j′+1
N2∑
k=1
h
j
k
.
Then ℓN is a finite combination of local (p, q)-atoms and
∑N1
j= j′+1
∑N2
k=1
|λ
j
k
|p . 1. Moreover,
supp ℓN ⊂ B(x1, 16A
4
0
R), which, together with the support of ℓ implies that supp(ℓ − ℓN) ⊂
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B(x1, 16A
4
0
R). Using a similar argument to that used in the proof of [27, Theorem 7.1(i)] with
f⋆ thereby replaced by f⋆
0
in (4.3), we conclude that, for any ǫ ∈ (0,∞), there exists N ∈ N2 such
that ‖ℓ − ℓN‖Lq(X) < ǫ. Combining the above conclusions, we have ‖ f ‖hp,q
fin
(X) . 1. This proves (i)
under the assumption (7.2).
Now we consider the case q = ∞. In this case, f ∈ UC(X) ∩ h
p,∞
fin
(X). Notice that ‖ f⋆
0
‖L∞(X) .
‖M( f )‖L∞(X) ≤ c0‖ f ‖L∞(X), where c0 is a positive constant independent of f . Then let j
′′ > j′ be
the largest integer such that 2 j ≤ c0‖ f ‖L∞(X) with j
′ as in (7.3). Then ℓ =
∑
j′< j≤ j′′
∑∞
k=1 h
j
k
and, as
in the proof of (i), h is a harmless constant multiple of a local (p,∞)-atom. Since f ∈ UC(X), it
follows that, for any ǫ ∈ (0,∞), there exists σ ∈ (0, (2A0)
−2) such that | f (x) − f (y)| ≤ ǫ whenever
d(x, y) ≤ σ. Split ℓ = ℓσ
1
+ ℓσ
2
with
ℓσ1 :=
∑
( j,k)∈G1
h
j
k
=
∑
( j,k)∈G1
λ
j
k
a
j
k
and ℓσ2 :=
∑
( j,k)∈G2
h
j
k
,
where
G1 := {( j, k) : 12A
3
0r
j
k
≥ σ, j′ < j ≤ j′′} and G2 := {( j, k) : 12A
3
0r
j
k
< σ, j′ < j ≤ j′′}.
For the term ℓσ
1
, notice that, for any j′ < j ≤ j′′, Ω j is bounded. Thus, by Proposition 4.4(vi),
we find that G1 is a finite set, which further implies that ℓ
σ
1
is a finite linear combination of local
(p,∞)-atoms with
∑
( j,k)∈G1 |λ
j
k
|p . 1.
For the term ℓσ
2
, notice that, for any ( j, k) ∈ G2, r
k
j
< (12A0)
−3σ < (48A5
0
)−1. This shows that
r
j
k
∈ I j,1 and the definition of h
j
k
coincides with that in [27, (4.12)]. Therefore, using a similar
argument to that used in the proof of [27, Theorem 7.1(ii)], we find that supp ℓσ
2
⊂ B(x1, 16A
4
0
R)
and ‖ℓσ
2
‖L∞(X) . ǫ. Thus, ‖ f ‖hp,∞
fin
(X) . 1, which completes the proof of (ii) under the assumption
(7.2).
Now we prove (7.2). Let x < B(x1, 16A
4
0
R) and ϕ ∈ G
η
0
(β, γ) satisfy ‖ϕ‖G(x,r,β,γ) ≤ 1 for some
r ∈ (0, 1]. Then r < (4A0)
2d(x1, x)/3 because R ≥ 1. By [1, Corollary 4.2], we know that there
exists a function ξ such that 1B(x1 ,(2A0)−4d(x1 ,x)) ≤ ξ ≤ 1B(x1 ,(2A0)−3d(x1 ,x)) and
‖ξ‖C˙η(X) := sup
y,z
|ξ(y) − ξ(z)|
[d(y, z)]η
. [d(x1, x)]
−η.
Since supp f ⊂ B(x1,R), it follows that f ξ = f . Let ϕ˜ := ϕξ. By the estimation of [27, (7.5)], we
conclude that, for any y ∈ B(x, d(x, x1)),
‖ϕ˜‖G(y,r,β,γ) . 1.
From this, it follows that, for any y ∈ B(x, d(x, x1)),
|〈 f , ϕ〉| =
∣∣∣∣∣
∫
X
f (z)ϕ(z) dµ(z)
∣∣∣∣∣ =
∣∣∣∣∣
∫
X
f (z)ξ(z)ϕ(z) dµ(z)
∣∣∣∣∣ = |〈 f , ϕ˜〉| . f ∗0 (y),
which further implies that
|〈 f , ϕ〉| .
{
1
µ(B(x, d(x, x1)))
∫
B(x,d(x,x1))
[
f ∗0 (y)
]p
dµ(y)
}1/p
. [µ(B(x1,R))]
−1/p.
This proves (7.2) and hence (i) and (ii) of Proposition 7.1.
The proof of Proposition (iii) is similar to that of [27, Theorem 7.1(iii)]; we omit the details.
This finishes the proof of Proposition 7.1. 
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7.2 Dual spaces of local Hardy spaces
As an application of Proposition 7.1, in this section, we consider the dual space of the local
Hardy space hp(X) for any given p ∈ (ω/(ω + η), 1]. Indeed, it is known that the dual space of
h1(X) is the space bmo(X) (the space of all functions with local bounded mean oscillations), which
has been shown in [12]. Thus, it suffices to consider the case p ∈ (ω/(ω + η), 1). Let q ∈ [1,∞].
Denote by L
q
B
(X) the set of all measurable functions f such that f1B ∈ L
q(X) for any ball B ⊂ X.
For any α ∈ (0,∞), q ∈ (1,∞), ball B := B(xB, rB) for some xB ∈ X and rB ∈ (0,∞) and f ∈ L
q
B
(X),
define
M
B
α,q( f ) :=

[µ(B)]−α−1/q
[∫
B
| f (x) − mB( f )|
q dµ(x)
]1/q
if rB ∈ (0, 1],
[µ(B)]−α−1/q
[∫
B
| f (x)|q dµ(x)
]1/q
if rB ∈ (1,∞).
Here and hereafter, for any ball B and measurable function f ∈ L1(B), let
mB( f ) :=
1
µ(B)
∫
B
f (y) dµ(y).
The local Campanato space cα,q(X) is defined by setting
cα,q(X) :=
{
f ∈ L
q
B
(X) : ‖ f ‖cα,q(X) := sup
B ball
M
B
α,q( f ) < ∞
}
,
where the supremum is taken over all balls B ⊂ X. Moreover, for any f ∈ L∞
B
(X) and α ∈ (0, 1),
define
N
B
α( f ) :=

sup
x,y∈B
| f (x) − f (y)|
[µ(B)]α
if rB ∈ (0, 1],
‖ f ‖L∞(B)
[µ(B)]α
if rB ∈ (1,∞).
The local Lipschitz space ℓα(X) is defined by setting
ℓα(X) :=
{
f ∈ L∞B (X) : ‖ f ‖ℓα(X) := sup
B ball
N
B
α( f ) < ∞
}
,
where the supremum is taken over all balls B ⊂ X.
Remark 7.2. Suppose X = Rn. Then L
q
B
(Rn) = L
q
loc
(Rn) because any bounded closed subset
of Rn is compact. Moreover, for any given p ∈ (n/(n + 1), 1), ℓ1/p−1(R
n) = lipn(1/p−1)(R
n) (see
Proposition 7.3 below), where, for any α ∈ (0, 1), the space lipα(R
n) is defined to be the set of all
f ∈ L∞(Rn) such that
‖ f ‖lipα(Rn) := ‖ f ‖L∞(Rn) + sup
x,y
| f (x) − f (y)|
|x − y|α
< ∞,
which is the dual space of hp(Rn) (see [17, Theorem 5] and [45, (7), p. 5]). By this, we know that
the definition of ℓα(X) is reasonable.
Proposition 7.3. For any p ∈ (n/(n + 1), 1), ℓ1/p−1(R
n) = lipn(1/p−1)(R
n) with equivalent norms.
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Proof. We first suppose f ∈ lipn(1/p−1)(R
n) and B := B(x, r) for some x ∈ Rn and r ∈ (0,∞). If r ∈
(1,∞), then NB
1/p−1
( f ) ≤ ‖ f ‖L∞(X)/|B|
1/p−1 . ‖ f ‖lipn(1/p−1)(Rn). If r ∈ (0, 1], then, for any x, y ∈ B,
|x − y| < 2r and hence | f (x) − f (y)| ≤ |x − y|n(1/p−1) . |B|1/p−1. Thus, NB
1/p−1
( f ) . ‖ f ‖lipn(1/p−1)(Rn),
which further implies that f ∈ ℓ1/p−1(R
n) and ‖ f ‖ℓ1/p−1(Rn) . ‖ f ‖lipn(1/p−1)(Rn).
Conversely, suppose f ∈ ℓ1/p−1(R
n) and x, y ∈ X. If |x− y| < 1, then, for any ǫ ∈ (0, 1− |x− y|),
x, y ∈ B(x, |x − y| + ǫ) and
| f (x) − f (y)| ≤ N
B(x,|x−y|+ǫ)
1/p−1
( f )|B(x, |x − y| + ǫ)|1/p−1 . ‖ f ‖ℓ1/p−1(Rn)(|x − y| + ǫ)
n(1/p−1) .
Taking ǫ → 0+, we obtain
(7.4) | f (x) − f (y)| . ‖ f ‖ℓ1/p−1(Rn)|x − y|
n(1/p−1).
By (7.4), we find that f is continuous. Moreover, for any x ∈ Rn and ǫ ∈ (0,∞), taking yǫ ∈ R
n
such that x ∈ B(yǫ , 1 + ǫ), we know that
| f (x)| ≤ N
B(yǫ ,1+ǫ)
1/p−1
( f )|B(yǫ , 1 + ǫ)|
1/p−1 . ‖ f ‖ℓ1/p−1(Rn)(1 + ǫ)
n.
Letting ǫ → 0+, we then have | f (x)| . ‖ f ‖ℓ1/p−1(Rn). This further implies that
(7.5) ‖ f ‖L∞(Rn) . ‖ f ‖ℓ1/p−1(Rn).
Finally, suppose x, y ∈ X with x , y. If |x − y| ≥ 1, then, by (7.5), we know that
| f (x) − f (y)| ≤ 2‖ f ‖L∞(Rn) . ‖ f ‖ℓ1/p−1(Rn)|x − y|
n(1/p−1).
This, together with (7.4) and (7.5), further implies that f ∈ lipn(1/p−1)(R
n) and ‖ f ‖lipn(1/p−1)(Rn) .
‖ f ‖ℓ1/p−1(Rn). This finishes the proof of Proposition 7.3. 
Now we give the dual space of hp(X).
Theorem 7.4. Let p ∈ (ω/(ω + η), 1) with ω and η, respectively, as in (1.1) and Definition 2.4,
and let q ∈ [1,∞]. When q ∈ (1,∞], then the dual space of h
p,q
at (X) is c1/p−1,q′ (X) in the following
sense:
(i) for any f ∈ c1/p−1,q′ (X), the operator L f , defined by setting, for any local (p, q)-atom a,
(7.6) L f (a) :=
∫
X
f (x)a(x) dµ(x),
satisfies
(7.7)
∣∣∣∣∣
∫
X
f (x)a(x) dµ(x)
∣∣∣∣∣ ≤ ‖ f ‖c1/p−1,q′ (X),
which can be extended to a unique bounded linear functional L f on h
p,q
at (X);
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(ii) for any L ∈ (h
p,q
at (X))
′, there exists a unique function f ∈ c1/p−1,q′ (X) such that
‖ f ‖c1/p−1,q′ (X) ≤ C2‖L‖(hp,qat (X))′
and L = L f in (h
p,q
at (X))
′, where L f is as in (7.6) and C2 a positive constant, independent of
L, and L f as in (i).
When q = 1, then (hp,1(X))′ = ℓ1/p−1(X) in the same sense as (i) and (ii) but with c1/p,q′ (X)
replaced by ℓ1/p−1(X).
Proof. We only prove Theorem 7.4 when q = 1. The proof of the case q ∈ (1,∞] is similar and
we omit the details. We first prove (i). Let f ∈ ℓ1/p−1(X). By the definition of ℓ1/p−1(X), we find
that f is continuous. Suppose that a is a local (p, 1)-atom supported on B := B(x0, r0) for some
x0 ∈ X and r0 ∈ (0,∞). If r0 ∈ (0, 1], then, by the cancellation of a, we obtain∣∣∣∣∣
∫
X
f (x)a(x) dµ(x)
∣∣∣∣∣ ≤
∫
B
| f (x) − f (x0)||a(y)| dµ(y) ≤ N
B
1/p−1( f )[µ(B)]
1/p−1[µ(B)]1−1/p
≤ ‖ f ‖ℓ1/p−1(X).
If r0 ∈ (1,∞), then we have∣∣∣∣∣
∫
X
f (x)a(x) dµ(x)
∣∣∣∣∣ ≤
∫
B
| f (x)a(x)| dµ(x) ≤ NB1/p−1( f )[µ(B)]
1/p−1[µ(B)]1−1/p
≤ ‖ f ‖ℓ1/p−1(X).
This proves (7.7) for q = 1. Thus, define L f as a linear functional on h
p,1
fin
(X) by setting, for any
ϕ ∈ h
p,1
fin
(X),
(7.8) 〈L f , ϕ〉 =
N∑
j=1
λ j
∫
X
f (x)a(x) dµ(x),
when ϕ has an atomic decomposition ϕ =
∑N
j=1 λ ja j for some N ∈ N, {λ j}
N
j=1
⊂ C and local
(p, 1)-atoms {a j}
N
j=1
. Moreover, L f is well defined because all the summations appearing in (7.8)
are finite. Then, by (7.7) and p < 1, we have
|〈L f , ϕ〉| ≤
N∑
j=1
|λ j|
∣∣∣∣∣
∫
X
f (x)a j(x) dµ(x)
∣∣∣∣∣ ≤ ‖ f ‖ℓ1/p−1(X)
N∑
j=1
|λ j| ≤ ‖ f ‖ℓ1/p−1(X)

N∑
j=1
|λ j|
p

1/p
.
Taking infimum over all finite atomic decompositions of ϕ as above and applying Proposition
7.1(i), we conclude that
|〈L f , ϕ〉| ≤ ‖ f ‖ℓ1/p−1(X)‖ϕ‖hp,1
fin
(X)
. ‖ f ‖ℓ1/p−1(X)‖ϕ‖hp,1at (X)
.
Since h
p,1
fin
(X) is dense in h
p,1
at (X), it then follows that L f can be uniquely extended to a bounded
linear function on h
p,1
at (X). This proves (i).
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Now we prove (ii). Fix a ball B := B(x0, r0) for some x0 ∈ X and r0 ∈ (1,∞). For any ϕ ∈ L
1(B)
with ‖ϕ‖L1(B) > 0, ϕ[µ(B)]
1−1/p/‖ϕ‖L1(B) is a local (p, 1)-atom. Therefore,
|〈L, ϕ〉| = [µ(B)]1/p−1‖ϕ‖L1(B)
∣∣∣∣〈L, ϕ[µ(B)]1−1/p/‖ϕ‖L1(X)〉∣∣∣∣ ≤ ‖L‖(hp,1at (X))′[µ(B)]1/p−1‖ϕ‖L1(B).
Thus, L is also a bounded linear functional on L1(B) and hence there exists a unique l(B) ∈ L∞(B)
such that ‖l(B)‖L∞(B) ≤ ‖L‖(hp,1at (X))′
[µ(B)]1/p−1 and, for any g ∈ L1(X) with supp g ⊂ B,
〈L, g〉 =
∫
X
l(B)(x)1B(x)g(x) dµ(x).
Fix x0 ∈ X and, for any n ∈ N, let Bn := B(x0, n + 1) and ln := l
(Bn) which is defined as above.
Then, by the uniqueness of l(B), we find that, for any m, n ∈ N with m ≥ n, lm = ln in Bn. Thus, it
is reasonable to define l as l = limn→∞ ln. Then l has the following properties:
(i) for any g ∈ L1(X) with bounded support,
∫
X
l(y)g(y) dµ(y) = 〈L, g〉;
(ii) for any ball B := B(x, r) for some x ∈ X and r ∈ (1,∞),
‖l1B‖L∞(B) ≤ ‖L‖(hp,1at (X))′
[µ(B)]1/p−1.
Nowwe prove ‖l‖ℓ1/p−1(X) . ‖L‖(hp,1at (X))′
. Let B := B(x, r) be a ball for some x ∈ X and r ∈ (0,∞).
If r ∈ (1,∞), then, by the above (ii), we have NB
1/p−1
(l) ≤ ‖L‖
(h
p,1
at (X))
′ . If r ∈ (0, 1], then we claim
that, for any ϕ ∈ L1(X) supported on B with ‖ϕ‖L1(B) = 1, ψ := [ϕ − mB(ϕ)]1B[µ(B)]
1−1/p/2 is a
local (p, 1)-atom. Indeed, it is obvious that suppψ ⊂ B. Moreover, we have
‖ψ‖L1(B) ≤ [µ(B)]
1−1/p
∫
X
|ϕ(y)| dµ(y) + µ(B)|mB(ϕ)| ≤ 2[µ(B)]
1−1/p
and, by the definition of ϕ, we have
∫
X
ϕ(y) dµ(y) = 0. Thus, ψ is a local (p, 1)-atom. From this
and the above (ii), we deduce that∣∣∣∣∣
∫
X
[l(y) − mB(l)]ϕ(y) dµ(y)
∣∣∣∣∣ =
∣∣∣∣∣
∫
B
[l(y) − mB(l)][ϕ(y) − mB(ϕ)] dµ(y)
∣∣∣∣∣
=
∣∣∣∣∣
∫
B
l(y)[ϕ(y) − mB(ϕ)] dµ(y)
∣∣∣∣∣
= 2[µ(B)]1/p−1
∣∣∣∣∣
∫
B
l(y)ψ(y) dµ(y)
∣∣∣∣∣
= 2[µ(B)]1/p−1 |〈L, ψ〉| . [µ(B)]1/p−1‖L‖
(h
p,1
at (X))
′ .
Thus, ‖l − mB(l)‖L∞(B) . [µ(B)]
1/p−1‖L‖
(h
p,1
at (X))
′ , which further implies that N
B
1/p−1
(l) . ‖L‖
h
p,1
at (X)
.
Combining this with the previous proved case when r ∈ (1,∞), we obtain l ∈ ℓ1/p−1(X) and
‖l‖ℓ1/p−1(X) . ‖L‖hp,1at (X)
. This finishes the proof of Theorem 7.4. 
From Theorem 7.4, we immediately deduce the following conclusion and we omit the details.
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Corollary 7.5. Let p ∈ (ω/(ω + η), 1) with ω and η, respectively, as in (1.1) and Definition 2.4,
and let q ∈ [1,∞). Then c1/p−1,q(X) = ℓ1/p−1(X) in the sense of equivalent norms.
The following observation is of independent interest.
Remark 7.6. Let p ∈ (ω/(ω+ η), 1) with ω and η, respectively, as in (1.1) and Definition 2.4, and
let q ∈ [1,∞]. By Theorem 7.4, we find that, for any f ∈ c1/p−1,q′ (X) and g ∈ h
p,q
at (X) [if q = 1, we
then use ℓ1/p−1(X) to replace c1/p−1,q′ (X)],
(7.9) 〈L f , g〉 =
∞∑
j=1
λ j
∫
X
f (x)a j(x) dµ(x),
where L f is as in Theorem 7.4 and g has an atomic decomposition g =
∑∞
j=1 λ ja j with {λ j}
∞
j=1
⊂ C
satisfying
∑∞
j=1 |λ j|
p < ∞ and local (p, q)-atoms {a j}
∞
j=1
. The operator L f is well defined on h
p,q
at (X)
because of the uniqueness of the extension. Moreover, it is easy to show that
|〈L f , g〉| ≤ ‖ f ‖c1/p−1,q′ (X)‖g‖hp,qat (X)
.
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