This paper explores finding existence of undirected hamiltonian paths in a graph using lumped/ideal circuits, specifically low-pass filters. While other alternatives are possible, a first-order RC low-pass filter is chosen to describe the process. The paper proposes a way of obtaining time complexity for counting the number of hamiltonian paths in a graph, and then shows that the time complexity of the circuits is around O(n log n) where n is the number of vertices in a graph.
Introduction: Undirected Hamiltonian Path Existence Problem
Graph G = (V, E) is defined with a set V of vertices along with a set E of undirected edges connecting vertices. We will denote a path by the following formalism: a − b − c where a, b, c are vertices and − represents edges. Generally, a, b, c will be represented with positive integers. Unlike convention, we will also include the case where a loop or a self-loop exists as part of a path. That is, a − b − a, b − c − d − e − c − a or b − c − d − e − c − b is considered as a path. n = n v is the cardinality of V , n e is the cardinality of E. A n-path is defined to be a path with n vertices. This is the only class of paths we will have interests in this paper. We will re-interpret Hamiltonian path existence problem using a n × n grid and others.
Definition 1.1. The grid contains n vertical columns. Each column contains n vertices, and the vertices in the same column are not connected by wires. Definition 1.2. All vertices are numbered with positive integers greater than 1.
Definition 1.3. Each wire transmits a voltage signal f (t). For our consideration, location does not matter, so all of our signals are solely function of time. These signals can be transformed into the Fourier transform frequency representation. Definition 1.4. As part of lumped circuit assumption, we will assume that wires have no time delay. (ideal wire) Definition 1.5. For each vertex x at column a > 1, if vertex y satisfies (x, y) ∈ E or (y, x) ∈ E, vertex y frequency multiplier (or oscillator, in case of a − 1 = 1) at column a − 1 is connected by a wire to the sum operator at vertex x/column a. Definition 1.6. As we allow self-loops, while (x, x) ∈ E, vertex x at column a − 1 is connected by a wire to the sum operator at vertex x/column a.
Definition 1.7. Each vertex x at column 1, the first column, only has an ideal oscillator, transmitting e ixt to wires connected to the second column.
Definition 1.8. A sum operator just sums up the signals transmitted by wires.
Definition 1.9. Each sum operator at vertex x/column a is connected to a frequency multiplier at the same vertex/column, with frequency multiplication factor of x. Frequency multiplier transforms e iw1t + e iw2t + ... into e ixw1t + e ixw2t + .... Definition 1.10. At column n, after signals pass through frequency multipliers connected to sum operators, any wire incident from column n is connected to a final sum operator, which produces the final signal y(t).
Thus it is clear that we need n(n − 1) + 1 sum operators (or adders, equivalently) and n(n − 1) frequency multipliers for the grid above. The number of wires are dependent on E, but the maximum number of wires required is n 2 (n − 1) + n(n − 1) + n, where the last n comes the wires that connect column n to the last sum operator, and n(n − 1) comes from the wires that connect a single sum operator to a single frequency multipliers. The output of the circuit grid defined above is y(t), as mentioned above. Let V = {v 1 , v 2 , .., v n }. Definition 1.11. The final sum operator, which produces the signal y(t) is connected to the ideal mixer M , which outputs the product of y(t) with e −iut where u = v 1 v 2 v 3 ..v n . In Fourier transform, this is equivalent to converting Y (ω) with Y (ω + u), where Y (ω) is Fourier transform of y(t). Let the output of M be k(t).
From the above, it is clear that Ce iut inside y(t) represents hamiltonian paths, with C representing the number of hamiltonian paths. In k(t), frequency 0 represents hamiltonian paths, as all frequencies are shifted left by u. Because our chosen low-pass filter will be first-order, we will also pass k(t) to a frequency multiplier that multiplies frequencies by v n 4n where v n is the greatestnumbered vertex, to ensure that the frequencies other than zero frequency parts of k(t) will be sufficiently high frequencies. (Multiplying zero by v n 4n is zero) For higher-order filters, like third-order filter, this additional frequency-multiplying process will not be needed. We will call the resulting signal j(t). As a side note, instead of having input tape in Turing machine, we have to re-wire n × n grid every time graph input changes. This n × n grid serves as an input to the system involving a low-pass filter.
Restriction on vertex indices
However, a close look will reveal that it is required for us to restrict on vertex indices. Hamiltonian u may be decomposed into a product of n numbers that are in V , and yet all these numbers may not be distinct, required for u to represent hamiltonian paths. One simple way to address this problem is by required all vertex indices to be prime numbers. For simplification, assume that v 1 = 2 and v n = p n where p k represents kth prime number with p 1 = 2. It is known that p n < n(ln n + ln ln n), shown in Rosser (1941) . Thus we only need to check non-exponential number of natural numbers to obtain n prime numbers to be used as indices for vertices.
Low-pass Filter
Now that we defined the final output k(t), the question is how we process k(t) to give us some information about the number of hamiltonian paths, or C. To do this, we pass it to a low-pass filter. But we cannot simply assume an ideal low-pass filter, represented by H(ω) = rect(ω), where rect(ω) = 1 for −0.5 < ω < 0.5 and rect(ω) = 0 otherwise, because there is no such an ideal filter even to the approximate level. Thus we will choose a simple physical first-order RC low-pass filter, described in figure 1. By Kirchhoff's Voltage Law, the low-pass filter in figure 1 has the ODE of:
where τ = RC. As this ODE is linear, to figure out the behavior of this low-pass filter, we first consider V i n = De iωt , where ω is some arbitrary frequency. Using initial capacitor voltage condition at the starting time t = 0 as V out:t=0 = 0,
Assume that v n > n + 1. Also for calculation convenience, assume that τ = RC = 1. In steady state t = ∞, because every ω of j(t) except zero is greater than/equal to v n 4n , and the total number of paths in G with n total vertices can only have maximum of n n n-paths, j(∞)'s value mostly comes from the hamiltonian/zero-frequency part. Other frequency parts only contribute less than 1/n 3n in magnitude. Thus at time ∞, the number of hamiltonian paths is discovered from the magnitude of j(∞), |j(∞)|. However, calculations must be done on finite time, so the steady-state case only forms a background for our discussions, not the main part. Note that in ordinary signal processing, keeping phase errors small is very important, but for the use of signal processing tools to analyze hamiltonian paths, phase errors are not of any concern. 
Time Complexity of the Circuit
But moving to the finite time is simple: figure out the time when e −t/τ decays to 1/n 4n . Then high frequency parts only contribute a negligible value to j(t). Now since τ = 1 assumption is made, set equality e −tc = 1/n 4n . Taking the natural log to each side, t c = 4n ln n < 4n 2 . Thus, the critical time, which is when the exponential decaying factor decays to 1/n 4n , increases approximately linearly as the size of input n increases. After this critical value, the value of |j(t)| can simply be sampled by a digital computer to get the number of hamiltonian paths. Note that theoretically only one sample is required to measure the number of hamiltonian paths. This is because frequency 0 does not have any oscillating part, and thus will have constant offset relative to 0. Thus time complexity of the circuit to solve the number of hamiltonian paths is O(n log n), which is smaller than O(n 2 ).
Size and Time Complexity
The above demonstrates that the number of needed components and needed time does not grow exponentially as the input graph size increase. All the values used in the circuit does not require exponentially-growing number of digits in a digital computer, as the graph size increases.
The Alternative Circuit Formation
In this section, I will describe another way of building a circuit that represents a graph. This method eliminates the use of frequency multipliers, and replaces them with ordinary multipliers. Start with the original idea that each vertex x at column 1 transmits e ixt to the wires x at column 1 are connected to. All wires going to vertex y at column i > 1 are first met with a sum operator, but now followed by an ordinary multiplier of sum × e iyt . The method will be explained in detail below. Definition 1.1, 1.2, 1.3, 1.4 will be used as before. Section 1.1 changes to the following:
Definition 3.1 (The set V of vertex numbers). The set V is defined as V = {n, n 2 , ..., n n }, which represents the set of vertex numbers (or equivalently vertex indices), with |V | = n, the number of vertices.
Definition 3.2 (n-path).
A n-path ξ = (ξ 1 , ξ 2 , .., ξ n ) with ξ i ∈ V and (ξ i , ξ i+1 ) ∈ E or ξ i = ξ i+1 , a list, is a path that has n vertices. A n-path may contain selfloops or loops. One may consider a n-path as a list of n vertex numbers that may contain one vertex number more than once.
Definition 3.3 (Permutation of a list). A permutation of a list is a re-ordering of list elements of ξ.
Definition 3.4 (Uniqueness of n-path frequency). Let a n-path ξ be ξ = (ξ 1 , ξ 2 , .., ξ n ), which is a list. Let ω = n i=1 ξ i . ω is a unique n-path frequency of G if it can only be the sum of some permutations of one list.
Lemma 3.1. For V = {n, n 2 , ..., n n }, there cannot exist a n-path frequency such that it is not unique.
Proof. The proof is simply the basis representation theorem, except that the case where n vertex numbers that are same are in the list. In such a case, ω = n · n i . But then ω = n i+1 = 1 · n i+1 , and ξ = (n i+1 ) is the only possible alternative representation of ω. But the alternative list only has one vertex. Thus, there cannot exist a n-path frequency that is not unique.
Definition 1.5 needs to change as follows:
Definition 3.5. For each vertex x at column a > 2, if vertex y satisfies (x, y) ∈ E or (y, x) ∈ E, vertex y mixer at column a − 1, which multiplies e iyt to a signal it receives, is connected by a wire to the sum operator at vertex x/column a. In case of each vertex x at column a = 2, if vertex y satisfies (x, y) ∈ E or (y, x) ∈ E, vertex y oscillator (output of e iyt ) at column 1 is connected by a wire to the sum operator at vertex x/column 2. Definition 1.6, 1.7 and 1.8 are kept. Definition 1.9 and 1.10 change to the following: Definition 3.1. Each sum operator at vertex x/column a ≥ 2 is connected to a mixer at the same column and the same vertex, which shifts frequency by x. A mixer, with shift factor of x, transforms e iw1t + e iw2t + ... into e i(w1+x)t + e i(w2+x)t + ..., because it multiplies e ixt to the signal it receives.
Definition 3.2. At column n, after signals pass through mixers connected to sum operators, any wire incident from column n is connected to a final sum operator instead, which produces the final signal y(t).
Complexity remains the same: one needs n(n − 1) + 1 sum operators and n(n − 1) mixers/multipliers. (multipliers here are not frequency multipliers, but ordinary signal multipliers) The number of wires required remains the same. Definition 1.11 changes to the following: Definition 3.3. The final sum operator, which produces the signal y(t) is connected to the ideal mixer M , which outputs the product of y(t) with e −iut where u = v 1 + v 2 + v 3 + .. + v n , with v i ∈ V . In Fourier transform, this is equivalent to converting Y (ω) with Y (ω + u), where Y (ω) is Fourier transform of y(t). Let the output of M be k(t). Now k(t) has zero frequency as its hamiltonian path frequency, as in the original formulation. One may choose to add frequency multiplier after the final mixer M so that a simple first-order low-pass filter can be used. However, one may instead choose to increase the difference between each vertex number, such as V = {n, n n , n 2n , ..., n n 2 }. This way, one does not have to add an extra frequency multiplier, which is likely to diverge from its ideal behavior, as I will discuss.
Real Deviations: Consideration of High Frequency and Frequency Multipliers
While the system described above is a physical system, not just a logical system, it is nevertheless still an ideal system. Oscillators are not perfect oscillators, resistors and capacitors are not ideal ones, wires have impedance. Thermal effects may change system properties. But the most fundamental problem is the fact that the systems above are based on lumped-circuit analysis. Lumped circuit analysis works for low frequencies, because the length of wires can be made short enough to satisfy lumped-circuit assumptions. But one cannot shorten wires forever, and this makes lumpedcircuit analysis to break for high frequencies. No longer discussion of lumped capacitors, resistors and inductors becomes a simple one. At first, this seems to necessitate the need to discuss distributed circuits and transmission lines analysis. However, there is a recent technology that may allow us to think in terms of lumped circuit analysis. The core idea behind the below method is time-stretching.
Step 1 Assume V = {n, n 2 , .., n n }, and the resulting k(t). At Step 1, one first start with a low-pass filter of transfer function of H(s) = 1/(s + 1/2). H(s) has a cut-off frequency of 1/2. And then one applies filter n 2 times, with a new filter operation starting after the previous filter operated for n 2 seconds. This results in time complexity of O(n 4 ) seconds. Let the output be k 1 (t).
Note 1-2 Now assume hypothetically that the operating range of H(s) is from 0 to |ω| = 2, and for the frequencies inside the range, low-pass filtering works properly, but for other frequencies, it may be possible that some signals are not filtered. But these signals are not amplified.
Step 2 After Step 1, time-stretch the output k 1 (t) by factor of 2. That is the new time t satisfies t = t/2 for original t. Thus, angular frequency of 4 now becomes 2, and angular frequency of 2 now becomes 1. Angular frequency of 0 remains to be 0. The output is k 1 (t). Repeat
Step 1, but instead with input of k 1 (t). The output is k 2 (t). Repeat the same process, which is time-stretching k i (t) by factor of 2, and low-pass filtering of k i (t) and getting the output k i+1 (t).
One continues the process until reaching i = log 2 n + 1: by then, all angular frequencies are dealt with low-pass filtering. This allows the length of wires to be invariant even as n increases, and allows us to continue using lumped-circuit analysis. The above circuit process takes O(n 5 ) seconds. The question then now shifts to how time-stretching is done. One of the recent technology developed is photonic time-stretching, which is used for time-stretch analog-to-digital converters. The details of photonic time-stretching are wideranging, and thus I will not discuss these details. However, the only three requirements for practical time-stretching imposed by the paper's method are: 1. DC signal inside k(t) is kept as close as possible, 2. frequencies close to the range from ω = −1 to ω = 1 are kept mostly zero when V = {n, n 2 , .., n n }, 3. some deviations from ideal filtering behavior for |ω| > 1 are fine only if they do not significantly change amplitude behaviors. [Bhushan 1998 ], as one of first examples of applying photonic time-stretching, can be referenced for more information. The above implicity assumed optical-electrical signal converter and vice versa, which may be ideal or non-ideal. This part would not be discussed. Now into less serious problems. If errors introduced by real deviations affect the zero-frequency part below a certain threshold, they may safely be ignored. For example, multiplying by e −iut may not shift frequency u to 0 in real-time systems. Usually, however, frequencies do spread out, and often 0 frequency part is not emptied. While there are many non-ideal issues that affect oscillators (and possibly for mixers and frequency multipliers too), if we assume time-decaying realistic oscillators, Q-factor may be used to gauge this performance part. Assume that this decaying time is associated with our measurement time also -which means that measurement time is just enough to allow us computation before signals almost disappear completely. More theoretically, Gabor limit is there:
While the above formula only gives the bound, assume that every system has equal σ t σ f . If our measurement time increases, so must decaying times. Representing this as increase in σ t , σ f will decrease. In case of an oscillator, this is equal to becoming close to an ideal oscillator. Thus increasing necessary decaying time will help the performance of oscillators. As thus, the size of input is not an extra constraint for Q factor problems of real-time systems. Many problems, whether small or not, require more details are left out here. Future papers will address these issues.
Conclusion
This paper introduces an analog circuit, involving a n × n grid (subcircuit) and a low-pass filter that allows us to compute the number of hamiltonian paths in an ideal physical environment, with the assumption of ideal oscialltors/mixers/frequency multipliers, with a different degree of relaxation also examined. Then the paper formulates time complexity of such a circuit and concludes that it is O(n log n), with non-exponential space complexity. Also for a certain non-ideal case described in this paper, time complexity is O(n 5 ).
