matic recognition system such as the one proposed in this study can be used for objective intelligibility rating with results comparable to those of human experts. This holds for broadband speech as well as for automatic evaluation via telephone.
Introduction
Laryngectomy for laryngeal or hypopharyngeal cancer affects many aspects of life [1] with loss of ability of vocal communication being an outstanding stigma for the affected persons [2] . Tracheoesophageal (TE) substitute voice is state-of-the-art voice rehabilitation after laryngectomy [3] . In comparison to normal voices, the quality of substitute voices is 'low', e.g. the change of pitch and volume is limited, and intercycle frequency perturbations result in a hoarse voice and reduced intelligibility [4] .
In order to improve postlaryngectomy speech therapy, an objective means of rating intelligibility is needed as it might improve the assessment in clinical routine with respect to evidence-based medicine. At present, there is no consensus on which measures are best to evaluate postlaryngectomy voice rehabilitation. In a previous work, we 13 showed that an automatic speech recognition (ASR) system can be used to rate intelligibility in broadband speech of postlaryngectomy speakers [5] . The ASR system 'understands' different words and hence is a suitable basis for automatic evaluation of intelligibility.
Communication may not only be affected by the persons involved, but also by the transmission channel between them: the telephone is a crucial part of patients' social life, and especially in emergency cases it is necessary for laryngectomees to have a means of communication that does not require them to leave their home. For this reason, intelligibility on a telephone reflects everyday communication that is important for the patient. In this paper, we examine how well TE telephone speech is processed by an ASR system and how well the objective measure of intelligibility computed from the recognition results corresponds to perceptive evaluation. The listeners were voice professionals since the special interest of the study was on automatic support methods for clinical purposes.
The crucial criterion for this study is signal quality. The test persons were recorded with a close-talk microphone only. We produced data that differed from these broadband samples only in signal quality by replaying the broadband recordings using a loudspeaker and recording them again through a telephone line. In this way, we excluded all other possible influence factors except signal quality.
Materials and Methods

Subjects and Test Samples
Forty-one laryngectomees (2 female and 39 male) with TE substitute voice, on the average 62.0 years old (SD 7.7 years), were evaluated. The 2 women were 54.4 and 70.8 years old and did not have a significant influence on the age distribution of the group. Each speaker read the German text 'Der Nordwind und die Sonne'. It is a phonetically balanced text consisting of 108 words (71 disjoint) which is used in speech therapy in German-speaking countries; the English version is known as 'The North Wind and the Sun' [6] . The speech samples were recorded with a close-talk microphone ('dnt Call 4U Comfort' headset) at a sampling frequency of 16 kHz and quantized with 16 bit (linear).
We created three additional versions of these broadband data:
Low-Pass 3,400. The recordings were down-sampled with a sampling frequency of 8 kHz, and a low-pass filter with a cutoff frequency of 3,400 Hz was applied because this is also done during telephone transmission.
Low-Pass 3,400, -Law. In order to simulate the loss due to the logarithmic encoding in the telephone channel, we converted the linearly quantized signals to -law companded signals [7] and back to linearly quantized signals. The samples were recorded with 8 kHz and quantized with 16 bit (linear).
Simulated Telephone. In order to get a 'telephone quality' version of the signals, we played back the broadband recordings using a standard PC and loudspeaker (quadral SAM38) in a quiet office environment and placed a telephone headset in front of the loudspeaker. The replayed sound files were recorded with an automatic dialogue system over the telephone with 8 kHz and 16 bit linear.
Recognition System
The speech recognition system used for the experiments was developed at the Chair of Pattern Recognition at the University of Erlangen-Nuremberg [8, 9] . A commercial version of the system is used in high-end telephony-based conversational dialogue systems by Sympalog Voice Solutions.
The system is based on semicontinuous Hidden Markov Models, which define a statistical model for each different phoneme to be recognized. This is a standard method in automatic speech recognition [10] . When one model is trained for each phoneme, the recognizer is called 'monophone-based'. Context-dependent phoneme models were also applied. They take into account coarticulation effects and train e.g. different models for the core phone [I] in the phone context v[I]n (as in win or winning ) or k[I]d (as in kid , kidney , etc.). We use a special kind of these models where the context that is chosen can be of arbitrary length. They are referred to as 'polyphone' models [11] . For this study, polyphone-based and monophone-based recognizers were compared in order to determine which approach yields better results.
The recordings are segmented to form 16-ms 'frames' at a frame shift rate of 10 ms. In each of these frames, one core phone was classified. The recognized phones were combined to words according to the list of the words in the text 'Der Nordwind und die Sonne'. More technical details on this method were published in Gallwitz [8] and Stemmer [9] .
The output of the system was the recognized word sequence from which word accuracy was obtained. It was computed from the comparison between the recognized sequence and the reference text consisting of n all = 108 words. With the number of words that were wrongly substituted (n sub ), deleted (n del ) and inserted (n ins ) by the recognizer, word accuracy (WA) in percent is given as WA = [1 -(n sub + n del + n ins )/n all ] ؒ 100.
In order to reduce the computational complexity in the recognition phase, we used a so-called unigram language model to weight the probability of appearance of each word model [12] . Hence, the frequency of occurrence for each single word in the text 'Der Nordwind und die Sonne' was known to the recognizer. Statistical information about sequences of words was not used because it would have corrected too many recognition errors. Word accuracy would become useless as a measure of intelligibility, because words that could not be 'understood' correctly by the system due to low voice quality would be corrected according to the statistical knowledge about the occurrence of these words.
Training of the Acoustic Phoneme Models
The basic training set for the acoustic phone models of the recognizer were broadband recordings from the Verbmobil project [13] . The data were recorded with a close-talk microphone at a sampling frequency of 16 kHz and quantized with 16 bit (linear). The training speakers were from all over Germany; they were asked to speak 'standard' German. All persons were normal speakers. In this way, a normal voice was defined as the reference for automatic evaluation.
In order to extend the evaluation to telephone speech, we created four different recognizers. In addition to the original system that processes recordings made with 16 kHz sampling frequency, we reduced the sampling rate of the training data to 8 kHz and applied the same low-pass filter (3,400 Hz) as for the test data. For the 16-and 8-kHz training data, we created both a polyphonebased and a monophone-based recognizer ( table 3 , 16 kHz/mono, 8 kHz/mono, 16 kHz/poly, 8 kHz/poly). The recognition vocabulary was reduced to the words occurring in the text 'Der Nordwind und die Sonne'.
The training set of the recognizer for the 8-kHz data consisted of down-sampled broadband speech and not real telephone data. We chose this way instead of using real telephone speech for training since we wanted the telephone recognizer to be trained with the same recordings as the recognizer for the broadband data, just with another signal quality. This was done in order to minimize the factors having an influence on the recognition result.
Subjective Evaluation
A group of 5 voice professionals subjectively estimated the intelligibility of the patients while listening to a playback of the broadband recordings. A five-point Likert scale was applied to rate the intelligibility of each recording, i.e. the listeners were asked to mark one of the grades 'very high', 'rather high', 'medium', 'rather low', or 'very low'. For computation, these grades were converted to integer values from 1 (very high intelligibility) to 5. In this manner an averaged mark, expressed as a floating point value, could be calculated for each patient by averaging the scores of the single raters. Since the difference between the broadband and the other recordings was only the signal quality, the expert raters' evaluation of the broadband data was used as reference for all experiments. Multiple evaluations would have introduced another source of error -intra-rater discrepancy -which would have biased the results of the study.
Measures for Inter-Rater Agreement
For the purpose of measuring the correlation in the human experts' intelligibility ratings and the correlation between human and machine, we applied different measures. In order to compare an arbitrary number of raters, we use the weighted multi-rater by Davies and Fleiss [14] , an extension of Cohen's . Two raters' scores x and y are weighted as proposed by Cicchetti [15] with w(x, y) = 1 -͉ (x -y)/(C -1) ͉ where C is the number of different rating grades (here: 5). The minimum value of is below 0 and depends on the input data, the maximum of 1 means perfect agreement. However, may show unexpected behavior when a rater does not use the entire possible range for his or her rating, so may be low even if the level of agreement is high [16] [17] [18] . Therefore, the often mentioned intervals of a 'moderate' agreement for 0.4 ^ ^ 0.75 and a 'good' agreement for 1 0.75 are inadequate [19] . For reliable computation of , it is necessary for every rater to choose each one of the possible categories at least once. In many studies this is not fulfilled, and it is also not the case with our data. A more severe problem is when one rater does not give a judgment at all for some of the test data. These data usually have to be excluded from further evaluation.
A less known measure that is able to cope with these commonly occurring problems is Krippendorff's ␣ [20] . It can be applied to data described by any metric or level of measurement and also to incomplete or missing data. The minimum value that ␣ can get is 0 in the case that the agreement observed was just a product of chance, not of the raters' competence. When the raters agree perfectly, then ␣ reaches its maximum at 1. Inter-rater reliability is usually regarded as being sufficient if ␣ is greater than approximately 0.70 [20] . In the case of integer scales with a numerical order, the distance metric that ␣ is based on will be chosen of the interval metric type, i.e. the difference in the data values is expressed by
According to their definition, and ␣ were computed for the rater group as a whole by averaging the respective measures of all possible rater pairs. For the agreement between the expert listeners and the speech recognizers, the respective recognizer was added as a 5th expert to all possible groups of 4 experts. Then inter-rater agreement among these groups was determined and averaged. However, and ␣ are only defined for integer input values. Since the word accuracy value provided by the speech recognizers is a float range number, it had to be mapped to a fivepoint scale to fit the range of human evaluation. The intervals of word accuracy values that were mapped to the specific numbers are subsumed in table 1 . The interval boundaries are based upon earlier findings of a study with broadband recordings of 18 TE speakers [21] . The determined intervals had minimized the difference between expert ratings and the converted word accuracy values.
In order to compare the weighted and ␣ to more introduced measures, we also computed Pearson's product-moment correlation coefficient r and Spearman's rank-order correlation coefficient for the average rater against the automatic evaluation results. To judge the agreement between the different raters, we calculated the correlation between each rater's 'intelligibility' rating and the average of the 4 other raters. Due to the range of the average number, it was not possible to determine and ␣ . Note that Pearson's r has the disadvantage of standardizing the input values and measuring covariation only. It also does not reflect the portion of agreement that may occur by pure coincidence. Table 2 shows the correlation r and between each rater and the average of the 4 remaining raters, and the average correlation coefficient of all these single results. The weighted multi-rater for the group of the 5 raters was 0.45; Krippendorff's ␣ reached 0.66.
In table 3 , the recognition and correlation results of the speech recognizers for the 41 patients are given. The correlation between the word accuracy of the respective polyphone-based recognizers and the average of the expert intelligibility scores is reduced from -0.87 to -0.79 when evaluating simulated telephone calls instead of broadband speech. For the monophone-based recognizers, the correlation dropped from -0.82 to -0.68. The coefficient is negative because high recognition rates came from 'good' voices with a low score number and vice versa. The -law coding of the telephone transmission obviously does not have a deteriorating effect on the speech signals; the differences between the results on linear and -law coding are not significant (p 1 0.1).
In contrast to the correlation coefficients r and , the values of and ␣ are not significantly different (p 1 0.1) for the poorer acoustic telephone quality. For the polyphone-based recognizer, even a slight increase could be observed for the 8-kHz data in comparison to the original broadbanding data. This is not only in contrast to the r values, but also to overall word accuracy. The polyphonebased recognizers agree better with the group of experts than the monophone-based systems.
Discussion
Until now, no generally accepted objective method for the evaluation of speech restoration outcome after laryngectomy has been available. Here, we present an automatic objective measurement of the clinically valid intelligibility criterion based upon the word accuracy of an automatic speech recognition system. It is achieved by the analysis of running speech rather than sustained vowels like other approaches for measuring laryngeal voice quality [22] [23] [24] . Hence, it is possible to evaluate the patient's voice and speech at the same time. A similar approach was introduced by Moerman et al. [25] , but the text used there was shorter: it contained 18 words only. Correlations to human ratings were only given for the 'overall impression' of the substitute voice, so no direct comparison with our study is possible.
Another aspect that is different to most other studies is that we also examined telephone speech. A study on the classification of sustained vowels [24] used the same type of simulated telephone data as our experiments, i.e. the broadband recordings were played back by a loudspeaker and transmitted via telephone. The automatic classification into 'normal' and 'pathologic' showed a success rate of 74.2% while it was beyond 90% for broadband speech. The main difference in the data was, like in our study, that the frequency region above 4 kHz was cut off by the telephone transmission. Obviously, these frequencies are important for the acoustic distinction between a normal and a pathologic voice and hence the success rate for telephone data is lower. The results of our study indicate, however, that the automatic evaluation of the criterion 'speech intelligibility' of TE speakers is not severely affected by the different signal quality. It has to be noted, however, that there were much more test data for each patient. Nevertheless, overall word accuracy for the simulated telephone calls was strongly reduced due to the loss of quality in telephone transmission, the multiple AD/DA conversions, and the different frequency characteristics of the loudspeaker and the microphones. The recognition rates of the simulated telephone data are expected to be a lower bound for the recognition rates for real telephone calls. The 2 female speakers in the test set did not have a significant influence on the recognition rates since the recognizers were trained with both male and female speech.
For this study, patients read a standard text, and voice professionals evaluated intelligibility. It is often argued that intelligibility should be evaluated by an 'inverse intelligibility test': the patient utters a subset of words and sentences from a carefully built corpus. A naïve listener writes down what he or she heard. The percentage of correctly understood words is a measure of the intelligibility of the patient. In a study on one of these standardized tests, the German Post-Laryngectomy Telephone Test (PLTT) [26] , however, we showed that one naïve rater alone is not enough to achieve reliable results because inter-rater correlation with other raters is too low [27] . Our intention is also to design an automatic support for speech therapy, so the reference data have to be obtained from trained listeners first.
The reason why we use a standard text is the following: when automatic speech evaluation is performed for instance with respect to prosodic phenomena, e.g. word durations or percentage of voiced segments [28] , then comparable results for all patients can only be achieved when all the patients read the same defined words or text. This means that an inverse intelligibility test can no longer be performed, and intelligibility has to be rated on a grading scale instead. However, inter-rater correlation between an objective, automatic evaluation method and a group of experts rating intelligibility on a five-point scale was well above 0.8 [5, 21, 29] . For an objective, automatic version of the PLTT, correlations between the average naïve listener and the automatic results were in the same range [27] . Hence, the text-based evaluation performed by trained listeners is as reliable as the inverse intelligibility test with the naïve raters.
The conclusion from our experiments is that automatic evaluation of the intelligibility of substitute voices is not only possible on broadband speech, but also on telephone speech. The degree of agreement between automatic and human evaluation is not worse than within a group of human raters. For ␣ , some experiments on automatic evaluation are just under 0.70, which is regarded as the lower threshold for reliable agreement. But even human raters among themselves reach only ␣ = 0.66, although they are all experienced. For automatic evaluation, polyphone-based recognizers based on context-dependent phoneme models appear superior to monophone-based systems. Although the agreement between human and machine is already on the same level as among human raters, we expect even better results by improved automatic word recognition in the future.
