ABSTRACT Existing image-to-image translation methods usually adopt an encoder-decoder structure to generate images. The encoder extracts the features of input images using a sequence of convolution layers until a bottleneck, and then, the intermediate features are decoded to the target image. However, the existence of bottleneck layer in such structure may lead to blurry and bad quality of the translated images, since different domain translations may be related to the global or local region in the input image or even in an abstract level. To prevent these problems, we propose the channel attention networks for image translation in this paper. It is a novel model that supports the multi-domain image-to-image translation using one single model. Conditioning on the target domain label, an auto-encoder-like network with multiple attention connections is trained to translate the input image into the target domain. The attention connections better shuttle the low-level information in the encoder to the decoder, which helps to preserve the structure. A multi-level attention mechanism is also designed in the proposed model to further improve the performance of our model. More specially, the feature maps in the encoder are first squeezed by average pooling and used to output a channel-wise attention mask. The attention mask softly determines which channels of the feature maps are translated and which channels are kept. By enforcing the model to learn a cyclic domain transformation during training, our model does not require paired training data, which greatly improves the versatility to different kinds of data. We experimentally demonstrated the effectiveness of our proposed model on the facial and clothing image translation tasks. The extensive ablations are also conducted to further validate the contribution of the proposed attention module used in our model.
I. INTRODUCTION
Image-to-image translation is to transfer a given image from one domain to another. Each domain is a set of images sharing the same attribute value, e.g., sketch images, smile facial images or red clothing images.
This task has witnessed significant progresses in recent years, with the fast evolution of generative models. Variational Autoencoders (VAEs) [1] , and GANs [2] are the most used models for this task, and have shown promising results. A large number of image-to-image translation methods are proposed to address different problems ranging from changing expression/hair color/gender of face images [3] - [5] ,
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Formally, image-to-image translation can be defined as converting an image from one domain x, to another y, according to the target domain label c, using a generative model G, i.e. y = G(x, c). The challenges of image-to-image translation are two folds. First, paired training data are not always available. For example, it is hard to get paired paintings of Claude Monet style and Van Gogh style or face images with the opposite gender. Second, there exists many different domains, and thus exponential number of domain translations. It is not efficient to train a model for each kind of transformation.
To address the problem of insufficient paired training data, in recent years, researchers have proposed many FIGURE 1. Multi-domain image translation. Given the input image in the input domain, our proposed model can translate it to different domains,such as different hair color, smile/no smile and male/female, using a single model. models [8] , [11] , [12] which learn the translation between two domains with unpaired data. Cycle consistency is usually adopted in these methods. More specifically, there are two different translators in their models: a translator G : X → Y and the other one F : Y → X , which is the inverse of G. By simply translating the input image x twice, F(G(x)) or G(F(y)), the models are trained to reconstruct the input image. To deal with the multiple domain transformation challenge, StarGAN [4] first concatenates the input image with a domain vector, and translate it into different domains using one single model.
In regarding to the network architecture, most existing image translation models adopt autoencoder-like networks, which first encode the input image in the source domain into an intermediate representation, and then decode it into an image in the target domain according to a conditional domain vector. The intermediate representation is a high-level abstraction of the input image content. Directly generating an image in the target domain from it adds burden to the decoder greatly and results in bad results, since different domain translation may manipulate the input image globally, locally or even in abstract level.
To address this problem, in this paper, we propose an attention based image translation model with cycle consistency constraint. More specifically, we first add attention-based skip connections to the encoder-decoder networks for image translation. Typically, a skip connection directly copies the feature maps in an encoder layer to its corresponding layers in the decoder. It intends to provide local information to the global information while decoding. However, considering the fact that not all the feature maps in the encoder are useful for translating the input image to the target domain, we add the attention mechanism into the skip connections. An attention vector which indicates the importance of all the channels of the feature maps in the encoder will be learned according to the target domain. Then it will be used to combine the two feature maps in the encoder and decoder. To train our proposed model with unpaired examples, we also adopt the cycle consistency constraint into our model, i.e. translating the input image to the target domain and inverse it back to the source domain.
The contribution of our paper is many-fold:
• We introduce a channel attention network for image translation. With the channel-wise attention mask, the model can better integrate the original feature in the encoder with the translated feature in the decoder. The proposed model can translate input image from one domain to multiple domains easily without paired data.
• We proposed an effective multi-level attention mechanism on the channels of feature maps, which enables the model only manipulate the task-related region in input images. We demonstrate that multiple levels of attention masks boost the performance of our model.
• Extensive qualitative and quantitative experiments show that our model outperforms existing image-to-image translation models. Image generated by our model are both realistic and in the desired domain.
II. RELATED WORK A. IMAGE GENERATION
Image generation is becoming a hot topic in recent years, and has achieved great progress in many computer vision tasks such as image generation [13] , [14] , image inpainting [15] , super resolution [16] and image-to-image translation [3] , [11] , [17] - [19] . Among them, Generative Adversarial Networks (GAN) is the most adopted technique. Many different GAN models are proposed, such as Pix2pix [3] , CycleGANs [12] , IcGAN [18] and StarGAN [4] . Pix2pix is a generic image-to-image translation model which produces reasonable results on a wide variety of problems such as sketch to image or segmentation to image. Paired data is required by Pix2pix during training, which limits its capability. To address this problem, CycleGANs [12] is proposed to learn the image translation without paired examples. Instead, it trains two generative models cycle-wise between the input and output images. In addition to the adversarial losses, cycle consistency loss is used to prevent the two generative models from contradicting each other. Both Pix2Pix and CycleGANs are designed for two-domain image translation. IcGAN [18] and StarGAN [4] are two models which supports multi-domain translation. By inverting the mapping of a cGAN [20] , i.e., mapping a real image into a latent space and a conditional representation, IcGAN [18] can reconstruct and modify an input image of a face conditioned on arbitrary attributes. More recently, StarGAN [4] is proposed to perform multi-domain image translation using a single network conditioned on the target domain label. It learns the mappings among multiple domains using only a single generator and a discriminator.
B. ATTENTION AND GATING MECHANISMS
Attention can be viewed, broadly, as a tool to bias the allocation of available processing resources towards the most informative components of an input signal. Two kinds of attention models are most used in existing models: the soft attention and hard attention. Soft attention models [21] , [22] ) predict the attention regions in a deterministic way. Therefore, it is FIGURE 2. Network architecture. The input image is first encoded into hidden feature maps U 1 ∼ U 3 . The target label C will be replicated and concatenated to the hidden feature maps U 3 , and transformed to V 1 ∼ V 3 by several deconvolutional layers. Besides, multiple attention modules A 1 ∼ A 3 are also added between the corresponding layers in the encoder and decoder, which transforms the input U i and V i to Z i according to the target domain C. Detailed structure of attention module is illsutrated in Figure 3 . It helps the model better shuttle the feature related to the translation in the encoder to the decoder. Finally, the output feature maps Z 3 are decoded into the result image in the target domain. Cycle translation is adopted, due to the lacking of paired training data, i.e. , after generating the target image, it is translated back to the input domain. Multiple losses are used to train the model, including the cycle consistency loss, adversarial loss and domain classification loss.
differentiable and can be trained using backpropagation. Hard attention models (e.g., [23] - [26] ) predict the attention points of an image, which are stochastic. They are usually trained by reinforcement learning or maximizing an approximate variational lower bound Recurrent Attention Model [26] is proposed to extract information from an image or video by adaptively selecting a sequence of regions or locations and only process the selected regions at high resolution. This work is further extended to multiple digit recognition [24] and less-constraint fine-grained categorization [23] . Combining a bottom-up attention and a top-down attention together, a twolevel attention model is proposed in [27] for fine-grained image classification. The drawback of this model is that the two types of attention are independent and cannot be trained end-to-end, causing information loss and inefficiency. In our paper, we propose a lighted weight attention mechanism inspired by [28] . It models channel-wise relationships in a computationally efficient manner and designed to enhance the representational power of basic modules throughout the network.
III. METHOD
A. OVERVIEW To better better utilize the feature maps in the encoder when decoding the target image, we add skip connections between the corresponding layers in the encoder and decoder. Moreover, considering the fact that different channels of the feature maps has different semantic meanings, and only certain channels are related to the target domain, we add the attention mechanism into the skip connections. Inspired by Squeeze-and-Excitation Networks [28] , we adopt the similar way to enhance the feature maps channel-wisely. However, the Squeeze-and-Excitation block proposed in [28] cannot directly adapted into our model, since, in our model, two kinds of feature maps are used to compute the result feature maps, due to the existence of skip connections. However, in [28] , the network only has one possible direction. VOLUME 7, 2019 To address this problem, we propose an effective and efficient way to predict the channel-wise attention mask for both feature maps at the same time, without increasing the parameters for the attention mask computation, comparing to Squeezeand-Excitation Block.
Considering the fact that different levels of features corresponding to different level of attributes, we adopts multiple attention connections in our model. Each attention connection takes the corresponding feature maps in the encoder and decoder as inputs, and outputs feature maps which integrates both the original feature and translated feature according to the target domain. Our experiments show that adding the number of channel attention improves the performance of our model.
Since we do not have the ground truth image for each domain, we adopt the cycle consistent loss to train our model. For each transformation, after translating the input image to the target domain, we also translate it back to the source domain using the original domain condition c , and the pixelwise distance is computed to measure the reconstruction error. Besides, a discriminator with domain classification are used to train the model adversarially. It will discriminate an image as real or fake, and predict the domain of the translated image.
Comparing to the existing model, i.e. U-Net and Squeezeand-Excitation Networks, our improvement are: (a) we adds multiple channel-wise attention mechanism into the U-Net to future improve the performance of image translation task; (b) we improve the Squeeze-and-Excitation Block proposed in [28] by predicting the channel-wise attention masks for both feature maps at the same time, without increasing the parameters for the attention mask computation; (c) the result feature maps are computed as the channel-wise sum of the two feature maps after channel attention operation, without increasing the number of channels of result feature maps. Therefore our model does not need more parameters to translate the result feature maps comparing to the U-Net.; (d) we experimentally demonstrate that our proposed multilevel channel attention module improve the performance of image translation model.
B. GENERATOR WITH SKIP CONNECTIONS
An encoder-decoder network is commonly used in previous image translation methods [11] , [12] , [29] . The encoder part and decoder part in the network have symmetric structures. The input is passed through several convolutional layers that progressively downsample it in the encoder, until a bottleneck layer. After that, the same number of deconvolutional layers are used to decode the input image from the encoded hidden representation.
The main drawback of such design is that the input need pass through all the layers, and when the networks become deeper, the feature learned in the very early layers is difficult to transit to the later layers. However, for many image translation problems, the image in the source domain and target domain usually shares the same underlying layout. There is a great deal of low-level information shared between the input and output. Thus it would be desirable to create some shortcuts between the layers in the encoder and decoder.
Following the design of ''U-Net'' [30] , we add skip connections between each layer i and layer n − i, where n is the total number of layers. Such skip connection which directly transits the feature maps in the encoder to its corresponding layer in the decoder. However, on the other hand, it will inevitably bring source-domain-related information to the decoder, since in our model, the networks are not aware of the information of target domain before the bottleneck layer. Besides, existing works adopting skip connections usually simply concatenate the feature maps in the encoder with its corresponding ones in the decoder, which makes the parameters in the decoder double the size of them in the encoder.
To prevent these problems, in our paper, we design a multiscale attention mechanism to integrate two feature maps, without increasing the number of channels of feature maps in the decoder.
C. CHANNEL ATTENTION BLOCK
Originally, the U-Net combines the feature maps in the corresponding layers in the encoder and decoder by channelwise concatenation. It not only makes the output contain redundant information, but also increases the parameters in the decoder to two times of the original decoder. Instead of concatenating feature maps, in this paper, we propose another way to better integrate the two feature maps in U-Net by multi-scale attention mechanism. Figure 3 demonstrates the way of attention computation. Taking a pair of feature maps U and V in the encoder and decoder, we first squeeze U into a channel descriptor which is achieved by using global average pooling F 1 (·), and generate channel-wise statistics. This operation is defined as Eq (1):
where, H , W is the width and height of feature maps. After the average pooling, the channel descriptor z u and the target domain label c are concatenated together, and transformed by two fully connected layers to fully capture channel-wise dependencies. We employ a simple gating mechanism with a sigmoid activation defined as:
where ⊕ refers to vector concatenation, W 1 ∈ R C r +c×C and W 2 ∈ R C× C r are the weights of two fully connected layers to reduce the dimensionality of the input with a ratio r, σ refers to sigmoid activation, and δ refers to the ReLU [31] function.
Finally, the output of the attention connection is defined as:
where a i is the i-th predicted attention mask. 
D. CYCLE CONSISTENCY
Our model is trained to learn a mapping G between multiple domains. However, without paired target examples, the network can map the same set of input images to any random permutation of images in the target domain, which makes the translation unconstrained and adds the difficulties to train the model. To further reduce the space of possible mapping functions, we adopt cycle consistency constraint to our model: as shown in Figure 2 , for each image x from domain c , after the forward translation from domain c to domain c, the translated image y are sent back to the channel attention network conditioning on c to reconstruct the input image x,
E. PATCH DISCRIMINATOR
We choose a Patch discriminator to train the generator. This discriminator compute adversarial loss at the scale of patches by classifying N ×N patches in an image is real or fake. Such a discriminator assumes independence between pixels separated by more than a patch diameter. We run this discriminator convolutionally across the image, averaging all responses to provide the ultimate output of D.
In addition to the source classification (real/fake), the discriminator is also trained to predict the domain of input image. For the real image, its domain is the original label, while for the translated image, the domain is the condition label.
F. LOSS FUNCTION
We adopt a combination of several loss functions to train our model.
1) ADVERSARIAL LOSS
The adversarial loss is used to train the model to generate realistic images which is defined as: (4) where x is the input real images, c is the target domain label. G is our channel attention networks for translating input image x to other domain according to the target domain, and D src is the discriminator to predict a probability distribution over sources given by D. The generatorG is trained to minimize this objective, while the discriminator D tries to maximize it.
2) AUXILIARY CLASSIFICATION LOSS
To train the generator to translate input image from source domain to the target domain according to the domain label c, we add an auxiliary domain classifier to the original discriminator D as in [13] and [4] . Therefore, the discriminator is trained not only to distinguish the real and fake images, but also to predict the domain of the image, e.g., hair color or gender of the facial image. The auxiliary classification loss is defined as: , c)) ]. D cls (c |x) is to predict the probability distribution over domain labels of original image, and the D cls (c|G(x, c)) represents domain distribution of the translated images.
3) CYCLE LOSS
To make the image translation invertible, and preserve the content of its input images while changing only the domainrelated region of the image, we apply a cycle loss to the generator, defined as:
where input image x is first translated from the domain with label c to the domain with label c by G. The translated image G(x, c ) is then sent to G again with its original label c, to reconstruct the input image x. We use L 1 distance to make the generated images look more sharp.
4) FULL LOSS
Finally, the loss function to train generator G is defined as:
and the loss function of the discriminator D is defined as:
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where λ cls and λ cyc are hyper-parameters that control the relative importance of auxiliary classification loss and cycle consistent loss.
G. IMPLEMENT DETAILS
We use SN-GAN [32] for stable training. Batch normalization [33] and ReLU are used in the generator, and only ReLU is used in the discriminators. The proposed model is trained using Adam [34] with β 1 = 0.5 and β 2 = 0.999. For data augmentation we flip the images horizontally with a probability of 0.5. In the loss function, we set λ cls = 1 and λ cyc = 10. The batch size is set to 16 for all experiments.
We train all models with a learning rate of 0.0001 for the first 10 epochs and linearly decay the learning rate to 0 over the next 10 epochs.
IV. EXPERIMENTS A. DATASETS
We validate the effectiveness of our proposed model on two different datasets, i.e. CelebA dataset [35] and MVC [36] .
Comprehensive comparison on done on CelebA dataset, and qualitative results are shown on the MVC dataset.
1) CELEBA
CelebA dataset [35] contains 202,599 face images of celebrities, with 40 binary attributes such as young, smiling, pale skin and male. We randomly sampled 2,000 images as test set and use all remaining images as training data. All images are center cropped with size 178 × 178, and resized to 128 × 128. We choose three attributes with seven different attribute values for all the experiments: hair color = {black, blond, brown}, gender = {male, female}, and smile = {smile, nosmile}.
2) MVC
MVC contains 36,323 clothing items. We randomly sampled 1,000 images as test set and use all remaining images as training data. All images are resized to 128×128. We choose three attributes with six different attribute values for the experiments: color = {black, blue}, sleeve length = {long, short}, and texture = {graphic, strip}.
B. BASELINES
IcGAN [18] , CycleGAN [12] and StarGAN [4] are chosen as our baseline, since all them can perform domain translation.
1) ICGAN
IcGAN first learns a mapping from a latent vector z to a real image y, G : (z, c) → y, then learns the inverse mapping from a real image x to a latent vector z and a condition representation c, E : x → (z, c). Finally, it reconstructs a new image conditioned on z and a modified c , i.e. G : (z, c ) → y.
2) CYCLEGAN
CycleGAN learns two mappings G : x → y and F : y → x simultaneously, and uses a cycle consistency loss to enforce F (G(x) ) ≈ x and G(F(y)) ≈ y. We train different models of CycleGAN for each pair of domains in our experiments.
3) STARGAN
StarGAN trains a single G to translate an input image x into an output image y conditioned on the target domain label(s) c directly, i.e., G : (x, c) → y. Setting multiple entries in c allows StarGAN to perform multi-attribute transfer.
C. EVALUATION METRICS METRICS 1) CLASSIFICATION ERROR
As a quantitative evaluation, we compute the classification error of each attribute on the synthesized images using a ResNet-18 network [37] , which is trained to classify the attributes of an image. All methods use the same classification network for performance evaluation. Lower classification errors imply that the generated images have more accurate target attributes.
2) USER STUDY
We also perform a user study using Amazon Mechanical Turk (AMT) to assess the image quality for image translation tasks. Given an input image, the Turkers were instructed to choose the best generated image based on perceptual realism, quality of transfer in attribute(s), and preservation of a figure's original identity. Figure 4 shows the results generated by icGAN, CycleGAN, StarGAN and our proposed model. Providing the input image in the source domain, each model translates it to different domains. The first column is the input image, which is a female face with black hair, not smiling. The following columns shows the translated images which changes the hair color from black to brown, changes the gender from female to male, changes the expression from no smile to smile, and different combinations of previous attributes. The last column shows the results of three attributes translation. It is worth noting that CycleGAN requires separate models for each transformation, i.e. seven different models for seven domains here, while others including our proposed model can translate the input image to multiple domains using one model.
D. QUALITATIVE RESULTS
From the figure, we can find that the images generated by our model are all in the correct domains with noticeable changes from the input image. For example, the mouse region changes greatly when changing the expression from no-smile to smile. When changing the gender from female to male, mainly the eyes region and mouse region are modified to be more like a man. We can also see that the results of IcGAN are worst comparing to other methods. It cannot well preserve the identity of the input image. Although the generated images seem has the correct attributes, they are not visually plausible, especially when multiple attributes are changed. The images translated by different cycleGAN model is better than IcGAN in preserving the identity and single image translation, although artifacts may still exist. Its performance decrease dramatically when multiple attributes are changed. In general, both StarGAN and our proposed model can perform well on all the translation tasks. In some cases, such as changing the expression, or both changing the expression and gender, results generated by our model works slightly better than StarGAN.
More generated results of our proposed model is shown in Figure 5 . We can see that our model can translate the input image from the source domain to multiple different domains successfully, and generate realistic images. Figure 6 shows more qualitative results of our model on MVC dataset. We can see that the proposed model can well keep the structure and identity of model in the image, and only change the domain related region. In general, translating the color is easier than translating sleeve length or texture. Since the variety of texture are large, our model cannot generate plausible clothing images with graphic textures. As for the stripe domain, our model simply add parallel lines on the cloth, without considering the viewpoints, which makes the generated texture unrealistic, such as the example in the second row. Table 1 reports the classification error of generated images on the CelebA dataset. Lower value means the translated FIGURE 6. Qualitative results on MVC dataset. The input clothing image is translated into multiple domain by our proposed model, i.e. black color, blue color, long sleeve, short sleeve, graphic texture, stripe texture. image are more likely in the target domain. The results shows that IcGAN has highest classification errors which is consistent with the qualitative results we analyzed previously. The performance of CycleGAN is better than IcGAN, but worse than both StarGAN and our proposed model. Our model is comparable with StarGAN when single attribute is change, and slightly better than StarGAN when multiple attributes are manipulated.
E. QUANTITATIVE RESULTS
We also report the human evaluation results in Table 2 , which indicating that in most cases, the tucker chosen the image generated by our model, and the results of IcGAN is most unlikely to be chosen as the best translated image. Our model outperforms any other methods in all the translations.
F. ABLATION STUDIES
To verify the effectiveness of the excitation modules in our model, we conduct the ablation studies with different variants of our model. The model without channel attention module is firstly conducted. Then we add the skip connections to the model but without attention mechanism. Finally, different number of skip connections with channel attention are adopted in our proposed model. When only one attention connection is add, we keep the A3 attention connection shown in Figure 2 , and A2 & A3 for two attention connections.
We report the classification error of each variants in Table 3 . Unsurprisingly, the model without attention connections has the worse performance the model with attention connections. Interestingly, solely adding the skip connection even makes the performance worse, since the skip connection directly transit the feature maps of the input image in the source domain to the decoder, which confuse the decoder to generate target image with correct attributes. Adding the attention connections boost the performance. By using three attention modules, the model gets the lowest classification error, which means performing the translation best.
V. CONCLUSION
In this paper, we propose a multi-domain image translation method. Multi-level channel attention networks are adopted to perform the image translation tasks. The attention mechanism better preserves the feature un-related to the target domain. We validates our proposed model on the CelebA and MVC datasets using attribute classification error and user study. The experiments shows that our proposed model can perform multi-domain image translation successfully, and outperform the baseline methods. We also conduct the ablation study to verify the effectiveness of the component of the proposed model.
In the future, we will explore more challenging domain transformation tasks such as style and aesthetic improvement. Making the attention mechanism of our model be more explainable will be another interesting direction worth investigating.
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