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1. INTRODUCTION 
Consider the homogeneous linear differential equation 
x’ = A(t)x, (1) 
where the coefficient matrix A(t) is continuous on an interval J. The 
equation (1)is said to be kinematically similar(Markus [ZZ]) to another equation 
Y’ = WY (2) 
of the same form if there exists a continuously differentiable invertible 
matrix S(t) which satisfies the differential equation 
S’ = A(t)S - SB(t) 
and which is bounded, together with its inverse, on J. The change of variables 
x = S(t)y then transforms (1) into (2). 
We will say that the equation (1) is reducible if it is kinematically similar 
to an equation (2) whose coefficient matrix B(t) has the block form 
( 
B,(t) 0 
0 1 B,(t) ’ 
B,(t) and B,(t) being matrices of lower order than B(t). In coordinate-free 
terms this means that there is a projection P # 0,1 which commutes with 
B(t) for every t E J. This definition agrees with the definition of reducibility 
in linear algebra, but differs from Liapunov’s use of the term. (Liapunov 
calls an equation of the form (1) reducible if it is kinematically similar to an 
autonomous equation.) 
Equation (1) is said to possess an exponential dichotomy if there exists 
a projection P and positive constants K, L, LX, /? such that 
1 X(t)PX-l(s) ( < Ke-u(t-S) for t >, S, 
) X(t)(Z - P)X-l(s) j < Le-B(s-t) for s > t, 
(3) 
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where X(t) is some fundamental matrix for (1). It is said to possess an 
ordinary dichotomy if the inequalities (3) hold with 01 and p not positive but 
zero. For finite-dimensional systems these definitions are equivalent to those 
introduced by Massera and Schaffer [12], [13]. 
In Section 2 we show that if the equation (1) possesses an ordinary or 
exponential dichotomy with projection P # 0, I then it is reducible. This is 
used in the remainder of the paper to unify and to extend in an essential way 
several known results. 
In Section 3 we prove that if A(t) is almost periodic and (1) has an expo- 
nential dichotomy (3) then X(t)PX-l(t) is almost periodic. 
In Section 4 we show that if (1) h as an exponential dichotomy and if 
j A(t) - B(t) / is sufficiently small for all t E J, then (2) has an exponential 
dichotomy. If A(t) is bounded this is implied by the functional-analytic 
results of Massera and Schaffer. However, although we assume finite- 
dimensionality, we make no assumption of boundedness on the coefficient 
matrix. 
In Section 5 a criterion of LyaZenko for uniform asymptotic stability is 
generalized to give a criterion for an exponential dichotomy. The proof uses 
an interesting and powerful method of reducing a matrix function due to 
Kato [8], which has not to my knowledge been used previously in the theory 
of ordinary differential equations, although it is capable of a variety of 
applications. 
Finally, in Section 6 we extend a result of Massera and Schaffer on nonlinear 
equations by means of a “dichotomized” Gronwall lemma. This lemma is 
also used to give a new coordinate-free proof of a classical theorem of Perron 
and Lettenmeyer. 
Note added (September 6,1966). The remarks concerning $4 need modifica- 
tion. In a later paper [Math. Ann. 151 (1963), 57-1001 Schaffer has removed 
the assumption of boundedness on the coefficient matrix. Nevertheless, the 
treatment given here seems to retain some interest on account of its simplicity 
and directness. 
2. REDUCIBILITY 
Before explaining the basic construction we will settle some matters of 
terminology and notation. In the remainder of the paper the norm of a matrix 
A = (ajle) will be any operator norm, but in the present section we use the 
Frobenius-Wedderburn norm 
I A I = [ $ I aik 12]1’2~ 
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Thus if A* denotes the conjugate transpose of A, then / A j2 = tr(A*A). 
If H is a Hermitian matrix, H = H*, we write H > 0 or H > 0 according 
as the corresponding Hermitian form is positive-definite or positive-semi- 
definite. A projection is a matrix P such that P2 = P. The projection is 
orthogonal if, in addition, P = P*. Any projection is similar to an orthogonal 
projection and, in fact, to a uniquely determined matrix of the form 
where 0 < K < 71. 
LEMMA 1. Let P be a projection and let X(t) be a continuous invertible 
matrix function such that X(t)PX-l(t) is bounded for all t in an interval J. 
Then there exists a continuous invertible matrix function S(t) such that 
S(t)PS-l(t) = X(t)PX-l(t) 
which is bounded, together with its inverse, on J. 
We can suppose that P is an orthogonal projection, since the general 
case can be reduced to this by a constant similarity transformation. Since 
any positive Hermitian matrix has a unique positive square root there exists, 
for each t, a unique R = R* > 0 such that 
R2 = PX*XP + (I - P)X*X(I - P). 
Moreover, since R2 commutes with P, so also does R. It follows at once 
from the definition of R that 
and hence 
n = j XPR-I I2 + 1 X(1 - P)R-l 12, 
1 XR-l ) < 1 XPR-l I + 1 X(1 - P)R-l I < (2~9~‘~. 
On the other hand, if I XPX-l I < K, then I X(1 - P)X-1 I < L, where 
L = K + L+‘~. Thus 
1 RX-l I2 = I XPX-l I2 + I X(1 - P)X-l I2 
gives I RX-l 1 < (K2 + L ) 2 l12. Finally R(t) is continuous, since the positive 
square root of a continuous, or continuously differentiable, positive Hermitian 
matrix function is again continuous, or continuously differentiable (Reid [14]). 
The lemma now follows at once if we take S(t) = X(t)R-l(t). 
LEMMA 2. Let X(t) be a fundamental matrix for the homogeneous linear 
difJerentia1 equation 
x’ = A(t)x, (1) 
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where A(t) is a continuous matrix function, and suppose that there exists a 
projection P such that X(t)PX-l(t) is b ounded for all t in an interval J. Then 
the equation (1) is kinematically similar to an equation 
Y’ = B(tly (2) 
whose coeficient matrix B(t) commutes with P for every t E J. Moreover if A(t) 
is bounded on J, then B(t) is also bounded. 
Under the present circumstances the functions R(t) and S(t) of the 
previous lemma are continuously differentiable. The change of variables 
x = S(t)y transforms (1) into (2), where B = S-l(AS - S’). Since the 
new equation has R(t) as a fundamental matrix, B = R’R-1 commutes 
with P. 
Suppose now that A(t) is bounded. Then there exists a positive constant p 
such that for every t E J 
-/LI < A(t) + A*(t) < ELI. 
If P = P*, then from the definition of R we have 
RR’ + R’R = PX*(A + A*)XP + (I - P)X*(A + A*)X(I - P). 
It follows that 
and hence 
-pR2 < RR’ + R’R < pR2 
Therefore 
-yI < R’R-1 + RR-IR’ < PI. 
and 
(R’R-l + R-1R’)2 < $I 
1 R’R-l + R-1R’ 1 < t&z. (4) 
We are going to deduce from this that B = R’R-1 is bounded. 
Suppose G and H are Hermitian matrices and G > 0. Since 
(GH + HG)2 = (GH)2 + GHZG + HG2H + (HG)2 
and the trace of a product is unaltered by cyclic permutation of the factors, 
tr(GH + HG)2 = 2 tr(GH2G) + 2 tr(GH)z. 
But G = Q2 for some Hermitian matrix Q and hence 
tr(GH)” = tr(QHQ)2 = 1 QHQ j2 > 0. 
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Therefore 
1 HG I2 = tr(GJPG) < Q tr(GH + HG)2 = 41 GH + HG 12. 
Thus (4) implies that 1 B(t) 1 < p(n/2) l12. The case where the projection P 
is not orthogonal can be reduced to the case already treated in the same way 
as before, 
LEMMA 3. If a homogeneous linear equation has an ordinary or exponential 
dichotomy then any equation kinematically similar to it likewise has an ordinary 
or exponential dichotomy (with the same projection P and the same constants cy, 6). 
This is trivial. For if (2) is obtained from (1) by the change of variables 
x = S(t)y and if X(t) is a fundamental matrix for (1) such that (3) holds, 
then Y(t) = F(t)X(t) is a fundamental matrix for (2) and 
/ Y(t)PY-l(s) 1 < con+ X(t)PX-l(s) I, 
I Y(t)(I - W-‘(s) I < constj X(t)(I - P)X-l(s) I. 
By combining Lemmas 2 and 3 we see that if a homogeneous linear equation 
has an ordinary or exponential dichotomy with projection P then it is 
kinematically similar to an equation which has the same type of dichotomy 
and whose coefficient matrix commutes with P. 
3. THE ALMOST-PERIODIC CASE 
Throughout the present section J will always denote the whole axis 
(-co, co). Suppose the coefficient matrix A(t) of Eq. (1) is almost periodic, 
in the sense of Bohr. We would like to show that if Eq. (1) has an exponential 
dichotomy (3) then it is kinematically similar by an almost periodic change of 
variables to an equation (2) whose coefficient matrix B(t) is almost periodic 
and commutes with P. Although we have not succeeded in proving this, 
we are able to show that X(t)PX-l(t) is necessarily an almost periodic 
function. The basic idea of the proof goes back to Favard [.5]. The same 
idea has also been used recently by Lillo [9] and Bylov [2] to obtain criteria 
for the complete reducibility of real almost periodic systems. 
We first prove some preliminary results. 
LEMMA 4. Suppose Eq. (1) has a fundamental matrix X(t) satisfying the 
exponential dichotomy (3) on the interval (-CO, CO). Then another fundamental 
matrix X(t)C satisfies an ordinary or exponential dichotomy with the same 
projection P if and only if C commutes with P. 
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For any vector .$ 
I X(s)f 1 > L-leB(S-t)l X(t)(I - P)f I for s > t. 
Hence 1 X(t)5 1 -+ co as t ---t + co if (I - P)t f 0. But if [ = Pf then 
1 X(t)6 I < Ke-m(t-s)[ X(s)8 j for t > s, 
and hence j X(t)t 1 + 0 as t + + co. Similarly I X(t)t I + 00 as t + --co 
ifP[#OandIX(t)[I-+Oast+-aifPe=O. 
If X(t)C satisfies a dichotomy with proection P then X(t)CP is bounded 
for t --f + 00. Therefore, by what we have just shown, CP = PCP. f$milarly, 
X(t)C(I - P) is bounded for t -+ --co and hence PC(I - P) = 0. Thus 
CP = PCP = PC. 
LEMMA 5. Suppose A(t) is almost periodic and Eq. (1) has a fundamental 
matrix X(t) satisfying the inequalities (3). If A(t + t,) + B(t) uniformly on J 
as n -+ CO, then Eq. (2) has a fundamental matrix Y(t) satisfying the same 
inequalities. 
For let R(t) be the matrix corresponding to X(t) in the proof of Lemma 1. 
Then XJt) = X(t + t&?-l(t,J is a fundamental matrix for the equation 
x’ = A(t + t,)x. 
Moreover, X%(t) satisfies the inequalities (3), since I?-l(t,J commutes with P. 
Since the sequence X,(O) and X;l(O) are bounded, we can suppose that they 
actually convergent by restricting attention to a suitable subsequence. Thus 
&(O) + yll 9 where Y,, is invertible. Hence, by standard theorems on the 
continuous dependence of solutions on parameters and initial values, XJt) 
converges uniformly on any compact interval to the solution Y(t) of the 
equation Y’ = B(t)Y which takes the value Y,, at t = 0. Since Y,, is invertible, 
Y(t) is a fundamental matrix for the equation (2). Letting n + co we see 
that Y(t) also satisfies the inequalities (3). 
THEOREM 1. Suppose A(t) is almost periodic and Eq. (1) has an exponential 
dichotomy (3) with projection P andfundamental matrix X(t). Then X(t)PX-l(t) 
is almost periodic and its frequency module is contained in the frequency module 
of 44. 
Let {t,J be any sequence of real numbers such that A(t + t,) converges 
uniformly on J, with limit B(t) say. By known normality properties of 
almost-periodic functions, it is sufficient to show that, if we put U(t) = 
X(t)PX-l(t), then U(t + t,) converges uniformly on _T. 
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The function U(t) is bounded and uniformly continuous, since its derivative 
is bounded. Therefore the sequence U(t + tn) is uniformly bounded and 
equicontinuous. Hence, by Ascoli’s theorem, a subsequence U(t + t,YJ 
converges uniformly on any compact interval, with limit V(t), say. If {sn} 
is a further subsequence such that X(s,)R-l(s,) + Y,, , where Y,, is invertible, 
then by the proof of Lemma 5 X(t + s&-i(s,) converges uniformly on any 
compact interval to the fundamental matrix Y(t) of the equation 
Y’ = B(t)y, 
which takes the value Y, at t = 0, and Y(t) satisfies an exponential dichotomy 
with projection P. It follows that 
U(t + sn) ---f Y(t)PY-l(t). 
Thus V(t) = Y(t)PY-l(t). Therefore, by Lemma 4, all subsequences of 
U(t + t,J which converge uniformly on compact intervals have the same 
limit. Hence the whole sequence U(t + tn) converges to V(t) uniformly on 
compact intervals. It only remains to show that the convergence is uniform 
on J. 
If this is not so, then for some y > 0 there exists a sequence {Jr%} of real 
numbers and a subsequence {sn} of {tn} such that 
I w&z + &a> - w&J I 2 Y for every n. (5) 
By restricting consideration to a further subsequence we can suppose that 
A(t + /z, + s,) and B(t + h,) converge uniformly on J. By a characteristic 
property of almost-periodic functions [I], their limits must be the same- 
C(t), say. Then, by what we have already proved, U(t + h, + s,) converges 
(uniformly on compact intervals) to Z(t)P.F(t), where Z(t) is a fundamental 
matrix for the equation 
z’ = C(t)z, 
which satisfies an exponential dichotomy with projection P. Similarly, 
V(t + A,) converges to Z(t)PZ-l(t). Therefore, 
I U(k + $2) - y&J I - 0, 
which contradicts (5). 
4. ROUGHNESS 
By means of Gronwall’s lemma it is easily shown (see [3], p. 70) that, if 
a fundamental matrix X(t) of Eq. (1) satisfies 
1 X(t)X-l(s) 1 < Kc-act-s) for t > s, 
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then for any positive constant E < 01 there exists a positive constant 6 = E/K 
such that if B(t) is a continuous matrix function satisfying 1 B(t) 1 < 6 for 
every t E J the equation 
Y’ = CA(t) + B(t)ly 
has a fundamental matrix Y(t) satisfying 
/ Y(t)Y-l(s) / < Ke-(a-c)(t-s) for t 3 S. 
These inequalities correspond to an exponential dichotomy with P = I. 
A similar result corresponding to P = 0 can be deduced by the change of 
variable t --f -t. We wish to extend these results to arbitrary exponential 
dichotomies. That is, we wish to show that, if the homogeneous linear 
equation (1) has an exponential dichotomy, then all “neighboring” equations 
have an exponential dichotomy with the same projection. A result of this 
type has already been proved by Massera and Schaffer ([12], Theorem 8.2) 
under the assumption that 
s t+1 I A(s)I ds t
is bounded for t E J. Moreover, this results holds for differential equations 
in general Banach spaces. Our theorem makes no additional assumptions 
concerning A(t), but the methods are finite-dimensional. It would be inter- 
esting to know if the restriction on the dimension is essential. 
THEOREM 2. Let A(t) be a continuous matrix function such that Eq. (1) has 
an exponential dichotomy (3). Th en , f or any positive constant E < min(ol, /3), 
there exists a positive constant 6, depending only on P, K, L, 01 + /3, E, such that 
if 1 B(t) < 8 for every t E J then the equation 
Y’ = II4 + WIY (6) 
has a fundamental matrix Y(t) such that 
1 Y(t)PY-l(s) I < K’e-(apr)(t-s) fOY t > s, 
1 Y(t)(I - P)Y-l(s) I < L’e-(@-c)(s-t) for s > t, 
where K’, L’ are positive constants depending only on P, K, L. 
Throughout the proof we will denote by M a positive constant depending 
only on P K, and L. For any bounded continuous matrix function B(t) 
we set 
II B II = ;,p I WI. 
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Also, we will denote by a and b the left and right end points, respectively, 
of the interval J. 
By Lemma 2 there exists a continuously differentiable invertible matrix 
function S(t) with (/ S 1) < MI, )I S-l 11 < Ms , such that the change of 
variables x = S(t).a transforms (1) into 
x’ = C(t)z, (7) 
where C(t) = PI(t - S-r(t)S’(t) commutes with P for every 
t E J. Equation (7) has the fundamental matrix R(t) = S-r(t)X(t) which 
commutes with P for every t E J and satisfies the inequalities 
1 R(t)PR-l(s) ( < M3e-OL(t-s) for t 3 s, 
1 R(t)(l - P)R-l(s) 1 < M4e-~(S-t) for s > t. 
(8) 
The same change of variables y = S(t)w transforms (6) into 
w’ = [C(t) + D@)lw, (9) 
where D(t) = S-l(t)B(t)S(t) satisfies /I D (1 < MJ B (I. 
Our object now is to transform the Eq. (9) into a kinematically similar 
equation whose coefficient matrix commutes with P. The argument which 
follows was suggested by a paper of LyaliEenko [IO]. For any matrix U put 
u, = PUP + (I - P)U(I - P), 
u, = PU(I - P) + (I - P)UP, 
so that U = U, + U, . Evidently U, commutes with P. One readily verifies 
that 
(UJl>l = 0 = (U,V,), * (10) 
We look for a change of variables w = T(t)v which transforms (9) into 
v’ = [C(t) + ~~(W(~)M~. (11) 
This will be achieved if T(t) satisfies the differential equation 
T’ = C(t)T - TC(t) + D(t)T - T{D(t)T}, , (12) 
or putting T(t) = I + H(t), if H(t) satisfies the equation 
H’ = C(t)H - HC(t) + {D(W + H>>z - H{D(W + WI,. (13) 
Consider the integral equation H = FH, where 
9-H(t) = St R(t) PR-+){(I - H(s)) D(s)(I + H(s))}, R(s)(I - P) R-l(t) ds 
a - s b R(t)(l - P) R-+){(I - H(s)) D(s)(I + H(s))), R(s) PIP-l(t) ds. t
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Using (8) and the identity 
(I - G)D(I + G) - (I - H)D(I + H) 
= (H - G)D - D(H - G) + (H - G)DH + GD(H - G), 
we see that if 11 HI/ < 4, II G II B + then 
( 9-H(t) - 9-G(t)\ 
t 
< &Y+f5-)(t-s) (js + i b a t 
e-(a+fl)(+t) ds1 M,ll B II 1) H - G 11, 
and hence 
II 9-H - Y-G II < 2(” + B)-‘411 B II II H - G II. 
Similarly, for I/ H 11 < 4 we find 
II ~T-H II< (a + WWl B II. 
Choose 6’ > 0 so that M,6’ < $(B. + 8) and M,8 < ;(a + 8). Then if 
/I B I/ < S’, 9 is a contraction and maps the ball !I H 11 < 4 into itself. 
Consequently, by the contraction principle, the integral equation H = 9-H 
has a unique solution H(t) in I/ H jl < &. 
The solution H(t) is differentiable and satisfies the differential equation 
H’ = C(t)H - HC(t) + {(I - H)D(t)(T + H)}2. 
Moreover, one sees at once that H(t) = H satisfies HI = 0, so that H = H, . 
It follows from (10) that, for any matrix V, 
HVl = H,Vl = (H,T/,), = (HJ), = (HV), . 
Taking V = D(I + H) we obtain 
W - HP(W + H>>z == P(W + H>>z - HWW + ff)), . 
Thus H(t) satisfies Eq. (13) and T(t) = 1 + H(t) satisfies Eq. (12). Moreover, 
T(t) is invertible, because j H(t) 1 < -&, and /I T II < M, , /I T-l I/ < n/r,. 
Since the coefficient matrices of (7) and (11) commute with P, these 
equations decompose into two independent systems to which we can apply 
the results quoted at the beginning of this section. It follows that there 
exists a positive constant 6 < a’, depending only on P, K, L, 01 + p, E such 
that if I/ B II < 6 then Eq. (11) has a fundamental matrix V(t) satisfying 
/ V(t)PV-l(s) 1 < K’e-(a-F)(t-S) for t > s, 
1 V(t)(I - P)V-l(s) I < L’e-(B-c)(S-t) for s 3 t, 
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where K’, L’ are positive constants depending only on P, K, L. Hence 
Y(t) = 5’(t)T(t)V(t) is a fundamental matrix for (6) satisfying the same 
inequalities (with different values of K’, L’). 
It is easily seen [cf. (23) below] that the condition ) B(t) 1 < 6 in the state- 
ment of Theorem 2 can be replaced by the more general condition 
s 
t+1 
I &)I ds < 8 for every t E J. 
t 
5. A CRITERION FOR AN EXPONENTIAL DICHOTOMY 
We first recall a result due to Lyagcenko and Hale and Stokes (see [3], 
pp. 116-118), which for J = [to, cc] provides a criterion for uniform 
asymptotic stability: 
Let A(t) be a continuously differentiable matrix function such that for 
every t E J 
(ii) each eigenvalue of A(t) h as real part < --01 < 0. Then for any 
positive constant E < a: there exists a positive constant 6 = S(M, G) such 
that if / A’(t) 1 < 6 for every t E J then any fundamental matrix X(t) of the 
equation 
x’ = A(t)x (1) 
satisfies 
/ X(t)X-l(s) 1 < Ke-(~-~)(t-S) 
where K = K(M, 6). 
for t 3 s, 
A simple example which shows the necessity of requiring that 1 A’(t) ( 
be sufficiently small has recently been given by Hoppensteadt [7]. If we 
replace the condition (ii) by (ii)’ each eigenvalue of A(t) has real part 
> B > 0, then the conclusion must be altered to read: 
) X(t)X-l(s) I < Ke-(~-c)cS-t) for s > t. 
This follows immediately by the change of variable t -+ -t. It is natural to 
conjecture that if we replace (ii) by (ii)” each eigenvalue of A(t) has real part 
< --01 or 3 /?, then Eq. (1) will have an exponential dichotomy. We are 
going to show that this is indeed the case. 
Suppose that all eigenvalues of a matrix A have real parts < --OL or 3 /3, 
where OL and p are positive numbers. Then there exists a unique projection P 
which decomposes the underlying vector space V into the direct sum of 
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two subspaces V- = PV and V+ = (I - P)V invariant under A such 
that all eigenvalues of the restriction of A to ,Y- have negative real parts 
and all eigenvalues of the restriction of A to V+ have positive real parts. 
This projection is given explicitly by the formula ([4], Chapter 7) 
p = & j (XI - A)-l dh, 
Y 
where y is the simple closed curve in the left half-plane formed by part of 
the straight line ~9 = 0 and part of the circle 1 h ( = M, M > j A I. This 
shows that P depends continuously on A. Moreover if A(t) is a continuously 
differentiable function of a real parameter t the corresponding projection 
P(t) is also a continuously differentiable function of t. The following lemma 
shows that 1 P j can be estimated in terms of / A 1 and 01 + fl. 
LEMMA 6. Let A be an n x n matrix each of whose eigenvalues has real part 
< --01 < 0 or > p > 0. If P is the corresponding projection onto the ‘negative 
eigenspace’ then 
IPIGK 
where K is a positive constant depending only on the ratio 1 A l/(a + /3). 
The proof is based on an idea due to silov (see [6], pp. 64-67). Assume 
first that A has distinct eigenvalues X, ,..., X, , where h, ,..., X, have negative 
real parts and X,,, ,..., h, have positive real parts. Let f (X) be the polynomial 
of degree < n which takes the value 1 at h, ,..., h, and the value 0 at Xe+r ,..., 
An . Then, by the theory of functions of a matrix (see [4]), P = f (A). 
If we put 
g(4 = (A - h+,> **- 0 - 4J, 
then f (A) = g(h)h(h), w h ere h(h) is the polynomial of degree < k which takes 
the same values as y(X) = [B(h)]-l at hi ,..., h, . If we represent h(X) by 
Newton’s interpolation formula in the form 
h(h) = 6, + b2(X - X,) + b&l - X,)(h - h,) + ... 
+ b,(h - Al)@ - A,) *.. (A - A,-,) (14) 
then the coefficients b, are given by b, = 9(X,) and 
bj = j: j; . . . j;-’ q+l’[h, + (A, - A,) t, + ..- + (Xj - Xi-,) tj-l] 
dt, ... dtj-1 (j > 1). 
512 COPPEL 
Here the argument of #j-l) belongs to the convex hull of X, ,..., h, and 
hence to the half-plane 93 < --~11. But it is easily seen from the definition 
of q(h) that for .%?A < --(Y 
J p’j-l’(h) 1 < Cj(ar + #+-n-j (j = I,..., k), 
where cj is a numerial constant. Also, for every eigenvalue hj we have 
1 hi 1 < ( A 1. Hence 
I A - 41 I d I A I(1 + I I I> 
and 
I g(A) I d I A I”-“(I + I I IF. 
Putting p = 21 A l/(a + B), we now obtain from (14) 
where the d’s are numerical constants. By estimating @-l)(h) more exactly, 
it may be shown that 
I p I < F”(l + p>“-’ (k = I,..., n - 1). 
If the eigenvalues of A are not distinct then A is the limit of a sequence of 
matrices Ah having distinct eigenvalues and by letting h -+ co we see that 
the same inequality holds also in the general case. We have fixed the number R 
of eigenvalues with negative real parts but by adding the bounds for k = I,..., 
n - 1 we can obtain a bound independent of k. 
Suppose now that A(t) is a continuously differentiable matrix function 
satisfying the conditions of the lemma for every t E J. Then, starting from 
the formula (14), we see in the same way that the corresponding projection 
P(t) satisfies 
I P’(t) I < Nl 4) 1, 
where N is a positive constant depending only on 1 A(t) I and 01 + t3. 
THEOREM 3. Let A(t) be a continuously diferentiable matrix function such 
that, for every t E J, I A(t) j < M and A(t) has k eigenvalues with real part 
< --01 < 0 and n - k eigenvalues with realpart > /3 > 0, where 0 < k < n. 
Then for any positive constant c < min(ol, j3) there exists a positive constant 
6 = S(M, CY + /3, l ) such that, if j A’(t) I < 6 fw every t E J, Eq. (1) has 
a fundamental matrix X(t) satisfying the inequalities 
) X(t)PX--l(s) 1 ,( Ke-(+c)(t-8) 
) X(t)(I - &VI(s) / < Le-(~-C)(s-t) 
for t > s, 
for s 3 t, 
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where K and L are positive constants depending only on M, 01 + fl and E, and 
Throughout the proof we will denote by N a positive constant which 
depends only on M and (Y + /3. Let P(t) be the projection corresponding to 
A(t) as in Lemma 6. Then P(t) is continuously differentiable and 
where 
Since P(t) is a projection we have 
P’ = P’P + PP’, PP’P = 0. (15) 
Let W(t) be the solution of the homogeneous linear equation 
w’ = [P’(t)P(t) - P(t)P’(t)]W, (16) 
which takes the value I at a fixed point t, E 1. Then W(t) is invertible for 
every t E J. Using (15), one readily verifies that P(t)W(t) is also a solution 
of (16). Therefore, since the solutions of (16) are uniquely determined by 
their initial values, 
p(t)w) = W)Po , 
where P,, = P(t,J. Thus 1 W(t)P,TW(t) ( < N, for every t E J. It follows 
from Lemmas 1 and 2 that there exists a continuously differentiable invertible 
matrix S(t) such that 1 S(t) 1 < Ns , 1 S-l(t) 1 < N4 and 
S(t)P,S-1(t) = W(t)P,W-l(t) 
for every t E J. Moreover, S(t) satisfies a differential equation 
S’ = B(t)S - SC(t), 
where 1 B(t) 1 < N+ ( C(t) ) < iVsp. It follows that 
I S-l(W’(t) I < N,P. 
If in Eq. (1) we make the change of variables x = S(t)y, we obtain the 
equation 
y’ = [D(t) - s-l(t)S’(t)]y, (17) 
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where D(t) = S-l(t)A(t)S(t). Since A(t) commutes with P(t), D(t) commutes 
with PO. Thus the equation 
Y’ = WtlY (18) 
decompose into a system of order R and a system of order 71 - K. Since S(ts) 
commutes with PO, the eigenvalues of D(t,) have negative real parts on one 
of the subspaces determined by P,, and positive real parts on the other. 
By continuity, the same holds for D(t) for every t E J. Thus we can apply 
the criteria quoted at the beginning of this section to the two systems into 
which (18) splits. It follows that there exists a positive constant 6’ = 6’ 
(M, a! + /3, 6) such that, if p < S’, Eq. (18) has a fundamental matrix Y(t) 
satisfying 
( Y(t)P*Y-l(s) 1 & K’e-(a-r)(t-s) for t > s, 
1 Y(Q(I - P,)Y-l(s) j < L’d-e)(s-t) for s > t, 
where K’ and L’ are positive constants depending only on M, 01 + /3, and E. 
Moreover, since j PO 1 < Ni , we can replace P,, by 
by the proof of Lemma 1. Now, by Theorem 2, we can find 6 = 6(M, a+ 8, E) 
< S’ such that, if p < 6, Eq. (17) has an exponential dichotomy with the 
same projection and with positive constants K, L depending only on M, 
01 + /I and E. Since (17) is kinematically similar to the original equation (I), 
this completes the proof. 
The differential equation (16), which played a vital part in this proof, 
occurs in a brief note by Kato [8] on the perturbation of operators in Hilbert 
space. Since Kato does not explain the origin of this equation, the following 
remarks may be of help. If P and Q are projections, then 
S=QP+(I--)(I--) 
has the property that QS = SP. Moreover, if Q is close to P, then S is close 
to I and hence invertible. Suppose now that we have a smooth family of 
projections P(t) and we wish to find a smooth family of invertible matrices 
W(t) such that 
W-l(t)P(t)W(t) = P&J. 
Since W’(t + h)W-l(t) transforms P(t + h) into P(t), we assume that for 
small h it is given, by the above formula, as 
W(t + h)W-1(t) = P(t + h)P(t) + [I - P(t + h)][I - P(t)]. 
Expanding in powers of h, we obtain the differential equation (16). 
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6. NONLINEAR EQUATIONS 
In this section we consider some applications of dichotomies to problems 
of asymptotic behavior. 
LEMMA 7. Let v(t), w(t) be continuous nonnegative functions such that 
v(t) < Kc-act-u) V(U) + K jt e-w(t-s)y(s){v(s) + w(s)} ds, 
1‘ 
..t (19) 
w(u) < Le-B(t-U)w(t) + L J e-“‘8-U)r(s){v(s) + W(S)} ds, u 
for t 3 u > t, ) where K, L, LY, /3 are positive constants and y(t) is a continuous 
nonnegative function. 
Then for any E such that 0 < F < min(ol, /3), there exist positive constants 
6 = 6(K, L, 01 + /3, E) and C = C(K, L, c) such that, if 
s t+1 y(s) ds < 6 for t > t, , (20) t
then either 
(i) for some t, > t, , 
0 < w(s) < Le~e-‘~-~)(t-s)w(t) for t > s > t, 
and 
i 
t 
v(t) < Cw(t)[e-(ci+8-r)(t-tl) + e--(~+~--E)(t-s)y(s) ds] for t >, t, 
t1 
or 
(ii) 
and 
Set 7j 
and 
505/3/4-5 
v(t) < Kecee-‘a-r)( “-“k(s) for t > s 2 t, 
w(t) < Cv(t) 1: e(a+p-E)(t-s)y(s) d  for t > t, . 
1 + KLec and choose 6 > 0 so small that 
L(l + 46 d E, 2K6 < E, 
KLec[l + (1 + v){l - e-(cr+fi-s)}-16] < I). 
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Suppose that for some t, > to we have a(tJ < w(tr). Then, since 7 > I, 
we will have o(t) < VW(~) throughout some interval t, & t < t, . From the 
second inequality (19) it follows that for t, < u < t < t, 
e+uw(u) < Le+w(t) + L(1 + 7) St y(s) e-@w(s) ds. 
u 
Regarding t as fixed and u as variable we obtain from Gronwall’s inequality 
Since 
e-@w(u) < Le-@w(t) exp k(l + 7) 1: y(s) ds/ 
s 
’ y(s) ds < (t - u + 1) 6 
u 
it follows that 
w(u) < LeCe-(B-~)(t-U)eu(t). (21) 
In particular, for u = t, , this shows that w(t) # 0 for t, < t < t, . Moreover, 
by substitution in the first inequality (19) we get for u = t, 
w(t) < K.LeEw(t) [e- kc+B-d(t-tl) + (1 + ?l) St 
61 
e-(~+fi-~)(t+d,s) ds] . (22) 
Now it is easily shown ([12], Lemma 3.1) that for any p > 0 (20) implies 
I 
t 
e-‘@+(s) ds < (1 - e-a)-16, t” 
(23) co 
ep(t-s)y(s) ds < (1 - e-w)-%, 
t 
for all t > t,, . Thus it follows from (22) that for t, < t < t, 
w(t) Q KLe6[l + (1 + q){l - e-c~fa-f)}-lSJw(t) < qw(t). 
Therefore w(t) < Tw(t) for all t 2 t, , and hence (21) and (22) hold for all 
t > tl. 
If a solution w(t), w(t) of the integral inequalities (19) does not have the 
property that w(tl) < w(tl) for some t, > t, , then w(t) Q w(t) for all t > t, . 
Therefore, by the first inequality (19), 
Ptw(t) < KPW(U) + 2K J: y(s) @w(s) ds 
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for t 3 u >, t, . Therefore, by Gronwall’s inequality, 
e”%(t) < Kc”%(u) exp 12K J: y(s) dsl, 
from which it follows, in the same way as before, that 
v(t) < Kese-(a-s)(t-uk7(u) for t > u >, to. (24) 
Thus o(t) + w(t) tends to zero as t + co. Letting t -+ co in the second ine- 
quality (19) we get 
w(u) <L Jrn e-b(s-u)y(s){o(s) + w(s)} ds. 
u 
Hence, by (24), 
w(u) < 2KLeb(u) sr e-(a+@f)(s-u)y(s) ds for u > t, . (25) 
This completes the proof. 
If 
s 
t+1 
y(s) ds + 0 as t+oO. (26) t 
it follows that in case (i) of Lemma 8 
w = o(W) for t--t 00 and lim inf t-l log w(t) > 8, 
whereas in case (ii), 
w(t) = o(m for t+ co and lim sup t-l log w(t) < -01, 
unless v(t) = w(t) = 0 for all large t. Moreover if y(t) belongs to LJt,, , CD] 
for some finitep > 1, which implies (26), then v(t)/w(t) E L,[tl , co] in case (i) 
and w(t)/v(t) E Ls[t,, , co] in case (ii). This follows from the fact that the 
convolution of a function in L,[--co, co] with a function in LJ-co, co] is 
again in L,[--co, co]. 
THEOREM 4. Let A(t) be a continuous matrix function for t > t, and let 
f (t, x) be a continuous vector function for t > t,, , ] x 1 < CO such that 
lf(6 4 I f r(t)l x I, (27) 
where y(t) is a continuous nonnegative function. Suppose, moreover, that the 
linear equation (1) has an exponential dichotomy (3). 
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Then for any E such that 0 < E < min(ol, /3) there exist positive constants 
6 =S(K,L,cr+fi,~) and C=C(K,L, ) E such that if (20) holds then for 
any solution x(t) of the nonlinear equation 
x’ = A(t)x + f (t, x) 
either (i) for some t, > to 
0 < 1 X(s) 1 < Ce-(~-~)(t-s)j x(t) 1 for t > s 3 t, , 
(ii) 
0 < 1 x(t) 1 < Ce-(~-c)(t-s)( x(s) I for t > s 3 to , 
(iii) 
x(t) = 0 for all t > t, . 
If x(tl) = 0 for some t, 3 t, then x(t) = 0 for all t > t, , on account of 
the inequality 
I x(t)1 G I x(h)1 exp I St C 441 + y(s)1 ds I. 
h 
We exclude this case from now on. Put x(t) = xl(t) + x2(t), where 
x1(t) = X(t)PX-l(t)x(t), x2(t) = x(t)(l - qx-l(t)x(t). 
From the variation of constants formula, 
x(t) = X(t) X-l(u) x(u) + j”” X(t) X-‘(s) f [s, x(s)] ds, 
21 
we obtain 
xl(t) = X(t) PX-l(u) x1(u) + s: X(t) P-P(s) f[s, x(s)] ds, 
X(u)(l- P) X-l(t) x2(t) = x2(u) + J”t X(u)(l - P) X-l(s)f[s, x(s)] ds. 
u 
It follows that, for t > u > t, , 
I x,(t)1 < Ke-ct-u) I xdu)l + K s: e-(t-s)y(s)l x(s>l & 
( x2(u)\ < Le-o(t-u)( x2(t)\ + L It e+-U)y(s)\ x(s)\ ds. 
w 
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Thus the conditions of the preceding lemma are satisfied with v(t) = ) x1(t) 1, 
w(t) = I x2(t) I* 1 n case (i) we have 
I x(t) I < I x1(t) I + I x2(t) I G (1 + 7111 %P) I for t > t, , 
and in case (ii) 
I x(t) I < I 44 I + I %2(t) I G 2l%@> I for t > t, . 
Since, in addition, ( x2(t) ) < LI x(t) / and ) xl(t) 1 < K] zc( t) I, the theorem 
now follows immediately from the lemma. 
Theorem 4 contains parts (i) and (ii) of Theorem 7.4 in Massera and 
Schlffer [Z2]. Moreover, in Theorem 4 we have not assumed that the 
coefficient matrix A(t) is bounded in some sense. It may be noted here that 
Massera and Schaffer’s proof of their (i) is incomplete, since the change of 
variables x = ebVty (V > 0) used to reduce Theorem 7.4 to Theorem 7.3 
need not, a priori, carry bounded solutions x(t) into bounded solutions y(t). 
To illustrate the utility of Lemma 7 we will use it to give a new coordinate- 
free proof of a known result due to Perron and Lettenmeyer ([3], p. 97). 
This proof makes it possible to relax the requirement of continuity on the 
coefficients of the differential equation and to extend the result to equations 
in arbitrary Banach spaces, although we do not consider such generalizations 
explicitly. 
We suppose now that A(t) = A is a constant matrix. For any real number p 
the underlying vector space V” can be uniquely represented as the direct 
sum of three subspaces Kr , VO, Vr invariant under A on which all eigen- 
values of A have real parts respectively less than, equal to, greater than p. 
We denote by Pi the corresponding projection of V onto 6 (i = -1, 0, 1). 
The theorem of Perron and Lettenmeyer reads: 
Let x(t) be a nontrivial solution of the equation 
x’ = Ax + f(t, x), 
where f (t, x) satisjies the same conditions as in Theorem 4. If 
(28) 
s t+1 y(s) ds + 0 as t--too, t 
then 
p = :+Xx t-1 log 1 x(t)1 (29) 
exists and is equal to the real part of one of the eigenvalues of A. Moreove, 
I p&(t) I = 4 P&I I) for t + 00. (30) 
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Let p1 > P, > *** > tq, be the distinct real parts of the eigenvalues of A 
and set p0 = co, p,,+r = --00. Choose any v such that p5 > v > pi+r for 
some j = 0, l,..., h and then choose LY > 0, /3 > 0 so that pj > v + @ > 
v - 01 > pj+1 . The change of variables x = eVty transforms (28) into 
y’ = (A - vI)y + e-YEf(t, eVty). 
There exists a projection Q, commuting with A, and positive constants K, 
L, 01, fl such that 
1 Q exp(A - vl)t 1 < Kc-m* 
/ (I - Q) exp(A - vl)t / < LPt 
for t > 0, 
for t < 0. 
Moreover Q = I ifj = 0 and Q = 0 if j = h. If we put x(t) = euty(t), then 
as in the proof of Theorem 4, the conditions of Lemma 7 are satisfied with 
a(t) = Qy(t), w(t) = (I- QbW. Th ere ore, f by the remarks following the 
proof of Lemma 8, either 
and lim inf t-l log/ x(t) 1 3 v + 8, 
or 
I (I- QbW I = 4 Qx(t> I> and lim sup t-l log1 x(t) I < v - (Y. 
On account of the arbitrary nature of o! and p it follows that either lim inf 
t-l logi x(t) I > pFli or lim sup t-l log\ x(t) 1 < pj+r . Moreover for j = 0 we 
obtain lim sup t-1 log1 x(t) ( < p1 and for j = h we obtain lim inf t-r log 
1 @> 1 > ph - 
If the limit (29) did not exist we could choose v so that pj > v > pLi+r for 
somej = I,..., h - 1 and 
lim inf t-l log1 x(t) 1 < v < lim sup t-l log] x(t) [. 
But then either lim inf > pj or lim sup < pLi+r, and we have a contradiction 
in either case. In the same way we obtain a contradiction if pi > p > pi+1 for 
somej = l,..., h - 1. 
We can now choose positive constants K, OL, /I, where 01 > 8, so that 
/ P-, exp(A - $)t ) Q Kc-at for t > 0, 
1 PI exp(A - pl)t ) < Kpt for t < 0, 
( P,, exp(A - pI)t ( < K@ltl for --co<t<a3. 
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If we choose 7 so that 01 > 7 > p and put x = &y, where v = p + 7 or 
p - 7, we obtain by the preceding argument 
which together imply (30). 
Similarly, by using the remark following the proof of Lemma 7 about the 
case y(t) ~&,[t~ , co], we can obtain a coordinate-free proof of a theorem of 
Hartman and Wintner ([3], p. 106). 
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