Digital ComputerによるGradient Method by 戸島 熈 & Toshima Hiroshi
一17一
DigitalComputerによ るGradien七Method
????
、
????
?
1.序
?
(1)
gradientmethodは ・。nca》epr。grarnmingの問 題 の 解 を も と め る 方 法 と
し て 組 織 的 に 確 立 され て い るalgori七hmのひ とつ で あ るが,こ れ ま で は,
,
(2)
わずかな例外を別にすれば,主 として理論的側面にかぎって議論が展開され
ることが 多か った。 そ して,そ の理論 はそ れ 自身 として,た とえば 経済理
(3)
論 な どに も密接 な 関係を もつ もので ある ことが 示 されてい る。 ところが,
9radientmethodの本来 の 目的か らいえぽ,こ れはいわば傍系的効 用にす ぎ
ないので あって,こ の他にgradientmethodはもっと 直接的 な効用を もつ
もので なければ な らない。 ここでい う直接 的 効 用 とは もちろんconcave
programmingを実 際 に 能 率 よ く と くこ とが で き る こ と を い み す る 。
linearprogrammingのalgorithmであ るsimplexmethodの 実 用 上 の
(1)concaveprogrammingの問題 は つ ぎの形 式 の問 題 で あ る。
9(。)嬰。≧ 。f(・)をあ嫉 る 壇 も とめ よ・
こ こで,x=<X,,x2,……,Xn>,8(X)・=〈8ノ(X),幽(X),……,9m(X)〉(〈… … 〉 は
列vectorを あ らわ す)で,f(x),9j(x)(ゴ=1,2,一・・,m)はx≧0な るxに 対 し
て 定 義 され たconcaveの 実 数 値 函数 で あ る。 た だ し,x≧0,g(x)≧0は κ と
g(x)のか くcomponentが非 負 で あ る こ とを い み す る。また,concavefunc七ion
は 以 下 の よ うに 定 義 され る。Rnで7z次 元Euclideanspace(ただ し,R=.Rノ)
を あ らわ し,f:Rn→Rと す る。f(x)が 舛 こ関 してconcaveで あ る とは,任 意
のRnに 属 す るX,xOに 対 し
f(θx+(1一θ)xo)≧θf(x)+(1一θ)∫(xo)0≦θ≦1
が な りたつ こ とで あ る。
(2)〔5〕 が そ れ で あ る。
(3)こ の 点 に 関 して 〔1〕,〔6〕 は な どをみ よ。 こ とに,〔1〕 は 網 羅 的 で 問 題 を
概 観す る のに 都 合 が よい。
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価値 に ついては 今 日では ほ とん ど疑問の余地は ないで あろ う。 これに対 し'
て,gradientmethodに関 してはそ の実用上(す なわ ち,具 体的 な計算上)
の価 値が とわれ る ことは非 常にす くなか った よ うにお もわ れ る。 この場合,
筆算 の可能性 とい うことはsimplexmethodとgradientmethodの実用
上 の価値 を きめ るさい の決定的 根拠 とは な らない。 なぜ な らば,simplex
methodによるlinearprogrammingの計算 において も,問 題 の変数の数
と拘束条件 の数が多けれぽ実際には筆 算は不可能であ る。 また,不 可能 とは
いわ ない まで も,筆 算は きわ めて能率 のわ るい結果 しか もた らさないであろ
う。従 って,こ の よ うな場 合には ど うして も計算機械を使 用 しなければな ら
ない。 一一方,gradientmethodはそ の性質か らい って 計算機械 の使用を前
提す るが,必 ず しも筆算が不可能で あるわけではない。後述す るよ うな微分
方程式で あるgradientequa七ionを適当に定差方 程式で近似 しさえすれば,
卓 上計算機 な どを補助に使 って比較的容易に 目的に達す ることもで きる。 し
か し,こ れ とて も程度の問題 であ って,計 算量が きわめ て多い ときには まっ
た く能率が悪 くなって しま うことは確 実であ る。す なわ ち,筆 算 の可能性 と
い うことはsimplexmethodにとって もgradientmethodにとって もそ
れほ ど大 きな問題 では ない と考 え ることがで きる。両者 とも計算機械の使用
を前提 したalgorithmであ るとしなければ な らないのであ る。 この ことを
は っき り認識 した うえで,以 下,本 稿ではgradientmethodをdigital
computerにのせ る こと に とも なってお こる諸 問題 を 考察 す る ことに した
い。2.では問題を定式化 し,3.で は微分方程式 の近似 の問題 にふれ,4。で
は計算 機のprogramming上で注意すべ き 点をのべ,5.で は 計算 結果 を呈
示す る。
2.c。ncaveprogrammingの 問 題
まず,最 初に実験に使用された問題を示 しておこう。それはつぎのような
簡単なものである。
DigitalCompu七eユに よ るGradientMethod(戸 島)
.1
maximi・e2x・+3x・-7x・2-x・2・
subブecttoxノ 十x2≦2,
x、≧O,x2≧0.
こ の 問 題 の 目 的 函 数 は あ き ら か にconcavefunc七ionで あ る か ら,
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これは
concaveprogrammingの問 題 で あ る 。 と こ ろ で,あ らか じめ この 問 題 の 解
を し っ て お くこ とは 有 益 で あ る 。 そ れ は 以 下 の よ うに して も と め る こ とが で
き る 。 い ま,た とえ ば
12
x・+3x・一 一7%2一 病2=4
と お け ぽ,こ れ は
(矧2+(豊 ラ1左)2・…
と変形す る ことがで きるか ら,こ の式をみたす(xノ,XJ)の集合は(κ、,北。ン
平酢 おけ る 筋一賜 一一 を中心 とす る長軸が γ7,短 輸 ミ・の翻 で
ある。 目的函数 の値を ηん よ り連続的に小 さ くして行 くと,こ の楕 円 と中心
を共有 してたがいに交わ ることのない楕円群(同 心楕 円)が え られ る。 目的
函数 の値 はx、,あ が実数で あるか ぎ り'7んよ り大にはな らない。実際
私 物)臨 轟 一一 坊 げ
をx,お よびx、につ いて偏微分 して0と おけ ば
プ㌃,=2-tft=0,
fXz=3-2x,=0
であるから,姻 り の鰍 値は 鈎弓 物一÷ で到達される.すなわち
∫(2,3ん)一η/4
で あ る 。 つ ぎ に
.v、+紡∫ax、 ≧O,渇 ≧0
と い う不 等 式 に よ っ て 示 され る 集 合 は(x、,x.)一平 面 で(2,0)と(O.2)を
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むす ぶ直線 と座標軸に よって囲 まれ た三角形 の辺上 と内部で あ る。以上に よ
って,(罪ノ,x2)一平面上に拘束条件 を示す三角形 と目的函数 に種 々の値を あた
えてえ られ る楕 円群を同時 に描 いて,三 角形 に楕 円が接す る点 の座標を もと
め ることがで きる。それは
Xl=:1,x2=1
で あ る。 したが って,
f(1,1)・-7/2
がわれわれ の問題 の最大値 であ る。
さて,concaveprogrammingの問題をgradientmethodを用いて と く
ぐの
に は,も との問題をそれ と同等なsaddl・p。intをもとめ る問題 に変換 しなけ
れば な うない。 この変換 を可能にす る条件が い くつか しられてい るが,つ ぎ
ノら　
のslaterの条 件 は そ の ひ とつ で あ る 。
slaterの条 件
9(x):R2→瀞 と し,表 現9(x)cRMがprogrammingの問 題 の 拘 束 条件 を
あ らお す も の とす る 。 こ の と き,〆'躍 な る あ る 〆 が あ って
9(ノ)tintRM
と な る 。
わ れ わ れ のconcaveprogrammingの問 題 が こ の 条 件 を み た す こ とは あ
き らか で あ る 。 た と え ば
11
Xl==-2M・魁 詔 一2　
と す れ ば
9(x)=2-Xt-x2==1
(4)Rn+mの うえ に 実 数 値 函数 ρ が定 義 せ られ て い る とき,EがRn+mに おけ る
gのsaddlepoin七の 集 合 で あ る とは,旋Rπ,ttERmかつ(}ii,7)EEならば,す べ
て のX・Rn,UERmに 対 し
ρ(κ,π)≦斧(矛,易)≦ψ(刃.%)
が な りたつ こ とを い う。
●
(5)こ の条 件をつか った変 換につ いては 〔7〕をみ よ。
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となる。concaveprogrammingの問題を,そ れ と同等 なsaddlepointをも
とめ る問題 に 変換す るさい,う えの よ うな 条件 の 吟味を わすれては な らな
い。現在 までに しられてい る条件 はすべ て十分条件であ るか ら,そ の条件 を
みた さな くて も論理的には変換 が不可能 とい うことには な らないが,そ の よ
うな場合,実 際にはgradientmethodの適用は不可 能であ る。 ただ し,ひ と
つの十分条件 をみた しさえすれば よいので あ るか ら,あ るひ とつの十分条件
がな り立 ってい なければ,他 の十分条件をつ ぎつぎに吟味 してみれば よい。
(6>
こ ・こ に あ げ たslaterの 条 件 の ほ か にKuhn-Tuckerのc。nstraintquali"cati。n,
[(7)
な らび に そ の 拡 張 で あ るArr。w-Hurwicz・Uzawaのc。nstraiAtquatiSicati。nな
ど が あ るが,こ こで の 問 題 に 対 して は い ず れ の 条 件 も な り立 っ て い る こ とが
容 易 に 示 され うる 。 一 般 にconcaveprograrnmingの問 題 の 特 殊 な 場 合 で
あ る1inearprogrammingの問 題 に お い て はKuhn-Tuckerのconstraint
qualificationはつ ね に な り立 っ て い る 。 した が っ て,linearProgrammin9
の 問 題 をsaddlepointを も と め る 問 題 に 変 換 す る こ と は つ ね に 可 能 で あ
る 。 な お,slaterの条 件 は 微 分 可 能 性 を 前 提 し て い な い こ とに 注 意 して お こ
う。
そ こで,わ れ わ れ のconcaveprogrammingの問 題 に 対 応 す る そ れ と同
等 なsaddlepointをも とめ る 問 題 を つ くる こ とに し よ う。 い ま
ψ(x,,x:・za・,u・,u。)・-2x・+3x・-fx・ ・-x22
一トu、(2-`x■ 一 X2)十u2κ1-←u
.・X■,
(x、,x。)FR2,(u、,u。 μ3)ER5'¥
(8)
と い う函 数 を 定 義 す る 。qは(比 、,x2)に関 し て 連 続 なconcavefunc'tionで
あ り,ま た,任 意 の(U、,筋,U3)ER3+に 対 し て
(6)〔4〕 をみ よ。
(7)〔2〕 をみ よ。
(8)碑 は.Rnの非負 象限 をあ らわす。
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　ゆル
Z(麗ゐ%E・,%3)一(綱
。),R・ψ(X・X」・%・砺 ㈲<+。 。
が 存 在 す る 。 そ こ で,わ れ わ れ のconcaveprogrammingの問 題 はR'×R3+
に お い てcaのsaddlepointをも とめ る 問 題 と 同 等 で あ る 。 こ こ で 注 意 す べ
きは,x、≧0,x2≧0と い う条 件 が 拘 束 条 件 の 中 に ふ く まれ て い る た め,qに
お い て 幼,物 に は 符 号 の 制 限 が 陽 表 的 に は 課 され て い な い こ と で あ る。 ゆ え
に,あ た え られ た 任 意 の(U、,U。.U3)dR」'+に対 して,ψ に 最 大 値Z@、,U2,
吻)を あ た え る 紛,毎 は
9x==2-xノ ーUi十%2=O,ノ
ψx=3-2x2--uノ 十Ub,==0
2
か らもとめ る ことができる。す なわ ち
.Vt==2-uノ →-za2,
・・一 一S+(3-u・+U。)
で あ る 。 した が っ て,こ のconcaveprogrammingで1よ3つのdualvariable
π、,砺,物 を も とめ さえ す れ ば,κ,,κ。は た だ ち に うえ の 式 か ら も と ま る こ と
に な る 。ut,u・,u3をも と め るに はgradientequationをた て て そ の 収 敏 値
を 計 算 す れ ば よい 。 い まの 場 合 は3本 の 微 分 方 程 式 が た て られ る こ と に な
る 。gradientmethodの一 般 理 論 で はgradientequationの数 はprimal
variableの数 とdualvariableの数 の 合 計 に ひ と しい が,実 際 に 計 算 を 行
うと き に は,し ぼ しば そ の 数 を うえ に の べ た よ うな 技 巧 に よ っ て 減 少 させ て
計 算 を 容 易 に す る こ とが で き る 。 一 般 に は ψ のconcavityを利 用 す る こ と
に よ り,任 意 の 非 負 のdualvariableに対 して,ψ の 有 限 な 最 大 値 を 確 保
す る こ とが で き る な らぽ,い つ で も うえ に の べ た よ うな 方 法 でgradient
equationの個 数 を へ らす こ とが 可 能 に な る 。 さ らに 一 般 的 に い え ば,ψ の
concavityがな くて も,任 意 の 非 負 のdualvariableに対 して,qの 有 限 な
最 大 値 を 確 保 し うる な ら上 述 の こ と は 可 能 で あ る 。 しか し,実 際 の 問 題 に さ
い して,caのconcavityな しで は,有 限 最 大 値 が 存 在 し な か っ た り,仮 に
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存在 して もそ の判定が容易で なか った りす るで あろ う。 また,最 初弘 ら有限
最大値 の存在が あき らかな問題 も多 くはないで あろ うか ら,結 局,こ の方法
が もっとも有効 なのはや は りconcaveprogramrningの問題 に かぎ られ る
ことにな る。い まは とにか くconcaveprogrammingの問題 を対象 としてい
るので あるか ら,そ の ことは と くに問題ではな い。
ところで,う えの問題 は も うひ とつ 別様 のgradientequationによって
定 式化す る こともで きる。 そ れは,勿,κ・の非負条件 を拘束条件 の中に加 え
な いで
ψ(x・,x・,・u)一=2x,+3x・-tx・'一碗 ・+u(2…x・),
(κ、,Xy)ER"+,UER+
と い う函 数 を 定 義 す る の で あ る 。 この 場 合 も3本 のgradientequationが
え られ て,前 の 場 合 と個 数 は 一 致 す る 。 これ は 一 般 に も一 致 す る 。 な ぜ な ら
ば,primalvariableがn個,拘 束 条 件 が 非 負 条 件 を ふ くめ な い でm個 あ
る とす れ ば,前 の 方 法 で はprimalvariableの非 負 条 件 に 対 応 す るn個 の
dualvariableとm個の 拘 束 条 件 に 対 応 す るm個 のdualvariableで合 計
n+m個 のgradientequationがえ られ る 。 後 の 方 法 で はn個 のprimal
variableとm個 のdualvariableでそ の 合 計 はn+m個 とな り両 者 は た し
か に 一 致 す る 。 し た が っ て,両 者 と もequa七ionの個 数 の うえ か らは 同 等 な
方 法 で は あ る が,前 者 で はgradientequationの収 敏 が た だ ち にconcave
programmingの問 題 の 解 で は な い の で,解 を うる に は 変 換 を ほ ど こ さ な け
れ ぽ な らな い こ と に な り,そ の 点 で 後 者 の 手 続 に い く らか 劣 る。 しか し,前
者 は 必 ず し もconcavityを前 提 と しな くて も よい と い う点 で 論 理 的 に は 後
者 よ りも一 般 的 で あ ろ う。concaveprogrammingの問 題 で は ど ち らの 方 法
を 採 用 し て もequati・nの個 数 は 同 じで あ る か ら,ど ち らを と るか は 上 述 の
こ と を 考 慮 に い れ た うえ で 判 断 を くだ せ ば よい 。 こ こで は 前 者 を と る こ と に
し た 。
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'3
.gradientequati。n
ビ　　
よ く し られ て い るgradientequationはつ ぎ の 形 を と る 。
llk一δicqiC(s,)(k=1,2.….1).
・ic=={1茎編 嘉 α噺(ツ)〈o'
この微分方程式で もっとも特徴 的な ことは,δκとい う不連続 函数 が右辺 にふ
くまれてい ることであ る。δ・は解 が負領域 に入 るのを防止す るst・pperでは
な く,解 を 非負領域 のみ で 接続す る いわばc。nnect。rであるが,計 算機 の
programをくむ ときに これがひ とつ の 困難を提供す る。 一般に 微分 方程式
を数値計算法に よって と くには微分方程式を 適当な定差 方程式に あ らため な
け ればな らない。 もっ とも簡単には
axlimx(t+dt)-x(の
dtat→OAt
という関係を利肌 て,雌+分 小さくとって審 を 丞 彦+豊一璽 で
お きかえれば よいが,こ れは 漉 が適当で ない と誤差が累積 す る危険 の伴 う
方法であ る。そ こで,そ の危険 をす くな くす るために通常はRunge-Kutta-
Gill法な どが使用 され るが,実 際の計算にはやや複雑 であ る。 ここでは,誤
差の多い繊 を覚悟 しなが ら,髪を焔 こ 丞 響 一κ('Σでおきかえるだ
け の近似式を採用す ることに した。そ の理 由は 以下 の行文か ら次第 にあ き ら
かにな るで あろ う。
ところで,ど の よ うな近 似式 を用い よ うとわれわれ がgradientequation
をあつか うさいに 直面す る大 きな 問題は変数 のnOn-negatvityの条件 をい
(9)ニ ソ=<Yi,Yx,…,jYl>=<x,u>,万`R準,UEI～ ㍗,1=n十m,
醐 一 ∂饗(ゐ ≦π)・卿(ッ)一 ∂纏)(々 ≧嚇
ト 警 .
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かに して保つか とい うことであ る。上掲 のgradientequationはす でに注意
した よ うにそれ 自身の中に解のnon-nega七ivityを保つ よ うな装 置をそ なえ
てい ないので,そ の点 を と くに考慮 した計算機 のprogramは非常 に困難に
なる。 仮にその よ うなprogramがうま くくめ た として も真の値 との誤差が
問題 にな るであろ う。た とえば,解 がSaddlepointに収敏す るかわ りに発散
した り,永 久 に振動 した りす るか もしれ ない。事実そ の よ うな事態が お こる
ロの
こ と が み と め られ て い る の で あ る 。こ の 困 難 を さけ る に はgradientequation
は が あ らか じめ 解 をnon-negativeの範 囲 に と じ こめ て お く装 置 をbuilt-in
して い れ ば よ い 。 こ の 目的 に か な う微 分 方 程 式 と して さ し あ た っ て2つ 考 え
くユユ　
ることがで きるが,そ の うちのひ とつは,方 程式 の形 その ものが複 雑 な うえ,
ロ　ラ
あ る種 の計算で はそ の収敏 のおそ さが予想 されてい るので,そ の詳細 な検討
は他の機 会にゆず ることに して,こ こではの こりの も うひ とつ のgradient
く　　ラ
equationの利 用 を 考 え た 。 そ れ は つ ぎ の 形 を と る。
夕κ=9)iC(Ji)(ん=1,2,・・。,1).
こ の 微 分 方 程 式 は そ の形 だ け か らい え ば は じめ に あ げ たgradientequation
と類 似 した 簡 潔 な 形 を して お りあ つ か い や す い 。 これ は も と も と不 連 続 函 数
δ を ふ く まな い こ と を 目的 と し てanaloguecomputer用に 考 案 され た 方 程
く　の
式で あるが,同 様 な使い やす さか らdigi七alcomputer用として も役立 ち う
るとい うことは注 目して もいい事実 であろ う。 しか し,こ れはそ の まま使 う
わけにはいか ない。なぜ な ら,そ のま まで は,方 程式 の形か らあき らか な よ
うに,解 が非負の もの として もとまらないか らで あ る。そ こで,す こしぽか
り改変 しよ う。 まず,す でにのべ た方針で近似すれ ぽ
(10)〔6〕 を み よ。
(11)著 者 の 北 大 に 提 出 した 博 士 論 文 の 第6章 で 論 じ られ た 。 な お,〔3〕 の(皿)式
は そ のlinearcaseで あ る。
(12)〔8〕 を み よ。
(13)～PiC(ニソ)=～oκ(夕),夕==<タハ タ2,・。,夕z>,夕1ヒ==〃zax(0,ニソ1ヒ)・
(14)〔3〕 を み よ。
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鈎(t+」t)=y,(の+dtdi,(y)、(k・・1,2,…,1)
が え られ る 。 い っ そ うて い ね い に か く と,こ れ は
Yk(t+dt)・-yiC(の+」晦(夕)(h・-1,2,…,1),
夕・一<5>.,鉱 ….5,,〉.夕k・max(O.yiC)
と い う こ と で あ る 。 わ れ わ れ は こ の 定 差 方 程 式 の 彦+漉 に 対 応 す る 非 負 解 を
max〔0,舞(t)+」ゆ 髭(夕)〕(ん=1,2,…,1)
に よ っ て 定 義 す る 。 こ こ で,あ ら た め て
銑=夕 産(h・=1,2,…,1),
9=<2ノ,22,…,9e>
とお け ぽ,わ れ わ れ は 解 の 非 負 性 を 保 存 した 定 差 方 程 式 を
2iC(t+At)・=max〔o.9iC(彦)+dtca,(e(彦))〕(h-1.2.…,1)
とか く こ とが で き る 。 これ は 定 差 方 程 式 と し て も非 常 に 簡 単 な もの で あ るか
ら,計 算 機 のprogrammingもか な り容 易 で あ る 。 しか し,何 とい っ て も こ
の 定 差 方 程 式 の 最 大 の 強 み は 解 のnon-negativityの条 件 が きわ め て 簡 単 な
形 でbuilt-inされ て い る こ と で あ る 。gradien七methodによ っ て 実 際 に 計
算 を 行 う場 合,こ の 定 差 方 程 式 を 利 用 す る こ と が 便 利 で あ る。
さ て,わ れ わ れ のconcaveprogrammingの問 題 を うえ の 定 差 方 程 式 に
し た が っ て 定 式 化 し て み よ う。
qu=2-x・-x・,ノ
ψ%=κ'・2
ψu==x2
3
であるか ら,ま とめて
噸 《iγ砂 ω
3
とか くことにす る。そ こで
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一 磁;;ト((i)4(i)一㈲ 俊))
が え られ る 。 た だ し
mαx(<O.O,…,O>J<a,b,….o>)一(max(O.a).max(O.b),…,max(O.c))
で あ る 。 す で に え ら れ て い る 方 程 式
・(のイ ニ[li)一(19)-t((1)一(1『6-9)u(の)
を 使 っ て,こ れ を 変 形 す れ ば
u(彦+dt)=max{0,(1-AtBA-'Bt)u(t)・一一dt(b-BA'"a)},
A-(12)
,B・=(一よ/∴(1),b・一(i)
と な る 。aetA・IOなるゆ え オー1は あ き らか に 存 在 す る 。 こ こで,At-10-j
と お い て,う え の 定 差 方 程 式 を 具 体 的 に か け ば つ ぎ の 通 りで あ る 。
uノ(t十`jt)==0.99ρ985Mノ(t)十〇.oooolu2(t)十〇.OOOOOsuヲ(t)
十 〇.OOOO15,
u2(t一トdt)=max(0,0.OOOOIu,(t)十〇.99999u2(t)-0.00002),
u3(t十∠ゴt)=〃zax(0,0.OOOOOsuノ(t)十〇.999995u3(t)-0.000015).
こ の 定 差 方 程 式 で は
z4(0>u(∠dt),u(2dt),….u(tAt),…
な る 系 例 が え られ る が,こ れ を 簡 単 の た め 以 下 で は
z4(0),z6(1),u(2),…,u(t)"・・
とか く こ と に す る 。 以 上 に よ っ て,わ れ わ れ のconcaveprogrammingの 問
題 を と く こ と はdt-10-5の 場 合 つ ぎ の 方 程 式 に よ っ て,x、(彦),x。(t)'の極
線 値 を も と め る こ と と 同 等 で あ る 。
ul(t十1)=O.999985uノ(t)十〇,OOOOlu2(t)十〇.OOOOOsu3(t)
十 〇.OOOO15,
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a62(彦十1)=maA〈O,0.OOOOluノ(t)十 〇.99999u;(の一 〇.OOOO2),
u3(≠十1)=〃za2〈 α0.OOOOOsuノ(彦)十〇.999995%Lメ(t)-0.000015),
Xl(t)=2-Ul(t)→-u2(t),
あ(の一÷ 一÷ 筋(の+÷ π。①
勧(・)蝋 ・)一晦(・)一÷ ・
これで とにか く計算機に よって とかれるべ き問題が確定 したわけである。
4.計 算 機 のprogramrningにつ い て
つぎに計算機のprogrammingについてす こし考えてみ よ う。gradient
methodの実用化 のためにはそれのlibraryroutine(またはsub-routine)
をつ くってお くことが のぞ ましいが,こ こではそ の よ うな一般的な問題 は さ
ておいて,前 節 で定式化 した定 差方程式 の収敏値を もとめ るには どの よ うな
programをくめば よいか を考 えてみ る ことに しよ う。
い うまで もない ことであ るが,gradientmethodは一種 の近似法で,計
算 を次第 に くりかえ してお こな うな らどこまで も真の値に接 近 してい くもの
で ある。 ところで,ど の よ うな計算機 の桁数 も必ず有限で あるか ら,こ の近
似を無限につづけ るとい うわけにはいか ない。 もちろん,任 意に指定 した桁
までの近似値 を もとめ ることは適当な工夫に よって可 能であ るが,問 題 に よ
ってはprogramが複雑化す るであろ うし,場 合に よっては実 際には不可能
か もしれ ない。 したが って,通 常は計算 機の桁数が近似値 の精度に対す る制
約 とな る。 なお,固 定 小数 点演算であ ろ うと浮動小数点演算 であろ うと この
事情に は何 らかわ りない。そ こで,gradientequationをdigitalcomputer
で と く場合,計 算機の桁数 の制約 を考 えて何桁 まで もとめ るか とい うことを
きめなければ な らない。 もちろん,そ れ は一般 的に き まってい る ことではな
くて,問 題に応 じて個 別的に決定 しなけれ ぽな らないが,こ れを うまくきめ
れ ば計算時間その他で非 常な利益を うる ことにな るであろ う。 なお,こ れ に
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つ いてはのちに有効桁数 の問題 としてい ま一度ふれ る。 さて,桁 数 が きまっ
て もくりかえ し計算を どこまでつづけた らよいか とい う問題 があ る。 これに
対 しては,た とえぽ,桁 数 が固定小数点演算 で小数 点以下10桁であれぽ
lu(t)-u(t+n)1<10-9
とな った ときに計 算をstOPさせ る とい う方法が考 え られ る。 ここで,t,n
は任意 の非負のintegerであ る(た だ しnキ0)。 しか し,こ の方法では計
算 をstopさせた ところがはた して問題 の解であ るか,い なかがあ き らか で
はない。 す なわ ち,そ の値が 定 差方 程式 の収 敏値 に9桁 まで 一 致 してい る
か,い なかに関 しては判定 を くだす ことはで きない。 い くつかのstepのの
ちにふたたびu(の の値 が小数 点以下2桁 目あた りで動 くか もしれないので
あ る。gradientmethodの理論 では必ず しも単調収敏 を 保証 してい るわけ
では ないか ら,当 然に定 差方程式 の近似において もそ の解が単 調収 敏であ る
と期待す る ことはで きない。 したが って,単 純 に うえの方法に よって計算 を
stopさせ ることには 危険が ともな う。 そ こで,こ れにか わ る方法 として,
実 際に計算結果を適当な 間隔を もってprintoutさせ,そ れを監視 しなが
ら計算をすす めていけば,最 初 の方法がふ くむ危険を防止す ることがで きる
であろ う。 しか し,こ の方法ではprintoutする数字は所望 の結果ぼか り
で な く,中 間結果 もあ るわけであ るか ら,printする回数が場合に よっては
非常に多い ことにな る。 どんな計算機組織で も計算時間 よ りoutputの時間
の方が長いのでprintoutをどのよ うにお こなわせ るかに よって,全 体 の所
要時 間がか な り変 って くるであろ う。printoutが1ineprinterによって可
能 であ る場合に も1回 のiterationの結果 を毎 回printoutさせ る ことは
非能率 的であ る。 したが って,わ れわれは ある間隔をおいてprintoutされ
るitera七ionの結果をみなが ら,ど こで計算を うちき らせ るか をきめなけれ
ぽ な らない。 この判定は場合に よっては くだす のがむずか しい こともあろ う
が,判 定が不安 な らぽ何回で も計算 を続行 させ て,あ る程度の確 信が え られ
た ときには じめて計算 をstopさせれ ば よい。それゆ え,計 算機のprogram
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は,stopの 指 令を いれ
ることな く,途 中の結果
を適 当にprintout.しつ
つ どこまで もくりか え し
計算 が可能 であるよ うな
形 で くむ ことがのぞ まし
い。われわれ もここでの
問題 に対 してその よ うな
programを採 用 した。
また,中 間結果 と しては
iterationIOO回ご とに
printoutさせ る ことに
した。 以上 の点を考慮 し
た計算手続 はつ ぎに示す
flowchartの通 りで あ
る。
FowChartofGradientMethod
∫'αγ`
o.bCJoOlit。〈t)
LC、(t+1)■O,(?999b'.デ～t、(り÷0.OOOOI×
'
u・(の †0・00θθ05・吃・(t)+0・0000互
矩(d);O.OOOOIit,(り千0.9卿 ク×
～妖 の 、-0.ρ0002
0.ooobOSiC、(`)
u.n(≠)=0.00005%ノ(t)十〇.999995》く
み(彦)-O.OOOO15
iterationは'lx
lq2回 目@=1,2,
・・・… ソ
ρ所z`:nX10?,
Ui(t十1),U2(t+1),tc3(t+1)
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5.計 算 結 果
一3ト ー
dt・10"sでiteration100回ご と に 中 間 結 果 をprintoutさ せ,初 期 条 件
が 駒(・)噸 ・)蝋 ・)一÷ である場合 の計算結果はつぎの通 りである.
な お,わ れ わ れ のconcaveprogrammingの問 題 の 解 は す で に み た よ うに,
x・・x。・1で あ るか ら,dualvariableu・,u3はす べ て0で な け れ ば な ら な
(16)
い。 したが って,簡 単 な計算 に よって,u,=1で あ る ことがわか る。 下に示
す 結果は4捨5入 を してい ない。
第1表At=10-Jの 場 合
i七eration
number
100
200
300
400
500
1000
2000
3000
4000
500D
lOOOO
2000S
30000
40000
50000
10GOOO
200000
300000
400000
500000
600000
%ノ
/
0.5014
0.5029
0.5044
0.5059
0.5074
0.5147
0.5289
0.5426
0.5559
0.5687
0.6258
0.7105
0.7632
0.7965
0.8248
0.9172
0.9815
0.9958
0.9960
0.9997
0.9999
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
〔?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
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?
?
?
?
?
?
?
?
?
?
?
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?
?
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?
?
?
?
?
?
?
?
?
?
?
?
?
(15)計 算 に 使 用 され た 機 械 は,OKITAC-5090A,NEAC-2203Gで あ る。
(16)最 適 解 の必 要 条 件 に よる。 〔4〕 を み よ。
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この 第1表 の結果 を検 討すれ ぽ ただ ちに 収敏が 非常に おそい ことが わか
る。 ここに示 した最終結果はiterationを60万回お こなったのであ るが,こ
れはgradientequationでいえば区間 〔O,6〕を60万等分 して逐次に解 を も
とめてい った ものに ひ としく,そ の ことを 考 えれば この よ うな 収敏の おそ
さは 当然 ともい える。 そ のかわ り,こ れ らの値 は もとの 微分 方程式 であ る
gradientequationの近 似解 としてはかな り精度が高い のではないか とお も
われ る。 しか し,現 在われわれが必要 としてい るものは定 差方程式 の解そ の
もの よ り収敏値 であ るか ら,収 敏速度 のおそ い ことは決定 的な難点 といわ な
くては な らない。そ こで,収 敏速度 を もうす こし早め る ことに しよ う。そ の
た めには,differenceのdtを10-」よりもふや してやれば よい。 ここでは
orderを1桁あげ ることに した。 つ ぎに示す 結果はdt-lo}4の場 合で初期
条件 な どは全部前 の場合 と同 じで あ る。
第2表A=10-4の 場 合
iteration
number
100
200
300
400
500
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
%,
0.5147
0.5290
0.5429
0.5563
0.5692
0.6278
0.7172
0.7756
0.8103
0.8369
0.8594
0.8790
0.8959
0.9104
0.9228
u2
0.4826
0.4654
0.4485
0.4318
0.4153
0.3359
0.1903
0.0590
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
U3
0.4850
0.4702
0.4556
0.4411
0.4268
0.3569
0.2262
0.1054
0.0000
0.0000
0.0000
0.0000
0.OOOO
O.0000
0.OOOO
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われわれが すでに しってい る収敏値u、=1,u。・=u3-Oと比較 して 考 える
な ら,こ こにえ られた結果 は一応は満足すべ きものの よ うにみ える。最終結
果 はgradientequationでいえぽ,t・=1に対応す る値 であ る。dt=10-5の
場合 のそれ と異 ってい るのはdifferenceのきざみ方 の相違か ら由来す るも
のであ るが,こ れ をgradientequationの近 似解 とい う観点 か らみれ ぽ,
そ の差は ∠t=・10-4とした近似 の定差方程式の,dt・=IO-sとした近 似の定 差
方程式に対す る相対的誤差をあ らわす もの と解す ることがで きる。 したが っ
て,前 者はgradientequationの近似 と しては後者 よ り精度がお ちる。 し
か し,う えで注意 した よ うに,こ こでの 目的はgradientequationの近似
解 を もとめ る ことにあ るのでは ないか ら,こ の点に関 して誤差 の累積をそれ
ほ ど警戒す る必要 はない。 なおノ第2表 でu。,Ub'が4000回以降0.0000にな
ってい るが,こ れは必ず しも計算機の 内部で完全に0に な ってい るのでない
ことを注意 してお こ う。 この ことを示す ために小数 点以下7桁 までの結果の
一・部をかかげ る。
第5表 下7桁までの場合
iteration
number
3000
3400
4000
5000
10000
Zφノ
0.7756175
0.7916035
0.8103187
0.8367416
0,9228863
u2
0.0590646
0.0097346
0.0000585
0.0000585
0.0000585
U3
0.1054131
0.0594436
0.0000308
0.0000308
0.0000308
以上でみ られ るよ うに,dt-10-'tの場合 はu.,%3に 関 してはかな り急速
に適当 な桁 数 内で もとめ る値 に収敏 してい る ことがみ とめ られ るが,π、に関
しては必ず しもそ うとはいえ ない。そ こで,さ らに収敏 をはやめ る ことに し
よ う。 以下では,dt=10-3として うえ と同 じ計算 をお こなってみた。 ただ
し,そ の場 合,有 効桁数 を ∠t・=IO'4の場合 と同 じに 考 え る ことには い さ 、
さか疑問が の こる。dt==10-4では有効桁を 小数点以下4桁 まで とったが,
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dt・=lo-3の場合 は そ の4桁 目はAt=・10-4の場合 と 同様な 精 度を もつ こと
に はな らないであ ろ う。 この観点にた って,こ こでは小数 点以下3桁 までを
4捨5入 な しで考 える。初期条件は 以前 と同 じであ る。
第4表dt=10-3の 場 合
iteration
number
100
200
300
400
500
1000
2000
3000
4000
5000
%ノ
0.627
0.714
0.770
0.804
0.831
0.920
0.982
0.996
0.999
0.999
U2
0.316
0,159
0.024
0.000
0.000
0.000
0.000
0.000
0.000
0,000
%3
0.356
0.226
0.104
0.000
0.000
0.000
0.000
0.000
0.000
0.000
容易にみ られ るよ うに,こ の場 合は5000回の くりか え し計算で,こ こで指
定 された桁 の範 囲内でほぼ完全に収 敏 してい る。い ま,printoutの時間を
考慮 しなけれ ば,計 算機 が この問題 で5000回の く りか え し計算 に要す る時間
は ご くわずか な ものであろ う。われわれは実 際には中間結果 を100回ごとに
printoutしたので,多 少,時 間がかか ったが,そ れ で も満 足すべ きはや さ
であ った。
もとのconcaveprogrammingの問題の 解を もとめ るには,う えでえ ら
れ た 勧,陥,妬 の値 を
xノ==2-Ul十u2,
あ 弓 一(3-u・+Uti)
に 代 入 す れ ば よ い 。 こ う し て,x,-1.OOI,x.-1.0005がえ られ る 。
以 上 で,dtがIO"・`,,10-4,10-3の3つの 場 合 に つ い て 計 算 を お こ な ウ
た が,そ れ らを 通 じて あ き らか に な った 注 意 す べ き 点 を い ま 一 度 ま と め て お
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こ う。 まず第1にdtの 適切 な 評価 とい う問題で あ る。dtの 大 きさ いか ん
で 収敏のはや さが非常に違 って くるので評価 は慎重にお こなわ なけれぽ な ら
ない。 収敏 をはや めるためにdtを 過度に 大 き くす るとgradientequation
の近 似 とい ういみが まった く失われ て しま うことに な りかね ないので注意 を
要す る。 ここでgradientequationの近似解を もとめる ことが直接 の 目的で
な くて も,も ともと理論的にそ の収 敏が証 明 され てい るgradientequation
をdigitalcomputerによって と くことが 本来 の 目的 なので あ るか ら,定
差方程式が あ る程度gradientequationに近似 して い なければgradient
ゆ
methodの理論はつかえ ない ことに な るので ある。 そ こで,Atは 定差 方程
式がgradientequationを近似 している とい ういみを失わ ない範 囲内で な る
べ く大 き くす ることが のぞ ま しい。 実際に 漉 の評価 の組織的方法が確立 さ
れ てい るわけでは ないので,こ の問題 の根本 的解決は将来にの こ され ること
に な る。つ ぎに,第2と して有効桁数をい くらにす るか とい う問題 があ る。
われわれは うえで は一応dt-10-4のときは小数点以下4桁,At・10-3のと
きは小数点以下3桁 とい う便宜 的な基準に したが った。 しか し,一 般には こ
れが もっとも妥 当で ある とい う根拠は とぼ しく,個 々の場合に定差 方程式 の
係数の大 きさな どか ら具体的に考えなければ な らないで あろ う。 これ もの こ
された問題で あ る。
なお,最 後 にdt=10-2の場合 の結果を参考 までに あげ てお こ う。
第5表dt=10-2の 場 合
iteration
number
100
200
300
400
500
麗ノ
0.92
0.98
0.99
0.99
0.99
u2
0.Dl
O.Ol
O.01
0.01
0.01
u3
0.00
0.OO
O.00
0.00
0.00
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π.の 値 の 収 敏 が よ くな い が,こ れ で 祢,κ ・ の 値 を 計 算 す る と
xノ=1.02,x2=1.005
と な る 。dt・=10"2のよ うに か な り粗 い 近 似 の 場 合 は 精 度 の よ い 解 が え られ
・る と期 待 す べ きで は な い 。
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