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A probabilistic analysis is presented of certain pointer-based implementations 
of dictionaries, linear lists, and priority queues; in particular, simple list and d- 
heap implementations. Under the assumption of equiprobability of histories, i.e., 
of paths through the internal state space of the implementation, it is shown that 
the integrated space and time costs of a sequence of n supported operations 
converge as n + m to Gaussian random variables. For list implementations the 
mean integrated spatial costs grow asymptotically as n*, and the standard devia- 
tions of the costs as n3n. For d-heap implementations of priority queues the mean 
integrated space cost grows only as nV=, i.e., more slowly than the worst- 
case integrated cost. The standard deviation grows as n312. These asymptotic 
growth rates reflect the convergence as n--f m of the normalized structure sizes to 
datatype-dependent deterministic functions of time, as earlier discovered by Lou- 
chard. This phenomenon is clarified with the aid of path integrals. Path integral 
techniques, drawn from physics, greatly facilitate the computation of the cost 
asymptotics. This is their first application to the analysis of dynamic data struc- 
tures. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
A number of authors (Flajolet et al., 1980, 1986; Sedgewick, 1983; 
Bollobas and Simon, 1985; Kemp, 1984; Louchard, 1987; Francon et al., 
1988) have derived asymptotic expressions for the expected cost of long 
sequences of operations on such data structures as priority queues and 
dictionaries. The expressions of course depend on (1) the implementation 
of the data structure, and (2) the probability measure on random se- 
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quences of operations (insertion, deletion, and queries of various sorts) 
that one uses in computing the expectation. 
This paper assumes an equiprobability of histories: all possible se- 
quences of alterations of the data structure, of a specified length n, are 
taken as equiprobable. This includes alterations consequent on the inser- 
tion of a datum, on the deletion of a datum, and on accessing the structure 
to query it or to alter a datum in some way without removing it. It treats 
the cases of list and d-heap implementations of priority queues, and the 
case of list implementations of linear lists and dictionaries. In the case of 
dictionaries, an arbitrary number of query types are allowed. 
In this framework, results on list implementations have been obtained 
by the combinatoric techniques of Flajolet et al. (1980, 1986) and the more 
probabilistic method of Louchard (1987). The present treatment extends 
previous work by covering heap implementations as well as lists. Much 
more importantly, it brings to bear the powerful and user-friendly formal- 
ism of path integration. This formalism originated in physics (Schulman, 
1981), and has been made rigorous by mathematical physicists (Glimm 
and Jaffe, 1987; Simon, 1979). It is only now being applied to the perfor- 
mance analysis of computing systems (Gunther, 1989; Gunther and Shaw, 
1990; Maier, 1990). This is its first application to dynamic data structures. 
Path integral analysis of large-n asymptotics relies on the theory of 
large deviations of random processes (Freidlin and Wentzell, 1984; 
Varadhan, 1984), as is explained in Section 3 and the Appendix. In the 
path integral formalism, paths in the data structure state space are 
weighted by their relative probabilities, and expectations are computed by 
formally integrating over paths. Large deviation theory, as developed by 
Wentzell (1976a, 1976b) and Freidlin, provides a rigorous expression for 
the leading-order n + w asymptotics of this weight function. For the 
computation of such asymptotics, the assumption of strict equiprobability 
of histories is in fact unnecessary: one can easily treat models in which 
histories are differently weighted, because certain operations are taken as 
more likely than others, Such models are particularly difficult to handle 
combinatorially. 
The applicability of the path integral method is not so much restricted 
by the choice of datatype, or probability model, as by the choice of imple- 
mentation. In general this method, with its assumption of a comparatively 
small state space, is best able to treat implementations that “uniquely 
represent their data” as Snyder (1977) put it. Such implicit implementa- 
tions (Munro and co-worker, 1980, 1986) allow at most one representa- 
tion, up to order isomorphism, for any quantity of internally stored data. 
The data structure state space is one-dimensional. 
As will be seen, for such implementations the asymptotic determinism 
discovered by Louchard (1987) holds very generally: in the limit of long 
histories, the most likely evolutions of the data structure are those that 
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cluster tightly around a deterministic path. In consequence the integrated 
space and time costs, when suitably normalized, converge as n + cQ to 
deterministic values. In the case of list implementations the limiting costs 
are quadratic in n, so that expected costs increase in the limit as fast as 
worst-case costs. But for heaps, as we shall see, the expected costs in- 
crease rather less rapidly: the integrated space cost as n*/c, and the 
integrated time as n log n. In expectation the spatial cost differs markedly 
from its worst-case value, which is quadratic in n. 
It is possible to compute the extent to which, as n + m, the data 
structure histories fluctuate around the limiting deterministic path. This is 
a standard procedure in theoretical physics, though it is formal rather than 
rigorous. As n + m the deviation of the structure history from the limiting 
path, when properly normalized, converges to a Gaussian random pro- 
cess whose covariance can be worked out explicitly. From this covari- 
ante one can compute the variance of the integrated space costs: for all 
implementations considered in this paper, the variance grows as n3. 
The plan of the paper is as follows. In Section 2 the probability model is 
defined. In Section 3 the large-n asymptotics of the probability measure 
on paths in the data structure state space are derived, and in Section 4 
their consequences for the expected space and time costs are worked out. 
In Section 5 the cost variances are computed, and large deviation theory 
is applied to estimate the probability of atypical structure histories. Con- 
clusions are presented in Section 6. 
2. THE PROBABILITY MODEL 
Suppose one wished to store records in and retrieve records from a 
pointer-based data structure, according to keys selected from some lin- 
early ordered set. The simplest operations are insertion (Z) and deletion 
(0). The data structure may also support queries and operations that 
modify the stored data without reshaping the structure; we shall refer to 
such operations generically as “queries” and denote them Qr, . . . , Ql. 
Datatypes that fit into this framework include 
l Dictionaries (DZCTI). Support I, D, and 1 distinct types of query. 
l Linear lists (LL). Support Z and D only, so that LL = DZCTO. 
l Priority queues (PQ). Support Z and D only. D is interpreted as a 
Dti,, or “delete min” operation; it takes no arguments, and acts only on 
the key of minimum rank. 
From the point of view of an external observer, the evolution of such a 
data structure is specified by an “operation word” w over the alphabet 
2 Ef {I, D, Q’, . . . , Q’}. 
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The only constraint on such words is that (U/D 5 lull for any prefix u of W; 
the number of deletions must not exceed the number of insertions. This is 
because yj , the number of stored data (key/value pairs) after j operations, 
must not drop below zero. The data structure is assumed to begin empty. 
The set of allowed operation words of length n, A,, C Z,, , is a natural set 
over which to randomize if one wishes to compute average performance. 
If one further restricts A,, by requiring that w satisfy 1 w ID = I w II, so that 
the structure ends empty as well as begins empty, then the structure size 
as a function of time will be a discrete analogue of the Brownian excursion 
process. In fact Louchard (1986) has shown that as n --, CO an appropri- 
ately scaled version of yj converges to just such a random process. The 
allowed operation words were assumed equiprobable. 
But the function yj does not fully capture the internal dynamics of the 
data structure, which are implementation-dependent. In general a pointer- 
based implementation in which y key/value pairs have been stored is in 
one of a set of possible internal states Y, . An element of Y, is best thought 
of as a 3-tuple, (4, <, +). Here 4 is a possible configuration of nodes and 
directed edges (pointers). The set of nodes in q is equipped with a partial 
order C, specifying the relations that necessarily hold among keys stored 
on the nodes. -+ is the total order on the stored keys, and must be compat- 
ible with <. 
So if 2-r denotes the set of all allowed (q, <) in which q contains y 
nodes, 
YY = U {(q, <, <) 16 compatible with <}. 
(q.<E2, 
The following examples should clarity the formalism. For a binary search 
tree, the configuration of nodes and directed edges is not uniquely deter- 
mined by y, and &, I may be large. But for a list or heap, 12, I = 1 for all y: 
for any y, there is only a single allowed configuration of nodes and 
pointers with y nodes. In the heap case the corresponding order < is heap 
order. For a sorted list < is a linear order on the nodes in q, while for an 
unsorted list < is empty. 
As the data structure evolves, its internal state moves through the 
space UyENYy. The transition from a state (q, <, 4) to a state (q’, <‘, e’) 
may in general take place in more than one way. For example, if the data 
structure is a list of y elements then a new element can be inserted in y + 1 
different places. And if one inserts an element into a d-heap, the sift-up 
procedure may terminate in any of [log&f - l)(y + 1) + 11 possible ways. 
In the sequel the state of the structure will be viewed as evolving 
through the space U yEN22y rather than through U yEN 9,. That is to say, 
the evolution of the data structure will be analyzed without considering 
the precise values of the keys stored on its nodes, or their order Q save 
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insofar as it is determined by their location in the structure. This is very 
similar, on real-world hardware, to adopting a notion of internal state that 
includes the program counter and all stored addresses, but excludes the 
values of stored data. It systematizes the notion of “equivalence up to 
order isomorphism” used by other authors. 
So an internal history of the data structure will be regarded as a path 
through the space of states U ,,EN L2.,, , annotated by the internal alterations 
(the transitions from (q, <) to (q’, <‘)) that accomplished the change. As 
the list and heap examples make clear, the number of possible ways of 
effecting a change from (q, <) to (q’, <‘) may depend on (q, <) and (q’, 
<‘). 
This paper will concentration on implementations that “uniquely repre- 
sent their data,” i.e., those for which [J&,1 = 1 for all y E N. This will 
allow the identification of U ,,ehlCLy with N, so that the path through the 
space of states will be a walk through N. It will also allow the use of the 
path integral formalism, which is a powerful tool for analyzing random 
processes on finite-dimensional spaces. The simplest such implementa- 
tions are lists (L), both unsorted ((IL) and sorted (SL), and d-heaps (HJ. 
So-called implicit data structures (Munro and co-worker, 1980, 1986) also 
uniquely represent their data. 
Because of this restriction, it is easy to represent internal histories as 
appropriately annotated words in A,. For example, 
is a possible internal history of length n = 9 for a list implementation of a 
dictionary. This history subsumes the operation word ZQ3ZZQ’DQ2DD 
(representing three insertions followed by three deletions, interspersed 
with queries of various types), and the subscripts on each operation indi- 
cate the location of the accompanying alteration to the list. 
In general if a list has grown to size y, then there will be m( y, 0) 
possible ways in which operation 0 can alter it, with m( y, 0) given by 
Y9 O=D,Q 
MY, 0) = Y + 1, o=z (2) 
1, 0 = Dtii,. 
(Many authors distinguish between successful queries Q+, for which m(y, 
0) equals y, and unsuccessful queries Q- , for which m( y, 0) = y + 1.) If 
the jth operation is 0, then r, the subscript on 0, must satisfy 
1 5 r 5 W2(Yj, 0). (3) 
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Similarly for the case of d-heaps one has 
m(y, 0 = Ilogd(d - l)(Y + 1) + 11 
(4) 
m(y, DA - @[logd(d - I)(y - I) + 11. 
The second line requires a bit of explanation. In the case of heaps m(y, 
DmiJ, the number of distinct alterations that can result from a single D,i” 
operation, depends on the initial ordering G as well as on y. Though the 
sift-down procedure invoked by the Dmin operation could in principle 
terminate in any of llogd(d - l)(y - 1) + 11 different ways, some may be 
ruled out by the initial value of G. It is difficult to average over the 
possible -+, but one may assume m(y, Dmin) - ollogd(d - l)(y - 1) + 11, 
i.e., that on average a sifted-down datum penetrates some fraction (Y of 
the distance to the bottom of the heap. The deterministic asymptotics of 
the heap size process will turn out to be independent of CL 
The annotated strings (“schemata”) of the form (1) make up the proba- 
bility space over which one must must compute expectations. The ran- 
dom variables of interest are the costs, including the integrated space cost 
To distinguish among the different datatypes, one writes SX,y, in which 
the superscripts X and Y denote datatype (DICT,, PQ) and implementa- 
tion (SJ!., I/L, &) respectively. Also of interest are the temporal costs 
TXgY = i tX,*(Oj, yj-1, rj). 
j=l 
Here tX,Y(O, y, r) is the time needed to perform operation 0 on a structure 
of size y if it results in alteration r, and {Oj}j”,r and {rj}j”=r are the opera- 
tions and subscripts in the word W. A natural choice for r is 
tXvY(O, y, r) = 
‘r, X = DZCT,, Y = SL, 0 E {I, D, Ql, . . . , Q,} 
r, X=PQ,Y=SL,O=I 
0, X=PQ,Y=SL,O=D 
0, X=PQ,Y=UL,O=I (7) 
Y7 X=PQ,Y=UL,O=D 
r, X=PQ,Y=Hd,O=I 
. r, X=PQ,Y=Hd,O=D 
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TABLE1 
ASYMFTOTICS OF THE MEAN AND STANDARD DEVIATION OF 
THE SXJIn2, FOLLOWING FLAJOLET et al. (1980, 1986) AND 
LOUCHARD (1987) 
X Y E{SXJ’In’} u(Sx~Yln2) 
DICTo 
DICT, 
PQ 
L 252 (16~~ - 3~~/2)‘“n-‘~ 
L l/6 (1/6ti)n-‘n 
L l/6 (1/3V$+ 
which counts the number of comparisons that must be performed during 
the carrying out of operation 0, on the structure. 
If one assumes a uniform probability model, i.e., that the schemata 
arising from words in A,, are equiprobable, what is known about the 
distribution of the SxJ’ and T K* for large n? The results of Flajolet et al. 
(1980, 1986) and Louchard (1987) for Y = L are summarized, in the nor- 
malization of this paper,’ in Tables I and II. Louchard, moreover, proved 
that these random variables are asymptotically Gaussian. 
The following sections rederive their results, using the elegant and user- 
friendly path integral formalism. They also derive the corresponding as- 
ymptotics for heap implementations, and extend the treatment of DICTl 
to arbitrary 1. 
The asymptotic determinism mentioned in Section 1 is manifest in Ta- 
bles I and II. For the list implementations that the tables cover, the 
integrated space and time costs are quadratic in n. Since that is also the 
worst-case behavior, it is reasonable to call SX,Y/n2 and TX~Y/n2 the “nor- 
malized” costs. As n --f cQ the variances of the normalized costs tend to 
zero, so they converge in probability to certain limiting values. This strik- 
ing behavior is rederived in the following sections, and placed in context 
as a general phenomenon. 
Heap implementations will also be shown to exhibit asymptotic deter- 
minism. But for heaps the integrated costs will increase less rapidly in 
expectation than the worst-case costs, and a different normalizing factor 
must be used. 
3. ASYMPTOTICS OFTHERANDOMPROCESS 
The probability model of the last section may be summarized as fol- 
lows. A data structure “external history” of length II is a word w E A,. 
1 This paper’s normalization conventions differ from those of Louchard (1987), who in the 
cases X = PQ and X = LL defines the length of w to be 2n rather than n. 
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TABLE II 
ASYMPTOTICSOFTHE MEAN AND STANDARDDEVIATION 
OF THE Tx*YIn2, FOLLOWING FLAJOLET et al. (1980, 1986) 
AND LOUCHARD (1987) 
X Y E{TVd} u(TX.“ln2) 
DICT, 
DICT, 
PQ 
PQ 
SL n-2 
SL l/l2 (1/6&~-‘~ 
SL l/24 (1/6fi)~.‘~ 
UL l/l2 (l16ti)n-‘R 
Such words are not equiprobable. It is the internal histories, words 
equipped with annotations, that are equiprobable. 
Since we are restricting ourselves to insertions, deletions, and queries, 
there is a one-to-one correspondence between words in A, and structure 
size histories yj. Each allowed size history {yj}j”=o is assigned relative 
probability 
fi m(Yj-13 Oj> (8) 
j=l 
which is the number of annotations with which it can be equipped. This 
factor greatly affects the n + UJ asymptotics of the structure size process. 
Whether or not this factor is present, one must scale the structure size 
appropriately to obtain a well-defined limit process as n + ~0. Define the 
normalized data structure size, as a function of normalized time t, to be 
-40 !fsf g(WY,ntl, r E [O, 11. (9) 
g(n) is some increasing function of n that diverges as n -B M, and is to be 
determined. It will be shown that g(n) = n is the correct choice if Y = L; 
this is consistent with the remarks on normalization at the end of the last 
section. The appropriate g(n) for heap implementations will also be com- 
puted. 
To leading order in II, the normalized integrated space cost has asymp- 
totics 
The discussion of the time costs will be delayed until later; in this section 
we examine the asymptotics of the random process x(t), since they will 
determine those of Sing(n). 
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In the absence of the weighting (8), the large-n asymptotics of the 
scaled process x(t) would follow rigorously from large deviation theory 
(Freidlin and Wentzell, 1984; Varadhan, 1984). An explanation of this 
point follows. 
Note that if (8) were not present, the joint distribution of the {yj}j”=o 
would depend only on the choice of datatype X. Each operation in 2 
would occur with equal probability; in effect there would be no annota- 
tions. In the absence of the conditioning y, = 0 and the reflecting 
boundary condition yj L 0, the increments &j ef yj - yj-1 would be 
i.i.d. random variables, independent instances of a mean-zero random 
variable f. And 5 would have distribution 
l/(1 + 2), k= -1 
P{.f = k} = //(I + 2), k=O 
l/(1 + 2), k=l 
if X = DZCT, , with the distribution for X = PQ being the same as that for 
X = DZCTo. The structure size process would be a simple birth-death 
process, and 
w(t) ef n-“2y,nt] (11) 
would, as n + M, converge to a conditioned Wiener process (Feller, 1966; 
Louchard, 1983, 1986). 
The process yj has diffusion constant 
Dx = 
2/(1 + 2), X = DZCTl 
1, X = PQ 
since if the constraint y,, = 0 were dropped, Dx (by definition the variance 
of 5) would be the rate at which yj diffuses as j increases. As n + ~0, 
the limiting measure on Wiener paths w(s) is accordingly given by the 
Feynman-Kac formula (Glimm and Jaffe, 1987; Simon, 1979) 
an integral against which is called a path integral. Here 5%~ signifies a 
formal infinite-dimensional “flat” measure on the space of paths 
bmoats I * The Wiener process, one notes, is Gaussian: the {~(t)}~~i are 
jointly Gaussian random variables, with covariance determined by (12) 
and the boundary conditions w(0) = w(1) = 1. In the limit n + 00 the 
variance of 6 alone is relevant to the behavior of the paths. 
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For our purposes we are interested in x(t) rather than the convention- 
ally scaled w(t). For finite n 
w(t) = (g(n)ln’“)x(t), (13) 
with g(n) as yet undetermined. One might think that the analogous for- 
mula for the limiting measure on paths {~(t)}~~~~r would be, by substitut- 
ing, 
e-Mn)2/n) .I-: tIi(t)12/2DX~ dt Dbx. (14) 
Equation (14) contains n explicitly, and cannot be interpreted as a 
straightforward n + 03 limit. It could, however, be interpreted as a large 
deviation principle (Varadhan, 1984), governing the large-n asymptotics 
of the measure. 
This argument is too simple, as large deviation theory makes clear. In 
general a sum of n i.i.d. random variables will be asymptotically normal if 
one scales so as to obtain a random variable of finite variance as II + m. 
This is reflected in the central limit theorem, and in the Gaussian measure 
(12). 
However such scalings as (9) require a more detailed analysis. By (13), 
x(t) taking on some fixed nonzero value is equivalent to w(t) being of 
magnitude 
n-‘%(n), 
which if g(n) = SZ(n”*) will go to infinity as n ---, 00. So a fixed finite x(t) can 
correspond as n + ot, to w(t) being increasingly far out on the tail of its 
distribution. But for any finite n, the tail behavior of w(t) depends criti- 
cally on the distribution of 6 as a whole, and not on Vat-(& alone. 
The applicable large deviation theory is reviewed in the Appendix, 
where it is shown that the limiting measure on paths is not (14) but 
in which 
e-(g(n)z/n) .f-; TX.Y(i(r)) dt f&x 
Tx,Y(u) f$if supma [Ou - log E{eet}] 3 g(n) = @(n) 
uV2 E{t*}, g(n) = o(n). 
(16) 
So ifs(n) = o(n) (the “small deviation” case) then (14) is actually correct. 
But ifg(n) = O(n) (so that x(t) - n-rnw(t)), then Tx,y(u) is the Legendre 
transform of the generating function of the cumulants of 5. In this case the 
limiting measure (15) will no longer be Gaussian. 
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Up to this point, we have assumed that the weighting factor (8), arising 
from the annotations, is not present. If present it greatly affects the proba- 
bility of events associated with x(r) as n + w. It is easy to work out, 
formally, its effects in the large-n limit. To leading order in n, it equals 
nJ!=l (Yj + 1)~ X = DZCT, Y = L 
US=, (yj + 1)“‘~ X = PQ, Y = L 
fly=, [lO&(d - l)(Yj + 1) + l]“* (17) 
X CX”2[10g,(d - l)(Yj - 1) + 1]“23 X=PQ,Y=H*. 
The priority queue case of (17) follows from the fact that the number of I 
and D (i.e., D,,.& operations is equal; since the structure begins and ends 
empty, the operation word w must satisfy 1 w II = 1 w )D = n/2. As promised 
in the last section, the constant CY does not affect absolute probabilities, 
and will be dropped. 
So to leading order in n, the relative probability of each size history is 
weighted by 
‘&L, WX.Y(y,) (18) 
in which the (X, Y)-dependent function Wxqy(y) is given by 
lW(Y + 11, X = DICT, Y = L 
WXJ(y) %‘ i? log( y + I), X=PQ,Y=L 
log lo&y + I), X=PQ, Y= Hd. 
The expression for WpQ,Hd is valid for large y. 
For large 12, the factor (18) affects the relative probabilities of the scaled 
paths {x(t)}~~~~i by weighting them by 
in which the (X, Y)- and n-dependent function V?‘(x) is given by 
X = DZCT, Y = L 
X=PQ,Y=L (20) 
Wlog g(n)) log x, X = PQ, Y = Hd. 
This follows by substituting (9) into (18), and (in the case of heaps) keep- 
ing only the leading term. 
To obtain a complete expression for the probability measure on the 
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space of normalized paths, one must combine the formal weighting factor 
(19) with (15), the limiting measure on paths. Examining the result will 
allow us to determine the appropriate scaling g(n). 
Combining (19) with (15) one gets 
,-j-i ((n(rr)‘ln)TX.Y(;(r))-V~Y(~(f))) dr c&. (21) 
To yield nontrivial n -+ CQ asymptotics, the two terms in the exponent, 
which have opposite signs, must be of comparable magnitude. But by 
(20), V?‘(x) is proportional to n unless X = PQ and Y = Hd, in which 
case it contains a factor n/log g(n). One therefore chooses 
n, X = DICT, Y = L 
g(n) = n, X=PQ,Y=L (22) 
nll&ijT, x = PQ, Y = Hd. 
With this choice of scaling, the two terms in (21) will have identical 
growth rates as n --, w. The asymptotic measure on paths {n(t)}oltcI will be 
e -h(n) j-A (Tx~‘(~(r))-Vx~v(x(r))) dr GJ~ (23 
in which the only n-dependence in the exponent arises from the prefactor 
n, X = DICT, Y = L 
h(n) sf n, X=PQ,Y=L (24) 
n/log n, x = PQ, Y = Hd. 
Here 
log x, X = DICT, Y = L 
vx,Y(x) isf f log x X=PQ,Y=L 
log x, X=PQ,Y=H,j 
signifies V$‘(x) with the n-dependence removed. 
If one defines 
Lx**(x , i) ‘%if TX.*(i) _ vX,Y(~) 
then (23) may be written compactly as 
(25) 
(26) 
(27) 
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This is a very simple, indeed beautiful, expression for the large-n asymp- 
totics of the probability measure on normalized paths {x(t)}ostSl. Like 
(15), and the theorem of Cramer discussed in the Appendix, (27) may be 
regarded as a large deviation principle, specifying the exponential falloff 
of event probabilities as n + m. 
An explicit formula for J~~~~(x, X) is not difficult to work out. One must 
first compute TXvY(u). According to (16), if g(n) = it it is the Legendre 
transform of the cumulant generating function of 5. A bit of computation 
yields 
I 
((1 + 2)/4)[(1 + u) lo&l + U) 
+ (1 - u) log(1 - U)], X=DICT,,Y=L 
TX-Y(~) = (1/2)[(1 + U) log( 1 + U) (28) 
+ (1 - U) log(l - U)], X=PQ,Y=L 
uv2, X=PQ, Y=Hd. 
(The bracketed quantities are interpreted as equaling +m if u 4 (- 1, l).) 
By substituting (25) and (28) into (26) one gets 
((I + 2)/4)[(1 + X) log(1 + i) 
+ (1 - i) log(1 - 1;)] - log x, X=DICT,, Y=L 
LxJ(x, i) = (1/2)[(1 + i) log(1 + X) (2% 
+ (1 - X) log(1 - $ - log xl, X=PQ,Y=L 
912 - log x, X = PQ, Y = Hd. 
The interpretation of this function Lx,y(x, .& and the implications of the 
large deviation principle (27), are discussed in the next section. 
4. LIMITINGPATHS AND EXPECTED COSTS 
As n -+ m the relative probabilities of the normalized data structure 
sizes, as functions of normalized time t, are determined by the expression 
(27). The form of (27) has the following consequence: for large n, the most 
likely size history is the function x(s) that minimizes the integral 
I ’ LXJ(x(t), i(t)) dt (30) t=o 
subject to the constraints x(O) = x(l) = 1. In fact, as n + m the model 
assigns negligible probability to all size histories that deviate from it. This 
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phenomenon of asymptotic determinism was first discovered by Lou- 
chard (1987) by other means, but in the framework of measures on path 
spaces it arises very naturally. It is reminiscent of the appearance of a 
deterministic path in the low-diffusion limit of first passage time problems 
(Freidlin and Wentzell, 1984). 
The minimization of the integral, and the form (26) for Lxvy(x, i);), admit 
of an interesting physical interpretation. Suppose that one regards x(t) as 
the trajectory of a classical particle, confined to the half-line R+. Then 
JC~*~(X, i) is naturally interpreted as its Lagrangian function, Txyy($ as its 
kinetic energy as a function of velocity, and Vxvy(x) as the potential 
energy field in which it moves. For by Hamilton’s Principle (Goldstein, 
1980), the path x(t) followed by a classical particle necessarily extremizes 
the time integral of L(x, i), a function of position and velocity equal to the 
difference of its kinetic and potential energies. Asymptotically, the dy- 
namics of the scaled data structure size and the hypothetical particle 
coincide. 
In the context of classical mechanics, the logarithmic TxpL (a) of (28) are 
easily understood: like the special-relativistic kinetic energy function 
treated in Goldstein (1980), 
T(u) $if (1 - u2)-1/2 9 
they confine the particle’s speed to the interval (- 1, I) because they 
diverge at u = ? 1. The necessity for such a confinement arises from the 
fact that no sequence of k operations can alter the size of the data struc- 
ture by more than k units. That is to say, 
IYj+k - Yjl 5 k 
for all j and k. But by (9), if g(n) = n then space and time are scaled by the 
same factor. So in that case one will have that 
Ix(t) - x(f)1 5 It - t’J 
as well, and Ii(t)1 will be bounded by 1. According to (22), this confine- 
ment will obtain unless X = PQ and Y = Hd, in which case g(n) will equal 
n/e rather than n, and the scaled velocity may be arbitrarily large. 
In any event, the problem of minimizing (in general, extremizing) such 
a functional of paths as (30) is familiar from the calculus of variations 
(Akhiezer, 1%2; Goldstein, 1980). The minimizing path x$, y(a) will satisfy 
the Euler-Lagrange equation 
d aLx9y aLxvy o --m-z 
dt ai ax a 
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By substituting the explicit expression (29) for Lx*y(x, i), one deduces 
that x&r(*) will satisfy a nonlinear differential equation: 
+ 241 + 2) = o 
X 
7 X=DZCT,,Y=L 
(31) 1 i+;=o, X = PQ, Y= Hd. 
Note that since LpQqL is exactly one-half of LD1cTz~L, x&L(‘) will be the 
same as x&r&(‘). so we do not write down a separate equation for 
dQ,L('). 
As is discussed in Goldstein (1980), it is easy to transform such second- 
order “equations of motion” as (31) to Hamiltonian form. One obtains the 
first-order differential equations 
3 = 1 - (,/,,)4n1+2), X=DZCT,,Y=L 
i2 = 2 log(x~lx), 
(32) 
X=PQ,Y=Hd 
which are more easily integrated. Here x0 denotes x$,~(!$, the maximum 
normalized size attained by the data structure in its asymptotically deter- 
ministic evolution. By integrating (32) and requiring that x&(B) = x0 one 
can easily deduce that 
2'-'/2(1 + 2)-'B((I + 2)/4, (I + 2)/4), X=DZCT,,Y=L 
xo = l/W%, X=PQ,Y=Hd 
(33) 
in which B(., *) is the standard beta function. 
The integration of (32) actually yields t(x*) rather than x*(t). In the 
dictionary case this integration is particularly easy if 1 is even. The results 
are displayed in Tables III and IV: if 1 = 2, 6, 10, . . . then t(x*> is 
TABLE III 
THE LIMITINGNORMALIZED DATA STRUCTURE SIZE 
FORx = DIcT,AND Y= L, WITH l- 2(mod4) 
2 t l-Vi-7 
6 f[2 - (z + 2JvF-3 
10 &[S - (3z2 + 42 + 81-l 
Note. Here z denotes (x~,~~,,,/x~)~‘(‘+~), and x0 is the 
maximum size attained. 
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TABLE IV 
THE LIMITING NORMALIZED DATA STRUCTURE SIZE FOR X = 
DZCT, AND Y = I?., WITH I= 0 (mod 4) 
0 l/w m-I arcsin 
4 21397 Ir-‘[arcsin - zVFTJ] 
8 16145,~~ wl[arcsin(z) - (2/3)z3 + z)m] 
Note. Here z denotes (x&r,LI~o)21(1+2), and x0 is the maximum 
size attained. 
algebraic, but if 1 = 0,4, 8, . . . then it involves a trigonometric function 
as well. If the number of query types is odd (for example, if I = 1 so that 
Z = {I, D, Q}) then the integration is far more difficult; t(x*) must be 
expressed in terms of elliptic integrals. That case is not explored further 
here. Even if 1 is even, it may be difficult to invert 1(x*) to obtain x*(t) in 
terms of elementary functions. It can certainly be done if I = 0,2 or 6. The 
expression for ~&r,,~(t) is rather complicated, and is left as an exercise 
to the reader; it follows from the cubic formula. The expressions 
i 
n-l 
&fi.L 0) = 
sin rt, I=0 
t - t2, 1=2 
for -G&,,L W and x &cr2,L(f) agree with those found by Louchard (1987). 
Similarly if X = PQ and Y = Hd one can integrate (32) to obtain an 
expression equally hard to invert, 
t(x*) = erfc(V2 log(xOlx*)), (34) 
erfc(.) denoting the complementary error function. Remarkably, this ex- 
pression for t(x* Pp,HJ does not contain d. The leading-order asymptotic 
behavior of the size of a d-heap, when subjected to a random sequence of 
n Z and Z& operations, is independent of d. By (22) and (33), the maxi- 
mum size attained by the heap is asymptotic to n/s. 
Now that the limiting deterministic paths have been determined, we 
turn to a consideration of the cost asymptotics. For any choice of X and 
Y, from the limiting path x&(f) may be derived the asymptotics of 
E{SXJ}. By (lo), 
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TABLE V 
THE ASYMPTOTKS OF E{Sx.Y} AND IISX$, THE EXPECTED AND WORST-CASE 
INTEGRATED SPACE COSTS, AS n + ~0 
X Y E{SXJ’} IISX% 
DICT, L 4(/ + 2)-‘I- (T,’ I- (qy I-(/ + 2)-‘n’ n ‘I2 
f’Q L nV6 nV2 
PQ f&l n’12va&jTl n’l2 
That is to say, E{SXJ} is asymptotic to rig(n) times the area under the 
curve xf,r(t). That area can be computed in several ways. It is simpler to 
derive it directly from (32) than to deal with the explicit expressions for 
t(x&). By changing variables, one sees that the total area is 
2 1,;: x*(t) dt = 2 J-11, xii-’ dx. (35) 
The expressions for i in (32) may be substituted into (35). After doing the 
integrals, and using the values for g(n) provided by (22), one gets the 
asymptotics for E{SXyY} displayed in Table V. The asymptotics of 
E{SPQJ} are, as noted, the same as those of E{SD’cT2*L}. And to leading 
order E{SPQJd} is independent of d. For the sake of completeness the 
asymptotic behavior of ~~SX~Y~~m, the worst-case integrated space cost, is 
also tabulated. For all choices of X and Y it is clearly n*/2. 
By direct computation one can confirm the results of Flajolet et al. 
(1980, 1986) and Louchard (1987) on E{SD1cfiJ} and E{SD1cG,L}. If 1 = 0 
the complicated asymptotic expression for E{SDrccJ} evaluates to 
2n-*n *, and if I= 2 it evaluates to n */6. These were the values reproduced 
in Table I. 
In general it is harder to study Tx,y than Sx,y. By (5) the integrated 
space cost Sx*y is a random variable on the space A, of operation words; 
equivalently, on the space of size histories {yj}y=r or normalized size 
histories {x(t)}osr5r. But by (6) the integrated time cost is defined on a 
larger space, which includes the annotations. These annotations specify 
the details of each operation (insertion, deletion, or query of whatever 
type) on the data structure. 
However, the leading-order n 3 m asymptotics of E{Tx, y} follow easily 
from those of E{SXsY}. As noted in Section 2, the subscript r on an opera- 
tion O,, which indicates the location of the alteration performed on the 
structure, ranges uniformly between 1 and m( y, 0). Its expected value is 
(1 + m(y, CW2, so by (21, (41, and (7) 
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x = DZCT,, Y= SL, 
0 E U, D, QI,. . . , Qd 
X=PQ,Y=SL,O=Z 
X=PQ,Y=SL,O=D 
X=PQ,Y=UL,O=Z 
X=PQ,Y=UL,O=D 
; l%d Y, X=PQ,Y=Hd,O=Z 
; hd Y, X=PQ,Y=Hd,O=D (36) 
to leading order in y. 
But by comparing 
E{Tx*y} = E [,$ tx*‘) = ,$ E{tXvY} 
with 
E{SX’Y) = E [,$ YI) = ,$ E{Yjl, 
and using (36), one sees that 
4, X=DZCT,,Y=SL 
E{TX~Y}IE{SX~Y} - f, X=PQ,Y=SL 
t, X=PQ,Y=UL 
as n + ~0. This formula allows one to fill in the first three lines in Table VI. 
The asymptotics of E{TpQqHd}, however, require knowledge of a, the aver- 
age “penetration depth” of the sift-down procedure. 
5. FLUCTUATION AND LARGE DEVIATION ESTIMATES 
The preceding section derived, from the representation (27) for the 
limiting measure on normalized structure sizes as functions of time, the 
asymptotics of the expected costs. It was shown that the probability 
model of Section 2 is characterized by asymptotic determinism: for large 
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TABLE VI 
THE ASYMPTOTICS OF E{T”.“} AND IIP~“II,, THE EXPECTED AND WORST-CASE 
INTEGRATED TIME COSTS, AS n -+ 30 
X Y E{T”.“} IITx% 
20 + 2)-‘l- (F,’ r (qy I-(/ + 2)-In’ 
PQ SL n ‘I24 n ?I4 
PQ UL n’l12 n’l4 
PQ H‘l Oh logd n) n log, n 
n, the normalized structure size x(t) tends to follow the deterministic path 
x&(f). The asymptotics of the expected costs reflect this. 
To work out the n + ~0 asymptotics of the cost variances, one must 
study the behavior of the path functional 
I ’ t=o 
LXJ(x(t), i(t)) dt 
near its minimum x$,(t). This is a standard topic in the calculus of varia- 
tions (Akhiezer, 1962), and is well known to theoretical physicists, who 
frequently expand around classical paths (Schulman, 1981). 
Neat-n&(t) the functional is quadratic in the fluctuations x(t) - x&(t). 
Let the normalized fluctuation z(t) be defined by 
z(t) tzf h(n)‘“(x(t) - x$y(t)). 
Since x(t) = x$(t) + h(n)-“*z(t), one may expand LXgY(x(t), I;(t)) about 
~:,~(t) in a formal Taylor series in z(a). Substituting this series into (27) 
yields 
(G.YW)i2(~) 
(37) 
+ G (~:.~(t))z*(t)] dt + WZ(~)-~~*)] 9z, 
or equivalently, by integration by parts, 
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In (37) and (38) an irrelevant constant factor arising from the constant 
term in the Taylor series has been dropped, and the term linear in z(a) 
equaled zero, because the functional attains its minimum at z(a) = 0. Only 
the terms quadratic in z(t) and i(t) survive as IZ + cQ. 
We deduce from the quadratic expression (38) that as n ---, m the normal- 
ized fluctuations {z(t)},,,,,r become jointly Gaussian, with inverse covari- 
ante equal to the differential operator 
- $ F (i;,y(t)) $ + G (x$,y(t)). (39) 
The G(/~(n)-r’~) terms in (38), which are of cubic and higher order in z and 
i, yield corrections to the leading Gaussian behavior. 
The limiting covariance of the {z(f)}~~~~r may be computed by inverting 
(39) on the appropriate function space, i.e., a space of differentiable func- 
tions z(e) obeying Dirichlet boundary conditions at t = 0 and t = 1. That is 
to say, the limiting scaled covariances 
CXqY(t,, t2) gf !LI E{z(t,Mtz)) 
ef KI h(n) Cov(x(t*), 02)) (40) 
when regarded as functions of t, will satisfy the differential equation 
+ d2Vx,y 
--&y (d.Y(tl))C x.y = s(t, - t2) (41) 
in which 6(a) is the Dirac delta function, and the boundary conditions 
cx*y(o 3 t2) = CXJ(1, f2) = 0. 
Equation (41) is a version of the Jacobi equation, which in the calculus of 
variations describes the small deviations from an optimal path (Akhiezer, 
1962; Schulman, 1981). It is an equation of Sturm-Liouville type, and 
since .~z,~(t) is symmetric about t = 4 its solution will be of the form 
CX’y(tl, 22) = U~Y(t<)U~r(l - f>) (42) 
for some function uxyy(.). Here t< Ef min(tr , t2) and f, gf max(tr , t2). 
But if the random process z(a) has a covariance that factors in this way, 
then it is Markov. The factorization of CxJ’ was first noted by Louchard 
(1987)) who computed Cx* y for list representations of X = DZCTO , DZCT;! , 
and PQ. The present derivation shows that the Markov property holds 
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TABLE VII 
THE LIMITING NORMALIZED DATA STRUCTURE SIZE, x&(r) 
X Y x:,tm L+,(l) u(Sx.Y)l[ng(n)lh(n)“21 
DICT,, L 
DICT, L 
PQ L 
r-l sin GT~ ?r-‘(sin ar - rrt cos P?) (l&-4 - 3r-2/2)m 
f - t2 (1/6X4) 
1 - 12 (1/3x4) 
Note. The limiting normalized covariance, CX,“(t,, r2), equals u~.~(?&~.~(I - t,). The 
quantity ~(~~~~)l[ng(n)lh(n)“*] is the normalized standard deviation of the integrated spatial 
cost; for all (X, Y) treated in this paper rtg(n)lh(n)‘/* equals ~13’2, 
quite generally. So long as the limiting measure on normalized paths 
resembles (27), the Gaussian deviations of the scaled structure size x(t) 
from its deterministic limit x&(t) will be of order h(n)-‘“, and they will be 
asymptotically Markov. 
Since the integrated spatial cost is, by (lo), proportional to the integral 
of x(t), these results on the large-n fluctuations of x(t) have immediate 
consequences for the large-n cost fluctuations. In fact 
Var(Sx~r/ng(n)) - E (/,;zo x01) dt~ ,io ~02) &) 
! 
= I I! ,lzo ,lzo Cov(x(td, x(t2)) & dfi 
- h(n)-’ /,;=, /,lro CXqY(t,, t2) dr, dt,. (43) 
So the fluctuations of Sx.y around its mean will be normally distributed, 
and of order ng(n)lh(n) I’* By (22) and (24), ng(n)lh(n)“* equals n3’* for all . 
implementations (X, Y) considered in this paper. 
Computing explicit expressions for C x*y(~~, t$ and the asymptotics of 
Sxqy is not difficult. For example, if the expressions for Txqy and Vx-y are 
taken from (28) and (25) and substituted into (41), the resulting differential 
equation can be solved by inspection if (X, Y) = (DICTO, L), (DlCT2, L), 
or (PQ, 15). The solutions u~.~(.) are tabulated in Table VII. They agree 
with those found by Louchard by other means. The normalized standard 
deviations of the corresponding Sx.y, 
cT(sx~y) 
ng(n)lh(n)‘” ’ 
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as computed from (43) by integrating CXJ’(ti, t2) and taking the square 
root, are also tabulated; they agree with the previously computed values 
of Table I. The extension to other (X, Y), e.g., to an arbitrary number 1 of 
query types or to heap implementations of priority queues, is straightfor- 
ward. 
Besides using the path integral formalism to compute quantities related 
to the small Markovian fluctuations about the limiting deterministic path, 
one may use the underlying large deviation theory to compute the rate at 
which the probability of large fluctuations falls off as n ---, w. The expres- 
sion (27), the asymptotic probability measure on paths, can be regarded as 
a large deviation principle of the sort discussed in the Appendix. As such 
it allows one to compute, for example, the probability that x(t) ever 
greatly exceeds its limiting maximum x0. 
A single example will serve to illustrate the procedure. Consider the 
case 
i.e., that of a list implementation of a linear list, for which I: = {I, D}. By 
definition A,, , the set of allowed operation words of length n, is the set of 
strings w over C. of length n satisfying 
1. Ml = 14 
2. I& 5 I& for any prefix u of w. 
The number of possible annotations on each letter in w is given by (2), and 
the annotated strings are equiprobable. 
But from Table IV, x0 = m-l. Since by (22) the normalization factor g(n) 
equals n, as n --f UJ all but a vanishingly small fraction of the annotated 
strings give rise to a maximum structure size approximately equal to 
m-in. That is to say, for any y > 1 the annotated strings w with the 
property that some prefix u satisfies 
make up an ever smaller fraction of the whole as n + to. Whether this 
curious fact has a direct combinatoric proof is unclear. 
The large deviation principle (27) predicts that this fraction falls to zero 
exponentially, with rate constant 
inf ,I=, LD’CTU+L(x(t), i(t)) dt, I 
the infimum being taken over all differentiable x(m) satisfying the boundary 
conditions x(0) = x(1) = 0, and the side condition x(b) 2 ~6’. So the y- 
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dependent exponential falloff rate can be computed by solving a con- 
strained optimization problem of a familiar type. 
6. DISCUSSION AND CONCLUSIONS 
The probabilistic analysis of dynamic data structures is largely an at- 
tempt to sense the “typical” behavior of costs by averaging over as many 
different sequences of operations as possible, Common approaches in- 
clude averaging over the n! distinct ways of performing operations on 12 
records (Bollobas and Simon, 1985), and choosing successive keys inde- 
pendently from a fixed real-valued distribution (Jonassen and Knuth, 
1978). 
Both of these approaches are unexceptionable, and the latter seems at 
first sight related to the uniform probability model treated in this paper. 
Indeed Jonassen and Dahl (1975) proved that in the case of priority 
queues the choice of an exponential key distribution leads to an equiprob- 
ability of key ranks: if rj is the relative rank of the key manipulated in the 
jth insert operation, then alI allowed rj are equally likely to occur. 
But our assumption of equiprobable internal histories is quite different. 
If one regards the relationship between the data structure and the schema 
that drives it as the relation between a server and a single client, then the 
probability model of Section 2 really involves an averaging over all paths 
in the state space of the server. 
This is in contrast to the model of Jonassen and Dahl, whose “client” 
was an exogenous Markov chain. Our superficially similar model of equi- 
probable histories is inherently non-Markov: equiprobability of annotated 
operation words is qualitatively different from equiprobability of opera- 
tion words. In our model allowed structure sizes {yj}y=~ have relative 
probability ny,r m(yj-1, Oj), and the dependence of yj on the past, i.e., 
on {y&A, is not exhausted by its dependence on yj-1. 
Non-Markov behavior is in general not unrealistic. After all, clients as 
well as servers have a notion of internal state, and it is not entirely 
reasonable to assume that the sequences of requests they generate be 
Markov chains. But it can have curious consequences. We have seen in 
Section 4 that the normalized structure size x(t) is for large n concentrated 
with high probability close to a particular implementation-dependent 
x:,(t), a deterministic path that has a classical mechanical interpretation. 
In the case of list implementations, x&(t) has slope near 1 for small 
values of t, and near - 1 for values of t near 1. This indicates that in most 
annotated operation words insertions at first predominate, yielding gradu- 
ally to deletions or queries. In any event, for large n the expected inte- 
grated costs simply refect the behavior of x&(t). 
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The curious “freezing” of the random function x(e) can be explained in 
nonmathematical terms. It is due to the presence of two strong but com- 
peting effects: the weighting factor nJ=, m( yj-1, Oj), which greatly in- 
creases the likelihood that yj will be of order n, and the disinclination of an 
unbiased random walk { yj}j’=o to deviate far from zero, in particular much 
farther than order n i12. These two effects manifest themselves, respec- 
tively, in the functions Vx*y(x) and TX,“(X) computed in Section 3. The 
competition between them is explicit in (23) the limiting measure on 
normalized size histories x(t). 
Because of the competition between these two terms, paths x(t) whose 
magnitude is either too large or too small become as n + 33 very unlikely. 
x&(t) and the corresponding unnormalized y.7 ‘z‘ [nx*(jl,)l balance on 
the knife-edge where the two competing effects are most evenly matched. 
Despite the appearance of this unphysical asymptotic determinism, our 
non-Markov probability model is clearly not without value. Averaging 
over all internal histories of the data structure is the same as “fully exer- 
cising” it. The extent to which the consequent behavior-the free’zing of 
x(*) near x&(.) and, except in the case of heap implementations of prior- 
ity queues, the growth of expected costs at the same rate as worst-case 
costs-does not occur in real-world applications of data structures should 
serve as a measure of the extent to which those applications fail fully to 
explore the data structure state space. 
The treatment of this paper can be extended in many directions. It 
would be desirable in particular to make the treatment of Section 3 more 
rigorous. The “kinetic energy” TxJ($ came from rigorous large devia- 
tion theory, but the derivation of the “potential energy” Vx,y(x) was 
formal. Also, the rigorous foundations of the path integral arguments of 
Sections 4 and 5 need to be further explored. And one should study the 
higher-order asymptotics of the fluctuations of x(t) around x$,(t). 
Formally, it is clear how to obtain corrections to the leading Gaussian 
behavior. 
It should be possible to apply path integral techniques to other proba- 
bilistic models of dynamic data structures. Francon et al. (1988) have 
begun the study of a more sophisticated model, suggested by Knuth, in 
which the annotations on the j th operation, Oj , are allowed to range over 
a set whose cardinality depends on j. This model is even less Markov than 
our model of equiprobable histories, but path integral techniques should 
still be applicable. 
APPENDIX 
This appendix reviews the results from large deviation theory that are 
needed in Section 3. In particular it explains the asymptotic expression 
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(15) for the limiting measure on scaled paths. Equation (15), and the 
accompanying expression (16) for Tx*y(u), are closely related to an exten- 
sion of the central limit theorem known as Cramer’s Theorem (Feller, 
1966; Varadhan, 1984). 
The central limit theorem states that if{ti}F=l are independent instances 
of a real-valued random variable ,$ of mean zero and finite variance, then 
the sequence of random variables { yn}&, , for 
Ytl $$ n-1/2 i li, 
i=l 
converges weakly as n + ca to a Gaussian random variable of mean zero 
and variance Var(6). That is to say, the characteristic functions of the 
{y,,}~,, converge pointwise to a function proportional to the Fourier 
transform of 
But what of the averages of the {,$i}TZ, ? The sequence {..r,}~=, , for 
Xn sn-1 i ti, 
i=l 
will converge almost surely to 0. Cramer’s Theorem controls the asymp- 
totics of the densities of the {x,}r=,. Asymptotically, they go not as 
(which one might have expected), but rather as 
e-d(x) dx (45) 
in which .I(*) is a &dependent “rate function.” 
Such an asymptotic expression is called a “large deviation principle” 
(LDP). Strictly speaking, Cramer’s Theorem states that for all closed sets 
FCR 
lim,, n- 1 log P{x, E F} I sup (-J(X)) 
XEF 
and for all open sets G c [w 
l&l,, n -’ log P{x, E G} 2 sup (-J(x)). 
XEG 
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And J(x) equals 
sup [0x - log E{e@}], 
BER 
(46) 
i.e., is the Legendre transform of the generating function of the cumulants 
oft. 
The expressions (45) and (46) describe the 12 + w asymptotics of the x, 
only if the definition of x, uses the particular scaling (44). In general if one 
chooses 
(the prefactor being written as g(n)-’ to agree with the conventions of 
Section 3) then the LDP (45) is replaced by 
in which 
J(x) ‘itf 
SUPER [Ox - log Ek91, &T(n) = @(4 
x2/2 E{af2}, g(n) = o(n). 
(49) 
The non-Gaussian asymptotics appear only if g(n) = O(n). 
As Feller (1966) discusses, much more can be said. The exponent of 
(48) can be developed in a series of the form 
(E!gho + AI (y) + A2 (a/), + . . .] 
If g(n) = o(n) the leading behavior as n + 00 is given by the first term. (Ao, 
it turns out, equals l/2 E{t2}.) But if g(n) = n then all terms contribute, 
and the bracketed series sums to xe2 supe,a [0x - log E{eec}]. In that case 
J(a) will be the Legendre transform of the cumulant generating function 
oft. 
The LDP concept is readily extended to the case of sequences of ran- 
dom variables which take values in spaces other than R; in particular, 
function spaces (Freidlin and Wentzell, 1984; Varadhan, 1984; Lynch and 
Sethuraman, 1987). If w(t) is a drift-free Wiener process on [0, l] with 
diffusion constant D and is conditioned on w(O) = 0, then the random 
functions 
x,(.) gf n-l+(.) (50) 
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obey an LDP with rate function 
Z(x(*)) = I ; {(x(t)p/2D} dt, if x(n) is differentiable 
+m, otherwise. 
That is to say, for all closed subsets F of the space of continuous functions 
on LO, 11, 
KG,, n- ’ log P{x,(*) E F} 5 sup (-Z(x(*))) 
X(.)EF 
and for all open subsets G 
l&,, n -’ log P{x,(*) E G} 2 sup (-Z(x(.))). 
.r(.EG 
Or to put it more intuitively, 
e-” J; li(f)l’/2D dt 
(51) 
is the factor that weights paths x(a) as rz + 03. In the path integral notation 
used by theoretical physicists (Glimm and Jaffe, 1987; Simon, 1979) the 
probability measure on path space is accordingly written as 
in which 9x is a formal infinite-dimensional “flat” measure on the 
{~(t)}~~,~t. This expression is a version of the so-called Feynman-Kac 
formula. 
Since Wiener measure is self-similar, the same rate function will occur 
even if the general scaling 
x,(e) ftf (n’“lg(n))w(-) (52) 
is used instead of (50). That is to say, the weighting factor will be 
(53) 
However, if w(a) in (52) is merely an n-dependent approximation to a 
Wiener process, defined by 
w(t) g n-1/2 y & 
j=l 
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as in (II), then the {x,,(*)}~=~ will obey a different LDP. According to the 
theory originally developed by Wentzell (1976a, 1976b), the rate function 
will be 
I ’ &i(t)) dt, if x(e) is differentiable I@(-)) = O (54) 
+*, otherwise. 
with J(a) the &dependent rate function of Cramer’s Theorem, defined by 
(49). So the asymptotic weighting on paths will be 
This is the factor that appears in (15), the limiting measure on path space. 
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