We consider the resonance interaction energy between two identical entangled atoms, one excited and the other in the ground state, interacting with the quantum electromagnetic field in the vacuum state and placed in a photonic-bandgap environment with a quadratic dispersion relation. This problem is also strictly related to the coherent resonant energy transfer between atoms in external environments. We assume the atomic transition frequency inside the photonic gap and near its lower edge. We consider both an isotropic three-dimensional and a one-dimensional system. We find that the resonance interaction asymptotically decays faster with the distance compared to the free-space case, specifically as 1/r 2 compared to the 1/r free-space dependence in the three-dimensional case, and as 1/r compared to the oscillatory dependence in free space for the one-dimensional case. Nonetheless it remains significant and much stronger than dispersion interactions between atoms. On the other hand, spontaneous emission is strongly suppressed by the environment and the correlated state is thus preserved by the spontaneous-decay decoherence effects. A physical interpretation of this result is also discussed in detail. We conclude that our configuration is a suitable one for observing the elusive quantum resonance interaction between entangled atoms.
Introduction
The resonance interaction energy and the energy transfer between two identical atoms, one in the ground state and the other in the excited state, coupled with the electromagnetic field in the vacuum state, have recently received much attention in the literature in different research fields [1] [2] [3] [4] . For example, coherent energy transfer is supposed to play an important role in the photosynthesis process 5, 6 . From a quantum-electrodynamical point of view, the resonance interaction is due to the exchange of a real or virtual photon between the two atoms.
If the two atoms are in a factorized state, their radiation-mediated interaction energy is a fourth-order process in the electric charge 7, 8 , and controversial results exist in the literature concerning with the presence of spatially oscillating terms, when one atom is in an excited state [9] [10] [11] [12] . The interaction is a second-order distance-dependent shift when two identical atoms are prepared in a symmetric or antisymmetric entangled state 1, 8, 13 . The resonance interaction is particularly relevant because it is much more intense than dispersion interactions (van der Waals/Casimir-Polder, both for ground-state and excited atoms) and Casimir-Polder interactions between a ground-state atom and a mirror, and comparable to the atom-surface interaction for excited atoms 14 . The Casimir-Polder interaction between an excited atom and a surface has been recently measured directly 15, 16 . From a physical point of view, the resonance interaction is a second-order effect because the correlated state has non-vanishing dipole-dipole correlations, while, for dispersion interactions, correlated dipole moments must be induced by vacuum field fluctuations [17] [18] [19] . Moreover, the resonance interaction is of very long range; in free space and at very large distances (far zone), it scales as r −1 in three dimensions, with space oscillations, while it is a purely oscillating function for a one-dimensional system 1, 3 .
The resonance interaction, however, requires the system be prepared in an entangled state and that the coherence of this state be preserved over a sufficiently long time. This makes extremely difficult its observation. In fact, this quantum correlated state is a very fragile state, and the coherent superposition can be easily destroyed by the influence of the environment and by spontaneous emission. As far as we know, there are not yet direct observations of this interaction and the resulting interatomic force. A somehow related effect, the coherent dipolar-induced exchange of excitation (Förster resonance), has been recently observed for a system of two Rydberg atoms in the short-distance regime 20 . It is thus a fundamental issue to investigate setups that could allow observation and measurement of the resonance force, an elusive quantum coherent phenomenon, in particular in the long-distance regime. We propose that an appropriate environment around the quantum emitters (atoms, molecules or quantum dots), preserving the correlated atomic state for a sufficiently long time, could be exploited in order to observe and measure for the first time the resonance force between two quantum emitters.
Observation of the resonance force, in particular in the retarded large-distance regime, would be an important confirmation of an effect due to a quantum coherence property of the system. It could be also relevant in different physical processes and also in other fields, such as biology. For example, the possible fundamental role of resonant interactions in long-distance biomolecular recognition has been recently argued 21 . An analogous interaction has been shown for two impurities (adatoms) embedded in a semiconductor quantum wire, mediated by the exchange of an electron in the continuum band of the wire 22, 23 .
In a recent paper, the interatomic resonance force was shown to be strongly affected by the presence of a structured environment such as a photonic crystal that changes the photon dispersion relation and density of states, and determines a photon bandgap 3 . It was shown that for a one-dimensional photonic crystal and for an isotropic three-dimensional crystal, the force can be significantly enhanced up to a factor 10 3 if the atomic transition frequency is close, but external, to the edges of the photon bandgap. However, in this case the spontaneous emission rate increases too, making even more fragile the entangled state of the two atoms: from one side the resonance force can be more intense than in free space, but, on the other side, the correlated state decays quicker, making more difficult observation of the resonance force.
In this paper, we consider two identical atoms in a generic environment with a photonic bandgap and with their transition frequency inside the bandgap and in the proximity of its lower edge, assuming a quadratic dispersion relation for the photons (effective mass approximation). Inside the bandgap the photon density of states is strongly reduced and therefore the spontaneous decay is inhibited (see Refs. [24] [25] [26] for the case of a photonic crystal). Inhibited decay rates of spontaneous emission have been recently observed for a quantum dot in a three-dimensional photonic crystal 27 . Suppression of the spontaneous decay rate in the optical region of more than a factor 10 using a photonic crystal has been obtained 28, 29 . Several different one-dimensional engineered environments exhibit a photonic bandgap, for example an array of coupled optical cavities, nanophotonic waveguides, photonic crystals, coupled transmission line resonators (for a review, see 30 ). The relevance of the configuration here considered is that the spontaneous emission of the atoms is suppressed, and this allows to maintain the correlated state for a quite longer time, hopefully enough to observe the resonance interaction. On the other hand, we find that the resonance interaction, although decaying faster with the distance compared to the free-space case in the longdistance regime, remains significant and much larger than the dispersion interaction between two atoms in a factorized state by several orders of magnitude. This is due to the fact that also off-resonance modes of the field contribute to the resonance force. In particular, low-frequency modes are relevant for its asymptotical behavior, similarly to dispersion interactions, while only near-resonance modes (suppressed by the environment) are responsible of the spontaneous decay. In a three-dimensional isotropic system, we find that the resonance interaction energy at large distances scales as r −2 rather than the r −1 free-space behavior. In a one-dimensional case, we obtain that in the asymptotic limit it decreases as r −1 rather than the pure oscillation of the free-space case. In both case we find that, for typical parameters of the quantum emitters and the photonic crystal, the strength of the interaction is not significantly reduced at relevant distances. All this indicates that our configuration can be an appropriate experimental setup for observing the resonance interaction. Indications of a strong suppression of the dipoledipole interaction and energy transfer in bandgap materials, when the frequency of the two atoms is inside the forbidden band, have been discussed in the literature 31 , but the results were controversial [32] [33] [34] . Other recent results on the dipole-dipole resonant interaction between two atoms in photonic crystals waveguides indicate an exponential decay when the atomic frequency is within the gap of a photonic crystal waveguide [35] [36] [37] or in photonic crystals 26 . We compare in detail these results with ours, which indicate a power-law decay of the resonance interaction energy in our system. We argue that the difference in the scaling with the distance is ultimately related to the different structure of the photonic modes in the models considered. Specifically, we argue that, contrarily to other cases mentioned, the contribution of low-frequency modes (indeed, of all modes below the gap) cannot be neglected in the system we are considering (periodic in one dimension and homogeneous in the others two) and that it yields the asymptotic power-law decay of the interaction energy that we find. Also, the possibility of controlling the entanglement of two qubits by coupling to a common photonic bandgap environment has been recently investigated 38 . Coupling quantum emitters to modes near the bandgap of a photonic crystal has recently allowed to investigate experimentally the strong coupling regime of quantum electrodynamics 39 , as well as observation of cooperative atom-atom interactions between emitters placed in a photonic crystal waveguide 40 .
The resonance interaction in a photonic bandgap environment
The Hamiltonian of our system, consisting of two two-level quantum emitters (atoms or quantum dots, for example) inside the photonic bandgap environment, in the multipolar coupling scheme and within dipole approximation, is (for the sake of generality, we consider here both a three-dimensional and a one-dimensional system)
where A, B indicate the two atoms with, respectively, positions 0 and r, the polarization unit vectorsê k j are assumed real, and Ω = V (L) in the three-dimensional (one-dimensional) case, V and L being respectively the quantization volume and length. p A and p B are the atomic operators which couple to the field: in three dimensions they are the atomic dipole moment operators µ A (B) = er A (B) , and in one dimension they have the dimension of a dipole moment per unit length. In the onedimensional case the wavevector k and the position r are both along the same direction. At the end we will take the continuum
dk, for the three-and one-dimensional cases, respectively. In the dipolar coupling scheme (1), static interatomic dipole-dipole interactions are already included in the interaction with the transverse field and thus mediated by photons 41 . The presence of the external environment is fully taken into account through the specific photon dispersion relation and density of states. In order to obtain the resonance interaction between the two identical emitters (atoms), we assume them prepared in their correlated symmetric or antisymmetric state
where g (e) indicates the ground (excited) state of the atom, and 0 k j is the photon vacuum. The two states (2) are degenerate and perturbation theory for degenerate states should be used. However, from second-order energy corrections for degenerate states 42 , it is possible to see that the symmetric and antisymmetric subspaces do not mix each other, provided the dipole matrix elements of the two atoms are equal and the photon dispersion relation is symmetric for k and −k. If these conditions are verified, the degenerate symmetric and antisymmetric states can be then treated separately and the second-order energy shift is given by non-degenerate perturbation theory in each subspace. These conditions are verified in our case, because of our dispersion relation and p 
where ℜ denotes the real part, | i are intermediate states with energy E i ,hω a = E ψ ± is the energy of the atomic excited state, and the + or − sign refers to the symmetric or antisymmetric state in (2), respectively; (L.S.) indicates energy corrections independent from the distance between the two atoms, i.e. the Lamb shift of the individual atoms. Eq. (3) shows that the resonance interaction energy is strictly related to the resonant energy transfer between an excited and a ground-state atom, that is the excitation transfer between two atoms, whose probability is exactly given by the first term in the RHS of (3), excluding the ± sign 13 . Therefore our results will be also relevant for the resonant energy transfer between atoms. We are considering the case of an atomic transition frequency inside the photon gap and in proximity of its lower edge, so that the atom-field interaction can be safely described by second-order perturbation theory (the photonic gap reduces the resonant pole contribution). There are two possible intermediate states in (3) , | g A , g B ; 1 k j , | e A , e B ; 1 k j , involving one real or one virtual photon, respectively.
Neglecting distance-independent terms, that do not contribute to the interatomic interaction, we obtain for the second-order energy shift
where, as mentioned, ω a is the atomic transition frequency and p ge A,B are matrix elements of the atomic operators between the ground and the excited state. We keep both rotating and counterrotating terms, because they give a comparable contribution in the low-frequency integral, even if off-resonance; these modes, as mentioned, are relevant at very large distance.
We are mainly interested to the three-dimensional and one-dimensional cases. In the latter case, an environment with a photonic bandgap and a quadratic dispersion relation is obtained experimentally in several ways using for example nanophotonic waveguides, photonic crystals, coupled transmission line resonators or coupled cavities arrays 30 .
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In the three-dimensional case, after polarization sum and angular integration, and in the continuum limit (V → ∞), we obtain
where r is the distance between the atoms. In the one-dimensional case, after polarization sum (the two polarizations are orthogonal to the distance between the atoms) and the continuum limit (L → ∞), we obtain
where the subscript ⊥ indicates the component in the plane orthogonal to the interatomic distance.
Up to now, we have not yet specified the environment around the two atoms, except that ω k depends only on k =| k |. We now assume that the two atoms are embedded in an environment with a photonic band gap with a quadratic dispersion relation between frequency and wavevector, outside the gap and in proximity of one of its edges. Such a quadratic dispersion relation is typical of a one-dimensional 24, 25 photonic crystal in the effective mass approximation, a coupled cavities array 30, 43 , or an impurity in a quantum wire near the gap 3, 44 . Such a dispersion relation is commonly used to investigate radiative properties of atoms or quantum dots in a structured environment 2, 30, 45, 46 , for example a one-dimensional photonic crystal 36, 47 . In the isotropic theee-dimensional case, the quadratic dispersion relation is assumed valid independently of the direction of propagation of the photon 26 . Fig. 1 shows the physical situation we are considering, with the atomic frequency ω a just above the lower edge ω ℓ of the gap at k 0 (as an example, for a one-dimensional photonic crystal k 0 = π/L, L being the periodicity of the crystal 25 ), and well below its upper edge ω u . The relative density of states can be obtained from the dispersion relation. Near the lower edge of the gap, the quadratic dispersion relation is
where A is a positive constant that depends on the physical parameters of the environment (effective mass approximation). In the same approximation, the dispersion relation in the region above the upper edge of the gap is
In the integrals over k in (5) and (6) , all values of k should be in principle included. However, only a much smaller range of k gives in our case a significant contribution. The density of states vanishes inside the gap (that is for photon frequencies between ω ℓ and ω u ), while it diverges just outside both edges of the gap 24, 30 . If the atomic frequency ω a is inside the gap, ω ℓ < ω a < ω u , and very close to its lower edge ω ℓ (ω a − ω ℓ ≪ ∆ω = ω u − ω ℓ ), the modes above the gap give a quite smaller contribution to the integrals compared with the modes below the gap. This because of both a near-resonance effect and the large density of states for the modes just below the gap. Moreover, low-frequency modes can also give a relevant contribution at large distances between the atoms, exactly as in dispersion interactions 7 . This can be also verified by a direct comparison between the contribution of field modes with 0 ≤ k ≤ k 0 and the contribution of modes in some frequency range just above k 0 , for example k 0 ≤ k ≤ 3k 0 /2, that is half range between the first and the second gap of the photonic crystal, respectively at k 0 = π/L and 2k 0 , L being the periodicity of the crystal (with the assumption of a quadratic dispersion relation (8) above the first gap). We now show that the latter contribution is indeed quite smaller than the former. Moreover, this strongly indicates that we can also safely neglect the contribution of the remaining modes with k > 3k 0 /2.
In the integration range 0 ≤ k ≤ k 0 we use the dispersion relation (7), valid below the gap and not too far from its lower edge. In order to obtain a good interpolation of the dispersion relation for very small values of k too, where ω k ∼ ck (the propagation of a photon with a wavelength much larger than the environment periodicity is that for free space with some average refractive index), we can put ω ℓ = Ak 2 0 . Thus, for low-frequency photons we recover the linear dispersion relation ω k ∝ k, as expected since photons with large wavelengths are not affected by the crystal periodicity. The interpolated dispersion relation we shall use in the complete range below the gap is thus given by
The factor 2ω ℓ k 0 is a sort of effective propagation velocity of low-frequency photons in the crystal. It takes into account the presence of the dielectric slabs of the photonic crystals, which reduce the speed of light. The shape of the dispersion relation we are using for k < k 0 is shown in Fig. 1. Figure 1 . The figure shows the position of the atomic frequency ω a , in relation to the lower and upper edge of the first photonic gap at wavenumber k 0 , respectively given by ω ℓ and ω u . We assume that the width of the photonic gap, ∆ω = ω u − ω ℓ , is such that ω a − ω ℓ ≪ ∆ω.
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In the three-dimensional isotropic case, where the dispersion relation (7) is assumed valid independently of the direction of propagation of the photon, the k integral in (5) is thus
while in the one-dimensional case the integral over k in (6) becomes
where in the second line of Eqs. (10) and (11) we have used the condition ω ℓ = Ak 2 0 , valid only below the first gap, that is for k < k 0 .
We now consider the large-distance limit r ≫ k
0 ≃ c/ω a , where the interaction energy has a sharp quantum nature. This distance limit is indeed the most important from a physical point of view, yielding an interatomic energy with a very long range (as r −1 in free space 8, 13 ), ultimately related to the quantum coherence property of the state considered, while the short distance limit is essentially of electrostatic nature. In this limit, the integrals over k in (10) and (11) are
where
is a non-dimensional constant expressed in terms of the physical parameters of the system, and
where we have introduced the dimensionless constant
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As mentioned, now we can compare the contributions obtained before with those coming from the integration above the (first) gap, for example between the first and the second gap in the case of a photonic crystal (occurring at k 0 = π/L and 2k 0 = 2π/L, respectively). In this range, we expect that ranges of k closer to k 0 should give a quite larger contribution with respect to ranges near 2k 0 , being closer to resonance. Hence we may evaluate the contribution of the range of k from k 0 to 3k 0 /2 (the upper limit could be any, within the second band, without changing significantly our final result), using the dispersion relation in the effective mass approximation above the gap (8) . The relative k integrals can be evaluated analytically in terms of the system parameters ω a , k 0 , A, ω ℓ , ω u . We can use typical values for the transition frequency in the optical region and a typical photonic crystal for the environment. We assume a one-dimensional (or, equivalently, isotropic three-dimensional) photonic crystal made by an infinite sequence of periodic slabs of a nondispersive and nondissipative dielectric with refractive index n and thickness 2a, separated by a distance b of vacuum space. The crystal is periodic in one dimension and homogeneous in the two other directions. In such a case the dispersion relation can be obtained analytically when b = 2na 25 . The first gap occurs at k 0 = π/L, L = 2a + b = 2a(1 + n) being the periodicity of the crystal (the other gaps are at k = mπ/L with m an integer number), and the lower and upper edges of the first gap are given by
Using typical values such as n = 3 and a = 2 · 10 −8 m, Eqs. (16) and (17) give ω ℓ = 2.61 · 10 15 s −1 and ω u = 5.23 · 10 15 s −1 respectively for the frequency of the lower and upper edge, lying in the optical region of the spectrum. Assuming an atomic transition frequency ω a = 2.65 · 10 15 s −1 , that is just above the lower edge of the gap and in the optical region, the width of the photonic gap ∆ω = ω u − ω ℓ is such that ω a − ω ℓ ≪ ∆ω, as we have assumed. Also, the quantity 2ω ℓ k 0 appearing in (9), giving the effective propagation speed for low-frequency photons in the crystal, results equal to 0.89c. Using these numerical values, we obtain that the contribution from the integration range 0 ↔ k 0 is, for both the three-dimensional and one-dimensional cases, more than one order of magnitude larger than the corresponding contribution from the integration range k 0 ↔ 3k 0 /2, allowing us to neglect the latter contribution. The more the atomic frequency is closer to the lower edge of the gap, the better is our approximation of neglecting contributions with k > k 0 . This also gives a strong indication that also all contributions coming from k > 3k 0 /2 will be negligible too, being by far more distant from resonance. Moreover, they involve higher field frequencies, yielding a much smaller contribution of the related (virtual) transitions at large distance, due to the higher energy unbalance for the intermediate state.
Substitution of (10) and (12) into (5) finally yields
showing that inside our bandgap environment, the resonance interaction asymptotically scales as r −2 .
The result (18) should be compared to the three-dimensional free-space case 8, 13
scaling at large distance as r −1 .
Eq. (18) shows a large-distance r −2 scaling of the resonance energy in the isotropic three-dimensional case, with a space oscillation; this should be compared with the free-space behavior of the interaction energy as r −1 given by Eq. (19) .
For the one-dimensional case, substitution of (14) and (11) into (6) yields, in the long-distance limit,
The result above should be compared with the analogous quantity obtained for atoms in the (one-dimensional) free space 2, 3 ∆E f .s.
These results clearly show that the bandgap environment can qualitatively change the scaling of the interaction with the distance. In a quasi-static approach, the force between the two atoms can be then obtained by taking the opposite of the derivative of the energy shift (18) or (20) with respect to the interatomic distance.
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Equations (18) and (20) contain our main results. Eq. (18) shows a large-distance r ≫ c/ω a ≃ k −1 0 scaling of the resonance energy as r −2 in the isotropic three-dimensional case, exhibiting an oscillation which gives a spatially periodic change of the resonance force from attractive to repulsive, analogously to the one-dimensional case. Because in the 3D free space the asymptotic behavior of the interaction energy given by Eq. (19) is as r −1 , our results in Eq. (18) clearly reveal that the presence of the bandgap environment can qualitatively change the scaling of the interaction with the distance. Analogously, Eq. (20) shows that in the one-dimensional case, for r ≫ c/ω a ≃ k −1 0 , the resonant interaction scales with the interatomic distance as r −1 , presenting a space oscillation which yields a spatially periodic change of the resonance force from attractive to repulsive. Because in 1D free space the respective behavior is a pure oscillation (see Eqs. (21)), our results clearly indicate that also in the one-dimensional case the bandgap environment can qualitatively modify the dependence of the interaction energy on the distance. Although for the cases considered, that is atomic transition frequency inside the forbidden band, it decreases more rapidly with the distance compared to the free space case, it must be stressed that the spontaneous decay of the atoms is strongly suppressed by the presence of the environment (see also 48, 49 ), preserving the quantum coherence of the correlated state from the decoherence effects due to spontaneous emission. For example, in 28, 29 a suppression of the spontaneous decay rate in the optical region of more than a factor 10 using a photonic crystal has been obtained. Also, inhibition of spontaneous emission of quantum dots in photonic nanostructures by two or more order of magnitudes has been obtained in recent experiments 49 . This should give in our case the possibility to extend significantly the lifetime of the correlated state of the two atoms.
Our results show a large-distance scaling of the interaction energies (18) (three-dimensional case) and (20) (one-dimensional case) with the interatomic distance as a power law. This result should be compared with other recent results in the literature for the dipole-dipole interaction in a photonic crystal waveguide, where an exponential behavior of the related dipole-dipole interaction is obtained 26, [35] [36] [37] . The main difference between our system and the others mentioned above is that in our case the photonic crystal is homogeneous in the two directions orthogonal to that with the periodical dielectric slabs, and has a very large extension (in particular, compared to the atomic transition wavelength c/ω a ). This is a crucial point as implies that there is not a lower cut-off frequency (see discussion around Eq. (9)), therefore our environment is quite different from a (photonic crystal) waveguide. Under these conditions, a relevant contribution to the interaction energy comes from low-frequency modes which give a power-law behavior even if virtual transitions are involved, being the resonant transition suppressed by the presence of the photonic gap. This is similar to what happens in dispersion forces between ground-state atoms 7, 8 . The fact that a single low-frequency mode has a factor 1/V , V being the quantization volume 31 , does not reduce their role in our case, because the integration over all continuous modes below the first gap at k = k 0 introduces a multiplicative factor V .
We can conclude that a possible experiment aiming to observe the resonance interaction energy and force (not directly observed yet) could be performed including such environment. Although its presence reduces the interaction for ω a r/c ≫ 1, this effect is sensibly overbalanced by the much stronger stability of the correlated state given by the environment inhibiting the spontaneous decay, thus allowing us to observe the system for a much longer time. This could be an essential point in designing an experiment for a direct observation of the resonance force, strongly suggesting that a photonic bandagap environment can provide a suitable setup when the atomic frequency is inside the bandgap and close to one of its edges. Even more, using the typical values of the system parameters given after Eq. (13), our results show that the bandgap environment increases the interaction for distances up to ∼ 40c/ω a ; it however decreases with respect to the free-space case at larger distances. A critical point for an experimental realization of the setup we are proposing might be how to prepare the (symmetric or antisymmetric) entangled state inside the photonic crystal, taking into account that photons resonant with the atomic frequency cannot propagate inside the crystal. A possibility could be to send photons with a frequency lower than the atomic frequency, which can propagate in the photonic crystal being outside the gap, and exploiting a multi-photon absorption by the atoms to excite one of them and create the correlated state. Trapping of cesium atoms in a photonic crystal waveguide by tight optical potentials has been recently achieved to observe superradiance from entangled atoms and strong coupling 50 .
Discussion
In this paper we have considered the resonance interaction energy between two entangled atoms, one excited and the other in its ground state, prepared in their symmetric or antisymmetric state, and interacting with the electromagnetic field in the vacuum state. The two atoms are placed in a generic photonic bandgap environment with a quadratic dispersion relation, and their transition frequency inside the gap and in the proximity of its lower edge. Several environments, such as photonic crystals, an array of coupled optical cavities, nanophotonic waveguides, coupled transmission line resonators, are common experimental realizations of the environment we are considering. We have stressed the formal similarity of the expression for the interaction energy with the excitation transfer between atoms, allowing a direct extension of our results to this problem too. In our case the spontaneous decay of the atoms is strongly suppressed due to the small photon density of states inside the gap. We have shown that the presence of the environment changes the asymptotic distance dependence of the resonance interaction energy (where quantum coherent effects are essential) from 1/r to 1/r 2 in an isotropic three-dimensional case, and from a pure oscillation to 1/r in the one-dimensional case. We compare our results with previous results in the literature for
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the dipole-dipole interaction of atoms in photonic crystals waveguides, and discuss the differences. Our results explicitly show the possibility to control the resonance interaction and force through the bandgap environment. In the case considered in this paper, the resonance force between the two atoms can be reduced with respect to the free space case for very large distances, albeit it is still much stronger than other long-range interactions, such as dispersion interactions, even when factorized excited states are considered. However, the most meaningful point here is that the decoherence effect of the spontaneous decay is significantly reduced. Strong inhibition of the spontaneous emission rate by structured environments such as photonic crystals of about two orders of magnitude has been recently measured 49 . Thus, due to the environment, the quantum coherent atomic superposition can live for a quite longer time, of the same order of the lifetime of the excited state in the environment considered, allowing possible detection of this elusive coherent quantum effect. Our results are thus relevant for designing a future experiment aiming to a direct measurement of the resonance force, not directly observed yet, using atoms or quantum dots embedded in an appropriate structured environment with a photonic bandgap.
