Abstract -The influence of aluminum composition (Al%) nonuniformity on AlGaN metal-semiconductor-metal photodetectors was thoroughly studied on a device level. The Al% fluctuation was precisely measured by X-ray photoelectron spectroscopy and mapped by energy dispersive spectrometry; the dislocation density was investigated by X-ray diffraction rocking curve. Both theoretical simulation and experimental testing showed a significant difference in the responsivity, dark current, and decay time in the device with different Al%. The Al% fluctuation is also a likely cause of the long decay time of the device.
applications and low-noise performance [8] . A few drawbacks, however, including the photocurrent's sublinear dependence on the incident power, a low UV/visible contrast, and persistent photoconductivity effects are often reported in photodetectors employing AlGaN [3] , [9] .
Although the growth techniques of thin films have been improved significantly over the past decade, the chemical component fluctuation problem, or Al% nonuniformity, has been a persistent problem affecting the material quality of AlGaN and other III-nitride ternary systems [10] [11] [12] . A large amount of research has reported the fairly good performance of MSM photodetectors fabricated on AlGaN thin films [13] [14] [15] . We are unaware, however, of any research that explains how the Al% nonuniformity would influence the device's performance. In this paper, a commercially available wafer with large Al% nonuniformity was employed. Devices with MSM structures were grown on the nonuniform wafer and then tested. Specially designed techniques were used to test the device's performance with varying Al% concentrations. The detailed work is elaborated in Section IV.
II. MATERIALS' PROPERTY CHARACTERIZATION
Commercially available AlGaN films with nonuniform Al composition grown on 50.8-mm sapphire wafers were obtained from PAM-XIAMEN; the Al% fluctuation is unintentional. The AlGaN thin film was deposited by a metal-organic chemical vapor deposition process to a thickness of 300 nm. The orientation of the c-axis is (0001). (A redundant coordinate system should be used when assigning Miller indices to the hexagonal lattice [16] .)
The surface morphology was investigated by scanning electron microscopy (SEM). Hexagon-shaped islands, several micrometers wide, were found throughout the wafer. A typical example is shown in Fig. 1(a) . The energy dispersive spectroscopy (EDS) mapping showed obvious Al fluctuations within a geometric scale comparable to the sizes of the hexagonal islands. Moving the sample between the SEM and EDS instruments precluded a one-to-one geometrical correlation. An example of a 20 × 26 μm 2 scanned region is shown in Fig. 1(b) . The SEM surface morphology and the EDS mapping parallel each other, indicating that the Al% nonuniformity may be associated with the hexagon-shaped island. The EDS technique is not accurate enough for quantitative analysis. The thickness of the film was 300 nm, which is smaller than the probe depth of the EDS measurement. Therefore, a portion of the signal counts could originate from the Al 2 O 3 substrate. The substrate background should be uniform across the wafer, but the nonuniformity of the thin-film thickness under the islands is a possible cause of the measured Al% fluctuation. To more precisely determine the Al% at different points, we used X-ray photoelectron spectroscopy (XPS) with a measurement depth of about 10 nm. The elemental percentage was determined by the electron count of each characteristic peak, and an empirically derived set of atomic sensitivity factors was used to scale the results. The 30 points were randomly chosen out throughout the wafers with an average separation of roughly 5 mm. Each point was measured 3× for averaging, each with 1-μm spatial separation (precisely set in the coordination system in XPS prior to the test), and the three measurements were made in one run. The results are shown in Fig. 1(c) ; the error bars were obtained by calculating the spread in the three measurements. Points with a larger error bar may be located around the edge between different hexagonal structures.
Within the 30 measured points, the Al% varied from 7% to 21%. However, since the XPS system has no highmagnification imaging feature, we were unable to relate the measurement location information to the surface morphology of the wafer. Therefore, we cannot demonstrate that the Al% varies by different hexagonal regions.
Given the significant nonuniformity in Al composition, it is necessary to check the materials quality of the AlGaN thin film. It is very likely that the Al nonuniformity will lead to a high density of DX centers, dislocations, and grain boundaries, which are known to contribute to increased dark current and elongated response times [13] , [17] , [18] . X-ray diffraction (XRD) rocking curves were employed to calculate the dislocation density. Since the full-width at half-maximum for (0002) direction was 224 arcsec, the dislocation density was calculated to be 1.329 × 10 8 cm −2 , which was fairly large compared to other test results on AlGaN thin films [19] , [20] . In addition, a cross-sectional view of the AlGaN/substrate interface was acquired by drilling a hole using the ion-milling capability of the SEM. Obvious crystal defects (roughly 10-100 nm in size) can be found throughout the SEM images of the interfaces, as shown in Fig. 2 . We could not determine whether these defects are dislocations or macroscopic cracks/voids from the SEM images. By calculating the average distance of the nearest features in the cross-sectional images, we roughly estimated the density of the crystal defects, which is ∼4 × 10 9 cm −2 and is even higher than the XRD prediction of dislocation density.
III. DEVICE PERFORMANCE SIMULATION
Prior to fabrication, the device's performance was simulated systematically with APSYS by Crosslight Software-a semiconductor device 2-D/3-D modeling software program based on finite-element analysis. This software includes many advanced physical models including quantum tunneling, hot carrier transport, and trap dynamics. The simulator solves interwoven equations including the basic Poisson's equationthe drift-diffusion current equation for electrons and holes based on the built-in materials' properties database [21] . To obtain a quick simulation result on how the Al% nonuniformity can influence devices performance, the device layout is simplified to a 2-D model, as shown in Fig. 3 . Similar simulation works on semiconductor devices that utilize simplified 2-D models have been used normally by Wirth et al. [22] and Xu [23] . All of the simulations assumed that the incident UV pulse had a duration of 3 ps and a peak intensity of 5 × 10 3 W/m 2 . For a bias voltage of 5 V and photon energy roughly 1 eV above the absorption edge, the photocurrent decreases with increasing Al composition. The detailed simulation results of different Al% photodetectors are listed in Table I .
Overall, the simulations showed a 25% decrease in the sensitivity as the material progresses from GaN to AlN. This is somewhat surprising since an increasing Al composition should increase the UV light absorption, presumably resulting in a higher photocurrent. To further investigate this phenomenon, several simulations were generated with incident photons 0.5-1.3 eV above the band edge. The photocurrent turned out to be a complex function of the energy above the band edge, where the band edge is dependent on the Al concentration. To give a rule of thumb for future predictions regarding the device's performance with varying Al composition, a linear fit was made for E (photon energy above the absorption edge) ∼I (peak of photocurrent) data points, as shown in Fig. 4 . This simulation indicates that, for a device fabricated in variable Al composition wafer or for a different testing position within the device, a variance of as much as 25% in the response current could be caused by the Al% fluctuation and the responsitivity should decrease with the increasing E in a near-linear relationship.
IV. DEVICE FABRICATION AND TESTING
The nonuniform Al% wafer described earlier was used to fabricate the MSM photodetectors at the Integrated Nanosystems Center (URnano), at the University of Rochester, Rochester, NY, USA, and the Semiconductor and Microsystems Fabrication Laboratory, Rochester Institute of Technology, Rochester, NY, USA. Photolithography, e-beam deposition, and liftoff processes were used to deposit finger-shaped interdigital structures on the AlGaN thin film. Both the finger width and spacing are measured at 5 μm. Contact pads with a curved [24] taper calculated to match the transmission impedance line down to the active area were added to avoid the reflection introduced by impedance mismatching. The devices were designed with an active area of 50 × 50 μm 2 . Two wafers, both purchased from PAM-XIAMEN, were fabricated with different metallizations (gold and aluminum, respectively). Comparison of device performances with different metallizations can be found elsewhere [25] . In this paper, a 300-nm-thick gold layer was chosen for metallization in order to investigate the influence of Al% nonuniformity on the device performance because of its high work function and ability to form a good Schottky barrier. A 30-nm-thick Ti layer was deposited before metallization to improve the adhesion between the metal and semiconductor. The devices were then epoxied with silver paste to the broadband circuit with a transmission line to directly couple out the electrical pulse generated in the active area. Fig. 5 shows the top view of this fixture as well as the active area structure. The backside of the circuit board is grounded. The transmission linewidth was designed to be 1.1 mm to match the 50-impedance of the 1.5-GHz oscilloscope. A large bias resistor (1 k) was used to isolate reflections from the charging circuit. An ultrabroadband (12 kHz-1 GHz) optical capacitor (100 nF) was soldered between the transmission line and the backcopper board to produce a high-speed electrical connection and prevent the bias portion of the line from discharging.
A 266-nm Q-switched crystalaser with a pulse duration of 20 ns was used as the laser source. The continuous-wave power reaching the detector was measured to be 38.2 μW, and the repetition rate was 150 Hz.
The sample testing system is shown in Fig. 6 . The 40× microscopic system is designed to precisely focus the incident beam onto a specific position on the device, while relaying an image of the device onto a video monitor. This provides visual feedback for controlling the beam pointing. The active area is illuminated by a collimated LED white light source. The microscope lens is designed with a 1-mm working distance and a 1-μm beam waist. The device's circuit board was mounted on a 3-D movement translation stage and then plugged into a 1.5-GHz oscilloscope. The oscilloscope's bandwidth was sufficient to see the anticipated 17-MHz features induced by the optical pulse. The translation stage enables one to scan the beam in both transverse directions. Precise control of the beam size was achieved by adjusting the distance along the beam direction (z-direction). All the measurements were made with a bias voltage of 22 V at room temperature. A GaAs MSM diode was used for reference. The size of the beam was measured by occluding the beam using a razor blade mounted on a 2-D precision translation stage. The cross-sectional beam size at focus position was measured to be 1 μm. The beam size at 0-12 mm away from the microscope was also measured by the same method, so that it would be possible to control the beam size by adjusting the z-position.
Based on the sample testing system and the 3-D movement stage, we scanned the beam along different positions of the device. Although we do not know the exact Al% along the scanning path, we can obtain a qualitative knowledge of how the Al% fluctuation can influence the device's performance, given the previous conclusion that the Al% has a 7%-21% fluctuation over the entire wafer region.
V. RESULTS AND DISCUSSION
The beam was scanned along the direction of the fingershaped transmission lines with a step size of 3 μm. The sample was placed at the focal point of the beam, so we consider the beam size to be 1 μm based on the previous measurements. The beam size was also smaller than the finger spacing of the device. If necessary, slight adjustments in the z-direction were made to maintain focus. The temporal response curves for the 13 positions in the scan are shown in Fig. 7 , and a sharp rise in the laser incidence could be easily seen at ∼2 × 10 −5 s from all response curves. The peak voltage versus the scanning position is shown as the inset of Fig. 7 .
The response curves from the 13 illumination positions showed a 31% variation in the peak voltage. We can tell from the inset that the change in responsivity is almost random. Since the incident laser intensity was kept constant, this large difference in responsivity was most likely caused by the underlying material. This large variation is comparable to simulation results. As the detection material progresses from AlN to GaN, a 25% variation in responsivity can result. Different photon-generated carrier densities (caused by the absorption coefficients' variation) and different densities of the traps along the scan path (both caused by the Al% fluctuation) could be the major reason for this variation in responsivity.
The decay mechanism of the response curve is complex: the decay time is of the order of milliseconds and the decay curves do not show a good fit with any forms of exponential relationship. However, the early part of the decay curves (∼10%) can be well fitted with a biexponential relationship
To understand how the Al fluctuation can influence the device decay time, we performed a biexponential fitting for the early part of all 13 decay curves and compared the fast and slow parts of the decay time. We believe that the fast part is related to the carriers drifting to the electrodes by the bias voltage, and the slow part is related to the very slow releasing of the trapped carriers in the deep-level centers. With regard to the decay time of different incident positions, the results showed that the fast part varied from 13.7 to 10.5 ns, with a 23% variance, and the slow part varied from 4.3 to 2.35 μs, with a 45% variance. It is, however, worth mentioning that the actual decay time is much longer than the above fitting because there is an extremely long tail in the decay curve and the fitting considers only the early part of it.
Additional studies compared the performance of devices that are diced out from different locations of the wafer. All the devices were from the same wafer and were fabricated under exactly the same procedure; therefore, we consider all the differences in performance that we measured resulted from the Al% fluctuation. These measurements were taken with the beam covering almost the entire 50 × 50 μm 2 active area. Therefore, the measurements are of a responsivity integrated over a larger active area. For each measurement, the response curve was adjusted to maximize the peak voltage. The results are shown in Fig. 8(a) . The responsivity shows a variation of 8%, which is much smaller compared to the former scan. Considering the integration effects from illuminating a much larger area, this result is reasonable. In addition, the responsivity from illuminating a 40-μm 2 area is smaller than focusing on a 1-μm 2 area. Although both measurements use the same laser setup, presumably shooting the same number of photons into the active area, part of the beam is blocked by the metal fingers when illuminating a larger area, which would result in an ∼50% lower responsitivity.
Overall, the three devices showed a longer decay time than those illuminated with the smaller beam size. The slow part of the decay time varied from 5.5 to 3.96 μs (28% variance), while the fast part varied from 14.8 to 12.3 ns (16.9%). Since the photogenerated carriers are far less concentrated than the smaller beam size measurement, fewer traps became saturated and more carriers became trapped into the defects, causing a longer decay time.
Finally, we compared the I -V curves for three devices [ Fig. 8(b) ]. The results show that the devices from different parts of the wafer have a dark current variance as high as 31% when the bias voltage is 40 V. It is worth mentioning that the three devices all showed an I -V relationship with a parabolic type of dependence and are all giving a relatively high dark current in the milliampere range. This indicates that the devices might have a different injection mechanism than the Schottky contact, and might be well explained by an analog to Child's law [26] .
From the response curve shown in Figs. 7 and 8, we can easily find that the decay time of the photodetector is extremely long. The rise time of our photodetector is roughly 20 ns, which is almost the same as the rise time of the incident laser. Therefore, a more precise measurement of the rise time was made with the 10-ps ORIGAMI laser and a 6-GHz oscilloscope. The high-speed results showed a rise time of ∼500 ps.
It is very likely that the long decay time is caused by the high density of defects (vacancies and antisites) and dislocations in the materials, which act as massive traps that capture the free carriers, causing the releasing process to be very slow [27] [28] [29] . Another explanation might be the segregated carriers at macroscopic defects such as grain boundaries, voids, and cracks. The traps that are positively charged because of the captured holes act as a barrier for the photoexcited holes, significantly slowing down the recombination process and consequently elongating the decay time of the device [17] , [30] . Considering our previous materials properties investigation, the high density of defects and dislocations is partly caused by the large fluctuation in the chemical composition of the AlGaN thin film as well as the large lattice mismatch between the AlGaN and the sapphire substrate. The widely distributed hexagonal structures that can be seen from the surface of the thin film also indicate the possible existence of grain boundaries and cracks. The high density of microscopic and macroscopic defects might both contribute to the long decay time. Future experiments that will involve increasing the bias voltage, increasing the temperature, and reducing the power of the incident laser are planned to reduce the decay time. New wafers with better materials quality and different Al% (measured to have better material homogeneity) have been purchased, and preliminary results have shown significant improvement in the response time. The new device will be described in a subsequent publication.
VI. CONCLUSION
MSM photodetectors were successfully fabricated on AlGaN thin films with a large variation in the local Al concentration. The Al composition fluctuation and distribution mapping were precisely measured by XPS and EDS. The dislocation density was evaluated by XRD and the ion-milling capability of SEM. APSYS simulations were created and showed that (1) the Al% fluctuation can cause a device responsivity change by up to 25% and (2) there is a complex function between the responsivity and the incident photon energy above the bandgap. Device tests were done by scanning a laser beam on different positions within the same device and then different devices from the same wafer. The scan showed a 31% variation in a responsivity and an obvious difference in decay time over the 40-μm swaths of the devices. The devices from different parts of a single wafer also showed a large variation in responsivity (8%) and dark current (31%). Consequently, the percentage of Al fluctuation can significantly influence the photodetector's responsivity, dark current, and decay time. It may also be a major reason for the extremely long decay time. This can be used for future materials and device design and may be of great value for research on potential applications such as ultrafast and smallsize spectrometers based on gradient Al-composition AlGaN photodetectors.
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