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Abstract
In this thesis, a number of new image-based techniques for the management of intra-
fractional motion during radiation therapy are presented. Intra-fractional motion describes
all kinds of anatomy changes - most prominently respiration - that occur during a single
treatment session. Spatially conﬁning the radiation dose to the tumour tissue and thus
sparing surrounding healthy tissue is assumed to be crucial for a successful treatment
with limited side eﬀects. Unfortunately, the delivery of dose distributions that are sharply
conﬁned to the tumour is greatly complicated by patient motion. If not accounted for, this
motion will lead to a smearing out of the original dose distribution and will facilitate the
redistribution of dose from tumour to healthy tissue. Possible technical solutions for this
issue include the interruption of the radiation delivery if the tumour leaves a predeﬁned
spatial ‘window’, and the reshaping of the treatment ﬁeld ‘on-the-ﬂy’ to follow the tumour.
Regardless of which delivery techniques is selected, the patient motion needs to be reliably
detected in real-time to allow for an adaptation of the treatment delivery. First, we present
experimental results for a novel x-ray imaging system that is attached to the treatment
delivery device and enables us to continuously monitor the tumour motion during treatment
delivery with sub-mm accuracy, a latency better than 90 ms, and a 7 Hz update rate.
Second, we present a Monte Carlo simulation for an improved amorphous-silicon ﬂat-panel
detector that reduced treatment beam ﬁltration by 60% and long-range MV-scatter by
80%. We conclude this thesis by presenting results of an experimental demonstration of a
novel dose-saving actively-triggered 4d cone-beam computed tomography device.
Zusammenfassung
In dieser Arbeit werden eine Reihe von neuartigen bildgestu¨tzten Techniken zur Hand-
habung von intrafraktioneller Bewegung wa¨hrend der Strahlentherapie vorgestellt. Unter
intrafraktioneller Bewegung versteht man alle A¨nderungen der Anatomie, die wa¨hrend
einer einzelnen Strahlentherapie-Sitzung auftreten. Die zyklische Atembewegung ist das
wohl prominenteste Beispiel. Es wird davon ausgegangen, dass der langfristige Erfolg
einer Strahlentherapie-Behandlung davon abha¨ngt, mit welcher ra¨umlichen Genauigkeit
die Strahlendosis auf den Tumor beschra¨nkt bleibt. Durch Vera¨nderungen der Position
des Tumors relativ zum Strahlenfeld verschmiert sich die Dosisverteilung, und die Dosis
wird eﬀektiv vom Tumor ins gesunde benachbarte Gewebe umverteilt. Es gibt mehrere
Bestrahlungstechniken, die diesem Prozess entgegenwirken, u.a. kann die Dosisapplikation
unterbrochen werden, falls der Tumor einen vordeﬁnierten Bereich verla¨sst oder das Be-
strahlungsfeld kann dynamisch angepasst werden und somit die Tumorbewegung nachver-
folgt werden. Unabha¨ngig davon, welche Bestrahlungstechnik eingesetzt wird, ist es von
entscheidender Bedeutung, die Tumorbewegung zuverla¨ssig und in Echtzeit zu detektieren.
Zuna¨chst pra¨sentieren wir daher ein Ro¨ntgen-basiertes Bildgebungssystem, das in dem
Therapie-Gera¨t integriert ist und die kontinuierliche U¨berwachung der Tumorposition, mit
sub-mm Genauigkeit und einer Latenzzeit unter 90 ms (Bildfrequenz: 7 Hz), wa¨hrend der
Strahlentherapie erlaubt. Dann stellen wir die Ergebnisse einer Monte-Carlo-Simulations-
studie vor, in der ein verbesserter Ro¨ntgendetektor fu¨r die intrafraktionelle Bildgebung
untersucht wird. Abschließend wird ein neuartiges aktiv-gesteuertes Verfahren fu¨r die 4D-
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The aim of radiation therapy - also referred to as ‘radiotherapy’ - is to cure cancer by irradiating
mostly solid tumours with ionizing radiation. Traditionally, x-ray beams with maximum energies
between roughly 6 and 25 MeV are used to irradiate the tumour. For tumour sites close to the
patient’s surface, x-ray beams of lower energies and also electron beams are used for radiation
treatment. In recent years, treatments with protons or heavy ions have become more widespread,
though they still present a very small minority of overall treatments due to their relative technical
complexity and higher treatment costs (Peeters et al. 2010). Two main mechanisms are responsible
for damaging cells (tumour or not): (i) direct transfer of energy to atoms that are part of the DNA,
and (ii) the ionization of water, which creates free radicals that can damage the DNA. Fortunately,
tumour cells are less eﬃcient at repairing radiation-induced DNA damage than healthy cells.
By spreading the total radiation dose over multiple treatment sessions, a strategy known as
‘fractionation’, it is possible to use this diﬀerential healing eﬀect and keep the damage to normal
tissue to an acceptable level.
Regardless of the actual treatment modality, the success of treatment is widely believed to depend
on the coverage of the tumour with radiation dose, i.e. on the amount of energy absorbed per
unit mass, as well as on the sparing of healthy surrounding tissue from radiation dose. Finding
the optimal balance between tumour control probability (TCP) and normal tissue complication
probability (NTCP) is not a trivial task since the tumour is usually surrounded by healthy tissue
(Verellen et al. 2007). It is intuitively clear that the two extremal solutions - a very high dose
to increase TCP or a very low dose to decrease NTCP - are not optimal. To make matters yet
more challenging, certain organs like the heart or the spinal cord are very sensitive to radiation
and must be spared from radiation dose as much as possible.
Modern treatment schemes, such as conformal radiation therapy and intensity-modulated radiation
therapy (IMRT) seek to minimise the NTCP by shaping the radiation ﬁeld as closely as possible
around the tumour. Frequently, this leads to steep dose gradients between the tumour and
neighbouring organs-at-risk. The success of treatment outcome then becomes highly susceptible
to motion-induced changes in the anatomy. When disregarding motion, radiation dose is blurred
over a larger volume, resulting in decreased tumour coverage and increased toxicity for the normal
tissue.
It is common practise to diﬀerentiate patient motion occurring between radiation therapy treat-
ment sessions (inter-fractional motion) and during a single treatment session (intra-fractional
motion). The former usually covers changes in the patient’s anatomy occurring on the hours-to-
days time scale. These changes might be induced by factors relating to the tumour (for example
shrinkage or growth) or to the general anatomy (for example the bladder ﬁlling, weight changes
and the like). Assuming only relative shifts within the anatomy occurred, repositioning the pa-
tient on the treatment couch based on 2d or 3d images of the internal anatomy acquired just
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prior to treatment is the preferred course of action. Larger or non-linear changes in the anatomy,
however, might require adapting the original treatment plan, a strategy named adaptive radiation
therapy (Yan et al. 1997). Intra-fractional motion, which is addressed in this thesis, covers mo-
tion events that occur during a single therapy session on the seconds-to-minutes time scale. An
even stricter deﬁnition of intra-fractional motion only includes motion events happening while the
treatment beam is on. The most prominent example of this type of motion is respiration which
aﬀects the position of most lung tumours but also liver tumours. Other examples are the heart
beat and random motion related to gas pockets in the abdomen. Keall et al. (2006) report in a
meta-study that the average lung tumour displacement in superior-inferior direction (i.e. the main
motion axes) ranges from 3 to 19 mm. The authors describe even larger respiration-induced dis-
placements for the pancreas, liver, kidney, and diaphragm. For prostate cancer cases, translations
(Kotte et al. 2007), rotations, and even deformations (van der Wielen et al. 2008) of the organ
are frequently observed. Deutschmann et al. (2012) observed intra-fractional 3d translations of
3.0±3.7 mm (maximum: 10.2 mm) and left-right rotations of 2.5◦±2.3◦ (maximum: 26.9◦).
The simplest and most utilized strategy for ensuring local tumour control under motion is to
increase the size of the radiation ﬁeld, i.e. add a motion-related margin to the original treatment
ﬁeld. This strategy ensures that the prescribed tumour dose is administrated (if the tumour
motion is as expected), but it comes at the cost of an increase in NTCP. Safety margins are
generally an important concept in radiation therapy (van Herk 2004). They account for a wide
range of uncertainties that arise in any realistic treatment scenario: this includes among others
uncertainty in the deﬁnition (ICRU 1993) of the gross tumour volume (GTV), the often unknown
microscopic sprawl of the tumour which together with the GTV deﬁnes the clinical target volume
(CTV), and patient set-up errors. The famous ‘margin recipe’ by van Herk et al. (2000) ensures
that the margin between CTV and planning target volume (PTV) is large enough to guarantee
that 90% of the members of a typical patient collective receive at least 95% of the prescribed CTV
dose. van Herk et al. (2000) assume that systematic ‘treatment preparation’ (e.g. delineation) and
random ‘treatment execution’ (e.g. organ motion) errors can be estimated independently. They
argue that the systematic errors “lead to a displacement of the dose distribution with respect
to the CTV”, and that the random errors “lead to a blurring of the dose distribution” (van
Herk et al. 2000). The authors further assume that random errors can average out over multiple
treatment fraction, whereas systematic errors cannot. This leads them to weigh the (combined)
systematic error more strongly then the (combined) random error, when linearly combining the
two for their margin recipe.
Outline
Instead of widening the treatment margins to account for intra-fractional organ motion, a better
strategy for motion compensation, especially for lung cancer treatments, would be the real-time
detection of intra-fractional motion and subsequent adaptation of the treatment procedure on-
the-ﬂy. This would allow one to shrink motion-related margins without compromising the TCP.
The changes in treatment volume can be quite dramatic even for small margin changes: assuming
a spherical lung tumour of 10 mm radius (PTV, isotropic margins), a 1 mm margin reduction
corresponds to a 27% volume reduction. Additionally, the assumption that random organ motion
averages out over multiple treatment sessions, does not hold true for the increasingly popular
hypo-fractionated treatments (Brock et al. 2008), i.e. treatments with 3-5 treatment fractions
instead of 30-40 for conventional hyper-fractionated treatments.
In chapter 2, the diﬀerent technologies for motion detection currently available and the entire
motion management chain are described. A vision of a future fully adaptive radiation treatment
regime will be outlined. In this thesis, the focus is on detecting motion using x-ray imaging
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modalities integrated with the linear accelerator (linac) used for treatment. Chapter 3 describes
target tracking experiments using a linac-mounted intra-fractional x-ray imaging system based on
the unique ‘in-line’ imaging geometry. Next, a Monte Carlo simulation study is described which
was conducted to ﬁnd an x-ray detector better suited for the ‘in-line’ imaging geometry (chapter
4). Lastly, a new strategy for acquiring 4d cone-beam CT images is presented in chapter 5. 4d
CBCT images are frequently used to characterize the intra-fractional motion of lung tumours. A
summary of the ﬁndings as well as an outlook into possible future research concludes this thesis
(chapter 6).
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State of the Art in Motion
Management
2.1 Overview
Managing the motion of a patient during radiation therapy, speciﬁcally during a single treatment
session, can be split into a multi-step process:
• the patient motion needs to be reliably detected,
• the treatment delivery needs to be adapted accordingly,
• the delivered dose needs to be accounted for.
While this thesis focusses very much on the ﬁrst link of the motion management chain, a summary
of all the steps required for a comprehensive motion management strategy is given in this chapter.
Vision
In an ideal world (ﬁgure 2.1), the perfect treatment device would continuously monitor the tumour
as well as the surrounding anatomy by acquiring 3d images of the patient in real-time. Feature-
detection algorithms would then reliably detect the movement of the tumour and neighbouring
organs-at-risk. Based on this anatomical information, the treatment beam would be directed
at the tumour while sparing the healthy tissue as much as possible. Crucially, the anatomical
information would also be used to keep track of the radiation dose actually delivered during a single
treatment session. Comparing the actually delivered dose with the prescribed dose distribution
(which is based on a planning CT acquired days-to-weeks before the ﬁrst treatment session) would
then enable on-the-ﬂy adaptation of the treatment plan, a procedure known as online replanning
or more universally as adaptive radiation therapy (Yan et al. 1997).
Real-world technical and computational constraints, however, mean that we are still a long way
oﬀ from the described treatment scenario. This chapter will nevertheless show that progress is
being made in all the described links of the motion management chain.
15
Figure 2.1 Vision of a future adaptive radiation therapy (ART) treatment regime. The
new treatment plan can be enacted immediately (‘online replanning’) or during the next
treatment session (‘oﬄine replanning’).
2.2 Detection of patient motion
There are diﬀerent technologies currently available for detecting the motion of a patient during
the treatment session. One can diﬀerentiate between technological categories such as image-
based vs. non-image-based, ionizing vs. non-ionizing, invasive vs. non-invasive procedures, direct
vs. surrogate-based motion monitoring, detection of internal motion vs. external motion etc.
The term image-guided radiation therapy (IGRT) is frequently used, whenever anatomical im-
ages detect the target motion. Generally, technologies that have little impact on the patient
(e.g. non-ionizing or non-invasive) and vice versa are preferred. Information about the internal
motion trajectory is usually considered more valuable than external motion such as chest-wall
displacement during breathing. Other important factors of diﬀerentiation are the cost and ease
of operating any of these technologies. Also the general device performance in terms of update
frequency, latency and accuracy needs to be considered.
Table 2.1 summarizes the currently available and suggested (future) motion detection devices
(especially MRI i.e. magnetic resonance imaging) as well as their most striking characteristics.
2.2.1 X-ray imaging
X-ray imaging on linear accelerators (linacs) is performed using either the treatment beam, some
modiﬁcation of the treatment beam, or additional diagnostic x-ray sources. Regardless of how the
x-ray imaging beam is generated, it is usually detected by an energy-integrating ﬂat-panel detector
(FPD, sidebar 2.1) upon exiting the patient. The governing principle for exposing patients to
ionizing x-rays is called ALARA (Brateman 1999), which means that the additional exposure
through imaging must be kept as low as reasonably achievable to reduce the secondary cancer
risk. Figure 2.2 depicts the diﬀerent imaging geometries for intra-fractional x-ray imaging:
• in-line MV : the megavoltage (MV) treatment beam is used for imaging. The imaging ﬁeld-
of-view is identical to the treatment ﬁeld size. An electronic portal imaging device (EPID,
sidebar 2.1) acquires the images.
• orthogonal kV : the kilovoltage (kV) x-ray source is mounted on the linac gantry (sidebar
2.2) at 90◦ or 270◦ with respect to the treatment beam. An additional FPD is installed
opposite to the x-ray source.
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Table 2.1 Summary of various motion detection devices.
Device Characteristics References
External motion sensors
Pressure-belt Chest-wall displacement may not Li et al. (2006)
correspond to tumour motion
Optical sensor, Needs additional cameras and Bert et al. (2005)
Infra-red sensor reﬂective markers on patient
Ionizing internal motion sensors
Monoscopic x-ray, Radiation dose, additional Section 2.2.1
Stereoscopic x-ray, x-ray imager(s) needed,
Tomosynthesis implanted markers beneﬁcial
Non-ionizing internal motion sensors
Spirometer Tidal volume correlates to Hanley et al. (1999)
diaphragm not tumour
Ultrasound Robotic arm needed to ensure Hsu et al. (2005)
acoustic coupling
Electromagnetic EM transponders need to be Balter et al. (2005),
implanted Shah et al. (2011)
MRI Integration with linac highly Lagendijk et al. (2008),
complex; not yet available Fallone et al. (2009)
• in-line kV : the kV x-ray source is mounted at 180◦ with respect to the treatment beam.
An additional FPD is installed underneath the treatment head. It is not practical to simul-
taneously deploy an EPID in this geometry. Imaging and treatment ﬁelds may overlap on
the FPD (chapters 3 & 4).
• stereoscopic kV : two kV x-ray sources and two FPDs are needed for dual view imaging. The
imaging equipment can be gantry-mounted or room-mounted. In one of the tomosynthesis
approaches (section 2.2.2), even more x-ray sources are deployed.
In intra-fractional motion monitoring, one diﬀerentiates between target motion orthogonal and
parallel to the treatment beam. X-ray beams such as the MV treatment beam show a characteristic
depth dose proﬁle (ﬁgure 2.3 (b)), which is dominated by the built-up region close to the entrance
surface and the exponential dose fall-oﬀ with penetration depth. The lateral beam proﬁle, i.e. the
proﬁle orthogonal to the penetration depth, is given by the primary ﬁeld shape (a box function).
Some blurring occurs along the ﬁeld edges because of x-ray and secondary particle scatter (ﬁgure
2.3 (a)).
The monoscopic in-line MV and in-line kV imaging geometries monitor both motion axes or-
thogonal to the treatment beam. This type of motion is especially important since it can shift
the target out of the beam and healthy adjacent organs into the beam by crossing the steep dose
gradients of the treatment ﬁeld edge (ﬁgure 2.3 (a)). The monoscopic orthogonal kV imaging
geometry only detects motion along one of the two critical axes. The second dimension of the
detector covers motion parallel to the treatment beam. This parallel motion, however, is less
relevant since it follows the shallow dose gradients along the penetration depth of the treatment
beam (ﬁgure 2.3 (b)). A detailed comparison of the advantages and disadvantages of the various
imaging geometries for intra-fractional imaging can be found in Nill et al. (2005) and Suh et al.
(2007).
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Figure 2.2 Overview of linac-mounted x-ray imaging geometries used for intra-fractional
monitoring of motion. Note the relative orientation of imaging and treatment beam.
(a) Lateral dose proﬁle. (b) Depth dose proﬁle.
Figure 2.3 Typical dose gradients of an MV treatment beam. The tumour position is
indicated by the vertical bars and connecting horizontal arrows.
Treatment beam imaging
The MV treatment beam has been used for a long time to verify the position of the patient
just prior to treatment, ﬁrst with analogue optical systems and later with EPIDs. Inter-fractional
shifts of the patient were detected by acquiring two orthogonal projections and shifting the patient
according to the bony anatomy (which is clearly resolved in MV images). The introduction
of faster EPIDs, with read-out frequencies above 10 Hz, allowed one to think about real-time
monitoring of the patient with the treatment beam for the ﬁrst time. The biggest advantage
of intra-fractional MV imaging is that the anatomical information is essentially free in terms of
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Sidebar 2.1 Flat-panel detector (FPD)
A ﬂat-panel detector (FPD) or ﬂat-panel imager (FPI) is an areal x-ray detector that is used
to form an x-ray projection image of the patient’s anatomy. In the context of x-ray imaging
with the MV treatment beam, the FPD is often referred to as electronic portal imaging device
(EPID). Historically, EPIDs were the ﬁrst digital x-ray detectors in radiotherapy applications
to replace the previous generations of analogue imagers (e.g. radiographic ﬁlms). The typical
detection area of an FPD is in the range of 20x20 cm2 to 41x41 cm2, with between 256x256 and
2048x2048 pixels. Read-out frequencies range from 1-2 fps for older-generation devices to 15-30
fps for modern units.
Due to relatively high photon ﬂuxes in x-ray imaging (∼109 photons s−1 mm−2) (Overdick
et al. 2009), all current FPDs are energy-integrating detectors without energy resolution. Future
detector generations might be able to diﬀerentiate single interaction events which has the poten-
tial to greatly improve image quality (Shikhaliev 2008). For the conventional energy-integrating
detectors, however, one diﬀerentiates between two detection principles:
• direct detectors: a semiconductor (i.e. photoconductor) is used to absorb incoming x-
rays and convert the transferred energy into electron-hole pairs (EHPs). A bias voltage
is then applied across the photoconducter (amorphous selenium is a typical choice of
materials (Kasap & Rowlands 2002)), and the EHPs are collected and integrated by the
bias electrodes.
• indirect detectors: a phosphor screen absorbs incoming x-rays and creates secondary elec-
trons (Antonuk et al. 1992). These secondary electrons in turn facilitate the creation of
optical photons by scintillation. Crucially, the number of optical photons is assumed to be
correlated to the amount of absorbed energy. The visible light then propagates through
the transparent phosphor until it is detected by the adjacent array of hydrogenated amor-
phous silicon (a-Si:H) photodiodes. These photodiodes then eﬃciently collect the optical
photons and convert their energy into charge. Typical phosphor materials are gadolinium
oxysulﬁde (GOS) and caesium iodide (CSI) (Eijk 2002).
In this thesis, only the indirect detector type was used. The technical realisation of compact
FPDs heavily relied on the substantial progress made in semiconductor technology in the 1980s
and 1990s (Antonuk et al. 1990, Antonuk et al. 1992). The possibility to fabricate large area
thin-ﬁlm transistors (TFTs) allowed to miniaturise the detector read-out and achieve sub-mm
pixels.
additional imaging dose, since the treatment beam is deployed in any case. Most modern linacs
are already equipped with an EPID, which also explains the appeal of MV imaging for intra-
fractional imaging. Numerous studies (Berbeco et al. 2007, Park et al. 2009, Poulsen et al. 2012)
have demonstrated the capability of MV imaging for reliably detecting implanted metallic markers
(which act as surrogate for the tumour motion). Rottmann et al. (2010) have proposed a multi-
region tracking algorithm that selects and follows distinct landmarks from the portal MV images
acquired during treatment.
The reason that markerless tracking approaches have not gained more traction, has to do with
the physical properties of the MV imaging beam. Polyenergetic x-ray beams traversing through













Here, I0 denotes the entrance intensity, Emax the maximum x-ray energy, and d the penetration
depth. The linear attenuation coeﬃcient μ, which depends on the x-ray energy E, the location
x, the atomic number Z, the mass number A, the Avogadro constant NA, the electron density ρ,
and the interaction cross-section σ is deﬁned as:
μ = σ(E,Z, x) · ρ(x) · NAZ
A
. (2.2)
Figure 2.4 (a) shows the density-independent mass absorption coeﬃcient μρ of water. In the
energy range relevant for x-ray imaging and therapy (10 keV to 20 MeV), the main interactions
are the photo-electric eﬀect, Compton scattering (i.e. incoherent scattering), and nuclear pair
production. Figure 2.4 (b) demonstrates that MeV x-rays, which mainly interact via Compton
scattering, cannot diﬀerentiate between soft tissue and cortical bone based on the mass absorption
coeﬃcient alone. Fortunately, diﬀerences in electron density still allow one to diﬀerentiate between
soft tissues and bone. Due to the relatively small diﬀerences in electron density between diﬀerent
soft tissues (e.g. muscle, fat, brain tissue, etc.), MV imaging cannot distinguish between these
tissues (Johns & Cunningham 1983). For x-ray energies well below 100 keV, however, photo-
electric absorption is the dominating interaction. The strong Z-dependence of the photo-electric
eﬀect results in excellent diﬀerentiation between soft tissues for kV imaging.
(a) H2O. (b) Various compounds.
Figure 2.4 Mass absorption coeﬃcients were retrieved from the National Institute of Stan-
dards (NIST) homepage (XCOM 2013). (a) Diﬀerent x-ray absorption eﬀects for water.
Coherent scattering and electronic pair production are not shown. (b) Total absorption for
diﬀerent anatomical tissues and gadolinium oxysulﬁde (a typical scintiallator used for x-ray
imaging).
Conventional EPIDs are highly ineﬃcient at absorbing MV x-rays despite their use of Copper
built-up plates to increase the number of secondary particles that interact in the scintillating layer
(Jaﬀray et al. 1995, Groh et al. 2002). Figure 2.4 (b) exempliﬁes the mass absorption capabilities
of gadolinium oxysulﬁde (Gd2O2S) which is a typical scintillator used in FPDs. Clearly, the
scintillator absorbs much more at keV energies due to its high eﬀective Z. At MeV energies, the
x-ray absorption of the scintillator is up to two orders of magnitude smaller than for keV energies.
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A number of alternative scintillator materials and technologies have been suggested for improving
the detector’s sensitivity for MV x-rays and thus increasing the dose utilisation: e.g. thick and seg-
mented CsI and BGO scintillators (El-Mohri et al. 2011), CdWO4 (Kirvan et al. 2010), and UFC
(Maltz et al. 2009 b). Recently, Teymurazyan & Pang (2013) have suggested a scatter-rejecting
Cerenkov electronic portal imaging device (CPID) which is based on a matrix of optical ﬁbres
aligned with the treatment beam. None of these technologies, however, are currently available for
clinical practise.
Another principle limitation of treatment beam imaging is the shape of the treatment ﬁeld, since
it also dictates the imaging ﬁeld-of-view. Especially in IMRT treatments, single treatment ﬁelds
do not necessarily cover the entire tumour or even the surrogate markers. Using the treatment
beam in such situations to detect the tumour motion therefore renders tracking applications more
complicated and gating applications close to impossible.
Enhanced megavoltage (MV) imaging
The physical limitations of treatment beam imaging, detailed in the previous section, have led to
a number of developments that try to achieve better quality images with a modiﬁed treatment
beam. A common theme behind these approaches is to reduce the electron energy to 3-4 MeV to
create ‘softer’ bremsstrahlung spectra. Additionally, the conventional tungsten (Z=74) target is
replaced by lower-Z materials to reduce the self-absorption of keV x-rays within the target itself.
The following target materials were utilized: aluminium (Robar et al. 2009), copper (Tsechanski
et al. 1998), carbon/graphite (Faddegon et al. 2008, Faddegon et al. 2010), and sintered diamond
(Sawkey et al. 2010). All studies showed a marked improvement in image quality and/or dose
savings due to the softer x-ray spectrum.
Recently, Roberts et al. (2012) were able to reduce the electron energy even further to 1.4 MeV.
Combined with a very thin target (consisting of the stainless steel exit window of the accelerator,
a 5 mm Carbon absorber, and a 2.5 mm Aluminium ﬁlter), the reduced electron energy resulted in
great image quality increases compared to previous generations of low-Z/low-E systems. Roberts
et al. (2012) quantify the cone-beam (CB) CT imaging dose as 12 times higher than for a kV
CBCT system, but 140 times lower than a MV CBCT system, and 6 times lower than a low-Z
(4-5 MeV) CBCT system.
Unfortunately, switching between targets and electron energies takes of the order of 1-5 seconds
with today’s system. Truly intra-fractional imaging is therefore not possible with low-Z and
low-energy MV beams since the interruption of the treatment beam would be too long.
Kilovoltage (kV) imaging
The easiest solution for acquiring diagnostic-quality x-ray images is to mount an additional kilo-
voltage (kV) x-ray tube on the linac gantry. This x-ray tube allows to use a 80-140 kVp x-ray
beam for intra-fractional kV imaging, resulting in an x-ray spectrum comparable to diagnostic
CT scanners. Most previous publications have focussed on the orthogonal kV geometry as shown
in ﬁgure 2.2 (Poulsen et al. 2010, Poulsen et al. 2010 b, Poulsen et al. 2010 d). In this thesis the
focus will be on the in-line kV geometry (chapters 3 & 4).
Orthogonal kV imaging has also been combined with MV imaging to achieve 3d resolution
(Wiersma et al. 2008, Cho et al. 2009, Cho et al. 2011, Yan et al. 2012). Cho et al. (2011)
showed that the kV imaging frequency can be safely reduced to 1 Hz, when a correlation model
is used to connect external motion with internal motion.
Stereoscopic kV systems require more imaging dose but also provide 3d information. Berbeco et al.
(2004) demonstrated a high accuracy of such a system for intra-fractional 3d marker tracking.
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Stereoscopic kV imaging is also included in the new VEROTM treatment device (section 2.3.4).
Commercially available room-mounted stereoscopic imaging systems are included in Accuray’s
CyberKnifeTM (Fu & Kuduvalli 2008, Kilby et al. 2010) and BrainLab’s ExacTracTM (Jin et al.
2008, Vinci et al. 2008). The latter can be used in combination with conventional linacs. Room-
mounted systems have the disadvantages of increased air scatter due to the relatively large source-
to-detector distance and small ﬁeld-of-views for the same reason. For certain gantry angles and
positions, the view of one of the imagers can be obscured by the gantry.
2.2.2 Tomosynthesis
Tomosynthesis, sometimes referred to as 2.5d imaging in the context of radiation therapy, is a
limited-angle CT reconstruction technique (Grant 1972). The original idea was to move the x-
ray source and/or the imaging detector in two parallel planes (or in a short arc segment) and
acquire a series of projection images. These images can then be used to reconstruct a quasi-3d
rendering of the anatomy. Due to the missing information along the beam direction compared to
a CT acquisition, the spatial resolution is rather poor in that direction (hence 2.5d). Using the
conventional imaging equipment (Godfrey et al. 2006, Pang et al. 2008), tomosynthesis is not a
viable option for real-time intra-fractional imaging due to the relatively long acquisition times.
Recently, Maltz et al. (2009) have presented a compact multi-source array with 52 individual
x-ray sources (driven by carbon nanotube cathodes) which can be mounted on the linac gantry.
The authors argue that their system can in principle be used to acquire multiple x-ray projections
(from slightly diﬀerent angles) at once. Should such a system become clinically available, the
beneﬁt of having increased spatial information still needs to be weighed against the increased
x-ray exposure through multiple projections.
2.2.3 Cone-beam computed tomography (CBCT)
Jaﬀray & Siewerdsen (2000) were the ﬁrst to popularize the use of linac-integrated diagnostic
x-ray equipment for computed tomograph (CT) applications. Later, MV CBCT was successfully
demonstrated as well (Pouliot et al. 2005). Contrary to fan-beam CT scanners, a cone-shaped
x-ray beam is used to acquire a 3d rendering of the internal anatomy in a single (or even partial)
rotation of the linac gantry (ﬁgure 2.5). The CT images are usually reconstructed using the
Feldkamp-Davis-Kress (FDK) algorithm (Feldkamp et al. 1984), which can be regarded as an
extension of the ﬁltered back-projection reconstruction algorithm developed for fan-beam CT. A
detailed step-by-step guide to (CB)CT reconstruction is given by Kak & Slaney (1988).
CBCT imaging is not a truly intra-fractional modality1 due to the minimum gantry rotation time
of 1 min, but the CBCT scans are acquired immediately prior to treatment and are thus assumed
to reﬂect the anatomy during treatment.
A recent enhancement of CBCT is respiratory-sorted 4d CBCT (Sonke et al. 2005) in which a
video-like sequence of 3d CBCTs is reconstructed using information about the respiratory phase
at the time of image acquisition. This technique will be introduced in greater detail in chapter 5.
2.3 Adaptation of treatment delivery
In this thesis, the focus is on radiation treatments performed on medical linear accelerators (linacs,
see sidebar 2.2). These external beam deliveries present the bulk of all radiation treatments. On
1One notable exception is the work of van Herk et al. (2011) described in more detail in sidebar 3.1 which has
demonstrated parallel rotational treatment and CBCT image acquisition.
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Figure 2.5 Schematic view of the cone-beam CT imaging geometry. Full (360◦) or partial
(200◦) rotations provide the projection information necessary for a 3d reconstruction of the
scanned volume of interest.
modern linacs there are a number of technologies available to adapt the treatment delivery to a
moving target. In order of increasing technological complexity these are: (i) gating, (ii) couch
tracking, (iii) MLC-tracking, and (iv) robotic tracking.
2.3.1 Gating
In gated radiation deliveries (Kubo & Hill 1996), a certain window (i.e. range) of acceptable
tumour motion is deﬁned prior to treatment. Irradiation is then allowed to proceed, whenever
the tumour is within the predeﬁned window. No radiation is administered as long as the tumour
is outside this window. Switching radiation beams on or oﬀ can be done almost instantaneously
and the shape of the radiation ﬁeld does not need to be adapted, hence the ease of implementing
this technology on any linac.
2.3.2 Couch Tracking
The idea behind couch tracking is to adapt the position of the treatment couch (sidebar 2.2), and
hence the patient, continuously during treatment. Conventional treatment couches usually have
four degrees of freedom: three translational axes for vertical, lateral and longitudinal shifts, and a
rotational axes about the isocentre. Some couches also feature an additional vertical rotation axis,
parallel to the isocenter axis. These degrees of freedom have long been used in clinical practise to
compensate for inter-fractional changes in the patient’s anatomy. Many modern robotic couches
also allow slight rotations about the longitudinal and lateral axes (‘roll’ and ‘pitch’).
Equipping all or at least the most relevant motion axes of the couch with remotely controlled
motors, makes it possible to dynamically counter the patient motion during therapy without
changes to the beam delivery. Several research groups have demonstrated couch tracking (D’Souza
& McAvoy 2006, Wilbert et al. 2008, Menten et al. 2012), but no commercial systems are available
as of today. An issue often raised in the context of couch tracking is the patient comfort under
couch accelerations and rotations.
2.3.3 MLC-Tracking
The idea behind this type of tracking is to continuously adapt the shape of the treatment ﬁeld with
the aid of a multi-leaf collimator (MLC) to eﬀectively follow the tumour during irradiation. The
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Sidebar 2.2 Medical linear accelerator (linac)
First of all it should be clariﬁed that the term linear accelerator or linac is used to describe both
the central component of each radiation treatment device (which is used to accelerate electrons
to megavoltage energies) and the entire treatment device. This sloppiness in terminology might
be confusing at ﬁrst, but it has been widely adopted in the literature.
The photoa below shows the Siemens ArtisteTM research linac and the treatment couch used for
most experiments in this thesis.
The central components of any linac are the electron injector, the (linear) accelerating waveguide
which brings the electrons up to megavoltage (MV) energies, and the bremsstrahlung target
which slows down the electrons and produces the x-ray beam used for treatment (and sometimes
imaging). Other ancillary components such as the radio-frequency (RF) power generator which
drives the accelerating waveguides and the electron transport system which guides the electrons
from the waveguide to the bremsstrahlung target are of equal importance. The entire set-up is
mounted on a moveable gantry and can usually rotate 360◦ around the treatment isocenter.
The reader is referred to Karzmark & Morton (1989) and Podgorsak et al. (2005), chapter 5.5
for comprehensive overviews on the principal components of modern linacs.
aCourtesy of Eric Wisotzky.
MLC is an add-on device that is positioned between the bremsstrahlung target of the linac and the
patient. MLCs usually consist of two opposing banks of thick high-Z (e.g. tungsten) blades/leaves
and were originally conceived to create non-quadratic treatment ﬁelds without the need for a
separate collimator for each new ﬁeld shape. They then became very useful in creating the complex
ﬁeld shapes used for intensity-modulated radiation therapy (IMRT). First suggested by Keall et al.
(2001), the concept of ‘breathing leaves’ which follow the treatment target during the course of
a therapy session has now been demonstrated in combination with prediction algorithms that
compensate for the system’s latency by many other research groups (McQuaid &Webb 2006, Tacke
et al. 2007, Sawant et al. 2008).
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2.3.4 Robotic Tracking
All robotic tracking approaches require to install the linear accelerator on a dedicated mounting
with additional degrees of freedom compared to the traditional linacs.
CyberKnife
The CyberKnifeTM (Accuray Inc., USA) treatment device features a compact 6 MV X-band linac
which is mounted on an industrial robot. Schweikard et al. (2004) were the ﬁrst to demonstrate
lung tumour tracking on a modiﬁed CyberKnife system. Currently, it is the only widely used
system for dynamic tumour tracking.
VERO system
The VEROTM system (BrainLAB AG, Germany & Mitsubishi Heavy Industries, Japan) is a new
treatment device especially developed for tumour tracking applications (Kamino et al. 2006). It
features a 6 MV C-band linac mounted on a ring gantry (not unlike the design of a CT scanner).
The entire acceleration waveguide together with an MLC is gimbal-mounted, meaning that it
can perform pan and tilt rotations resulting in ±4.2 cm swings of the MV beam at the isocenter
(Takayama et al. 2009). Depuydt et al. (2011) were able to show the high sub-mm tracking
accuracy of the VERO system and measure its relatively short latency of only ∼50 ms. First
patient studies of dynamic tumour tracking with the VERO system have been reported (Hiraoka
et al. 2012).
2.4 Conﬁrmation of delivered dose
The ﬁnal link of the motion management chain is the veriﬁcation of the actually delivered dose
during a single treatment fraction. One approach involves small localised dosimeters that are
either attached to the patient surface or implanted into the patient for in vivo dosimetry (Mijnheer
2008). The issue with this method is that it often does not allow one to monitor the dose in real-
time. It is also questionable to what extent a number of localised dose measurements correspond
to the total delivered dose, especially for highly complex IMRT treatments.
To develop a portal dosimeter (Mijnheer 2008) that operates in real-time and is suitable for
IMRT treatments, a lot of research has been carried out on using the FPD/EPID to continuously
monitor the exit ﬂuence during treatment (similar to the MV imaging approach discussed in
section 2.2.1). It is debatable whether this type of dose measurement really constitutes an in vivo
(‘within the living’) measurement2, since it is technically a measurement of photons that do not
deposit dose in the patient. Additionally, the imaging detector does not simply measure the x-ray
spectrum. Instead, it eﬀectively convolutes its energy-speciﬁc response function with the incident
x-ray spectrum. Since the detector is not made of water-equivalent materials, the measured signal
cannot simply be interpreted as a water-equivalent dose (Greer & Popescu 2003). Two diﬀerent
approaches have been reported in the literature to implement transmission dosimetry:
• forward-projection: The portal image of any treatment beam can be predicted from the
planning CT (Pasma et al. 1998, Nijsten et al. 2004). The issue with this approach is that
the EPID can only measure the dose accumulated along the beam direction (or rather the
beam fraction not absorbed in the patient), but this does not necessarily reﬂect the dose
distribution within the patient.
2A lively discussion on the merits of portal dosimetry has been witnessed by the author at the EPI2k12 conference
in Sydney, Australia (March 2012).
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• back-projection: In this approach, the transmission dose is corrected for any scatter contribu-
tion to extract the primary beam signal and then back-projected into the patient (Boellaard
et al. 1998, Partridge et al. 2002, Wendling et al. 2006). Back-projecting a 2d dose distribu-
tion as measured at the detector plane into a 3d dose deposition within the patient requires
a few additional steps: modelling of the beam built-up at the patient surface, scattering
within the patient, and beam hardening (Wendling et al. 2009).
2.4.1 Outlook
In future, the MRI-linac concept (Lagendijk et al. 2008) will hopefully allow the acquisition of 3d
images during irradiation in parallel to the exit ﬂuence dosimetry. Unfortunately, the MR images
do not correspond to the electron density distributions required for treatment planning. It will
therefore be necessary to map the 3d MR images onto 3d planning CT images using non-rigid
registration methods (with all the accompanying uncertainties) to calculate pseudo-CT images
on-the-ﬂy. It should then be possible to forward-project the treatment beam onto the EPID and
back-project the EPID measurement into the 3d patient volume at the time of irradiation. Based
on this information, the treatment plan could be adapted on-the-ﬂy or for the next treatment
session as outlined in section 2.1.
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Chapter 3
A Novel Method for Intra-Fractional
Motion Management
3.1 Overview
We have developed a system that monitors intra-fractional target motion perpendicular to the
treatment beam with the aid of radioopaque markers by means of separating kV image and MV
treatment ﬁeld on a single ﬂat-panel detector.
For the experiments presented in this chapter, we equipped a research linac with a 41x41 cm2 a-Si
ﬂat-panel detector mounted underneath the treatment head. Our unique ‘in-line’ geometry allows
kV (imaging) and MV (treatment) beams to share closely aligned beam axes. The kV source,
usually mounted directly across from the ﬂat-panel imager, was retracted towards the gantry by
13 cm to intentionally misalign kV and MV beams. This resulted in a geometric separation of
MV treatment ﬁeld and kV image on the detector. Two consecutive images, acquired within
140 ms (the ﬁrst with MV-only and the second with kV and MV signal), were subtracted to
generate a kV-only image. The images were then analysed ‘online’ with an automated threshold-
based marker detection algorithm. We employed a 3d and a 4d phantom equipped with either a
single radioopaque marker or three CalypsoR© (Varian Medical Systems, Inc.) beacons to mimic
respiratory motion. Measured room positions were either cross-referenced with a phantom voltage
signal (single marker) or the Calypso system. The accuracy of our back-projection (from detected
marker positions into room coordinates) was veriﬁed by a simulation study.
Based on the evaluated motion patterns and MV ﬁeld size, the positional accuracy and system
latency indicate that this system is suitable for real-time adaptive applications.
Publication
This chapter has been published in Fast et al. (2012). Parts of the results have been presented
at international conferences (Fast et al. 2011, Fast et al. 2011 b). Methods described in appendix
3.A were presented by the author at the Electronic Patient Imaging 2012 conference (EPI2k12)
in Sydney, Australia (March 2012).
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3.2 Introduction
In modern image-guided radiation therapy (IGRT) treatments, a number of imaging techniques
such as cone-beam computed tomography (CBCT) have helped to reduce the impact of inter-
fractional organ motion on dosimetric accuracy. Today, highly conformal tumour dose distribu-
tions are routinely used to irradiate patients. When applying margin strategies, the eﬀect of
intra-fractional motion is accounted for at the cost of healthy tissue irradiation. In order to man-
age intra-fractional motion eﬃciently and reduce margins accordingly, we have developed a linear
accelerator integrated x-ray imaging framework which can monitor the target location in respect
to the treatment ﬁeld over the course of a treatment fraction either continuously or on demand.
Due to the unique in-line geometry of our x-ray imaging equipment, this system is capable of
tracking most tumour and organ motion perpendicular to the treatment beam, the direction that
usually features steep dose gradients (section 2.2.1). Orthogonal x-ray geometries on the other
hand are limited to motion parallel to the treatment beam where dose gradients are lower, and
a single axis perpendicular to the treatment beam. The advantages and disadvantages of in-line
and orthogonal geometry have been discussed by several authors (Nill et al. 2005, Suh et al. 2007).
Based on real-time information about the target location, several attempts of motion compen-
sation such as gating (Kubo et al. 2000, Shirato et al. 2000, Korreman et al. 2008), table track-
ing (D’Souza & McAvoy 2006, Wilbert et al. 2008, Buzurovic et al. 2011), robotic arm track-
ing (Schweikard et al. 2004) or MLC tracking (Keall et al. 2001, Tacke et al. 2010) have been
evaluated. We have demonstrated a dynamic tumour tracking control system capable of adapting
the aperture of a Siemens 160 MLCTM (multi-leaf collimator) in real-time to the target posi-
tion (Tacke et al. 2010, Krauss et al. 2011 b). Using electromagnetic target localization, multiple
authors have reported considerable improvements in dosimetric accuracy for conformal radiother-
apy and IMRT treatment ﬁelds (Tacke et al. 2010, Krauss et al. 2011 b, Smith et al. 2009, Keall
et al. 2011).
Intra-fractional imaging was either approached by utilizing megavoltage (MV) images (Poulsen
et al. 2012), kilovoltage (kV) images (Poulsen et al. 2010 d, Poulsen et al. 2010, Poulsen et al.
2010 b) (acquired orthogonally to the treatment beam), a combination (Wiersma et al. 2008, Cho
et al. 2009) of both approaches, or room-mounted stereoscopic imaging systems such as Accuray’s
CyberKnifeTM (Fu & Kuduvalli 2008, Kilby et al. 2010) and BrainLab’s ExacTracTM (Jin et al.
2008, Vinci et al. 2008). Images were also combined with external motion surrogates (Cho et al.
2010, Cho et al. 2011). While stereoscopic imaging systems oﬀer superior 3d resolution (Berbeco
et al. 2004), monoscopic systems can be enhanced with a probability-based estimation of 3d
positions from 2d projections (Poulsen et al. 2010 d, Poulsen et al. 2008, Li et al. 2011). Markerless
approaches using MV cine images have been demonstrated for lung tumour tracking (Rottmann
et al. 2010). All MV imaging approaches monitor the same target motion as our kV system. The
inherent poor contrast resolution of MV imaging, however, limits its use to high-contrast objects
such as lung tumours and implanted radioopaque markers. An optimal tracking performance
with MV images is achieved for conformal ﬁelds, whereas IMRT-like ﬁeld segments reduce the
MV ﬁeld-of-view (FOV).
The aim of this study was to utilize x-ray images to compensate for the dosimetric eﬀect of
intra-fractional motion. In contrast to other approaches, we aimed at monitoring target motion
perpendicular to the treatment beam with kilovoltage image quality. We developed a new imaging
framework that handles image acquisition, automated marker detection and communication to
the DKFZ tracking tool to allow for dynamic treatment adaption. In order to verify the feasibility
of our imaging system for detecting target positions, we have performed simulations as well as
phantom experiments.
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3.3 Materials and methods
The experimental set-up (ﬁgure 3.1) at a Siemens ArtisteTM research linear accelerator employed
an additional 41x41 cm2 amorphous silicon (a-Si) ﬂat-panel detector (FPD) mounted underneath
the treatment head. The in-line geometry, previously presented by Oelfke et al. (2006), allows
kV (imaging) and MV (treatment) beams to share two identical or closely aligned beam axes.
The Siemens Optitop 150/40/80 HC-100 diagnostic x-ray tube, usually mounted directly across
from the ﬂat-panel imager, was retracted towards the gantry by approximately 13 cm (+y di-
rection) to intentionally misalign kV and MV beams by 5.4◦, resulting in a geometric separation
of the MV treatment ﬁeld and the kV image on the detector. We used a conventional XRD
1640 AN9-ES FPD (PerkinElmer Inc, MA, USA) without its 1 mm Cu build-up plate for our
experiments. All coordinates used in this chapter are given as speciﬁed in ﬁgure 3.1 according
to IEC convention (IEC 1996). The source-to-detector distance (SDD) in this experiment was
136.5 cm, i.e. 10x10 cm2 isocentric MV ﬁelds are seen as 6.4x6.4 cm2 ﬁelds on the detector. The
source-to-isocenter distance was 100 cm. The +y side of the x-ray source aperture was positioned
in such a way that panel read-out electronics was not exposed to primary kV radiation. On the
other hand, the -y side of the aperture was opened to allow for a maximum ﬁeld size in that
direction.
Figure 3.1 Principle experimental set-up (side views). The lateral axis (x), longitudinal
axis (y), and vertical axis (z) are speciﬁed.
3.3.1 Image acquisition
Because of the comparatively high photon ﬂuxes (at a dose rate of 300 MU/min) and the detector’s
close proximity to the MV radiation source, it was necessary to select the lowest detector gain
setting (8 pF) and the fastest read-out time (66.6 ms). To avoid detector saturation due to high
levels of MV radiation, panel read-out was triggered every 70 ms (allowing for a few milliseconds of
contingency between each panel trigger). This resulted in a frame rate of 14.3 Hz. A detector gain
setting of 8 pF would usually not be chosen in kV imaging and comes at a cost of decreased image
quality. For gain settings of 4 pF and lower, detector saturation was observed at the maximum
read-out frequency of 15 Hz.
The geometric separation mentioned above was necessary in order to maximize the quality of
the kV image information. Because the MV signal outnumbers the kV signal by a factor of >50
for the central region of the detector, two consecutive frames (the ﬁrst with MV-only and the
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second with kV and MV signals) were subtracted to generate a kV-only image (sidebar 3.1).
By triggering an x-ray pulse and the detector simultaneously within a sub-ms tolerance using
an in-house developed X-ray controller (sidebar 3.2), it was possible to maximize the kV-to-MV
signal ratio. Since two subsequent frames are acquired within 140 ms, the deduced kV image is
inherently oﬀset-corrected and almost free of (MV) ghosting artefacts.
Sidebar 3.1 MV subtraction method
The ﬁgure below demonstrates how the subtraction of an MV-only frame (centre) from a sub-
sequent kV-and-MV frame (left) greatly increases the visibility of the marker (right). It also
becomes clear that the primary MV region of the image is still not usable after subtraction due
too the high noise level. The characteristic synchronization ‘stripe’ artefacts (explained in side-
bar 3.3) occur in the MV-only frame and the kV-and-MV frame. The absolute position of the
stripes is shifted between those two frames, leading to white and dark stripes in the subtracted
frame.
A conceptually similar correction strategy for MV scatter during kV CBCT acquisitions in the
orthogonal imaging geometry was developed by van Herk et al. (2011). In their application, a kV
CBCT is acquired during a continuous rotational irradiation of the patient. They estimated the
MV scatter onto the imaging detector from kV-oﬀ frames and also accounted for kV detector lag
(i.e. ghosting). Importantly, the MV-to-kV signal ratio is substantially lower in their application
which makes corrections easier.
X-ray source trigger pattern
Conventionally, x-ray source and FPD are triggered sequentially (ﬁgure 3.2 (a)). For our system
this approach would limit the eﬀective panel read-out frequency to approx. 12.5 Hz (assuming an
x-ray emission time of 13.4 ms) and thus lead to a decreased kV-to-MV signal ratio. Triggering
x-ray source and FPD at the same time (ﬁgure 3.2 (b)), does however come at the cost of a
reduced FOV. The FPD is divided into two subpanels with 512 rows of 1024 pixels each. Image
acquisition starts by reading the outer (opposing) rows of each subpanel in parallel and ﬁnishes
by reading the inner (adjacent) rows of the subpanels. Again, assuming 13.4 ms of x-ray emission
time and a detector read-out time of 0.13 ms per row, this leaves approx. 100 rows on each side
exposed to only a fraction of the kV signal and thus reduces the FOV in read-out direction to
22.7 cm at the isocenter (given a typical SDD of 145 cm). While this would not be tolerated
in applications such as CBCT, it is not a relevant limitation for our system due to the central
location of the region-of-interest (ROI).
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Sidebar 3.2 The X-Ray controller
The X-ray controller is an in-house developed tool that combines hardware and software com-
ponents to control the acquisition of x-ray images and oﬀset images with the linac-integrated
imaging equipment without using the vendor-supplied control software. Developing our own
equipment was crucial for realising the kind of experiments described in this chapter and also
in chapter 5. The ﬁrst iteration of the X-ray controller was developed by the author during his
diploma thesis (Steinke 2010). At that time, the controller was mostly used as a stand-alone
utility. It was then extensively overhauled for use in this thesis: (i) a two-way communication
between the X-ray controller and the imaging framework (section 3.3.3) or the 4d CBCT tool
(section 5.3.2) was established; and (ii) the simultaneous triggering of x-ray pulses and detec-




Figure 3.2 Trigger pulse pattern for conventional applications (a) such as CBCT and for
our intra-fractional imaging system (b). The image content is kV, MV or kV and MV.
3.3.2 Image artefacts
Although we attempted to create kV-only images by means of subtraction, the image quality
was still substantially degraded by an increased level of background noise and synchronization
‘stripe’ artefacts (sidebar 3.3 & ﬁgure 3.3). If the MV ﬁeld shape is continuously adjusted by
means of MLC tracking, an additional error occurs due to the diﬀerence in MV content of the two
subtracted frames. Because MV exposure is much higher than kV exposure, we assume that MV-
induced Poisson and electronic noise outweighs its kV counterpart. Naturally, our subtraction
method cannot compensate for these random noise components.
3.3.3 Real-time image processing workﬂow
We developed an imaging framework (ﬁgure 3.4) that handles image acquisition, image post-
processing as well as marker detection. The entire framework is coded in C++ with the exception
of the marker detection algorithm which was implemented in Matlab R© R2010b (The MathWorks,
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Figure 3.3 (a) Sample kV image with marker (marked by a cross) distorted from MV
radiation. (b) Orientation of the stripes with respect to the MV and kV ROIs. Note that
the sync stripes are simpliﬁed and really stretch across the entire detector (sidebar 3.3).
Figure 3.4 Schematics of the imaging framework and the X-ray controller. The imaging
framework receives the trigger pulses through its trigger receiver and labels acquired ﬂat-
panel images according to its image content (kV, MV or kV+MV).
Inc.) and accessed through C++. The workﬂow as handled by the MarkerTool component of the
imaging framework is as follows:
1. acquire kV+MV ﬂat-panel image N + 1,
2. subtract MV-only image N for ROI,
3. perform image corrections,
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Sidebar 3.3 MV synchronization ‘stripe’ artefact
For our linear accelerator, the distance between single dose pulses is roughly 4.25 ms at a dose
rate of 300 MU/min. The detector read-out on the other hand takes 66.6 ms or longer. The
detector rows that are read while the MV beam is emitted display a systematically higher count
level known as synchronization stripe artefacts. Since detector read-out and MV pulses are not
synchronized, the position of these stripes varies between frames. Recently, Mooslechner et al.
(2013) have characterized the phenomena in greater detail. They propose a stripe correction
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The ﬁgure above exempliﬁes the extent of the stripe artefacts for a 10x10 cm2 MV ﬁeld. The
(median) line proﬁles are orientated orthogonal to the stripes on the detector. For the line proﬁle
across the MV ﬁeld centre, the stripes are much more pronounced than for an adjacent 100x1024
ROI. It is also noteworthy how the increased count level extends far beyond the primary MV
ROI.
4. perform marker search,
5. back-project marker positions,
6. send marker positions to DKFZ tracking tool.
Image corrections include a gain correction based on a kV ﬂat ﬁeld and a dead pixel correction.
As mentioned in section 3.3.1, no additional oﬀset correction is required. The kV images were
analysed with an automated threshold-based marker detection algorithm (Rau et al. 2008). The
algorithm initially transforms the input images into binary images based on a dose-dependant
threshold. As a second step, connected areas of pixels, i.e. potential marker locations are cata-
logued. Finally, the candidate locations are ﬁtted with ellipses and further reﬁned according to
criteria such as area, major axis length, minor axis length and eccentricity. After successful marker
detection, the retrieved marker position on the panel is converted to a 3d position (section 3.3.4)
and then the position information is sent to an in-house developed tracking tool (necessary to
eventually adapt the MLC shapes). The transfer of position information between MarkerTool and
tracking tool was organized as xml-stream over an Ethernet connection.
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(a) (b)
Figure 3.5 Projection of the helix phantom at gantry angle 0◦ using (a) our geometry or
(b) the standard CBCT geometry. Because the x-ray source is retracted towards the gantry
by 13 cm and because the FOV in -y direction is limited by the x-ray source aperture, only
parts of the helix are visible.
3.3.4 Geometric cone beam calibration
For conventional CBCT geometries, the use of ‘helix’ phantoms in geometric calibration has been
successfully demonstrated (Pouliot et al. 2005, Gayou & Miften 2007). Helix phantoms are x-ray
transparent cylinders with embedded x-ray-opaque ball bearings (BB). Our experimental set-up
however, features a kV cone beam that is not centred on the isocenter in longitudinal direction. It
was thus necessary to adjust the standard geometric calibration to account for the large number
of overlapping projections (ﬁgure 3.5) of BBs. The problem also diﬀers from extended FOV
acquisition, which is not centred on the isocenter in lateral direction. Because the helix phantom
is oriented along the longitudinal axis, eFOV does not pose a problem for the standard calibration
procedure.
As part of the imaging framework described in Section 3.3.3, we have implemented an algorithm
that detects projected BBs on the ﬂat-panel image and cross-references these detector positions
to the known room-coordinates. This creates a 3x4 projection matrix P that maps objects from
three-dimensional room positions (x, y, z, 1) to two-dimensional detector space (u1, u2, 1):
λ (u1, u2, 1)
T = P (x, y, z, 1)T (3.1)
Details on the computation of P are found in Navab et al. (1996). For convenience, the projection
matrix was normalized by λiso, such that u1 = p14 and u2 = p24 for a projection of the isocenter
(0, 0, 0, 1). It should be noted that the quality of P depends on the spatial distribution and number
of detected BBs. The algorithm requires eight subsequent BBs and its size (large or small) to
correctly match the detected BBs with the helix pattern. Due to the overlap of the projections
of BBs, it is important to detect at least two unconnected sub-strands of the helix in order to
achieve suﬃcient geometric accuracy in all directions. The x-ray source position (xsrc, ysrc, zsrc)
can be directly calculated from the projection matrix P through solving the given set of linear
equations (Wiesent et al. 2000):
⎛
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A unique solution exists if the the left sub-matrix of P has full rank. Comparing the extracted
and the true x-ray source position yields a good approximation for the validity of P, especially
because it is correlated to the number of detected BBs.
The room positions of markers were then derived by back projecting marker positions from the
FPD into three-dimensional space. Naturally, a 2d-to-3d projection can only approximate true 3d
data. For the purpose of our study, we have always back projected into isocentric planes parallel
to the detector.
3.3.5 Geometric simulation
In order to verify the applicability of a helix-based geometry calibration for our unique in-line
geometry, we have simulated a virtual phantom in Matlab. A tabulated list of BB coordinates
provided by the helix manufacturer was used to forward-project BBs from a virtual x-ray source
located at xS = (0, 13.0,−100.0) cm onto a virtual ﬂat-panel detector centred around xFPD =
(0, 0,+36.5) cm. A point-like x-ray source, point-like BBs, and inﬁnitely small detector elements
were assumed to create an ideal projection matrix Pid. Subsequently, uniformly distributed noise
was added to the x-ray source position to account for its ﬁnite size. Here, we assumed a maximum
source diameter of 0.5 mm. Phantom fabrication imprecisions (Ford et al. 2011) were simulated
by adding Gaussian noise to the BB positions. The Gaussian distribution was characterized by a
standard deviation of σ = 0.05 mm and truncated at 3 σ. We also simulated the eﬀect of a 0.4 mm
pixel pitch in our FPD. The simulated BB coordinates and positions on the detector were then
combined as described in section 3.3.4 to calculate a simulated projection matrix Perr including
a combination of all error sources.
In order to quantify the error occurring when detecting 3d positions with a 2d detector, we derived
the position of sets of three CalypsoR© (Varian Medical Systems, Inc.) beacons from planning CT
scans for two prostate patients. Using the ideal projection matrix Pid, we forward-projected and
back-projected the markers individually and then compared the center of gravities. In order
to create a larger sample of possible prostate marker positions, we rotated the initial marker
coordinates about the longitudinal axis and compared errors. By comparing the length of the
centre-of-gravity vector before and after projection, the 3d error was estimated. For the initial
marker geometry of patient 1, we simulated the eﬀect of translation on the detection accuracy.
3.3.6 Experimental studies
The main goal of our experimental studies was to characterize the performance of our imaging
system in terms of imaging latency and position detection accuracy with the aid of two motorized
motion platforms. Initially, we compared a set of subsequently acquired projection matrices with
and without phantom repositioning to estimate the numeric stability of our calibration algorithm
and user-induced accuracy errors.
We deﬁne the imaging latency Δt as time between the beginning of kV x-ray exposure txray and
the time of arrival of marker position information at the tracking tool tarrival:
Δt = tarrival − txray (3.3)
Using this deﬁnition implies that the minimum imaging latency is given by the image acquisition
time of 66.6 ms. From the tracking tool point of view, an eﬀective latency Δteff needs to consider
not only the lag time of each individual marker position, but also the update frequency f (compare






In this study, measured imaging latencies are presented in terms of equation 3.3. The position
detection accuracy Δxi of each axis i is measured as the diﬀerence between the reported marker
position and the true, i.e. independently veriﬁed marker position:
Δxi = x
reported
i − xtruei (3.5)
In this study, 1D errors are reported unless otherwise noted. For dynamic measurements, the
root-mean-square (RMS) detection error 〈Δxrmsi 〉 is combined with the phantom error Δxph, i.e.
the estimated error of the true marker position:
〈Δxi〉 =
√
〈Δxrmsi 〉2 + (Δxph)2 (3.6)
For all experiments, the independently veriﬁed marker positions are measured with respect to
the isocenter and thus the room laser system. Due to the ﬁnite width of the laser beam, this
incorporates an error of approx. 0.5 mm.
3.3.6.1 3d phantom
To mimic respiratory marker motion, we employed a 3d motion platform, capable of reproducing
sinusoidal trajectories along the longitudinal and/or lateral axis. The platform was placed on top
of the linac’s patient couch. The motion platform was mounted with a plate of water-equivalent
material holding either a single radioopaque steel marker of 3.5 mm diameter or three Calypso
(Calypso Medical Technologies, Seattle, WA, USA) beacons (1.8 mm diameter, 8 mm length).
The Calypso localization system (Balter et al. 2005) is based on monitoring three radio-frequency
transponders (Calypso beacons). Our research version of the Calypso system provides centre-of-
gravity position information at a 25 Hz frequency to a sub-mm accuracy.
For all dynamic measurements, the phantom trajectory was limited to the isocentric plane parallel
to the detector. For static measurements without phantom motion, vertical positions were also
sampled. The phantom provided us with a continuous voltage signal acting as position surrogate,
which was sampled every 2.5 ms and used to cross-reference the detected marker positions for
all dynamic measurements (accurate to approx. ±0.2 mm). Static positions were veriﬁed with
the Calypso system when the three Calypso beacons were used. The Calypso beacons were back-
projected individually before the centre of gravity was calculated.
3.3.6.2 4d phantom
A programmable 4d motion platform was used to reproduce a measured patient motion pattern
with high precision. It consists of three orthogonally mounted axes which can be controlled
individually using inhouse-developed software. A plastic arm supporting the phantom with a
spherical radioopaque marker of 3.5 mm diameter reaches to the isocenter. Every 15 ms, the
platform provided us with a digital log entry of the actual phantom position (accurate to approx.
±0.1 mm). The patient motion pattern was of an average amplitude of 8.77 mm, maximum
amplitude of 9.61 mm and minimum amplitude of 6.66 mm. The average breathing cycle was
3.37 sec.
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3.3.7 Dose measurements
Generally speaking, the higher the imaging dose and subsequent signal-to-noise ratio, the easier it
is to correctly identify the marker positions. As with any kV imaging protocol, however, additional
doses to the patient need to be considered. We measured the kV imaging dose using a 20 cm
RW3 phantom and a PTW Semiﬂex 0.125 cm2 ionization chamber. To estimate the dosimetric
implications of our system we measured doses for a 2 mAs (121 kVp, 20 ms, 100 mA) and a 0.8
mAs (121 kVp, 20 ms, 40 mA) protocol. The source-to-surface distance was 90 cm. Surface doses
were measured at 2 cm depth, central doses at 10 cm depth.
3.4 Results
3.4.1 Projection matrix accuracy
We ﬁrst measured the stability of the projection matrix by repeatingly acquiring scans of the
geometry calibration phantom without moving the phantom or any of the imaging equipment
in-between scans. The average x-ray source location as deﬁned in section 3.3.5 was xS = (−0.17±
0.03, 12.86± 0.03,−96.81± 0.15) cm. When back-projecting the projected isocenter position uiso
from one scan using any of the other projection matrices, we observed deviations of Δx ≤ 0.05
mm and Δy ≤ 0.04 mm. Similarly, we measured the user-variability of the projection matrix
by having diﬀerent people position the helix phantom. The average x-ray source location was
xS = (−0.24 ± 0.08, 12.86 ± 0.04,−97.05 ± 0.20) cm. Here, the back-projection error at the
isocenter was Δx ≤ 0.06 mm and Δy ≤ 0.32 mm.
We then simulated an ideal projection matrix and added artiﬁcial error sources as described
in section 3.3.5. For the ideal projection matrix Pid, equation 3.2 accurately reproduces the
source position xidS = (0.0, 13.0,−100.00) cm. The projection of the isocenter onto the FPD
was uidiso = (0.0,−47.45) mm. When adding the three diﬀerent error sources, Perr projects the
isocenter onto uerriso = (−0.01,−47.47) mm. The calculation of the source position from Perr yields
xerrS = (−0.02, 12.87,−99.05) cm. Back-projecting uidiso with Perr results in errors of Δx = −0.008
mm and Δy = 0.013 mm at the isocenter.
3.4.2 Static accuracy
The accuracy (as deﬁned in equation 3.5) of detecting the centre of gravity for the three Calypso
beacons is summarized in table 3.1. During this investigation the phantom remained static with
respect to the patient table, and position shifts were achieved by moving the patient table itself.
We observed that the electromagnetic pulses emitted by the Calypso system strongly interfere
with the ﬂat-panel imager read-out electronics (Rau et al. 2008). Simultaneous position detection
with both systems was thus not possible and we decided to perform sequential detection.
For positions within the isocentric plane parallel to the detector (rows 1-4 in table 3.1), the
accuracy is better than Δx ≤ 0.3 mm and Δy ≤ 0.3 mm. Because kV and MV beams are
not perfectly aligned, motion orthogonal to the detector (i.e. along the vertical axis) leads to
deviations in the longitudinal position accuracy (rows 5-6 in table 3.1). We further investigated
this loss of 3d information through 2d projection by means of simulations (section 3.4.4).
3.4.3 Dynamic accuracy and latency
The dynamic position accuracy (as deﬁned in equation 3.6) for a longitudinal motion of 19 mm
amplitude and approx. 4.5 sec period, performed by the 3d motion platform was measured to be
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Table 3.1 Static measurements of the centre of gravity position for three Calypso beacons.
Axes are given as speciﬁed in ﬁgure 3.1. Gantry angle: 0◦.
Table position Calypso kV images
x x z x y z x y z
[mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm]
0.0 0.0 0.0 0.0 0.0 0.0 -0.02 0.25 0.0
10.0 0.0 0.0 10.0 -0.5 0.0 9.89 -0.19 0.0
0.0 10.0 0.0 0.0 9.5 0.0 -0.01 9.70 0.0
10.0 10.0 0.0 10.5 9.5 0.0 10.26 10.01 0.0
0.0 0.0 20.0 0.0 -0.5 20.5 -0.08 2.38 0.0
0.0 0.0 -10.0 0.0 -0.5 -10.5 0.09 -1.5 0.0
0.20 mm (maximum: 0.30 mm) without MV radiation and 0.23 mm (maximum: 0.32 mm) with a
static circular MV ﬁeld of 5 cm diameter and a dose rate of 300 mu/min. The deviation between
measured and true marker positions is shown in ﬁgure 3.6 (a).
The imaging latency was measured to be 86.9±1.0 ms for dynamic single marker detection in
the absence of MV radiation. In the presence of a circular MV ﬁeld, the latency was 87.1±0.9
ms. The main contributors to imaging latency were the image acquisition time (66.6 ms), the
marker detection algorithm (approx. 6-9 ms) and image post-processing steps such as gain and
dead pixel corrections (approx. 5-6 ms). The time for marker search and post-processing does
strongly depend on the ROI size. While the marker search for the ﬁrst frame was performed in a
200x150 pixel ROI, it was then restricted to a 40x40 pixel ROI (depending on previously found
marker positions) which saved approx. 5 ms in imaging latency.
When tracking the marker motion with the circular MV ﬁeld described above, we measured a
position detection accuracy of 0.27 mm (maximum: 0.34 mm; ﬁgure 3.6 (b)). The imaging latency
was measured to be 87.1±0.8 ms. The total system latency (imaging latency + MLC latency)
was compensated by using a support vector regression predictor (Krauss et al. 2011). While the
distance between marker(s) and ﬁeld-centre, as measured on our FPD, varies for static MV ﬁelds
and moving marker(s), it is approximately constant for dynamic MLC tracking.
For the real patient respiratory motion (ﬁgure 3.7) performed by our 4d platform we observed a
latency of 87.1±0.7 ms and a position accuracy of 0.36 mm (maximum: 0.44 mm).
3.4.4 The loss of 3d information
We derived two sets of marker positions for prostate tumours from real patient data (table 3.2).
A simulated rotation of the marker positions about the y-axis (ﬁgure 3.8) highlights the interde-
pendence of x, y and z errors. As noted in section 3.4.2, the z coordinate of the marker (for gantry
angle 0◦) inﬂuences the detection accuracy of the x and y axes. For patient 1 this eﬀect results
in a detection errors of 〈Δx〉 = 0.45 mm (maximum: 0.98 mm) and 〈Δy〉 = 1.50 mm (2.66 mm),
averaged over all angles of rotation. The average 3d error is 5.04 mm (maximum: 12.22 mm,
minimum: 0.53 mm). For patient 2, the centre of gravity of the three markers almost coincides
with the isocenter. Here, the rotational errors are 〈Δx〉 = 0.23 mm (maximum: 0.41 mm) and
〈Δy〉 = 0.35 mm (0.44 mm).
Looking at the eﬀect of translation, we shifted patient 1 by +2.47 mm (x), -6.8 mm (y) and +14.7
mm (z) such that the centre of gravity of the three markers would coincide with the isocenter .
In doing so, we observed a reduction from Δy = 2.61 mm to Δy = 0.02 mm and small increases
from Δx = 0.20 mm to Δx = 0.34 mm.
38
A Novel Method for Intra-Fractional Motion Management
(a)
(b)
Figure 3.6 Marker positions extracted from kV images versus true marker positions for a
sinusoidal motion in longitudinal direction. A static (a) or tracked (b) circular MV ﬁeld of
5 cm diameter and a dose rate of 300 MU/min was present.
3.4.5 Dose measurements
We measured average dose values of <0.1 mGy per projection for 2 mAs kV images and surface
doses below <0.2 mGy. For a low dose 0.8 mAs protocol, average and surface doses amounted to
<0.04 mGy and <0.07 mGy respectively. If the system was operated at its theoretical maximum
imaging frequency of 7.5 Hz using a high-dose protocol, the average imaging dose would reach 1
Gy after approx. 22 mins.
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Figure 3.7 Real patient breathing pattern performed on 4d phantom. In order to eliminate
any systematic error from the geometric calibration and to highlight the random marker
position error (section 3.4.1), we have shifted the detected marker positions by 0.36 mm in
-y direction for this dataset.
Table 3.2 Marker positions (M1-M3) derived from real patient data. The positions are
absolute positions in the reference frame speciﬁed in ﬁgure 3.1. The centre-of-gravity is
abbreviated as Cog.
Patient 1 Patient 2
M1 M2 M3 Cog M1 M2 M3 Cog
Coordinates [mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm]
x -6.9 8.6 -9.1 -2.47 2.4 9.7 -12.2 -0.03
y 0.8 10.8 8.8 6.8 -10.3 9.7 0.6 0.0
z -8.0 -17.9 -18.2 -14.7 9.4 -4.0 -5.5 -0.03
3.5 Discussion
Our geometry calibration measurements have demonstrated that user-induced errors such as ro-
tations and translations of the calibration phantom are the main reason for projection matrix
inaccuracies. Simulations of other potential error sources of the geometry calibration such as the
ﬁnite x-ray source size, the position imperfections of the ball bearings, and the detector sampling
eﬀect have only minor contributions. The previously introduced helix-based geometry calibra-
tion (Pouliot et al. 2005, Gayou & Miften 2007) is thus applicable to our geometry. Further
error sources related to the FPD (e.g. roll or reproducibility of panel position from calibration
to experiment) have not been simulated. Because only a fraction of the calibration phantom is
visible in the FOV, the projection matrix is only valid for that particular region of the FPD.
We also observed that the calculation of the source position from the projection matrix can only
approximate the true source position due to the limited number of BBs in the FOV.
Due to the short kV pulse time of less than 15 ms, no marker smearing was observed and thus
there was no diﬀerence between dynamic and static positional accuracy. Between the three cases
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Figure 3.8 Absolute detection errors for the centre-of-gravity (‘cog’) of three Calypso
beacons for prostate patient 1 (table 3.2) assuming diﬀerent rotation angles of the marker
conﬁguration about the y-axis. The 3d or centre-of-gravity error is smaller than the z error
for most angles.
of (i) no MV radiation, (ii) a circular and static MV ﬁeld of 5 cm diameter, and (iii) a circular
and tracked MV ﬁeld of 5 cm diameter, no signiﬁcant diﬀerence in terms of imaging latency or
positional accuracy was detected. Neither was any signiﬁcant diﬀerence in the detection of simple
sinusoidal motion trajectories or real respiratory motion observed. In any case, imaging latency
was better than 88 ms and the RMS longitudinal accuracy better than 0.5 mm for trajectories
embedded in the isocentric plane. Imaging latency is a critical factor regarding applications
in tracking, gating or any other interventional approach. The reported accuracy errors do not
account for possible calibration errors of the room laser system. This can easily add another 0.5
mm to the total inaccuracy.
We observed that the subtraction method described in section 3.3.1 works best for static MV
ﬁelds, where the MV content can be assumed to be constant. For dynamic tracking ﬁelds, the
diﬀerences in MV content between adjacent frames resulted in a slightly higher noise level.
Naturally, monoscopic 2d projection methods are limited in their ability to achieve 3d positional
accuracy. While linac-mounted (Berbeco et al. 2004) or room-mounted (Kilby et al. 2010, Fu &
Kuduvalli 2008, Jin et al. 2008, Vinci et al. 2008) stereoscopic imaging systems do not suﬀer from
this limitation, they potentially double the imaging dose and come at the cost of increased tech-
nological complexity compared to monoscopic systems. Because of our unique in-line geometry,
we monitor the x and y axes (assuming a gantry position of 0◦) which are most critical in terms
of dose gradients (Nill et al. 2005, Suh et al. 2007). Our measurements have shown that detected
marker positions in longitudinal direction depend on their vertical position if the markers are
not embedded in an isocentric plane. For a single marker, this eﬀect can amount to a 2.4 mm
deviation in longitudinal direction for a 2 cm shift in vertical direction. Our simulations of real
patient marker positions show that this negative eﬀect can be compensated for multiple markers
by aligning the centre of gravity of the markers with the isocenter. In principle, more accurate 3d
positions can be derived from 2d projection by means of probability-based estimation (Poulsen
et al. 2010 d, Poulsen et al. 2008, Li et al. 2011).
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Measured imaging doses and previously reported dose values (Shirato et al. 2004, Murphy et al.
2007) indicate that overly-frequent x-ray imaging should be avoided to reduce patient exposure.
Instead, the system should be used in combination with external markers (e.g. optical or infra-red)
to update models that correlate external and internal motion (Cho et al. 2010, Cho et al. 2011).
3.6 Conclusions
We have developed a system that monitors intra-fractional target motion perpendicular to the
treatment beam with the aid of radioopaque markers. Our phantom study has demonstrated
that the imaging framework is capable of automatically detecting the position of the markers
and sending this information to the DKFZ tracking tool at an update rate of 7.14 Hz. Reported
positional accuracy and imaging latency indicate that the presented system is suitable for real-time
interventional or even adaptive applications.
From our initial experience, further improvements in kV image quality could be achieved by
increasing the kV-to-MV signal ratio or enhancing the MV subtraction method. In that context
it seems especially interesting to investigate the possible advantage of utilizing a 30 Hz ﬂat-panel
detector. With such a device the inherent imaging latency could be reduced by 33.3 ms, thus
dramatically increasing the kV-to-MV signal ratio. First experimental results, collected after
the completion of this chapter, have suggested that shifting the x-ray source further towards the
gantry and rotating the FPD by 90◦ improves the image quality considerable and lessens the
impact of the MV stripe artefact (appendix 3.A).
3.A Further improvements for the in-line geometry
After completion of the experiments described in this chapter, we concluded that a further separa-
tion of MV and kV ﬁelds on the detector would be desirable to reduce the MV-induced degrading
of kV image quality.1 To achieve this, the kV source was retracted towards the gantry by 36.5
cm (previously 13 cm) and rotated about the x-axis by 15◦ (previously 0◦). The latter step was
crucial to achieve the ∼12 cm separation of MV and kV ﬁeld centres on the FPD (ﬁgure 3.9). It
required changes to the kV source mounting, as rotations about the x-axis were not feasible with
the original hardware.
Having separated the MV and kV ﬁelds on the detector in the described manner, we noticed that
the MV sync stripes (sidebar 3.3) in the kV ROI are greatly reduced when MV and kV ﬁelds are
spatially conﬁned to diﬀerent subpanels of the detector (ﬁgure 3.9 (b)). We implemented this by
ﬁrst rotating the FPD 90◦ about the MV beam axis, and then shifting the FPD in -y direction
by 7.5 cm. Our FPD is divided into two subpanels with eight read-out groups of 128x512 pixels.
Each read-out group is driven by a single ampliﬁer chip and the two subpanels are electronically
independent. This explains why the MV sync stripes, which occur along the gate-line direction,
do not cross the subpanel border. Figure 3.10 exempliﬁes the stripe proﬁles in a subtracted frame
created from two subsequent MV frames (no kV beam was present). As before, the MV stripes
are most intense for the primary MV region and show a much reduced intensity (though still very
substantial) outside the primary MV ﬁeld. Importantly, the stripes do not ‘propagate’ across the
subpanel border i.e. into the kV ROI as much as they used to (cf. sidebar 3.3), which lead to
further improvements in diagnostic image quality.
1The methods described in this section were conceived by the author, and then experimentally realized and
tested together with Mr. Eric Wisotzky.
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(a) (b)
Figure 3.9 (a) Side view for modiﬁed experimental set-up. (b) Orientation of ROIs and
MV sync stripes in FPD. Compare with ﬁgures 3.1 & 3.3.
Figure 3.10 Line proﬁle across a subtracted kV-only image. The 10x10 cm2 MV ﬁeld is




A Monte Carlo Study of an Improved
X-Ray Detector
4.1 Overview
In chapter 3, we have investigated the use of a conventional amorphous-silicon ﬂat-panel detector
(FPD) for intra-fractional image guidance in the in-line geometry. In this conﬁguration, the
FPD is mounted between the patient and the treatment head, with the front of the FPD facing
towards the patient (cf. ﬁgure 3.1). By geometrically separating signals from the diagnostic (kV)
and treatment (MV) beams, it is possible to monitor the patient and treatment beam at the same
time.
In this chapter, we propose an FPD design based on existing technology with a 70% reduced
up-stream areal density that is more suited to this new application. We have investigated our
FPD model by means of a validated Monte Carlo simulation. Experimentally, simple rectangular
ﬁelds were used to irradiate through the detector and observe the impact of removing detector
components such as the support structure or the phosphor screen on the measured signal. The
proposed FPD performs better than the conventional FPD: i) attenuation of the MV beam is
decreased by 60%; ii) the MV signal is reduced by 20% for the primary MV ﬁeld region which
can avoid saturation of the FPD; and iii) long range scatter from the MV into the kV region of
the detector is greatly reduced.
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This chapter has been published in Fast et al. (2013). Results from this chapter have been
presented by the author at the International Conference on the Use of Computers in Radiation
Therapy (ICCR) in Melbourne, Australia (May 2013).
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4.2 Introduction
In modern radiotherapy practise, the precision of treatment delivery has been improved to such
an extent, that not only inter-fractional but also intra-fractional organ motion is considered to
be vital to the outcome of treatment. This new focus on intra-fractional organ motion requires
the use of systems that are able to monitor the internal motion of the patient. Surface-based
monitoring systems such as optical or IR cameras are usually cost eﬀective and inherently free of
x-ray exposure, but a number of studies have also shown that there can be a diﬀerential eﬀect
between the internal target and the external surface motion (e.g. Korreman et al. (2008)).
X-ray based imaging systems are able to address this shortcoming. For linear accelerator (linac)-
mounted x-ray imaging systems, a number of diﬀerent imaging geometries are in use or were
proposed for intra-fractional imaging: a) megavoltage (MV) imaging using a portal imaging device
(Rottmann et al. 2010, Poulsen et al. 2012), b) a set of kilovoltage (kV) x-ray tube and ﬂat-
panel detector (FPD) mounted orthogonally to the MV beam (e.g. Poulsen et al. (2010 b)), c)
a stereoscopic kV x-ray system mounted symmetrically with respect to the MV beam (Berbeco
et al. 2004), and d) the in-line geometry in which the kV x-ray tube is mounted opposite to the
treatment head and where the FPD is mounted between treatment head and patient (chapter
3). We would like to refer the reader to section 2.2.1 for a more comprehensive analysis of the
advantages and disadvantages of in-line and orthogonal imaging geometry. Most importantly, only
the MV and the in-line systems are capable of tracking tumour and organ motion along both axes
perpendicular to the treatment beam, the directions that usually feature steep dose gradients.
Orthogonal x-ray geometries are limited to a single axis perpendicular to the treatment beam,
and to motion parallel to the treatment beam where dose gradients are usually signiﬁcantly lower.
While MV systems have the advantage of being readily deployable (no additional x-ray tube is
needed; a portal imager is installed on most modern linacs) and of causing no additional imaging
dose, they also suﬀer from poor image contrast and potentially insuﬃcient ﬁeld sizes (e.g. small
ﬁeld segments in IMRT treatments). The in-line geometry on the other hand promises diagnostic
image quality, while observing both relevant axes of motion. In principle, it is also possible to
monitor the entrance ﬂuence and ﬁeld shape of the treatment beam. This is especially interesting
for tracking applications, in which the ﬁeld aperture can change continuously.
When we ﬁrst implemented the kV in-line geometry for intra-fractional imaging and tracking
(Fast et al. 2012, Krauss et al. 2012), we used a conventional PerkinElmer amorphous-silicon
XRD 1640 AN9-ES FPD (without its 1 mm Cu build-up plate) for our experiments (section 3.3).
By slightly retracting the x-ray tube towards the gantry and tilting the kV beam in respect to
the MV beam, we achieved a geometric separation of kV and MV ﬁelds on the detector. The
high signal level in the MV region made it necessary to acquire images at almost 15 Hz and use
the relatively coarse 8 pF gain setting to avoid detector saturation and subsequent damage to the
read-out electronics. Additionally, the kV region of the detector was prone to long range scatter
from the MV ﬁeld resulting in an increased level of background signal on top of the diagnostic
image. All these factors made it challenging to detect the target motion, especially for thicker
phantoms.
A number of design challenges need to be addressed for any detector used for intra-fractional
imaging in the in-line geometry: ﬁrst, the detector needs to be thin (but also mechanically stable)
to reduce ﬁltration of the MV treatment beam spectrum; second, the detector needs to be eﬃcient
at detecting keV photons from the imaging beam, impinging on one region-of-interest (ROI) of
the detector; third, the detector needs to be relatively ineﬃcient for the MV beam, impinging
on another ROI of the detector, to avoid detector saturation; ﬁnally, scatter from the MV ROI
can overwhelm the signal from the kV imaging beam in the kV ROI and therefore needs to be
minimized. An ideal detector would thus allow acquisition of diagnostic-quality kV images and it
would also be able to monitor the shape and entrance ﬂuence of the treatment beam. For the latter
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requirement, a similar concept exists in the form of a multi-wire transmission ionization chamber
which is also placed in the accessory holder of the linac treatment head (Poppe et al. 2006). This
concept, however, suﬀers from a relatively low spatial resolution and is of course not suitable for
acquiring diagnostic-quality kV images.
In our study, we investigate the impact of the MV beam on the FPD and vice versa, and look at
possible modiﬁcations to the detector to improve its performance in this new dual-energy appli-
cation. We establish a baseline by analysing the response of a conventional FPD to MV radiation
for the in-line imaging geometry by means of a full Monte Carlo simulation and experiments.
Subsequently, we remove ‘non-essential’ components from the FPD and discuss the impact on the
imaging performance. As a last step, we are suggesting a new, thinner FPD design which is based
on existing technology, and is designed to overcome most of the limitations previously detailed.
This new detector should allow for improved diagnostic image quality, while at the same time
continuously monitoring the MV beam.
4.3 Materials and methods
4.3.1 Flat-panel detector
For the Monte Carlo simulation, two types of FPD base models were chosen: ﬁrst, a model
resembling the AN9 detector of our previous study (Fast et al. 2012) with a Lanex Fast-B phosphor
screen and without a Cu build-up plate; second, a model closely resembling the AL7 detector,
which was available for experiments in this study. The AL7 detector features a Lanex Fine
phosphor screen and a 1 mm Cu build-up layer. The only physical diﬀerence between the two
detectors is the phosphor screen and the Cu build-up plate. The internal composition of the
detector models is summarized in table 4.1. Parameters are based on previously published values
from Antonuk et al. (1990), Schach von Wittenau et al. (2002), Parent et al. (2006), Pistrui-
Maximean et al. (2006), and Cho et al. (2008), as well as on our own estimates. A schematic
drawing of the detector and its orientation in respect to the kV and MV beams is given in ﬁgure
4.1.
(a) Conventional geometry. (b) In-line geometry.
Figure 4.1 Comparison of (a) conventional x-ray geometry used for kV or MV imaging
and (b) the in-line x-ray geometry. For geometry (b) the kV beam is tilted in respect to
the MV beam to achieve a geometric separation of kV and MV ﬁelds (Fast et al. 2012).
Note that the (greatly simpliﬁed) detector components are not to scale and that in reality
visible light is emitted isotropically. Secondary electrons are not shown.
The Lanex screens are divided into several layers (e.g. Cho et al. (2008)) with the scintillation
taking place in a layer of terbium-doped gadolinium oxysulﬁde Gd2O2S : Tb. The Tb concentra-
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Table 4.1 List of layers in our FPD model and their physical properties. Estimated values
for the front and back layers are based on measurements taken of the AL7 detector. Note
that our AN9 detector does not have the Cu build-up plate.
Layer Compounds Thickness Density
[mm] [g · cm−3]
Front plate Aluminium 0.85 2.7
Gap Air 5.8 0.001
Build-up Copper 1.0 8.96
Gap Air 1.0 0.001
Enclosure Graphite 0.5 2.2
Lanex Fast-B or Fine screen
Coating Acetate 0.01 1.32
Plastic support Polyethylene 0.178 1.4
Reﬂective surface TiO2 n/a n/a
Phosphor Gd2O2S : Tb 0.36 or 0.09 3.72
Coating Acetate 0.008 1.32
Sensor a-Si 0.001 2.33
Glass substrate Corning1737 1.1 2.54
Supporting material
Support Carbon ﬁbre 3.0 1.6
Support Aluminium 2.0 2.7
Gap Air 15.1 0.001
Printed-Circuit Board
Circuits Copper 0.1 8.96
Substrate Epoxy, glass 3.5 1.9
Gap Air 6.8 0.001
Back plate Aluminium 3.0 2.7
tion is usually smaller than 0.1% and has thus little eﬀect on the x-ray absorption. The phosphor
layers have areal densities of 34 mg · cm−2 (Lanex Fine) and 133 mg · cm−2 (Lanex Fast-B) re-
spectively (El-Mohri et al. 2001). Considering that the phosphor layer is in reality not pure
Gd2O2S : Tb, but a mixture with a polymer binder and air pockets, it is reasonable to assume an
eﬀective phosphor packing density of 50% (Liaparinos et al. 2006). This results in a Gd2O2S : Tb
mass density of 3.72 g · cm−3 and a thickness of 90 μm (Lanex Fine) and 360 μm (Lanex Fast-B).
4.3.1.1 Detector conﬁgurations.
Starting from our previously described model of the AL7 detector, we have removed selected layers
of the FPD to investigate the impact on the imaging performance. Reducing the number of layers
and thus the absorption length is the common theme behind most of our derived non-standard
detector conﬁgurations. Making the detector thinner should not only reduce the absorption of
the MV beam, it should also reduce scatter within the panel and scatter onto the patient. The
following layer designs were studied:
1. Standard AL7 detector: described in detail in table 4.1.
2. Stripped-down detector: based on the standard detector but without the Al front plate, Al
back plate, and Cu build-up plate.
3. Direct detector: based on the standard detector but without the Al back plate, Lanex screen,
Cu build-up plate, and graphite layer.
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4. Notional detector: based on the standard detector but the Al front plate is replaced with
carbon ﬁbre, no Al back plate, no printed-circuit board at the back of the detector, slimmed
down support structure.
The phosphor screen is removed for the direct detector conﬁguration. Consequently, the measured
signal only depends on the directly absorbed energy in the a-Si. Because the a-Si layer is only
about 1 μm thick, this would usually mean a sharp drop in signal. For the in-line geometry,
however, all FPD components that are usually ‘down-stream’ are now acting as build-up layers
for the direct detection. Removing the entire phosphor screen acted as surrogate for removing
the phosphor in the MV region only (experimentally this was impossible without damaging the
phosphor screen). In a realistic scenario, the phosphor is required in the kV region of the detector
in order to obtain good contrast.
The central support structure of the proposed notional detector, composed of carbon ﬁbre and
aluminium, is reduced to an overall thickness of 2.6 mm. The Al back cover was completely
removed. We also assumed that the wires present in the printed circuit-board could in principle
be rerouted around the detection area, and removed this layer as well. Additionally, the Al front
cover listed in table 4.1 was replaced by carbon ﬁbre. The rationale for choosing the given materials
and thicknesses was to minimise x-ray absorption, while at the same time ensuring mechanical
stability and protecting the inside of the ﬂat-panel detector from external inﬂuences. It should
be noted that depending on the detector to MV source distance, only parts of the detection area
of the panel would need to be reduced to the given thickness. For example, a distance of 60 cm
would require a ‘thin’ area of approximately 25x25 cm2.
4.3.2 Monte Carlo simulation
The Monte Carlo simulation was performed using the Geant4 v9.5 toolkit (Agostinelli et al. 2003).
Geant4 allows the modelling of primary x-ray interactions, secondary particles such as electrons
and positrons, as well as optical photon creation and propagation within one framework. All
relevant output parameters of the simulation (e.g. absorbed energy, number of detected optical
photons) were scored using the ROOT data analysis framework (Brun & Rademakers 1997).
Higher order output parameters such as the modulation transfer function or the detection quantum
eﬃciency were calculated as post-processing steps. The procedure used to validate our Monte
Carlo detector model is described in appendix 4.A.
Electromagnetic physics
We used the Livermore electromagnetic physics list and set the minimum range of secondary
particles to 0.1 μm (electrons, positrons) and 1 μm (x-rays), eﬀectively establishing a production
threshold of 1 keV for all particles in all detector layers. The maximum step length was set to
20-100 μm for the phosphor layer depending on the required precision.
Optical properties
Layers of the detector that were assigned with optical properties are listed in table 4.2. The
scintillation spectrum of the terbium-doped gadolinium oxysulﬁde was taken from Brixner (1987).
The spectrum shows distinct peaks at wavelengths of 380 nm, 411 nm, 432 nm, 480 nm, 532 nm
(main green peak), and 574 nm, spanning an energy range of 2.06 eV to 3.45 eV. For the Lanex
Fast-B screen, we assumed a thin reﬂective titanium dioxide TiO2 paint between phosphor layer
and plastic support structure. The TiO2 paint has a reﬂectivity of approximately 0.88 (Kirkby &
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Sloboda 2005). Due to the thinness of the TiO2 layer, we ignored it for the non-optical part of
our simulation. Instead, it was designed as an optical ‘ground’ surface in Geant4, with angles of
reﬂection following a Lambertian distribution. For the Lanex Fine screen, we omitted the TiO2
layer (Cho et al. 2008) based on the assumption that optical photons are completely absorbed in
the plastic support layer.
For the purpose of this study, we have assumed that optical photons which propagate into the
glass substrate are mostly absorbed by the dark carbon ﬁbre layer underneath, and that optical
backscatter from the glass substrate can thus be ignored. Consequently, no optical properties
were assigned to this layer.
Table 4.2 Optical properties of the diﬀerent Lanex screen layers and active matrix detec-
tor. R denotes the refractive index. The TiO2 paint was simulated as surface only (zero
thickness). Scatter was ignored for the Acetate and a-Si layers.
Layer R μabs [mm] μsc [mm] References
Gd2O2S:Tb 2.4
‡ 0.413† 0.021† ‡Radcliﬀe et al. (1993),
Acetate 1.48 10 n/a †Liaparinos et al. (2004),
a-Si 4.6 ∼0.0001 n/a Poruba et al. (2004)
4.3.3 Linear accelerator model and x-ray tube spectrum
The 6 MV treatment beam used in our simulation is based on an experimentally validated phase
space and a Gaussian-shaped source model which was previously developed for a Primus linac
(Siemens) and presented by Tacke et al. (2006). In our study, the broad beam originating from
the source model is collimated by means of a virtual collimator by discarding particles that do not
lie within the speciﬁed ﬁeld boundaries. Scatter by or leakage through the multi-leaf collimator
was not considered. The treatment beam spectrum is sampled into energy bins of 40 keV. A
normalized sample spectrum is shown in ﬁgure 4.2 (a). The mean primary x-ray energy is 1.668
MeV.
For the simulation of the diagnostic kV beam, we have used a 120 kVp (mean energy: 53 keV)
x-ray spectrum previously presented by Boone & Seibert (1997).
4.3.4 Modulation transfer function
The spatial resolution of an x-ray imager is commonly quantiﬁed in terms of the modulation
transfer function (MTF). Although we are not using the MV treatment beam for patient imaging,
the spatial resolution is just as important for us because it describes how accurately the device
will be able to monitor the MV beam aperture. Additionally, the MV MTF acts as surrogate
parameter for the spatial spreading of absorbed energy from the MV ROI into the kV ROI of the
detector.
The system MTFsys of an indirect x-ray detector can be split into several multiplicative compo-
nents:
MTFsys(k) = MTFopt(k) ·MTFrad(k) ·MTFpix(k). (4.1)
Here, k denotes the spatial frequency. MTFrad(k) quantiﬁes the spatial distribution of the sec-
ondary radiation in the phosphor layer. The spread of optical photons within the phosphor
layer introduces a further source of blurring which is described by MTFopt(k). Later, we will
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present results for MTFsys(k), which includes the blurring eﬀects of secondary radiation and op-
tical photons. To calculate a pure MTFopt(k) it would be necessary to simulate the absorption of
energy within the phosphor layer along a zero-width beam to compensate for the spatial spread
introduced through scatter of x-rays and secondary particles. Finally, MTFpix(k) describes the
collection of optical photons by a single pixel. For the case of a square pixel aperture, it can be
expressed as a function of pixel pitch p and spatial frequency k:
MTFpix(k) = sinc(k π p). (4.2)
We calculated the MTF based on a method presented by Fujita et al. (1992). However, instead of
employing a ﬁnite width beam angled with respect to the read-out matrix, we chose to perform the
equivalent operation of moving an inﬁnitely narrow pencil beam across the width Δx of a single
pixel, starting at the boundary of the pixel. The step size was chosen to be Δx/32. Individual line
spread functions (LSF) were then calculated by collapsing the image along the y axis. By sorting
the individual LSFs according to their shift with respect to the pixel boundary, an over-sampled
LSF was calculated. Finally, the oversampled LSF was Fourier transformed to determine the
MTF.
4.3.5 Detection quantum eﬃciency
The eﬃciency with which a phosphor screen transfers input information to output information
is commonly described by the detection quantum eﬃciency (DQE). For our study, the DQE is
important for determining how sensitive the diﬀerent detector conﬁgurations will be to the MV
spectrum.







The output SNRout may be expressed as function of the pixel area α, the quantum absorption




The quantum absorption eﬃciency  is deﬁned as function of the number of incoming x-rays Nin,





The statistical factor I introduced by Swank (1973) is necessary since x-ray pulses are integrated
and not counted on an individual basis. The distribution of detected x-ray pulses is also referred
to as pulse-height distribution. Three main components are of signiﬁcance: ﬁrst, the incident x-
ray energy distribution (XED); second, the absorbed energy distribution (AED); and ﬁnally, the
optical pulse distribution (OPD). Assuming monoenergetic incident x-rays, the statistical factor
can be deduced from AED and OPD alone. The OPD only depends on the phosphor layer (i.e. its
optical properties), but not on the other layers in the detector. Since the removal of non-phosphor
components of the detector therefore only aﬀects the AED but not the OPD, we have eﬀectively
assumed that IOPD is constant and limited our calculations to the AED.
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Combining the above equations yields the following expression for the detection quantum eﬃciency
(Jaﬀray et al. 1995):






Note that the last step in equation 4.8 is only valid if the AED is normalised to the number of
incident x-rays. This allows us to quantify the x-ray absorption noise at a spatial frequency of
zero. It therefore ignores the inﬂuence of spatial resolution on the DQE and should be seen as
the upper limit for the investigated detector model.
4.3.6 Experimental set-up
We used a PerkinElmer XRD 1640 AL7-M ﬂat-panel detector for our experiments. The detector
has a minimum integration time of 285 ms resulting in a maximum image acquisition frequency of
3.5 Hz. The detector gain could not be altered and was set to 0.5 pF. Consequently, the linac dose
rate had to be reduced to 50 MU/min to avoid detector saturation. The detector was mounted
on the treatment head of the linac with a custom-built holder in such a way that the detection
area was centred in respect to the MV beam and the front of the detector faced the isocentre.
The isocentre to ﬂat-panel front-surface distance was 36.0 cm, meaning that the a-Si detection
layer had a distance of ∼63 cm to the MV x-ray source. A Primus linac (Siemens) was used for
the experiments. Between 30-75 images were acquired for each detector conﬁguration and ﬁeld
size. The individual images of each series were then oﬀset and dead-pixel corrected. A further
correction was necessary to compensate for the synchronization ‘stripe’ artefacts, which occur
when read-out of a row of pixels coincides with a pulse from the linac. A semi-automatic stripe
detection was developed to identify the positions of the stripes in the out-of-ﬁeld regions of the
image. Due to the regular nature of the stripes (their occurrence coincides with the pulse rate of
the linac), it was possible to then extrapolate stripe positions into the MV ﬁeld region. Having
identiﬁed stripe positions in all images, the images were averaged while discarding contributions
from the stripes (this is possible because the stripes are in diﬀerent positions for each image).
4.4 Results
4.4.1 Attenuation of the treatment beam
We have quantiﬁed the total attenuation of the treatment beam and the production of secondary
particles in the FPD by counting the number of non-interacting primary particles, scattered x-rays,
secondary electrons, and secondary positrons in two scoring surfaces located behind the physical
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detector. The scoring surfaces were designed to be the same size as the ﬂat-panel detector, and
were positioned parallel to the latter at diﬀerent depths. Results for the standard, stripped-down,
and notional detector conﬁgurations, as introduced in section 4.3.1.1, are shown in ﬁgure 4.2 (b).
We assumed a ﬁeld size of 10x10 cm2 for all simulations and placed the FPD at a source-to-detector
distance of 60 cm.
(a) (b)
Figure 4.2 (a) Normalised primary ﬂuence of the 6 MV linac spectrum used in this study
and the exit spectrum for the standard detector. (b) Fraction of non-interacting primary
x-rays for the diﬀerent detector conﬁgurations.
The resulting spectra of primary x-rays and secondary particles exiting the FPD are characterized
in table 4.3. For the standard (AL7) detector conﬁguration, almost a quarter of all primary x-
rays interact within the ﬂat-panel detector, leading to a signiﬁcant hardening of the primary MV
beam. Scattered x-rays, and to a lesser degree also secondary electrons, exit the ﬂat-panel in
substantial numbers leading to an increased surface dose for the patient and potentially greater
dose inhomogeneity. A small number of positrons is also created (less than 0.05% of the number
of primary x-rays). When comparing the exit spectrum right behind the ﬂat-panel detector and
at a distance of 20 cm (a distance that is assumed to roughly coincide with the surface of the
patient), it becomes clear that especially low-energetic secondary particles are scattered away
from the patient. The number of secondary x-rays is thus reduced by 40% whereas the number of
electrons and positrons is reduced by 20-25%. The AN9 detector used in our previous study (Fast
et al. 2012) oﬀers a small improvement over the AL7 detector due to the lack of a Cu build-up
plate. For the stripped-down and notional detector conﬁguration, the number of non-interacting
primary x-rays is dramatically boosted, while the number of secondary x-rays falls accordingly.
Interestingly, an increase in the number of electrons is observed. This can most likely be explained
by the missing Cu build-up and Al front plates, which eﬀectively act as a ﬁlter for low-energy
electrons.
4.4.2 Imaging performance for the diagnostic kV beam
The quality of the diagnostic kV image acquired with our in-line geometry depends on the super-
position of signals originating from (i) keV photons that traversed the patient and interacted in
the detector, and (ii) scattered particles from the neighbouring MV ROI that deposit energy in
the kV ROI. While the latter eﬀect is discussed in detail in the following sections, we ﬁrst simu-
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Table 4.3 Percentage of primary and secondary particles exiting the diﬀerent detectors.
Each spectrum is additionally characterized by its mean energy 〈E〉. The ﬁrst layer L0 is
adjacent to the FPD, the second layer L20 is located at a distance of 20 cm from the FPD.
standard AN9 stripped-down notional
L0 L20 L0 L20 L0 L20 L0 L20
Non-interacting primary x-rays
Percentage 76.87 76.76 80.36 80.23 86.11 85.98 92.55 92.41
〈E〉 [MeV] 1.80 1.80 1.78 1.78 1.74 1.74 1.71 1.71
Secondary scattered x-rays
Percentage 14.70 8.883 12.59 7.53 9.352 5.526 5.043 3.026
〈E〉 [MeV] 0.73 0.93 0.73 0.93 0.71 0.92 0.71 0.91
Secondary electrons
Percentage 0.768 0.612 0.833 0.663 0.927 0.744 0.946 0.781
〈E〉 [MeV] 1.37 1.45 1.36 1.45 1.33 1.42 1.30 1.39
Secondary positrons
Percentage 0.036 0.026 0.030 0.022 0.026 0.020 0.024 0.019
〈E〉 [MeV] 1.60 1.69 1.57 1.67 1.53 1.64 1.52 1.62
lated the diﬀerence in terms of kV image quality between our notional detector and the standard
detector (with its copper build-up plate removed).
For the spatial resolution (Figure 4.3 (a)), we observed a slight increase in MTF for all spatial
frequencies for our notional detector. Replacing the aluminium front plate of the standard detector
with carbon ﬁbre yielded MTF curves (data not shown) almost exactly located between the
respective MTFrad and MTFsys curves shown in Figure 4.3 (a). This indicates that the diﬀerence
in front plate material and the diﬀerence in back-scatter environment are equally responsible for
the increase in the spatial resolution of the notional detector.
Figure 4.3 (b) shows the detection quantum eﬃciency (equation 4.8) for monoenergetic x-ray
beams of energies varied in 5 keV steps between 10 keV and 140 keV. Interestingly, the DQE
depends solely on the choice of material for the front plate for energies below the K-edge of
gadolinium (50.2 keV). Below 30 keV, the reduced absorption of x-rays in the carbon ﬁbre front
plate results in dramatically higher DQE-values for the notional detector. Above the K-edge
energy, the DQE is largely independent from the front plate material and instead depends on
the back-scatter from support components of the detector behind the phosphor layer. Due to the
reduced down-stream areal density of the notional detector compared to the standard detector,
a slight reduction in DQE in the 60-140 keV energy window can be observed.
4.4.3 Radial dose deposition for a pencil beam
Scatter within the ﬂat-panel detector leads to a spreading of absorbed MV dose. We analysed
the radial dose deposition proﬁle in the phosphor layer for our 6 MV pencil beam. Radial proﬁles
are a convenient simpliﬁcation of point-spread-functions if radial symmetry can be assumed.
The beam was centred with respect to a 21x21 cm2 detector, and the detector was divided into
equidistant radial bins of 0.05 mm thickness during data post-processing. All events which were
scored at a distance of more than 10 cm from the centre of the detector were discarded. A total
of 1.5 · 108 primary particles was used for each detector conﬁguration. Because of the relatively
short absorption length of the phosphor screen for optical photons, we assume that optical spread
only contributes signal on the sub-mm length scale and therefore focus on the absorbed energy
here. The eﬀect of optical photon spread is discussed in section 4.4.4.
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(a) (b)
Figure 4.3 Image quality parameters for the kV beam: (a) Modulation transfer functions
and (b) detection quantum eﬃciency. For the DQE, carbon ﬁbre (C) and aluminium (Al)
front plates have been simulated for both detectors. Note that the copper build-up plate
was removed from the standard detector for these simulations.
Figure 4.4 shows the absorbed dose within the phosphor layer as function of the radius for our
diﬀerent detector conﬁgurations. The standard not-rotated (n.r.) conﬁguration denotes the con-
ventional imaging conﬁguration, in which the front of the ﬂat-panel is facing the MV beam.
Interestingly, the total absorbed energy of the standard (n.r.) detector is reduced by 2% com-
pared to the standard detector, whereas the maximum value (in the central bin) is increased by
5%. This suggests that the twice as high areal density of the up-stream layers leads to a broad-
ening of the dose deposition proﬁle for the standard conﬁguration. For both conﬁgurations, less
than 0.1% of the energy is absorbed outside the 1 cm radius. When comparing ﬁgure 4.4 (a)
to radial dose proﬁles for a 9 MeV beam as presented by Schach von Wittenau et al. (2002), it
becomes clear that the ‘plateau’ region produced by the absorption of secondary electrons is much
less pronounced for our beam. This is most likely due to the lower CSDA range of the electrons
produced by the 6 MeV beam. Figure 4.4 (b) exempliﬁes the inﬂuence of back-scatter on the
dose deposition for the standard (n.r.) detector. When discarding particles back scattered from
down-stream detector layers into the phosphor layer, the total absorbed energy is reduced by a
third, and the maximum value by 10%. Most of the relative back-scatter contribution is thus
occurring for radial distances higher than 0.5 cm. For the stripped-down and notional detectors,
the areal density of the up-stream panel components is reduced by 30% and 70% respectively,
compared to the standard detector. Figures 4.4 (c) and (d) show that the radial dose deposition
proﬁles narrow down as expected. The reduced number (and also thickness in the case of the
notional detector) of up-stream build-up layers, decreases secondary electron production and thus
total absorbed energy by 17% and 24% respectively. At the same time, the reduction in radial
spread results in an increase of maximum absorbed energy of 2% and 16% respectively.
4.4.4 Modulation transfer function
For the radial dose proﬁles, we have already observed how the diﬀerent up-stream layers and areal
densities inﬂuence the spatial spreading of absorbed dose within the phosphor layer. A further




Figure 4.4 Dose deposition as function of radius for a pencil beam normally incident on
the centre of the FPD. All curves are normalized to the maximum value of the standard
conﬁguration. The conventional detector geometry is abbreviated as ‘not rotated’ (n.r.).
propagation and scattering of optical photons. Optical photons are created at diﬀerent depth
levels in the phosphor which leads to diﬀerent path lengths depending on the initial depth of
interaction. Additionally, the Acetate layer (table 4.2) between the phosphor and a-Si matrix
eﬀectively acts as an optical ﬁlter.
Our initial analysis of the oversampled line-spread functions (LSF) showed a widening of the
full-width at half maximum (FWHM) by approximately 0.5 mm between the secondary radiation
LSFrad and the system LSFsys. This additional spread through optical processes is also reﬂected
in the MTF. Figure 4.5 (a) shows the MTF for the standard and the standard not-rotated (n.r.)
detector conﬁguration. The characteristic low-frequency drop is clearly visible and is discussed
in more detail in appendix 4.A. Given a pixel pitch of 400 μm, the contribution of MTFpix
towards MTFsys becomes more and more important for higher spatial frequencies. Interestingly,
the diﬀerent up-stream detector compositions and the diﬀerent back-scatter environments cancel
each other out and lead to similar MTFrad curves in the phosphor layer. This was to be expected
from the similar radial proﬁles discussed previously. For the standard detector, we have removed
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back-scatter from the simulation, hence mainly eliminating scatter from the copper layer back
into the phosphor, to quantify the eﬀect of back-scatter on the MTF. For the 50% (20%) MTFrad
for example, we see a reduction from 0.35 (1.3) mm−1 to 0.25 (1.15) mm−1 through back-scatter
alone.
Figure 4.5 (b) shows that the large reduction of back-scatter as well as the decrease in up-stream
areal density leads to a substantial increase in MTF for the notional detector compared to the
standard detector. For the 50% (20%) MTFsys, an increase from 0.175 (0.75) mm
−1 to 0.405
(1.05) mm−1 can be observed.
(a) (b)
Figure 4.5 Modulation transfer functions. The conventional detector geometry is abbre-
viated as ‘not rotated’ (n.r.), the standard detector as std., and the notional detector as
not. MTFpix (equation 4.2) is identical for all detectors.
4.4.5 Detection quantum eﬃciency
In order to quantify and characterize the energy response of our diﬀerent detector conﬁgurations,
we have analyzed the average deposited energy per incident x-ray, the zero-frequency DQE (equa-
tion 4.8), and the statistical factor (equation 4.6) derived from the absorbed energy distribution.
We used a monoenergetic pencil beam normally incident on the centre of the detector with 106
particles for each energy step. The primary beam energy was varied between 20 keV and 10 MeV.
When comparing the diﬀerent DQE curves (ﬁgure 4.6 (a)), it becomes clear that all detector
conﬁgurations are relatively ineﬃcient at energies below 100 keV. This is due to the numerous
up-stream layers, which ﬁlter low-keV primary and secondary particles. As expected, the standard
not-rotated (n.r.) conﬁguration without the Cu build-up plate comes closest to the performance
of a detector optimized for keV energies.
For the in-line detector conﬁgurations, it is especially interesting to contrast the behaviour at
energies below 100 keV and above 1 MeV. The notional detector for example has the smallest up-
stream areal density and consequently has a higher DQE below 100 keV due to the comparatively
small photoelectric absorption in the up-stream layers. For energies above 1 MeV, Compton
forward-scattering and pair production cause a decrease in DQE compared to the other detector
conﬁgurations. The average deposited energy per incident x-ray (ﬁgure 4.6 (b)) shows a similar




Figure 4.6 (a) Detection quantum eﬃciency. (b) Deposited energy per incident x-ray.
(c) Statistical Swank-factor I. (d) Normalized absorbed energy distributions (AED) for an
incident x-ray energy of 1 MeV. The conventional detector geometry is abbreviated as ‘not
rotated’ (n.r.).
x-rays with energies above 2 MeV. For the in-line geometry, in which we try to minimize x-ray
absorption and MV-induced detector signal, the higher response of the standard detector is of
course unwanted.
The statistical factor (ﬁgure 4.6 (c)) is well above 0.9 for energies below the K-shell energy
of gadolinium (50.2 keV) for all detector conﬁgurations, reﬂecting a narrow conﬁnement of the
respective pulse-height distributions. For energies at and above the K-shell energy, a characteristic
drop and subsequent recovery of the Swank-factor can be observed. This is due to the emission,
propagation and escape of K-ﬂuorescence photons above 50.2 keV (Liaparinos & Kandarakis 2011).
Well above 50.2 keV and towards 1 MeV, Compton scattering becomes the main interaction,
leading to more widely spread pulse-height distributions (e.g. ﬁgure 4.6 (d)), and consequently
lower statistical factors for all detectors. For megavoltage energies, the variance of the pulse-
height distributions increases further due to the larger electron range. At even higher energies
towards 10 MeV and beyond (the latter is not shown), an increase of the statistical factor can be
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observed. A detailed explanation of the eﬀects leading to this rise can be found in Jaﬀray et al.
(1995). Interestingly, the relatively low Swank-factor of the notional and stripped-down detector
compared to the standard detector, reﬂects the lower DQE values observed in ﬁgure 4.6 (a).
4.4.6 Direct detection
Due to the low read-out frequency of the AL7 detector, a high dose rate setting, as used in
therapeutic mode, immediately causes detector saturation for the standard and stripped-down
detector. For the direct detector, however, the low direct conversion eﬃciency allowed us to use
both the low (50 MU/min) and the high (300 MU/min) dose rate setting. We observed that
independent of ﬁeld size, the decrease in signal measured by the direct detector, when going from
the high to the low dose rate setting, equates to a factor of 6 within 1% for the primary MV ﬁeld
region.
When comparing the measured signal of the direct detector to the stripped-down detector for a
central ROI of 41x41 pixels at the low dose rate setting, we observed a decrease in signal by
a factor of 5.2±0.1 (10x10 cm2 MV ﬁeld, ﬁgure 4.7 (a)) and 5.8±0.1 (5x5 cm2), respectively.
Deviations between the measured signals at diﬀerent ﬁeld sizes arise from output-scatter factors
of the linac and possibly non-linear responses of the direct detector at very low signal levels. In
order to compare this experimental result with our Monte Carlo simulation, we have assumed
that the average energy necessary for creating an electron-hole-pair (EHP) in the semiconductor
must be three times higher than the a-Si gap energy (Rowlands 2002) of 1.9 eV. We then divided
the number of EHPs by 2 to calculate an equivalent number of optical photons, which we could
compare to the number of optical photons originating from the phosphor layer and detected by
the a-Si matrix. With our Monte Carlo simulation, we calculated a factor of 6.0±0.2 in signal
diﬀerence between the two panel conﬁgurations when assuming a light yield of 60000 photons/MeV
(Eijk 2002). Given the uncertainty in light yield and our simplistic model of the a-Si matrix layer,
experimental results and Monte Carlo simulation are in reasonable agreement.
(a) (b)
Figure 4.7 (a) Experimentally determined horizontal proﬁles. Oﬀset, dead pixel and stripe
corrections were applied before creating an average image. (b) Ratios of horizontal proﬁles
from Monte Carlo simulation. All data is derived with 10x10 cm2 MV ﬁelds.
59
4.4.7 Dose deposition proﬁles
The diﬀerences in dose deposition when comparing the diﬀerent detectors are best visualized by
looking at proﬁles through the experimentally acquired images (ﬁgure 4.7 (a)). For the primary
ﬁeld region, the stripped-down detector measures a signal reduced by a factor of 0.88±0.01 com-
pared to the standard detector. Our Monte Carlo simulation yields a factor of 0.85±0.02 for the
same conﬁgurations. It can also be observed that the ratio of signals is not constant along the
horizontal axis (ﬁgure 4.7 (b)). While the notional detector sees a reduction of signal by a factor
of 0.80±0.01 for the primary ﬁeld region, the signal is dramatically reduced by more than 80% at
distances larger than 1 cm from the primary ﬁeld edge. Interestingly, the reduction of up-stream
areal density of the notional detector is also noticeable in a stronger ‘cupping’ of the beam proﬁle
originating from the ﬂattening-ﬁlter. This eﬀect is less pronounced for the standard detector,
because the beam proﬁle is smeared out by lateral scatter in the up-stream detector layers.
4.5 Discussion
Our proposed notional detector design is based on existing detector technology (a conventional
a-Si matrix array, glass substrate and phosphor screen are used), however it features a slimmed-
down support structure. The up-stream areal density at the ‘back’ of the detector is decreased by
70% compared to the standard detector, reducing the ﬁltration of keV photons from the treatment
beam (an objective contrary to current detector designs) and also decreasing the number of MeV
photons in Compton or pair production interactions. At the ‘front’ of the ﬂat-panel, the copper
build-up plate traditionally used for MV imaging is omitted to avoid scatter from the Cu plate
back into the phosphor screen and onto the patient. Omitting the Cu plate also improves the
sensitivity of the detector for keV photons used in the diagnostic kV beam. The front plate is
made from carbon ﬁbre instead of aluminium to reduce absorption and scatter within the front
plate of both the MV and kV beam.
When comparing our notional detector with our previously used AL9 detector (Fast et al. 2012),
the fraction of non-interacting primary x-rays increases sharply from 80% to 92%. At the same
time, the fraction of scattered x-rays arriving at the patient surface is reduced from 7.5% to
3%. Yang et al. (2004) have reported on the contamination of the Primus’ treatment beam with
electrons arising from several beam path components such as the ﬂattening ﬁlter. They observed
a relative contribution of approximately 0.07% for electrons from the treatment head, with an
average electron energy of 1.3 MeV for the 6 MV beam. For our notional detector, the electron
contamination originating from x-ray interactions in the detector is 0.78% with an average electron
energy of 1.4 MeV at a 20 cm distance from the ﬂat-panel. While the contaminating electrons (and
low-energy scattered x-rays) coming from the treatment head should be mostly ﬁltered by the
ﬂat-panel detector, the electron and x-ray contamination originating in the ﬂat-panel may cause
additional surface dose. This eﬀect, however, might be partly compensated by the ﬁltration of low-
keV x-rays in the ﬂat-panel detector. Further studies are necessary to determine how treatment
plan quality is inﬂuenced by the changes in treatment beam spectrum introduced through the
ﬂat-panel detector.
Our analysis of the zero-frequency DQE and average deposited energy per incident x-ray has
revealed that the notional detector is a lot less sensitive for MeV photons compared to the standard
detector. At the same time, the reduced up-stream areal density means that secondary electrons
with energies below 100 keV are less likely to be reabsorbed before reaching the phosphor screen.
This results in a higher DQE for keV photons from the treatment beam. For the kV imaging
beam, we have observed only small diﬀerences in DQE between the two detectors in the diagnostic
energy window (30-140 keV).
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The issue of scatter from the MV ROI into the neighbouring kV ROI is also mitigated by reducing
the up-stream areal density. For the radial dose deposition proﬁle of a pencil beam, we have
observed that 99.9% of the dose is deposited within a radius of 4 mm and 9 mm for the notional
and standard detectors respectively. Optical spreading introduces a further blur of the order of
0.5 mm for both detectors. This improvement in radial dose conﬁnement for the notional detector
is also reﬂected in the spatial resolution: the 50% MTFsys, for example, more than doubles. For
a simple 10x10 cm2 MV ﬁeld, we could show that the signal of the notional detector is reduced
by 20% compared to the standard detector for the primary ﬁeld region and by more than 80%
when looking at distances greater than 1 cm from the ﬁeld edge.
We also explored the possibility of using a direct detection conﬁguration for the MV ROI of
the detector. Experimentally, we achieved this by removing the phosphor screen and graphite
layer. An ideal solution would be one which temporarily disables photon propagation from the
phosphor screen to the a-Si matrix. Such a solution would allow the use of the same ﬂat-panel for
conventional applications such as kV CBCT. Gustafsson et al. (2011) have suggested a mechanical
shutter or an electrically switchable optical layer between the a-Si matrix and the phosphor screen,
which would block optical photons from being detected when desired. In our experiments, we
have observed a direct to indirect signal ratio of one to six. This means that the direct signal
is higher for the in-line geometry than for the conventional imaging geometry, due to the higher
up-stream areal density. It also means that the direct signal is still suﬃciently high to monitor
the treatment beam during therapy while at the same time avoiding detector saturation.
4.6 Conclusion and outlook
In this study, we proposed a notional ﬂat-panel x-ray detector that is well-suited for use with
our in-line geometry. This notional detector is relatively insensitive to the MV treatment beam
radiation, while at the same time maintaining a similar sensitivity for the kV imaging beam.
Scatter of secondary particles within the detector and scatter of secondary x-rays onto the patient,
as well as ﬁltration of the treatment beam is sharply reduced compared to the standard detector.
Future studies should investigate how the post-FPD treatment beam spectrum inﬂuences the
treatment beam quality.
4.A Validation of Monte Carlo simulation
We validated our Monte Carlo detector model by reproducing experimental and simulation re-
sults that have previously been published in the literature. Importantly, we validated both key
physical processes: (i) x-ray and secondary particle transport and absorption by looking at the
absorbed energy per incident x-ray and detection quantum eﬃciency (DQE), and (ii) optical
photon propagation by evaluating the modulation transfer function (MTF).
For the average deposited energy per incident photon and DQE (equation 4.8), we remodelled
a detector layout presented by Schach von Wittenau et al. (2002). Their detector is similar to
ours, except that they assumed a slightly smaller thickness of the phosphor layer (84 μm instead
of 90 μm) and a slightly larger density (4.25 g · cm−3 instead of 3.72 g · cm−3). Although used
for MV radiation, no Cu build-up plate was present in their study. Small diﬀerences are also
to be found in the support structure. Crucially, their 2002 Monte Carlo simulation is based on
MCNP4C (Briesmeister 2000) and not Geant4 v9.5. Figure 4.8 shows that there is excellent
agreement between our result and their study for a wide energy range. A small discrepancy of
below 5% can be observed for the deposited energy below 50 keV. An explanation for this small
diﬀerence is either a possible diﬀerence in the composition of the glass substrate, or more likely
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general diﬀerences between the diﬀerent Monte Carlo tools in terms of cross section data, energy
tallying, multiple-scatter model etc. These diﬀerences are comprehensively discussed by Yoriyaz
et al. (2009).
(a) (b)
Figure 4.8 (a) Deposited energy per incident x-ray and (b) detection quantum eﬃciency
for the notional detector presented by Schach von Wittenau et al. (2002). Note the K-shell
edges of barium (37.4 keV) and gadolinium (50.2 keV).
(a) (b)
Figure 4.9 Modulation transfer function for the (a) Lanex Fast-B screen and (b) Lanex
Fine screen. The results from our Monte Carlo simulation are compared with measurements
by El-Mohri et al. (2001).
In terms of spatial resolution, we compared our results to MTF values previously published by
El-Mohri et al. (2001). We adapted our model detector to their set-up to produce comparable
results: 26x26 cm2 detector size, 508 μm pixel pitch, 1 mm Cu build-up ﬂush to the phosphor
screen, Lanex Fine or Lanex Fast-B screen, and no front plates. A comparison of MTFs is shown
in ﬁgure 4.9. The MTFsys, which includes the eﬀects of secondary radiation transport, optical
photon transport, and the pixel aperture, agrees reasonably well with the experimentally measured
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data. Notably, the experimental MTF measured by El-Mohri et al. (2001) does show a weaker
characteristic low-frequency drop. The low-frequency drop is an often observed phenomena which
originates from long-range scatter as well as back-scatter from behind the phosphor layer. Due to
the lack of data on the prototype detector that was used for their experiment, we decided to use
our own detector’s support structure and back plate (table 4.1). Further diﬀerences arise from the
diﬀerent linac that was used in our Monte Carlo simulation. As previously observed by El-Mohri
et al. (2001), the MTF curves show only a weak dependence on the screen type for MV radiation,
because secondary particles of a MV beam are of much higher energy than for a kV beam and




Actively Triggered 4d Cone-Beam
CT Acquisition
5.1 Overview
4d cone-beam computed tomography (CBCT) is rapidly developing into a much-utilized clinical
imaging modality (Sweeney et al. 2012). By increasing the number of 2d projections from 200-
750 for a 3D reconstruction, to >1000 projections for a 4d CBCT, and binning the acquired
projections into 8-10 respiratory phases, a video-like 4d sequences of the patient’s respiratory
movement is acquired (Sonke et al. 2005, Dietrich et al. 2006, Lu et al. 2007). This binning
process happens ‘after-the-fact’, i.e. after the projections are acquired and the imaging dose is
administered. Depending on the imaging frequency and the gantry rotation time (both are usually
ﬁxed), as well as the breathing period of the patient (which can vary during image acquisition), the
projections are unevenly distributed over the respiratory phases. Especially the slow-moving peak-
exhale and peak-inhale phases tend to accumulate more projections than the other phases. The
individual projections for each respiratory phase are also bunched into narrow angular segments
with large projection-free angular segments in between. All these eﬀects can severely compromise
the image quality (Hugo & Rosu 2012, O’Brien et al. 2013).
In order to compensate for losses in image quality caused by the ﬁxed imaging frequency and
the patient’s breathing period, we developed a novel 4d CBCT acquisition framework based on
actively triggered projections employing the forward-predicted position of the tumour at the time
of image acquisition. The forward-prediction of the tumour position was independently established
using two diﬀerent input signals: (i) an electromagnetic tracking system based on implanted EM-
transponders which act as a surrogate for the tumour position, and (ii) an external motion sensor
measuring the chest-wall displacement and correlating this external motion to the phase-shifted
internal motion derived from the acquired images.
Publication
This chapter is currently being prepared for a journal submission (Fast et al. 2013 c). Parts of the
results have been presented at international conferences (Fast et al. 2012 c, Fast et al. 2013 b).
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5.2 Introduction
The acquisition of 4d cone-beam computed tomography (CBCT) data sets prior to treatment has
become feasible for most radiotherapy vendors in recent years. 4d CBCT has been demonstrated
on Elekta (Sonke et al. 2005), Varian (Lu et al. 2007), and Siemens (Dietrich et al. 2006) linear
accelerator platforms. 4d CBCT images provide valuable additional information for the clinician
compared to the conventional 3d CBCT reconstruction (Sweeney et al. 2012): not only the av-
erage tumour position, but also the extent of the motion amplitude is provided. Especially in
combination with 4d treatment planning CTs, this potentially allows one to estimate the validity
of the treatment plan under consideration of the motion ‘trajectory-of-the-day’. In terms of image
quality, 4d reconstructions eﬀectively mitigate motion-related image artefacts (Sonke et al. 2005).
This is achieved by sorting individual projections into 8-10 respiratory phases, either according
to the position in the breathing cycle (phase-binning) or the amplitude (displacement-binning) at
the time of image acquisition (Abdelnour et al. 2007). Importantly, it is necessary to obtain infor-
mation about the respiratory trajectory over the course of image acquisition. The information can
be extracted from independent additional systems, e.g. belt-mounted pressure sensors, optical or
infra-red surface sensors, spirometers etc. (Moorrees & Bezak 2012), or it can be extracted from
the images themselves. The latter approach is commonly known as ‘Amsterdam shroud’ (Zijp
et al. 2004, van Herk et al. 2007) but other ways of deriving the motion information from the
projections have also been presented (Yan et al. 2013).
There are, however, also a few downsides to consider when employing 4d CBCT images: (i) typical
image acquisition times (∼4-6 mins) are sharply increased compared to standard 3d acquisitions
(∼1-2 mins); (ii) imaging dose is also much higher, mainly due to an increase in the number of
projections (from 200-750 to >1000); (iii) the number of projections are unevenly distributed over
the respiratory phases, possibly leading to variations in image quality for the diﬀerent phases;
and (iv) the projections of each individual respiratory phase are not evenly distributed over
the gantry rotation, resulting in view-aliasing/streaking in the reconstructed 3d images (Leng
et al. 2008, Hugo & Rosu 2012, O’Brien et al. 2013).
Using the conventional ‘passive’ 4d CBCT acquisition technology, improving one of the above
mentioned parameters (i-iv) usually comes at the cost of degrading one of the other parameters.
Improving the view-aliasing, for example, can be achieved by reducing the gantry rotation speed
(Ahmad et al. 2009, Hugo & Rosu 2012). Similarly it has been shown that post-processing
steps like the McKinnon-Bates (MKB) algorithm (Zheng et al. 2011) reduce streaking. A limited
number of studies have also reported on ‘semi-active’ 4d CBCT systems, such as gated-CBCT
(Chang et al. 2006, Kincaid et al. 2013), where acquisition is only triggered if the motion falls
within a predeﬁned amplitude window. A common drawback of any gating approach is the increase
in image acquisition times. Chang et al. (2006) have reported increases in gantry rotation times
from the original 5 min for a continuous acquisition to 6-7 mins for the gated acquisition on an
MV CBCT device. Kincaid et al. (2013) have discussed the trade-oﬀ between width of the gating
window and gantry rotation time on their gated kV CBCT system. Recently, O’Brien et al.
(2013) have suggested a mathematical model based on a ‘representative’ breathing trajectory
which optimizes imaging frequency and gantry rotation speed to achieve an equidistant angular
sampling between projections. They also suggest updating the model ‘on-the-ﬂy’ based on the
actual respiratory signal of the day. In case of breathing which becomes irregular, they suggest
pausing the gantry rotation and image acquisition.
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To overcome the uneven spreading of projections over respiratory phases seen in today’s 4d CBCT
systems, we are proposing a prospective binning technique in which kV projections are actively
triggered based on the forward-predicted position of the tumour at the time of image acquisition.
We will also demonstrate that our approach can regularize the angular sampling between projec-
tions to some extent. Importantly, this approach does not require any a-priori motion models, but
instead relies on the respiratory motion of the day. Because on-the-ﬂy adaptation of the gantry
velocity was not available on our linac platform at the time of the experiments, we were limited
to the imaging frequency as optimization parameter.
In order to forward-predict the position of the tumour at the time of image acquisition, we have
heavily borrowed from approaches developed to compensate for the multi-leaf collimator latency
during tumour tracking applications (Vedam et al. 2004, Krauss et al. 2011).
In this study, the forward-prediction of the tumour position was independently established using
two diﬀerent input signals: (i) the CalypsoR© (Varian Medical Systems, Inc.) electromagnetic (EM)
tracking system based on implanted EM-transponders which act as a surrogate for the tumour
position, and (ii) an external motion sensor measuring the chest-wall displacement correlated to
the phase-shifted internal motion derived from the acquired images using the ‘Amsterdam shroud’
method (Zijp et al. 2004, van Herk et al. 2007). Throughout this chapter, we will use the following
nomenclature for the two types of actively-triggered 4d CBCT:
• EM-4d-CBCT : the electromagnetic (EM ) 4d CBCT mode,
• COR-4d-CBCT : the internal-external correlation (COR) 4d CBCT mode.
For the ﬁrst approach, EM-4d-CBCT, it was necessary to minimize the EM-induced interference in
the read-out of the ﬂat-panel detector (FPD). Our research group has previously demonstrated a
system for synchronized tumour tracking with electromagnetic transponders and kV x-ray imaging
(Rau et al. 2008). In this system, image acquisition was only triggered during periods of EM
‘silence’ to obtain 2d projections free of the characteristic stripe artefacts. To ensure that the
periods of EM silence were long enough to acquire artefact-free images, the EM update rate was
reduced to ∼6 Hz resulting in a frame rate of ∼2.2 fps. Rau et al. (2008) already showed that
the motion information gathered by the EM tracking system could be used to retrospectively bin
the acquired kV projections into breathing phases for 4d CBCT reconstruction. For the current
study, a much higher frame rate was desired and we therefore deployed a passive EM-shielding
for the FPD.
The presence of the EM-array during kV acquisition also results in a characteristic absorption
pattern superimposed on the anatomical image for certain gantry angles. Without further modi-
ﬁcations to the projection images this yields heavily artefact-prone 3D images. To our knowledge,
two approaches to correct for this artefact have been proposed: (i) Poludniowski et al. (2012)
have suggested a three-step post-processing technique on the reconstructed images, and (ii) Mau-
rer et al. (2011) have presented a ﬁltering method which replaces ‘bad’ pixels belonging to the
EM array structure with neighbouring ‘good’ pixels based on empirical gray-value thresholds.
In this study, we are suggesting a new correction strategy which uses a-priori knowledge about
the position of the EM array in the treatment room to identify aﬀected pixels which need to be
replaced by neighbouring pixels.
We also demonstrated the acquisition of single respiratory phases and a new dose-saving 4d CBCT
mode, consisting of peak-exhale and peak-inhale images only:
• Quasi 4d-CBCT : only the extremal respiratory phases are acquired.
In principle, any subset of respiratory phases can be acquired. Looking at the peak-exhale as well
as the peak-inhale phase seemed clinically most sensible to us, because it allows to describe the
motion baseline as well as the motion amplitude.
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5.3 Materials and methods
5.3.1 Experimental set-up
All experiments were performed on our Siemens research linear accelerator (linac) equipped with
an additional x-ray tube and ﬂat-panel detector (FPD) in the ‘in-line’ imaging geometry (Oelfke
et al. 2006). The XRD 1640 AN1-ETS (PerkinElmer) detector uses a CsI phosphor screen and an
anti-scatter grid for high image quality. A simpliﬁed schematic side view of the experiment is given
in ﬁgure 5.1. Importantly, the set-up does not depend on the unique features (Nill et al. 2005)
of the ‘in-line’ geometry, and is thus transferable to other geometries like the orthogonal imaging
geometry.
Figure 5.1 Side view of the experimental set-up. Note that the Calypso array was only
present for the EM-4d-CBCT mode and was later removed for the COR-4d-CBCT mode.
5.3.2 Image acquisition
We developed a new control software (ﬁgure 5.2), partly based on a previously presented imaging
framework (Fast et al. 2012) and a tracking framework (Krauss et al. 2011 b). The new 4d CBCT
tool handles the continuous stream of tumour or surrogate positions from the diﬀerent position
devices (section 5.3.3), continuously monitors the linac gantry angle, and organizes the forward-
prediction of future tumour positions and thus respiratory phases. The tool also sends trigger
requests to the external X-ray controller and post-processes subsequently acquired images.
The X-ray controller (Fast et al. 2012) was modiﬁed in such a way that it was possible to contin-
uously trigger frames every 80 ms (based on a high-precision hardware counter). The 80 ms were
chosen to accommodate for the 66.6 ms read-out time, approximately 10 ms x-ray exposure time
and some contingency. At the beginning of the training phase, a start-up signal is sent from the
4d CBCT tool to the X-ray controller via an ethernet connection which initiates the continuous
triggering of oﬀset frames. Similarly, a stop signal is sent at the end of the 4d CBCT acquisition.
Importantly, requests for a new x-ray projection, which may arrive from the 4d CBCT tool at
any time, are only processed for the image following the next image. By introducing this artiﬁcial
delay of 80 ms, we ensure that at least one oﬀset image is acquired between two x-ray projections.
This in turn ensures a better image quality due to the reduction of ghosting with every frame
read-out (Siewerdsen & Jaﬀray 1999, Mail et al. 2008). The minimum time between two x-ray
projections is thus limited to 160 ms. Assuming that the requests for new kV projections arrive
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Figure 5.2 Schematic representation of the 4d CBCT tool and the X-ray controller. The
X-ray controller is an additional in-house developed software and hardware solution (Fast
et al. 2012), which manages the acquisition of x-ray images.
at random times, an average latency of 40 ms is therefore introduced through the asynchronous
operation of the 4d CBCT tool and X-ray controller. Together with the 80 ms from the oﬀset
image, this adds up to an eﬀective latency of the x-ray imaging chain of 120 ms.
All projections were acquired at 121 kVp using the lowest available exposure setting of 0.5 mAs
and the 1.0 pF detector gain setting.
EM-shielding of the ﬂat-panel detector
Due to the radio emissions of the EM-array, it is impossible to simultaneously operate EM tracking
and acquire artefact-free images with the FPD (Rau et al. 2008, Poludniowski et al. 2012). Figure
5.3 demonstrates how the electromagnetic interference from the Calypso antenna array disturbs
the ﬂat-panel read-out electronics. The characteristic EM-induced stripes along the gate-lines of
the detector occur in seemingly random clusters along the read-out lines (cf. ﬁgure 1 from Rau
et al. (2008)). Considering the dynamic range of the detector (16 bit) and typical count values of
∼1000, it becomes clear that the unshielded FPD is rendered useless.
For the EM-4d-CBCT mode, we have therefore used a very thin Aluminium Faraday ‘cage’
for the detector that removes most EM-induced artefacts. The cage design was inspired by a
previously reported shielding of an ion chamber array (Keall et al. 2011). Crucially, the shielding
was designed to have little to no impact on the diagnostic image quality. Given an Aluminium
thickness of ∼13 μm, four layers of Aluminium foil amount to ∼0.14 mm of water-equivalent
thickness. Additional openings of the detector housing (outside of the detection area) were closed
oﬀ with Copper shielding tape.
Users of the EM-tracking system are usually advised to keep electronic or metallic objects away
from the antenna array as well as the EM-transponders to avoid interference with the radio waves.
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Xiong et al. (2012) have discussed how EM-induced eddy currents on neighbouring conducting sur-
faces inﬂuence the accuracy of EM-tracking. In order to diﬀerentiate random position ﬂuctuations
from deviations in the mean detected 3d position, we ﬁrst measured the transponder positions for
a static phantom, with and without deploying the FPD at gantry angle 0◦ (worst case scenario in
terms of FPD to EM-array distance for our experimental set-up). We then quantiﬁed the random
position ﬂuctuations with a moving phantom under rotating gantry, by comparing the recorded
trajectory with an ideal ﬁt according to equation 5.5.
(a) Read-out direction. (b) Gate-line direction.
Figure 5.3 Sample of EM-induced stripes in the unshielded FPD. The detector gain was
set to 0.5 pF and the FPD to EM-array distance was 18.5 cm at gantry angle 0◦. (a)
Median in gate-line direction, (b) three typical sample stripes in more detail.
Estimation of future respiratory phase
Based on the predicted internal tumour positions, the future respiratory phase was estimated
according to the SI amplitude of the last complete inhale or exhale half-cycle. The maximum
inhale and exhale positions of the respiratory waveforms were identiﬁed according to a technique
suggested by Lu et al. (2006). Abdelnour et al. (2007) have reported for 4d CT acquisitions
that the displacement-binning approach leads to better reconstruction than the phase-binning
approach. For simplicity, the respiratory cycles was split into only ﬁve diﬀerent breathing phases
as opposed to the 8-10 (Keall et al. 2005, Sonke et al. 2005) usually used: peak-exhale, early-inhale,
mid-ventilation, late-inhale, and peak-inhale. The ﬁve respiratory phases were chosen to represent
15%, 20%, 30%, 20% and 15% of the total amplitude respectively. Phases representing the fastest
respiratory velocity were thus eﬀectively given a larger amplitude window. Importantly, these
deﬁnitions can be easily altered without compromising our acquisition scheme.
Cone-beam CT reconstruction
3d images were reconstructed from phase-binned 2d projections using an implementation of the
FDK algorithm (Feldkamp et al. 1984) provided by Siemens. The necessary projection matrices
were acquired by scanning a geometry calibration phantom as described by Pouliot et al. (2005).
The individual 2d projections (1024x1024 pixels) were down-sampled to 512x512 pixels. A 3x3
median ﬁlter was applied to the images, and a Gaussian ﬁlter was selected for back-projection.
Additionally, an iterative scatter correction (Maltz et al. 2008) was performed with the aid of
pre-calculated scatter kernels. The reconstruction matrix size was set to 5123 voxels and the cube
volume to (27.8 cm)3.
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5.3.3 Tumour position devices
For the EM-4d-CBCT mode, a research version of the Calypso tumour tracking system was used
to directly access the internal tumour position. This is a valid approach as long as the shift of the
centre-of-gravity of the three EM transponders with respect to the tumour is rigid and known.
Crucially, for our study the Calypso system oﬀers a relatively high sampling rate of 25 Hz and
features a well-deﬁned1 eﬀective latency of approximately ∼120 ms (Krauss et al. 2011 b).
For the COR-4d-CBCT mode, a simple linear potentiometer used in a previous study (Krauss
et al. 2012) was attached to the 4d motion platform to monitor the AP direction. The linear
potentiometer was used as surrogate for more elaborate systems such as pressure-belts or surface-
monitoring cameras which essentially convey the same information. The linear potentiometer was
sampled at 30 Hz using an AD converter. The eﬀective latency of this set-up was estimated at
∼40 ms (Krauss et al. 2012). The internal position was extracted from the images itself using a
technique similar to the commonly known ‘Amsterdam shroud (AS)’ (Zijp et al. 2004, van Herk
et al. 2007). An excellent description of the necessary image post-processing steps is given by Yan
et al. (2013). We omitted the last step of calculating a horizontal derivative on the AS image since
the artiﬁcial diaphragm edge of our phantom presented itself as a strong feature. Importantly, the
AS techniques assumes that the diaphragm motion (which is most prominent in the SI derivative
image) can be used as surrogate for the tumour motion. To convert the diaphragm positions
(in pixel coordinates) derived from the AS image into absolute room coordinate positions, we
geometrically back-projected them onto the SI axis in the isocenter plane.
5.3.4 Forward-prediction method
The forward-prediction of the tumour position is based on a linear regression (LR) algorithm,
described in detail by Krauss et al. (2011). The prediction is necessary to bridge not only the
position device latencies (40 ms and 120 ms), but also the average time before a new projection
can be triggered (120 ms) as explained in section 5.3.2. Due to the relatively short cumulative
prediction lengths of only 160 ms and 240 ms, a more complex prediction algorithm such as
a neural network (NN), kernel density estimation (KDE) or a support vector regression (SVR)
would yield very similar prediction results even for non-regular real patient trajectories. We also
employed an adaptive-expansive training scheme (Krauss et al. 2011), in which the sliding training
window is gradually expanded from an initial 23 s to 60 s. The preprocessing length of 7 s is
added to the training window, resulting in a ﬁrst predicted position 30 s into the data acquisition.
For the EM-4d-CBCT mode, the continuous stream of 3d positions from the Calypso device was
used as input for the prediction. For the COR-4d-CBCT mode, the 1d external signal from the
linear potentiometer was used to establish the prediction.
5.3.5 Internal-external correlation model
An internal-to-external motion model is established from the ﬁrst 40 x-ray projections for the
COR-4d-CBCT mode, by correlating the external chest-wall displacement (AP direction) with
the internal motion (SI direction) derived from the images. The creation of the correlation model
has been previously described by Krauss et al. (2012). These initial projections were acquired
under a rotating gantry at a relatively high frequency of 6.25 Hz to cover 1-2 breathing cycles
with a good sampling. During post-processing, these images were binned and used alongside
the actively triggered frames. Once established, the correlation model maps predicted external
positions onto equivalent internal positions which are subsequently used to forecast the respiratory
1The latency is automatically reported along with each position.
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phase. Using the existing control software, it is already possible to update the correlation model
after subsequent frames exceeding the 40th frame. Due to the regular nature of the respiratory
trajectories used, we did however decide to use the once established correlation model for the
entire image acquisition.
5.3.6 Adaptive gantry speed and projection clustering
The breathing pattern during the training phase (ﬁrst 30 s of data acquisition with either the
Calypso device or the linear potentiometer) is used to identify the breathing period Tresp by means
of a Fourier transformation. Based on this information, the gantry rotation speed was selected
depending on the total number of frames desired. Ideally, the gantry speed would constitute an
additional degree of freedom, meaning that the gantry rotation speed would track the respiratory
velocity or at least the breathing period of the patient. This would result in a more evenly
distributed angular sampling and mitigate sampling artefacts arising from a breathing period
which varies during CBCT acquisition. Due to hardware constraints, however, we were only able
to set the gantry speed once before the beginning of the gantry rotation in this study.
For the full 4d CBCT acquisition, the gantry rotation time should not exceed a couple of minutes
to avoid patient discomfort and drifting eﬀects which tend to intensify with increasing procedure
time. We have therefore set the maximum total acquisition time to 5 mins resulting in a minimum
gantry speed of 72 ◦/min for a full scan and 40 ◦/min for a short scan.
The amplitude information from the last 2·Tresp seconds of the training period is also used to
dynamically calculated the average time ti the tumour remains in a certain respiratory phase i.
This information is then used to calculate the minimum time Δti between two projections based
on the number ni of desired projections per respiratory phase and breathing period:
Δti = ti/ni. (5.1)
In practise, of course, ni cannot be arbitrarily increased. The minimum time Δti between two
projections is limited to 160 ms as explained in section 5.3.2. In this study, ni was usually set
to 2 or 3. O’Brien et al. (2013) previously noted that the clustering of many projections into
narrow angular increments with wide projection-free angular segments in-between compromises
the quality of the reconstructed image. Assuming a constant gantry speed, one projection per
respiratory phase, and that each respiratory phase occurs only once per breathing period, the
gantry spacing between two projections can be calculated from the breathing period Tresp:
Δφ(trot, T ) =
(φend − φstart) · Tresp
trot
, (5.2)
where trot is the user selected gantry rotation time, φstart is the gantry start angle, and φend is
the gantry end angle. When clustering occurs, the inter-cluster angular spacing must be smaller
than Δφ to account for the intra-cluster sampling.
5.3.7 Image post-processing
All acquired projections were corrected ‘online’ by subtracting an oﬀset image and applying a
gain correction map. Additionally, the dead pixels were corrected using a quad-directional linear
interpolation (Nelms et al. 2009) from neighbouring good pixels.
Projections acquired with the EM-4d-CBCT mode were loaded into Matlab R© (The MathWorks,
Inc.) in an oﬄine post-processing step to correct for artefacts originating from the EM-array or
the EM-transponders.
72
Actively Triggered 4d CBCT Acquisition












Here, CTm abbreviates the mean CT-number of a region-of-interest (ROI) . The standard devia-
tion within a ROI is referred to as σROI. The CNR is calculated by deﬁning a tumour tissue ROI
and an adjacent lung tissue ROI.
Removal of EM-transponder artefacts
We noticed that the metallic EM-transponders cause radial streak artefacts in the transversal
plane of the reconstructed 3d images. These metal artefact are a well known phenomena in kV
CBCT and various correction strategies have been suggested in the literature (c.f. Wang et al.
(2013)). Localizing the exact position of the EM-transponders in the 2d/3d images is key to
their identiﬁcation. Fortunately, the 3d position of the EM-transponders is independently known
through the Calypso device for the time of image acquisition. Using the unique projection matrix
for each gantry angle, we have geometrically forward-projected the 3d position of the individual
EM-transponders onto their 2d position on the detector.
The following steps were then taken to identify pixels belonging to the EM-transponders:
1. cropping of a 39x39 region around the projected transponder position,
2. applying a 3x3 median ﬁlter to reduce noise,
3. applying the logarithm (to ensure that the pixel values are proportional to the radiological
thickness) and enhancing contrast,
4. equalizing the histogram,
5. iteratively performing a region-growing algorithm with diﬀerent thresholds to identify the
best connected transponder region.
Once the pixels belonging to the EM-transponders were identiﬁed, their pixel values were replaced
by neighbouring ‘good’ pixel values. To mimic the neighbouring noise characteristics, random
noise of the same variance was added to each replaced pixel value.
Removal of EM-array artefacts
Due to the geometry of the experimental set-up (cf. ﬁgure 5.1), most of the 2d images are com-
pletely or partially superimposed by projections of the EM antenna array located just above
the phantom at a distance of ∼18 cm from the isocenter (lower bound). Figure 5.4 exempliﬁes
the gantry angle intervals that are eﬀected. Assuming a full 360◦ gantry sweep, ∼80% of all
projections are aﬀected. For a 200◦ short scan, this could be reduced to ∼65% in a best case
scenario.
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Figure 5.4 Simpliﬁed front view of the experimental set-up for the EM-4d-CBCT mode.
The grey shaded areas mark the angular intervals for which the EM-array is not present in
the 2d projection images.
The EM-array consists of 32 small receiver coils and 4 large sender coils (Balter et al. 2005).
Whereas the receiver coils are almost invisible on the projections, the metallic wires of the sender
coils are clearly visible. In the reconstructed images they cause -if not corrected for- prominent
streak artefacts (Zhu et al. 2009). Poludniowski et al. (2012) have demonstrated a post-processing
method working on the 3d data sets, which is able to mitigate the EM-induced artefacts. For
this study, we propose a new correction method, which identiﬁes pixels depicting the antenna
wires on the 2d projections and replaces them by neighbouring unaﬀected pixels. This is the
same correction approach used in dead pixel corrections. The following steps were taken for the
correction algorithm:
1. subtracting a low-pass ﬁltered version of the image from the original image,
2. converting the resulting image into a binary image,
3. matching the binary image with a forward-projected model of the antenna structure.
Steps 1-2 are necessary to separate low-frequency image components from the artiﬁcial high-
frequency wire structure. These steps alone, however, are not able to separate the wires from other
high-frequency objects such as noise and tissue borders. The third processing step is therefore
crucial: we created a 2d model of the internal wire structure of the EM-array by scanning the
array using a conventional CT scanner. Using this 2d model and an approximate 3d position of
the antenna in the treatment room, the projection of the antenna onto the ﬂat-panel detector was
calculated using a forward-projection technique based on the projection matrix described above.
The forward-projected binary image was then compared with the binary image from step 2 using
the sum of squared diﬀerences. Because the exact position of the EM-array in room coordinates
was not available to us (it should in principle be possible to retrieve it from the Calypso log ﬁles),
we decided to optimize over array positions shifted in increments between ±2 mm along the x
and y axes, ±4 mm along the z axis, and rotated in increments between ±0.5◦ about the three
main axes to ﬁnd the best match. Overall, the optimization loop iterated over ∼5600 diﬀerent
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array positions to ﬁnd the best possible match. The forward-projected antenna model was then
used as correction map, similarly to a dead-pixel correction map.
5.3.8 Phantom study
All experiments were performed using an in-house developed thorax phantom (Dietrich et al.
2005). The phantom is based on a real patient CT scan and the main components are made from
water-equivalent RW3 and lung-equivalent obomodulan type 300 (right and left lobe). The main
axis dimensions are 13 cm (SI), ∼30 cm (LR), and ∼25 cm (AP). The tumour (4 cm SI, ∼3.1
cm LR, and ∼5.1 cm AP) is also made from RW3 and implanted in the right lobe together with
the three EM transponders. The thorax phantom was then mounted onto a 4d programmable
motion stage (Krauss et al. 2012). To simulate respiratory breathing, we have created two sets of
1d and 2d artiﬁcial sinusoidal trajectories with a breathing period of either 3.5 s or 5.0 s. For the
2d curves, the chest-wall movement (AP) was phase-shifted by 13◦. The breathing patterns are
summarized in table 5.1.
Table 5.1 Amplitudes and periods for the artiﬁcial breathing trajectories used in this
study. The AP motion (5 mm) was phase-shifted by 13◦.
Trajectory Amplitude Period
SI AP LR τ
[mm] [mm] [mm] [s]
A (1d) 15.0 0.0 - 3.5
B (2d) 15.0 5.0 - 3.5
C (1d) 15.0 0.0 - 5.0
D (2d) 15.0 5.0 - 5.0
The sinusoidal trajectories were parametrized in SI direction according to Lujan et al. (1999) as:
y(t) = yo − b cos4 (πt/τ − φ) , (5.5)
where yo is the peak-exhale position, b is the SI-amplitude, τ is the breathing period, and φ is
the starting phase. In AP-direction, the parametrization was as follows:
z(t) = zo − c cos4 (πt/τ − (φ+ δφ)) , (5.6)
where c is the AP-amplitude and δφ the phase diﬀerence causing the characteristic hysteresis
ellipsoid (Seppenwoolde et al. 2002). No motion was assumed for the LR-direction, i.e. x(t) = 0.
5.3.9 Dose measurements
We estimated the imaging dose of our acquisition technique, by measuring the CTDIw (Fast
et al. 2012 b) using the circular PTW CTDI body (32 cm diameter) phantom in combination with




Figure 5.5 exempliﬁes how motion-induced artefacts are eﬀectively mitigated for all respiratory
phases in the EM-4d-CBCT mode. Clearly, the SI motion is completely eliminated for the ex-
tremal respiratory phases (peak-exhale and peak-inhale) where the tumour velocity is the lowest.
For the mid-ventilation phase, which corresponds to the highest tumour velocity, a minimal smear-
ing of the tumour-to-lung boundary can be detected.
Peak-exh. Early-inh. Mid-vent. Late-inh. Peak-inh.
Figure 5.5 EM-4d-CBCT acquisition with trajectory A and 4 min gantry rotation: re-
constructed sagittal slices (top row) and coronal slices (bottom row) of the tumour.
To investigate the motion-induced ‘washing-out’ of the tumour further, we cropped a 40x190
pixel ROI from the sagittal plane, calculated the row-median, and ﬁnally compared the resulting
line proﬁles along the SI direction. Figure 5.6 demonstrates how the motion-induced loss of
reconstructed tumour volume is sharply reduced for all respiratory phases when compared to a
3d reconstruction. The full width at half-maximum (FWHM) of the tumour measures as follows:
40.0 mm (peak-exhale), 38.3 mm (mid-ventilation), and 39.5 mm (peak-inhale). These values
are broadly in line with the 40 mm measured at the physical phantom. The small reduction
in SI FWHM for the mid-ventilation phase was to be expected from the visual impression of
the reconstructed slice. The shift between peak-exhale and peak-inhale positions calculated from
ﬁgure 5.6 is 13.6 mm. Considering the reconstructed pixel size of 0.54 mm and the eﬀective
respiratory displacement windows, the shift agrees reasonably well with the pre-deﬁned amplitude
of 15 mm.
Figure 5.7 shows a typical Quasi COR-4d-CBCT acquisition. As with the full 4d CBCT acqui-
sitions, motion-related smearing of the tumour volume in SI direction is eﬀectively mitigated.
The transversal peak-inhale slice shows an increased level of view-aliasing/streaking compared to
the peak-exhale slice. Although the number of frames, 127, was identical for both respiratory
phases, the inter-cluster angular spacing is larger for the peak-inhale phase resulting in increased
view-aliasing. This phenomena will be discussed in more detail in section 5.4.5.
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Figure 5.6 Line proﬁle across the sagittal slices shown in ﬁgure 5.5. The line proﬁles were
smoothed by a running average ﬁlter (span: 3). A 3d CBCT reconstruction is shown as
reference.
Sagittal Coronal Transversal
Figure 5.7 Quasi COR-4d-CBCT acquisition with trajectory D and 3.5 min gantry ro-
tation: reconstructed peak-exhale (top row) and peak-inhale phase (bottom row). The
dark spots in the coronal planes are caused by air cavities (which can host markers) in the
tumour.
5.4.2 EM-4d-CBCT mode
Eﬃcacy of the FPD shielding
As detailed in section 5.3.2, FPD and EM tracking system cannot simply operate in parallel due
to EM-induced characteristic stripe artefacts along the gate-line direction of the FPD. Figure 5.8
demonstrates the strong inﬂuence of the detector gain setting on the stripe amplitude. For the
lowest possible gain setting of 0.5 pF, the detector is more sensitive than for the highest possible
gain setting of 8 pF and the EM-induced stripes are therefore much stronger. Employing the
shielding reduces the stripe intensity by factors of ∼100 (8 pF) and ∼25 (0.5 pF) respectively. We
also observed that the stripe intensity tends to fall with an increasing distance between the EM-
array and the FPD for the unshielded detector. For the shielded detector, no clear dependence
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on the distance was detectable.
Figure 5.8 Reduction of EM-induced stripes with shielding as a function of the distance
between the FPD and the EM-array (gantry angle 0◦). Median stripe counts are shown.
Inﬂuence of the shielded FPD on the Calypso system
Due to the close proximity of the shielded FPD to the EM-array (∼23 cm at gantry angle 0◦),
we observed an increased ﬂuctuation of the 3d positions reported by the Calypso system. The
ﬂuctuations appeared to aﬀect position measurements at all gantry angles. For a y-only phantom
motion, we observed RMS (maximum) position errors of 0.32 (1.13) mm and 0.56 (1.99) mm
respectively for the non-moving x and z axes.
Figure 5.9 shows reported y positions for trajectory A. To quantify the position error for the
moving axis, we ﬁtted the ideal sinusoidal trajectory according to equation (5.5). Here, the
RMS (maximum) position error is 0.43 (1.24) mm. Clearly, the errors are most apparent for the
peak-exhale breathing phase where the tumour slows down considerably. Based on these initial
observations we decided to use a running median (span: 3) on the position data to smooth out
these ﬂuctuations.
Comparing the mean detected 3d position as a function of FPD to EM-array distance (table
5.2), revealed that the strongest (incorrect) shift in position is attributed to the z-axis which also
showed the strongest random ﬂuctuations and was orientated perpendicular to the EM-array and
the FPD for these measurements. The systematic diﬀerence in x and y was smaller than 0.2 mm
in all cases. Increasing the distance between the EM-array and the FPD to 22.5 cm or higher
greatly reduced the inﬂuence on the detected mean z position.
Table 5.2 Diﬀerence in time-averaged centroid position (EM-transponders) with and with-
out FPD deployed as function of the FPD to EM-array distance.
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Figure 5.9 Trajectory A measured with the EM tracking system compared to a sinusoidal
curve ﬁtted according to equation (5.5). For the ﬁt, only the phase shift δφ and the peak-
exhale position yo were free parameters.
Reduction of EM-transponder artefacts
The successful identiﬁcation and removal of the metallic EM-transponders in the 2d projection
images is exempliﬁed in ﬁgure 5.10. For the transversal slice, the algorithm clearly reduces the
radial streaks originating in the EM-transponder positions. Currently, the correction algorithm
takes ∼0.8 s per image (three EM-transponders) using a non-optimized Matlab implementation.
The ﬂuctuations (especially) in z-positions from the Calypso system reported in the previous
section, required us to use a relatively large ROI of 39x39 pixels around the projected centre
of the EM-transponder to guarantee that the transponder (largest extent: ∼20 pixels) lay well
within the ROI.
Reduction of EM-array artefacts
The superposition of the EM-array onto the 2d projections of the anatomy (cf. ﬁgure 5.4) leads to
characteristic regular stripe artefacts in the reconstructed image (ﬁgure 5.11 (a)). By identifying
pixels belonging to the EM-array and replacing them with neighbouring good pixels as outlined
before, a clear reduction of the characteristic stripes is achieved (ﬁgure 5.11 (b)). This becomes
even more apparent when looking at the diﬀerence image between original and corrected image
(ﬁgure 5.11 (c)). In terms of the CNR (equation 5.4), we saw modest increases of about 3-7%
between uncorrected and corrected images. This was mostly driven by a reduced variance of signal
and hence an increased SNR in the lung as well as tumour tissue.
The run-time of the array correction algorithm currently stands at ∼2 min per projection using
a non-optimized Matlab implementation. Looping over ∼5600 diﬀerent array positions in the
treatment room and forward-projecting each of these positions onto the ﬂat-panel takes the largest
part of that time. We also noticed certain inaccuracies in our array model, which are due to the
limited spatial resolution of 1 mm of the CT scanner we used to build the model.
In order to gauge the best-case performance of our correction algorithm against a gold standard
reconstruction, we took a 3d reconstruction (peak-exhale phase) from a COR-4d-CBCT acqui-
sition. The reconstruction of this series, acquired without the EM-array in the beam path, was
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(a) Original. (b) Corrected. (c) Diﬀerence image.
Figure 5.10 Projection image (top row) and reconstructed transversal slice (bottom row)
of the tumour with three implanted EM-transponders prior to and after EM-transponder
correction.
assumed to be the gold standard. A second EM-4d-CBCT series that had a similar number of
projections was used to create a correction map for each 2d projection. The correction map was
then applied to the gold standard acquisition, eﬀectively ‘correcting’ good pixels by the median
of good pixel values (plus a random noise contribution) from a 9x9 neighbourhood. While the
corrected wire regions were identiﬁable in the 2d projections, no diﬀerence could be seen by the
human observer in the reconstructed images. An analysis of diﬀerence images from reconstructed
slices of the gold standard and the corrected 3d images revealed that the mean diﬀerence was 0
HU and that the standard deviation was ±4 HU for the central region of the phantom.
5.4.3 COR-4d-CBCT mode
As for the EM-4d-CBCT mode, we ﬁrst evaluated the position accuracy of the linear potentiometer
by comparing the detected positions with an ideal sinusoidal ﬁt. Figure 5.12 demonstrates the
high degree of accuracy of the 4d motion platform and shows that the RMS position error (0.09
mm) of the linear potentiometer is negligible as expected.
Figure 5.13 (a) shows the high degree of prediction accuracy (RMS prediction error: 0.06 mm)
for the external motion signal. For the internal SI motion axis (ﬁgure 5.13 (b)), there is a
reasonable agreement between the positions calculated from the ‘Amsterdam shroud’ and the
predicted positions derived with the internal-external correlation model. Clearly, the 13◦ phase
shift between internal and external motion is successfully compensated for. Due to the coarse
sampling of the internal positions (the initial imaging frequency is set to 6.25 Hz, whereas the
external position is sampled with 30 Hz) some slightly larger deviations occur (RMS prediction
error: 0.24 mm).
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(a) Original. (b) Corrected. (c) Diﬀerence image.
Figure 5.11 Reconstructed sagittal (top row) and coronal (bottom row) before and after
EM-array and EM-transponder correction.
Figure 5.12 Trajectory D measured with the linear potentiometer (for details of the ﬁt
see ﬁgure 5.9).
5.4.4 Number of projections and imaging dose
We were able to demonstrate that it is feasible to distribute the number of projections more
evenly over all respiratory phases for our actively triggered 4d CBCT modes. Table 5.3 lists the
number of projections and the imaging dose administered per respiratory phase. For a traditional
4d CBCT acquisition, the phase with the most projections (peak-exhale) has almost four times
as many projections as the phase with the least projections (late-inhale in our case). The latter
phase, however, dictates the gantry rotation time and therefore the total number of projections.
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(a) External motion. (b) Internal motion.
Figure 5.13 COR-4d-CBCT mode: measured vs. predicted AP (external) and SI (internal)
trajectories. Note the diﬀerent y-axis scaling.
Reaching the necessary number of projections (say 90-100) for the least-likely respiratory phase,
clearly comes at the cost of excess projections for other phases.
For the EM-4d-CBCT mode, the projections are much more evenly distributed compared to the
traditional acquisition scheme. Now, the dose ratio between most-likely and least-likely respiratory
phase is 1.3 (3.5 s breathing period) and 1.1 (5.0 s) respectively. The same holds true for the
COR-4d-CBCT mode. Here, the dose ratio is 1.1 (3.5 s breathing period) and 1.1 (5.0 s; data
not shown) respectively. Generally, the dose per respiratory phase varied between 1.7-2.6 mGy
(90-140 frames) which can be extrapolated to a total dose of 17-26 mGy for a full 4d CBCT
acquisition assuming 10 respiratory phases.
For the COR-4d-CBCT mode, a number of projections from the ﬁrst 40-50 frames were disre-
garded for the CT reconstruction. These frames are necessary to establish the internal-external
correlation model, but they either fall into undesired respiratory phases or their angular spacing
is too small (we chose <0.5◦ as a limit). The number of discarded projections is clearly highest
for the Quasi COR-4d-CBCT acquisition (table 5.3). Here, the early-inhale, mid-ventilation, and
late-inhale respiratory phases from the ﬁrst 40-50 projections are not used during reconstruction.
We also demonstrated the feasibility (data not shown), of the acquisition of single respiratory
phases for the EM-4d-CBCT mode. It was possible to reduce the total gantry rotation time
to 2 min (peak-exhale-only or peak-inhale-only acquisitions) and 3 min (mid-ventilation-only
acquisition) without compromising the number of projections compared to the full 4d acquisition
(table 5.3).
5.4.5 Angular clustering of projections
By calculating the incremental changes in the gantry angle between subsequent projections of the
same respiratory phase, we were able to quantify the angular clustering of projections. Depending
on the gantry rotation speed, the imaging frequency and also the respiratory trajectory (especially
its period), projections of a single phase are clustered around certain gantry angles. Figure 5.14
demonstrates that the intra-cluster angular separation of projections (≤1◦) is much smaller than
the inter-cluster separation (∼3-5◦) for a 4 min gantry rotation and a 3.5 s breathing period.
Increasing the gantry velocity increases the angular separation between frames (which is beneﬁcial
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Table 5.3 Number of projections and imaging dose for the diﬀerent 4d CBCT techniques.
The trajectories are described in table 5.1. The number of unused projections in brackets
refers to projections necessary to establish the internal-external correlation model that are
discarded prior to reconstruction.
Arc rotation Trajectory Respiratory Number of CTDIw
[min] phase projections [mGy]
Traditional 4d CBCT

















4.0 C (2d) Peak-exh. 133 (15) 2.4 (0.3)
Early-inh. 143 (4) 2.6 (0.1)
Mid-vent. 142 (2) 2.6 (0.0)
Late-inh. 138 (2) 2.5 (0.0)
Peak-inh. 129 (10) 2.3 (0.2)
5.0 D (2d) Peak-exh. 123 (21) 2.2 (0.4)
Early-inh. 125 (2) 2.2 (0.0)
Mid-vent. 118 (1) 2.1 (0.0)
Late-inh. 126 (2) 2.3 (0.0)
Peak-inh. 114 (3) 2.1 (0.1)
Quasi COR-4d-CBCT
3.5 D (2d) Peak-exh. 127 2.3
other (41) (0.7)
Peak-inh. 127 2.3
for the intra-cluster spacing), but it also increases the inter-cluster spacing which will result in
more view-aliasing/streaking in the reconstructed images.
For a traditional (i.e. continuously acquired and retrospectively binned) 4d CBCT acquisition
(ﬁgure 5.14 (a)), the probability distribution of angular increments has a very distinct maximum
at ∼0.3◦ for the peak-exhale respiratory phase. Clearly, dose is wasted here since neighbouring
projections convey much the same information into the reconstruction process. For the actively
triggered mode, the number of projections per cluster is reduced by six resulting in a coarser
intra-cluster sampling and a shift of the relative weight of the distribution towards larger angular
increments. If only one projection per respiratory cycle and breathing period was desired, the
clustering would vanish altogether and a single distinct peak would dominate the angular dis-
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(a) Peak-exhale. (b) Peak-inhale.
Figure 5.14 Angular clustering for a traditional 4d CBCT and an actively triggered Quasi
COR-4d-CBCT acquisition of trajectory C. The probability is normalized to 1 and the
angular increment to a 4 min rotation.
tribution. Figure 5.14 (b) shows that the redistribution between intra-cluster and inter-cluster
angular sampling is a lot less dramatic for the peak-inhale respiratory phase, because the tu-
mour is about twice as likely to be in the peak-exhale phase than in the peak-inhale phase. This
reduces the number of frames acquired in the latter phase accordingly. Consequently, the intra-
cluster sampling changes little and the reduction in the number of projections for the actively
triggered acquisitions compared to traditional 4d CBCT acquisitions is weaker for the peak-inhale
respiratory phase (table 5.3).
Comparing the actively triggered peak-exhale and peak-inhale phases (ﬁgure 5.14) also shows how
the intra-cluster angular sampling diverges once the imaging frequency is optimized individually
for each respiratory phase. While the sampling is acceptable for the peak-exhale projections
(∼1◦), it is still rather ﬁne for the peak-inhale projections (∼0.3◦). The inter-cluster gap is also
smaller by about 1◦ for the peak-exhale phase because of the increased likelihood of being in peak-
exhale (compared to peak-inhale). Simply not acquiring some of the ﬁnely spaced peak-inhale
projections would lead to a signiﬁcant drop in the total number of projections for that breathing
phase which might also not be desirable.
5.5 Discussion
We were able to demonstrate the feasibility of our new actively triggered acquisition technique
for a variety of scanning protocols ranging from full 4d CBCT scans to single-phase acquisitions.
As in traditional 4d CBCT acquisitions, a signiﬁcant reduction in motion-related artefacts at
the tumour surface was achieved. More importantly, we showed that by optimizing the imaging
frequency for each individual respiratory phase, projections and thus imaging dose can be evenly
spread over all respiratory phases. The remaining small imbalance in the number of projections
between the respiratory phases can be explained based on two factors: ﬁrst, for the 3.5 s breathing
period, the time spent in the early-inhale and late-inhale respiratory phases was of the same order
as the minimum time between two projections (160 ms). In those cases it frequently happened
that only one projection was triggered even though two were desired to achieve the same number of
projections in all phases. Secondly, projections acquired at the very end of the previous respiratory
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phase prevented the acquisition of a new frame at the beginning of the following respiratory phase
for the same reason given before.
For the EM-4d-CBCT mode, the characteristic EM-induced stripe artefacts in the FPD were
reduced to an acceptable level by our shielding design. Reconstruction artefacts stemming from
the presence of the EM-array and the EM-transponders were greatly reduced. Due to the limited
resolution of the CT scanner that was used to construct the EM antenna model, we could not
realize the full potential of our EM-array correction strategy. In future, a higher resolution scan
of the antenna array should greatly improve the accuracy of the model. A better model together
with more accurate information about the room position of the EM-array will greatly speed up
the correction algorithm by reducing the number of array positions that need to be channelled
through the optimization loop.
For cases where the insertion of EM-transponders is not desired or feasible, we demonstrated that
the novel COR-4d-CBCT acquisition mode is a suitable alternative. Assuming a total imaging
dose of 17-26 mGy for a full 4d CBCT acquisition with 10 respiratory phases, we think that the
additional ≤1 mGy necessary to establish the internal-external correlation model is acceptable.
We also showed the substantial dose saving potential of the Quasi 4d-CBCT mode, in which
only peak-exhale and peak-inhale projections are actively triggered. The total (utilized) dose of
a typical Quasi COR-4d-CBCT acquisition was only 4.6 mGy, with an additional 0.7 mGy that
was necessary to establish the correlation model. Compared to the full 4d CBCT acquisition,
the acquisition time for the Quasi 4d-CBCT mode can be reduced to 2-3 min, depending on the
breathing period, without falling below 100 projections per respiratory phase. This is due to the
fact that the extremal respiratory phases are much more likely than the other phases, and that
‘waiting’ for these other phases is not necessary.
Clearly, the image acquisition time should be kept to a minimum to increase patient comfort
and reduce baseline drifts which might aﬀect the quality of CBCT reconstruction. We showed
that a constant gantry velocity together with the patient-speciﬁc breathing period, limits the
achievable angular sampling when the imaging frequency is the only optimization parameter.
A limited number of studies have previously suggested that the gantry rotation velocity should
also be varied along with the imaging frequency to achieve an even angular sampling (O’Brien
et al. 2013, Cooper et al. 2013). In principle there are three ways to adapt the gantry velocity
during image acquisition: (i) relatively slow changes in breathing period could be matched by
reciprocal changes in the gantry velocity. This would regularize irregular breathing trajectories,
but it would not lead to perfect equidistant angular sampling. (ii) For gated CBCT acquisitions,
the gantry could be programmed to move only during the pre-deﬁned gating window (Kincaid
et al. 2013). (iii) A more complex approach would see the gantry velocity track the respiratory
velocity to achieve constant angular sampling as suggested by O’Brien et al. (2013). A motion
regime could be imagined where the gantry velocity is increased for the slow-moving respiratory
phases (peak-exhale, peak-inhale) and decreased for the other phases. If a respiratory phase is
missed such a system could even pause the gantry rotation and wait for the next acquisition
opportunity (which should occur after one complete breathing period). Clearly, mechanical stress
on the gantry components and vendor-speciﬁc acceleration limits reduce the size of the solution
space (O’Brien et al. 2013).
For us, the ideal active 4d CBCT system would not require any a-priori model of the tumour
motion. Motion models derived during treatment planning, for example, must not reﬂect the
motion-of-the-day. Instead, the future tumour position should be predicted as shown in this
study. Previous work by Krauss et al. (2011) has demonstrated that predictions as far as 0.6 s
into the future are feasible (using the kind of predictors used in this study) without great losses of
prediction accuracy, even for irregular real-patient breathing trajectories. We expect that gantry
velocity changes would have a slightly higher latency than the x-ray imaging chain (120 ms in this
85
study), but that they would be well within the 0.6 s mentioned before. It should be possible then
to run two predictors in parallel, one with a relatively short lookahead length to trigger frame
acquisition, and one with a larger lookahead length that adapts the gantry speed when necessary.
5.5.1 Limitations
Currently, the 4d CBCT acquisition framework as it stands has a number of principle limitations.
Firstly, it was not possible to change the gantry velocity on-the-ﬂy, which limits the improvements
in angular sampling as previously discussed. Secondly, the minimum time between two x-ray
projections was 160 ms for our system since we chose to acquire at least one oﬀset frame in-
between two x-ray projections to minimize detector ghosting. This has lead to projections not
being acquired when the previous projection belonged to another respiratory phase or when the
time per respiratory phase was simply too short. Using a modern 30 Hz FPD with a 33.3 ms
read-out time, the minimum time interval between two x-ray projections could safely be reduced
to 90 ms.
For the EM-4d-CBCT mode, we observed that the presence of the shielded FPD inﬂuences the
accuracy of the 3d positions reported by the Calypso system. Increasing the source-to-imager
distance, improving the shielding design, or even optimizing the EM sensor array (Xiong et al.
2012) should hopefully mitigate this eﬀect. We also observed a few remaining stripe artefacts
(despite shielding). Reducing the EM tracking sampling rate as suggested by Rau et al. (2008)
to, say, 15 Hz, would create longer periods of EM silence and consequently reduce the remaining
stripe artefacts without much hampering the abilities of the motion predictor.
For the COR-4d-CBCT mode, the creation of the internal-external correlation model was limited
to the ﬁrst 40-50 internal positions which is suﬃcient for the kind of regular motion used in this
study. In principle, the correlation model can and should be updated after each new projection
to account for changes in breathing.
5.6 Conclusion and outlook
This study is the ﬁrst experimental demonstration of a new 4d CBCT acquisition paradigm in
which the user is enabled to select the respiratory phases desired for reconstruction prior to image
acquisition. Projections are then actively triggered based on the forward-predicted position of the
tumour at the time of image acquisition. By tailoring the imaging frequency to each individual
respiratory phase, it is possible to evenly spread projections over all respiratory phases. Compared
to the traditional approach of retrospective ‘after-the-fact’ respiratory sorting, imaging dose will
either be saved or at least better utilized (i.e. shifted away from phases like peak-exhale). The





In this thesis, the use of linac-mounted x-ray imaging for intra-fractional motion management was
explored. Reliably detecting the motion of the patient during a radiation treatment session is the
ﬁrst important link in the motion management chain as explained in chapter 2. It is a prerequisite
for the advanced adaptive radiation therapy (ART) treatment schemes that are believed to improve
treatment outcome (i.e. patient survival) with minimal radiation-induced side-eﬀects.
At ﬁrst, we investigated the properties of the unique in-line geometry for tracking applications
(chapter 3). Our study indicates that our imaging system achieves a sub-mm position accuracy
in detecting target motion when relying on implanted metallic markers. Importantly the latency
of the imaging chain (including image acquisition, post-processing and marker detection) is well
below 100 ms. Together with the maximum update frequency of ∼7 Hz, this should facilitate real-
time tracking applications. Evolving further towards markerless tumour detection, which does
not need the invasive procedure of implanting metallic markers, would be the next desirable step.
For the conventional ﬂat-panel detector (FPD) used in our initial study, however, we noticed a
few MV-induced image artefacts which severely compromised the diagnostic image quality. These
artefacts were: increased noise, MV scatter, and characteristic read-out sync stripes.
To address some of the shortcomings of the conventional FPD in the in-line geometry, we per-
formed a full Monte Carlo simulation of the treatment beam interactions in the FPD and suggested
possible changes to the detector design that would improve the detector’s performance (chapter
4). The main change were a thinning of the support structure of the FPD, which minimizes
the total absorption of the MV treatment beam within the detector by 60% while having little
impact on the (stand-alone) kV imaging performance. The simulations and accompanying exper-
iments with modiﬁed detector conﬁgurations suggest that signiﬁcant performance improvements
are achievable with today’s detector technology.
Lastly, we improved 4d cone-beam CT acquisitions by actively triggering individual projections
according to the predicted tumour position and respiratory phase. While CBCT imaging is not
strictly speaking intra-fractional, since the projections are acquired just prior to irradiation, it is
commonly assumed that it reﬂects the anatomy of the day better than for example the planning
CT. Traditional 4d CBCT systems passively acquire projections at a ﬁxed imaging frequency and
sort projections into respiratory phases after the imaging dose is administered. This procedure
frequently results in poor image quality for certain respiratory phases, and in excess imaging dose
in others. We demonstrated that for our actively triggered system, projections (and thus dose)




The work presented in this thesis is based on conventional x-ray imaging technology of the kind
that is already available on today’s treatment devices. We ﬁrst showed that quick and reli-
able motion detection is feasible using the ‘in-line’ imaging geometry. Then, we introduced and
demonstrated a new paradigm for 4d CBCT: actively triggered image acquisition based on the
forward-predicted tumour position. This leads to the conclusion that x-ray imaging is still under-
utilized in motion management and that its role will gradually increase and intensify over the
coming years.
6.2 Outlook
Two principle limitations of x-ray imaging in intra-fractional motion management remain: ﬁrst,
imaging dose increases the secondary cancer risk of patients, and second, 3d image acquisition
is not possible in the sub-second time frame needed for real-time interventions. The ﬁrst issue
is negligible if increases in the treatment accuracy, which are facilitated by the x-ray images,
outweigh the additional imaging dose. Continuous improvements in detector technology may
result in further reductions in imaging dose in future. The second limitation is more severe: the
current (gantry-mounted) and also the next (robotic) generation of treatment devices will not
allow for fast 3d image acquisitions. Having 3d information about the anatomy continuously
available during irradiation is however crucial for guiding the treatment and correctly accounting
for the actually delivered dose. Today’s motion detection devices, like the ones presented in
this thesis, very much focus on the tumour motion. In future, the positions and trajectories of
neighbouring organs, especially organs-at-risk, will also need to be monitored for safe adaptation of
the treatment beam. A promising new concept to achieve all this is the technologically challenging
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