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ON THE SATURATION CONJECTURE FOR Spinp2nq
JOSHUA KIERS
Abstract. In this paper we examine the saturation conjecture on decompositions of tensor products of irreducible
representations for complex semisimple algebraic groups of type D (the even spin groups: Spinp2nq for n ě 4 an
integer), extending work done by Kumar-Kapovich-Millson on Spin(8). Our main theorem asserts that the saturation
conjecture holds for Spin(10) and Spin(12): for all triples of dominants weights λ, µ, ν such that λ`µ` ν is in the root
lattice, and for any N ą 0,
pV pλq b V pµq b V pνqqG ‰ 0
if and only if
pV pNλq b V pNµq b V pNνqqG ‰ 0,
for G “ Spinp10q or Spinp12q. Some related results for groups of other types are listed as well.
1. Introduction
In this paper we examine the saturation conjecture on decompositions of tensor products of irreducible representa-
tions for complex semisimple algebraic groups of type D (the spin groups: Spinp2nq for n ě 4 an integer), extending
work done by Kapovich-Kumar-Millson in [KKM09] on Spin(8). Our main theorem is that the saturation conjecture
holds for Spin(10) and Spin(12). Some related results for groups of other types are listed as well.
The saturation conjecture can be approached by studying a certain polyhedral cone, the saturated tensor cone, whose
defining inequalities are known to be minimally parametrized by products in the cohomology ring of relevant spaces
G{P (see [BK06] and [Res10], as well as the survey [Kum14]). We introduce a computationally feasible method (based
on the polynomial realization of [BGG73]) for calculating cup products in the singular (or deformed) cohomology of
any G{P , and we indicate some pseudocode for implementing this method on a computer in order to find the desired
inequalities. This can also be used to find extremal rays of the cone from the formulas of [BK18]. The method lends
itself to (partial) parallelization, and it was with the crucial aid of the parallel-capable supercomputer Longleaf,
maintained at the University of North Carolina, that we obtained the aforementioned results.
1.1. The Saturation Conjecture. Let G be a semisimple algebraic group over C. Fix a Borel subgroup B Ă G and
maximal torus H Ă B. Let W “ NGpHq{H be the Weyl group of H in G. The choice of H Ă B determines a root
system Φ Ă h˚ with base (simple roots) ∆ “ tα1, . . . , αru Ă Φ, where r “ dimH is the rank of G. The Z-span of the
αi is called the root lattice.
Let ω1, . . . , ωr P h
˚ be the associated dominant fundamental weights. The elements of the Zě0-span of tω1, . . . , ωru
are the dominant weights, and to each such λ is associated a unique, irreducible representation of G, denoted by V pλq.
It is a standard problem to determine when an irreducible component V pνq appears in a tensor product of irreducible
representations V pλq b V pµq. This question is, in general, hard to answer. However, the question whether V pNνq
appears in V pNλq b V pNµq for some N ě 1 has a well-known answer. One then may ask if and how N may be
controlled. Replacing ν by its dual weight, the questions may be posed symmetrically, which we now make precise.
Definition 1.1. Define the saturated tensor cone CpGq to be the set of triples λ1, λ2, λ3 of dominant weights whose
sum is in the root lattice and for which
pV pNλ1q b V pNλ2q b V pNλ3qq
G ‰ 0(1)
for some integer N ą 0. Define the tensor cone RpGq to be the set of triples λ1, λ2, λ3 of dominant weights satisfying
(1) with N “ 1 (in which case λ1 ` λ2 ` λ3 must lie in the root lattice).
There exists a system of inequalities (listed below) determining this cone as a subset of ph˚q3; an overview can be
found in the survey paper of Kumar [Kum14, Section 6].
The cone CpGq has a natural additive structure via pλ1, λ2, λ3q ` pλ
1
1, λ
1
2, λ
1
3q “ pλ1 ` λ
1
1, λ2 ` λ
1
2, λ3 ` λ
1
3q , making
it a monoid with identity p0, 0, 0q. This follows from the Borel-Weil theorem, and the same argument shows that RpGq
is a monoid as well. Note that, by definition, RpGq Ď CpGq. The saturation conjecture asks about the converse:
Conjecture 1.2. For G simple, simply-connected, and simply-laced,
RpGq “ CpGq.
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For G of type A, Conjecture 1.2 is true, as demonstrated by Knutson and Tao in [KT99]. Furthermore, Kapovich,
Kumar, and Millson proved this conjecture for G “ Spinp8q (type D4) [KKM09]. It is known that if G is not of
simply-laced type, 1.2 fails: see [Ela92], [KM06], and the discussion in [Kum14]. The question is still open for types
D and E in general. The main theorem of this paper is
Theorem 1.3. The saturation conjecture holds for
(a) G “ Spinp10q (type D5) and
(b) G “ Spinp12q (type D6).
The proof of this theorem will be given in Section 5. We generally follow the approach of [KKM09]: the proof
reduces to finding a finite set of generators for CpGq and verifying that these generators each belong to RpGq. For
part (a), we are able to produce the defining inequalities for CpGq and use software to deduce a generating set from
these; this is exactly the [KKM09] approach. For part (b), the inequalities are too many in number, and accordingly
we find a (redundant) set of extremal rays for CpGq based on the formulas of [BK18]; we then use software to deduce
the minimal generating set from these rays.
The methods we use are related to those of Pasquier and Ressayre found in [PR13], where they answer a generalized
saturation question for embedded subgroups in some specific instances.
Additionally, we list a summary of computational results - number of (irredundant) inequalities, number of Hilbert
basis elements, number of extremal rays - pertaining to the saturated tensor cones of types A, C, and D and of small
rank. For several of these examples, such computations have already been presented in the literature, and we verify
that our results agree. In principal, similar computational results could be obtained for type B (dual to type C) and
the exceptional types E,F,G.
Finally, we include a discussion of certain Hilbert basis elements for CpSpinp10qq which fail to have the “Fulton
scaling property.” It was conjectured and proven that all elements of type A cones have this property, but a strictly
weaker statement holds for general type.
1.2. Acknowledgements. The author thanks R. Rima´nyi and S. Kumar for helpful discussions surrounding Proposi-
tion 4.3, S. Kumar for bringing Corollary 3.2 to light and for suggesting some references, and P. Belkale for suggesting
changes to the manuscript.
The author also thanks S. Sarangi and the ITS Research Computing team at UNC-CH for help using Longleaf.
2. Notation and Preliminaries
We fix the following notation:
‚ G is a simply-connected complex semisimple algebraic group, with Lie algebra g;
‚ B is a fixed Borel subgroup of G, with Lie algebra b;
‚ H Ă B is a fixed maximal torus of G, with Lie algebra h;
‚ h˚ is the vector space dual to h;
‚ Φ Ă h˚ is the root system of h in g;
‚ Φ` is the set of positive roots w.r.t. b, and ∆ “ tα1, . . . , αru Ă Φ
` is the set of simple roots;
‚ tω1, . . . , ωru Ă h
˚ is the set of dominant fundamental weights;
‚ tx1, . . . , xru is the dual basis for h relative to ∆;
‚ tα_1 , . . . , α
_
r u is the dual basis for h relative to the fundamental weights;
‚ W “ NGpHq{H is the Weyl group of G, with longest element w0;
‚ σγ PW is the reflection across the hyperplane γ “ 0 Ă h for γ P h
˚;
‚ ℓpwq denotes the length of an element w PW ;
‚ if P Ą B is a standard parabolic subgroup with Lie algebra p, then ∆pP q denotes the subset of simple roots
whose negatives appear in p Ă g;
‚ L denotes the Levi subgroup of P , and Lss the semisimple part of L;
‚ WP ĂW denotes the Weyl group of P (that is, NLpHq{H), with longest element w
P
0 ;
‚ WP is the set of minimal-length left coset representatives of WP in W ;
‚ if w P W (resp., w P WP ), then define Xw “ BwB (resp., X
P
w “ BwP ), a subvariety of G{B (resp., G{P ) of
dimension ℓpwq;
‚ µpXwq (resp., µpX
P
w q) is the associated fundamental class in H2ℓpwqpG{Bq (resp., H2ℓpwqpG{P q);
‚ rXws (resp., rX
P
w s) is the Poincare´ dual to µpXwq (resp., µpX
P
w q) and is an element in H
2pdimG{B´ℓpwqqpG{Bq
(resp., H2pdimG{P´ℓpwqqpG{P q);
‚ the cup product in H˚pG{Bq or H˚pG{P q will be denoted by ¨, and the deformed cup product by d0;
‚ ρ is the half-sum of positive roots, and ρL is the half-sum of positive roots for the root system of L;
‚ for w PWP , χw :“ ρ´ 2ρ
L ` w´1ρ;
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‚ for v, w PW , β P Φ, v
β
ÝÑ w means w “ σβv and ℓpwq “ ℓpvq ` 1;
‚ if, furthermore, both v, w PWP , we write v
β
ÝÑ w PWP .
2.1. Inequalities for the Tensor Cone. Let λ1, λ2, λ3 be dominant weights whose sum is in the root lattice. Then
by [BK06],
pV pNλ1q b V pNλ2q b V pNλ3qq
G ‰ 0
for some integer N ą 0 (i.e., pλ1, λ2, λ3q P CpGq) if and only if for every maximal standard parabolic P “ Pi Ă G and
every triple pw1, w2, w3q P pW
P q3 satisfying
rXPw1s d0 rX
P
w2
s d0 rX
P
w3
s “ rXPe s,(2)
the inequality ˜
3ÿ
j“1
w´1j λj
¸
pxiq ď 0(3)
holds. Note that this elucidates the monoidal structure of CpGq, since the inequalities (3) are linear.
By the definition of the deformed product d0, a triple pw1, w2, w3q P pW
P q3 satisfies (2) if and only if it satisfies
rXPw1s ¨ rX
P
w2
s ¨ rXPw3s “ rX
P
e s and pχw1 ` χw2 ` χw3 ´ χ1q pxiq “ 0;(4)
where χw is as defined above.
Fixing a basis for h˚ will allow the inequalities to be understood by a computer; see Section 4 for discussion of the
inequalities. The computer software Normaliz [BIR`], among others, is capable of reporting various characteristics of
the cone CpGq given these defining inequalities.
2.2. Facets of the Tensor Cone. It was demonstrated by Ressayre in [Res10] that the inequalities (3) are irredun-
dant. Therefore, the subcones
Fp~w, P q “
#
~λ P CpGq |
˜
3ÿ
j“1
w´1j λj
¸
pxiq “ 0
+
given by pw1, w2, w3q, P satisfying (2) form regular facets of CpGq; i.e., they are codimension 1 faces (hence facets) and
not contained in any dominant chamber wall tλipα
_
j q “ 0u (hence regular). The only other facets of CpGq are those
coming from the dominant criterion: each λi must be a dominant weight; i.e., λipα
_
j q P Zě0 for each j.
2.3. Extremal rays of CpGq. The D5 calculation can be carried out once the inequalities have been generated.
However, for the D6 calculation we will need to generate the extremal rays of CpGq according to the formulas given in
[BK18], which we recall here.
Every extremal ray of CpGq lies on a facet Fp~w, P q (see [BK18, Lemma 5.4]). Here we list the rays lying on a given
Fp~w, P q.
2.3.1. Type I rays of Fp~w, P q. Let j, ℓ be such that v
αℓÝÑ wj (this implies v P W
P as well). Then there is a ray rj,ℓ
defined as follows. Set ui “ wi for all i except for uj “ v. Writing
rj,ℓ “
˜
rÿ
k“1
c
p1q
k ωk,
rÿ
k“1
c
p2q
k ωk,
rÿ
k“1
c
p3q
k ωk
¸
(5)
in the basis of fundamental weights, c
piq
k is the number c in
rXPuˆ1s ¨ rX
P
uˆ2
s ¨ rXPuˆ3s “ crX
P
e s(6)
if ui
αkÝÝÑ σαkui PW
P , and 0 otherwise, where uˆm “ um for all m except for uˆi “ σαkui.
By [BK18, Theorem 1.6], rj,ℓ gives an extremal ray of CpGq on the face Fp~w, P q, and rays arising in this manner
are called “Type I” on the facet (indeed, they could be Type II on an adjacent facet; there is not a firm dichotomy).
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2.3.2. Type II rays of Fp~w, P q. The Type I rays of Fp~w, P q do not give all extremal rays on that facet. There is a
subcone F2 Ă Fp~w, P q whose extremal rays - call them “Type II” - are the remaining extremal rays of Fp~w, P q. As
explained in [BK18, Section 9], there is a surjection of cones
Ind : CpLssq։ F2
given by the following formula. For a triple of weights µ1, µ2, µ3 P CpL
ssq Ă h˚Lss , extend each µi to an element of
h˚, requiring that µipxjq “ 0 for the j such that αj R ∆pP q. With slight abuse of notation, we use µi to refer to the
so-obtained elements of h˚. Then
Indpµ1, µ2, µ3q “ pw1µ1, w2µ2, w3µ3q ´
sÿ
j“1
1ÿ
ℓ
wjµjpα
_
ℓ q ¨ rj,ℓ,(7)
where the second sum is over those ℓ satisfying v
αℓÝÑ wj (i.e., those for which there exists a ray rj,ℓ).
Although extremal rays of CpLssq may be sent to a non-extremal ray of F2 or even to 0 under Ind, every (“Type
II”) extremal ray of F2 is the image of an extremal ray of CpL
ssq.
3. Reduction to smaller groups
Using either the inequalities of Section 2.1 or the extremal rays of Section 2.3, standard techniques and the aid of a
computer yield the Hilbert basis of the cone CpGq. The Hilbert basis is the unique minimal set of monoid generators
(over Z) of the cone CpGq.
Once the Hilbert basis is obtained, the question remains whether each basis element is in fact a member of RpGq.
Greatly reducing that burden is the following result of Roth (see [Rot11]).
Theorem 3.1. Suppose pw1, w2, w3q, P satisfy (2). Let pλ1, λ2, λ3q P Fp~w, P q. Define L
ss to be the semisimple part
of P , and set λj “ w
´1
j λj , j “ 1, 2, 3. Then there exists an isomorphism
pV pλ1q b V pλ2q b V pλ3qq
G
»
`
V pλ1q b V pλ2q b V pλ3q
˘Lss
.
Roth’s original theorem is more general; there are lower-dimensional regular faces Fp~w, P q of CpGq coming from
non-maximal parabolics P , and the same theorem holds there, too. The following application of Roth’s theorem was
brought to the author’s attention by S. Kumar; details were discussed by the author and P. Belkale:
Corollary 3.2. Suppose ~λ P CpGq lies on a regular face Fp~w, P q, and suppose the saturation conjecture holds for Lss.
Then ~λ P RpGq.
Proof. Because ~λ P CpGq, there exists N ą 0 so that
pV pNλ1q b V pNλ2q b V pNλ3qq
G ‰ 0.
Since pNλ1, Nλ2, Nλ3q is also in Fp~w, P q, and since Nλj “ Nλj , Theorem 3.1 gives
pV pNλ1q b V pNλ2q b V pNλ3qq
Lss ‰ 0.
Recall that, for any w PW and dominant weight λ, λ´ wλ is in the root lattice (see [Hum72]). Thereforeÿ
λj ´
ÿ
w´1j λj “
ÿ
pλj ´ w
´1
j λjq
is in the root lattice. Since λ1 ` λ2 ` λ3 is in the root lattice, λ1 ` λ2 ` λ3 is in the root lattice for G. Furthermore,
the equation defining Fp~w, P q implies that λ1 ` λ2 ` λ3 is indeed in the root lattice for L
ss. So pλ1, λ2, λ3q P CpL
ssq
and therefore also lies in RpLssq. Thus
pV pλ1q b V pλ2q b V pλ3qq
Lss ‰ 0,
and the result follows from another application of Theorem 3.1. 
4. Calculation methods
We discuss here the methods used to generate the inequalities (3) and rays according to (5) and (7). A ring
isomorphism H˚pG{Bq » R{J is described thanks to [BGG73], and we explain a method for our specific computations
in R{J using only arithmetic. We then indicate how a computer might use these calculations to explicitly parametrize
the desired inequalities.
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4.1. Polynomial realization of H˚pG{P q. The ring H˚pG{P q may be described by polynomials, cf. [BGG73].
There is a ring homomorphism π˚ : H˚pG{P q Ñ H˚pG{Bq induced by the standard projection π : G{B Ñ G{P .
Because of the Bruhat decomposition, π˚ is an injection, and it satisfies
π˚
´
rXP
w0ww
P
0
s
¯
“ rXw0ws
for any w PWP . Furthermore, there is a ring isomorphism
R{J » H˚pG{B;Qq,(8)
where R “ Sym‚ph˚q “ Qrαis and J is the ideal generated by all W -invariant polynomials with no constant term.
Since H˚pG{Bq is a free Z-module, H˚pG{B;Qq “ H˚pG{Bq b Q and no products in H˚pG{Bq are trivialized in
H˚pG{B;Qq; that is, we are free to calculate coefficients of products in H˚pG{B;Qq “ R{J and interpret them as
coefficients of the corresponding products in H˚pG{Bq.
4.2. Polynomials and integration. For any γ P Φ, define Aγ : RÑ R by
Aγpfq “
f ´ σγf
γ
,
where σγ P W is the reflection across the hyperplane perpendicular to γ. As shown in [BGG73], Aγ is well-defined
and, if w “ σγ1 ¨ ¨ ¨σγt is a minimal length decomposition of w,
Aw :“ Aγ1 ˝ ¨ ¨ ¨ ˝Aγt
does not depend on the choice of minimal decomposition. The operators Aw descend to well-defined operators on R{J ,
and one easily checks that A2γ “ 0. These operators generate a good basis of R{J :
Definition 4.1. Define P˜w0 “
1
|W |
ś
αPΦ` α P R, and define
P˜w :“ Aw´1w0Pw0
for all other w PW . Let Pw denote the image of P˜w in R{J .
We record various properties of the Pw:
Proposition 4.2. (a) The collection tPwu forms a Q-basis for R{J .
(b) Under the isomorphism (8), Pw ÞÑ rXw0ws.
(c) Each P˜w is homogeneous of degree ℓpwq.
(d) Any f P R may be written as
f “
ÿ
P˜wfw,
where each fw is W -invariant.
(e) For any w PW , PwPww0 “ Pw0 .
Now define a linear functional Ψ : RÑ Q as follows:
Ψpfq “
1ś
αPΦ` α
ÿ
σPW
p´1qℓpσqσpfq
ˇˇˇ
ˇˇ
0
,
where
ˇˇ
0
means evaluation of a polynomial in Sym‚ph˚q at 0 P h. It is known that the linear operators on R
Aw0 and
1ś
αPΦ` α
ÿ
σPW
p´1qℓpσqσp¨q
coincide (see, for example, [Las03]). The following properties of Ψ follow readily.
Proposition 4.3. The map Ψ is well-defined, and Ψpfq is the Pw0-coefficient of f¯ P R{J . If f P R has degree
ď deg P˜w0 , evaluation at 0 may be replaced by evaluation at any element of hQ.
Proof. Ψ is well-defined since Aw0 is. For any f P R, write f “
ř
P˜wfw as in Proposition 4.2(d). Since Aw0 P˜w “ 0
for any w ‰ w0, Aw0f
ˇˇ
0
“ fw0p0q, which is the Pw0 -coefficient of f¯ in R{J .
If f has degree ď degpP˜w0q, then Aw0f is a constant by degree considerations and evaluation at 0 may be replaced
with evaluation at any element of hQ.

Remark 4.4. See the appendix for another, more direct, derivation of the above proposition.
Since Ψ vanishes on J , we write Ψ again for the induced operator R{J Ñ Q. The following corollaries explain that
Ψ may be viewed as integration of forms on G{B and how this is useful for products in H˚pG{P q.
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Corollary 4.5. Viewed as a linear functional H˚pG{B;Qq Ñ Q, Ψ is the same as capping with the fundamental class
µpXeq P H˚pG{B;Qq.
Corollary 4.6. Given w1, w2, w3 PW such that ℓpw1q ` ℓpw2q ` ℓpw3q “ ℓpw0q, the number c in
rXw0w1 s ¨ rXw0w2 s ¨ rXw0w3 s “ crXes
may be computed as
c “ µpXeq X crXes “ ΨpP˜w1P˜w2 P˜w3q;
furthermore, since P˜w1P˜w2 P˜w3 has degree no greater than ℓpw0q,
c “
1
|W |P˜w0phq
ÿ
σPW
p´1qℓpσqP˜w1pσ
´1hqP˜w2pσ
´1hqP˜w3pσ
´1hq
for any h P hQ.
Corollary 4.7. Given w1, w2, w3 PW
P such that ℓpw1q ` ℓpw2q ` ℓpw3q “ ℓpw
P
0 q, the number c in
rXP
w0w1w
P
0
s ¨ rXP
w0w2w
P
0
s ¨ rXP
w0w3w
P
0
s “ crXPe s
is the same as c in (under π˚)
rXw0w1s ¨ rXw0w2s ¨ rXw0w3s “ crXwP
0
s,
which is the number c in
rXw0w1 s ¨ rXw0w2s ¨ rXw0w3s ¨ rXw0wP0 s “ crXwP0 s ¨ rXw0wP0 s “ crXes;
therefore
c “
1
|W |P˜w0phq
ÿ
σPW
p´1qℓpσqP˜w1pσ
´1hqP˜w2pσ
´1hqP˜w3pσ
´1hqP˜wP
0
pσ´1hq
for any h P hQ such that P˜w0phq ‰ 0.
This last corollary is what we use to calculate the coefficient c in cohomology products, via the method below.
4.3. Pseudocode for products and inequalities. Given a computer package with sufficient knowledge of root
systems and their associatedWeyl groups (as available through Sage [TSD17], for example), one can deduce the defining
inequalities (3) for CpGq once one knows the set of all triples pw1, w2, w3q P pW
P q3 satisfying (2) (or, equivalently,
(4)), for all maximal standard P . The question of computing the cup product in (4) is reduced to computing a sum
of polynomials evaluated on a fixed vector h P hQ as in Corollary 4.7.
Some math software (such as Sage) is capable of polynomial manipulation and simplification. However, the follow-
ing pseudocode illustrates that the need for polynomial handling can be replaced with rudimentary data storage and
arithmetic.
dict = {}; # this dictionary will hold values of P˜w for each w PW.
weylgroup.sort(); # list the elements of W in order of decreasing length.
h = rho; # the half-sum of positive roots (or set h to anything not in the root hyperplanes)
val = 1;
for a in positiveroots:
val = val*a(h);
val = val/len(weylgroup);
dict[weylgroup[0]] = [val*(-1)^length(s) for s in weylgroup]; # list of values for P˜w0
for w in weylgroup[1:]: # all except the longest element
# find simple reflection sγ so that ℓpwsγq ą ℓpwq.
# then use Aγ P˜wsγ “ P˜w to compute the values P˜wpthq, t PW.
for i in [1,...,rank]:
s = simplereflections[i];
if length(w*s) > length(w):
exit for
listofvals = [];
for t in weylgroup:
# here j(t) returns the index so that weylgroup[j(t)] = t.
listofvals += [(dict[w*s][j(t)] - dict[w*s][j(s*t)])/simpleroots[i](h)];
dict[w] = listofvals;
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The dictionary dict now contains a list for each w P W ; that list is the set of values P˜wpt.hq where t ranges over
all elements of W . The above algorithm can be quasi-parallelized: subsequent dictionary entries need only a single
previous entry to be populated before going forward. Integration is now straightforward:
def integrate(w1,w2,w3,i): # here i is such that P “ Pi.
# Below w0(i) is the longest element of WP .
sum = 0;
for j in [0,...,len(weylgroup)-1]:
sum += (-1)^length(weylgroup[j])*dict[w1][j]*dict[w2][j]*dict[w3][j]*dict[w0(i)][j];
return sum/(len(weylgroup)*dict[w0][0]);
The algorithm for generating the inequalities coming from (3) is also straightforward:
ineqs = [];
for i in [1,...,rank]:
for w1,w2,w3 in weylgroup: # such that ℓpw1q ` ℓpw2q ` ℓpw3q ` ℓpw
P
0 q “ ℓpw0q
c = integrate(w1,w2,w3,i);
if c == 1:
if (chi(w1)+chi(w2)+chi(w3)-chi(1))(x(i)) == 0:
(v1,v2,v3) = (w0*w1*w0(i),w0*w2*w0(i),w0*w3*w0(i));
ineqs += [v1*x(i)+v2*x(i)+v3*x(i)]; # express the vjxi in the ωks, then concatenate.
4.4. Method for rays. The usage of formulas (5) and (7) is straightforward to implement. The intersection numbers
c in (6) are calculated exactly by the integration described above. These numbers give the type I rays. The type II
rays do not require the product method; they rely on complete knowledge of the type I rays, knowledge of rays from
the Levi, and ability to calculate the Weyl group action and pairing with h of elements of h˚. All this can also be
accomplished in Sage.
5. Proof of Theorem 1.3
5.1. Proof of part (a). Via computer (code written in Sage 8.0 [TSD17]), we obtained the following conditions
governing the cone CpSpinp10qq:
‚ 1967 inequalities coming from (3), using the algorithm described above
‚ 15 chamber inequalities
‚ 2 equalities (for ensuring the sum is in the root lattice)
Submitting these inequalities to the freely available software Normaliz [BIR`], and with the aid of supercomputer
Longleaf, we found that the Hilbert basis for CpSpinp10qq consists of 505 elements, all of which lie on some regular facet.
The computation failed to complete on a regular computer but successfully finished in 4 hours on the supercomputer.
The possible Lss subgroups arising from regular facets are of the following types: D4, A1 ˆA3, A2 ˆA1 ˆA1, and
A4. It is known that the saturation conjecture holds for each of these (see [KKM09], [KT99]), so by Corollary 3.2,
each Hilbert basis element ~λ is in RpGq. This shows CpGq Ď RpGq, and the result follows.
Remark 5.1. We also checked explicitly (using the freely available software LiE [vLCL]) that each Hilbert basis
element ~λ P RpGq.
5.2. Proof of part (b). Via computer (code written in Sage 8.0 [TSD17]), we used formulas (5) and (7) to produce
the extremal rays of CpSpinp12qq. (Note: this still requires determination of all w1, w2, w3, P satisfying (2), which is as
computable as knowledge of the inequalities.) Because each ray lies on multiple regular facets, and because formula
(7) possibly produces non-extremal rays, the obtained set of elements of CpSpinp12qq was not minimal in generating
CpSpinp12qq over Qě0. Indeed, we obtained 105343 such elements. We then used the freely available software Normaliz
[BIR`], with the aid of supercomputer Longleaf, and we found that CpSpinp12qq has the following features:
‚ 3258 extremal rays (minimal generating set over Qě0)
‚ 3470 Hilbert basis elements (minimal generating set over Zě0)
‚ 28 Hilbert basis elements not lying on a regular facet
The computation finished in 16 hours on the supercomputer. Here are those 28 Hilbert basis elements not lying on
a regular facet; they are listed up to S3-action permuting the entries and S2-action swapping indices 5 and 6 (i.e., the
non-trivial Dynkin automorphism):
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pω4, ω4, ω4q
pω4 ` ω6, ω3 ` ω5, ω2 ` ω4q
p2ω4, ω3 ` ω5 ` ω6, ω2 ` ω4q
p2ω4, ω3 ` ω5 ` ω6, 2ω2 ` ω4q
pω3 ` ω5 ` ω6, 2ω3, 2ω3q
The possible Lss subgroups arising from regular facets are of the following types: D5, A1ˆD4, A2ˆA3, A3ˆA1ˆA1,
and A5. It is known that the saturation conjecture holds for each of these (see [KKM09], [KT99], and part (a) of this
theorem), so each Hilbert basis element ~λ of CpSpinp12qq, except possibly the 28 mentioned above, is in RpSpinp12qq.
Finally, we checked explicitly that each of the 28 Hilbert basis elements not lying on a regular facet is an element of
RpSpinp12qq. We used the freely available software LiE [vLCL] to accomplish this. In corroboration, we also checked
that each of the 3470 Hilbert basis elements does indeed lie in RpSpinp12qq, for which we also used LiE. This shows
CpSpinp12qq Ď RpSpinp12qq, and the result follows.
5.3. Remarks on the computational method. We did, along the way, find 12144 inequalities governing the cone
CpSpinp12qq. However, we found it is not computationally feasible to use Normaliz to find the Hilbert basis from these
inequalities instead of from the rays mentioned above. That is to say, we use the formulas (5) and (7) of [BK18] in a
crucial way.
According to the documentation, Normaliz presents two algorithms for obtaining the Hilbert basis of a cone:
the “primal” algorithm and the “dual” algorithm. Generally speaking, the primal algorithm is optimal if the input
description of the cone is via generators (rays) and the dual algorithm is optimal if the input description of the cone is
via constraints (inequalities), but there are exceptions. Some routine time tests on types A1, A2, A3, A4, A5, D4, and
D5 show that actually the primal algorithm is far superior for our usage here, where input was via constraints.
Further time tests on types A1, A2, A3, A4, A5, D4, and D5 show that the primal algorithm used on the (very
redundant) generators coming from (5) and (7) is far superior to using the primal algorithm with constraints as
inputs. Also indicative of this, of course, is the case of type D6: the generators method was computable and the
constraints method was not.
At least in these low-rank situations, then, it seems the combination of Normaliz’s primal algorithm on generators
coming from formulas (5) and (7) of [BK18] is most efficient in determining the Hilbert basis of CpGq.
6. Related Results
6.1. The saturated tensor cones for type A of small rank. Using a computer (code written in Sage 8.0 [TSD17])
and both the inequalities and rays procedures described above, the following results were obtained for G “ SLpn` 1q
(type An), for n “ 1, 2, 3, 4, 5. The total number of inequalities is expressed as a ` b, where a is the number of
inequalities coming from (3) and b is the number of chamber inequalities (always 3ˆrank). In each case below, there
is also one equality that ensures the sum in the root lattice condition.
rank total ineqs. H.b. elements extremal rays H.b. elements not on a regular facet
1 3` 3 3 3 0
2 12` 6 8 8 0
3 41` 9 18 18 0
4 142` 12 42 42 0
5 521` 15 112 112 0
The counts of inequalities for ranks 2 and 3 agree the results listed in [Kum14] and [KLM03]. The number of
extremal rays for rank 2 agrees with [KLM09].
6.2. The saturated tensor cones for type C of small rank. In the same fashion, the following results were
obtained for G “ Spp2nq (type Cn), for n “ 2, 3, 4, 5. In each case below, there is also one equality that ensures the
sum in the root lattice condition.
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rank total ineqs. H.b. elements extremal rays H.b. elements not on a regular facet
2 18` 6 13 12 1
3 93` 9 58 51 1
4 474` 12 302 237 2
5 2421` 15 1598 1122 16
The results for ranks 2 and 3 above agree with those found in [KLM09], [Kum14], and [KLM03].
Remark 6.1. The saturated tensor cones for type C and type B are isomorphic due to the duality at the level of root
systems, so the above data may be interpreted as results for type B as well.
Remark 6.2. It is known that the saturation conjecture fails for the aforementioned cones. For each of n “ 2, 3, 4, 5,
we verified this fact by finding Hilbert basis elements which fail to lie in RpSpp2nqq.
6.3. Summary of results for type D. The following table summarizes known features of the cones for type D of
small rank (starting at rank 4):
rank total ineqs. H.b. elements extremal rays H.b. elements not on a regular facet
4 294` 12 82 81 1
5 1967` 15 505 492 0
6 12144` 18 3470 3258 28
The results for rank 4 agree with the 306 inequalities, 82 H.b. elements, and 81 extremal rays given in [KKM09].
The only Hilbert basis element for CpSpinp8qq which does not lie on a regular facet is pω2, ω2, ω2q. Because ωn´2 is
self-dual for type Dn, n even, the element pωn´2, ωn´2, ωn´2q will always be a Hilbert basis element. Prior to obtaining
the Hilbert basis and extremal rays for type D6, we checked directly that pω4, ω4, ω4q does not lie on any regular facet
for type D6 as well. We na¨ıvely asked the following
Question 6.3. Let G be simple, simply-connected of type Dn.
For n even: is pωn´2, ωn´2, ωn´2q the only Hilbert basis element of CpGq not lying on a regular facet?
For n odd: are there never Hilbert basis elements of CpGq not lying on a regular facet?
The answer to this question is negative, at least for even n. There were indeed 27 other Hilbert basis elements of
CpSpinp12qq not lying on a regular facet.
6.4. “Non-Fultonian” Hilbert basis elements in CpSpinp10qq.
Definition 6.4. Say a triple pλ1, λ2, λ3q P CpGq has the Fulton scaling property if
dimpV pNλ1q b V pNλ2q b V pNλ3qq
G “ 1,
for every N ě 1. Call such a triple “Fultonian” for short.
In type A, it is known that
dimpV pλ1q b V pλ2q b V pλ3qq
G “ 1 ùñ pλ1, λ2, λ3q is Fultonian.(9)
This was conjectured by Fulton - hence the name - and first proved by Knutson-Tao-Woodward [KTW04]. The
direct generalization of this conjecture for arbitrary G does not hold; this implies that some cones CpGq contain non-
Fultonian elements. We list here certain elements of CpSpinp10qq which are non-Fultonian, including some which cause
the implication (9) to fail. All claims were verified using LiE [vLCL].
6.4.1. The following 13 Hilbert basis elements pλ1, λ2, λ3q satisfy
dimpV pNλ1q b V pNλ2q b V pNλ3qq
G “
Z
N
2
^
` 1,(10)
for N “ 1, 2, . . . , 5. They are listed only up to permutation:
pω2, ω3, ω3q pω1 ` ω3, ω3, ω3q
pω2, ω2, ω2q p2ω2, 2ω3, ω2 ` ω4 ` ω5q.
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Therefore each of these Hilbert basis elements is non-Fultonian and, furthermore, fails implication (9). Interestingly,
these 13 Hilbert basis elements are the same 13 (“ 505´ 492) which are not extremal rays. It is not known whether
formula (10) holds for all N ě 1 for these elements.
6.4.2. The following 3 Hilbert basis elements pλ1, λ2, λ3q satisfy
dimpV pNλ1q b V pNλ2q b V pNλ3qq
G “ N ` 1,(11)
for N “ 1, 2, . . . , 5. They are the 3 permutations of the single element
pω3, ω3, ω4 ` ω5q.
Therefore each of these is non-Fultonian. It is not known whether formula (11) holds in general for these three.
These Hilbert basis elements also give extremal rays of the cone. As discussed in [BK18], all extremal rays of
CpGq lie on a facet F . The extremal rays on a facet may be classified as either “Type I” or “Type II”; however, it is
possible for rays to be Type I on one facet and Type II on another. Because every Type I ray is Fultonian, the three
aforementioned Hilbert basis elements give examples of extremal rays which are not Type I on any facet.
Appendix A. Another proof of Proposition 4.3
Directly from the definition of Ψ, one may deduce the properties in the proposition as follows. For a fixed w ‰ w0,
write w´1w0 “ σγσγ2 ¨ ¨ ¨σγt as a reduced word. Then P˜w “ AγQ, where Q “ Aσγ2 ¨¨¨σγt P˜w0 . In particular, Aγ P˜w “ 0.
Now let W 1 be a set of representatives for the cosets W {xσγy. We can therefore write
1ś
αPΦ` α
ÿ
σPW
p´1qℓpσqσpP˜wq “
1ś
αPΦ` α
ÿ
σPW 1
´
p´1qℓpσqσpP˜wq ´ p´1q
ℓpσqσσγpP˜wq
¯
“
1ś
αPΦ` α
ÿ
σPW 1
p´1qℓpσqσ
˜
P˜w ´ σγ P˜w
γ
¸
σpγq
“
1ś
αPΦ` α
ÿ
σPW 1
p´1qℓpσqσpγqσ
´
Aγ P˜w
¯
“ 0.
Furthermore, one easily checks that ÿ
σPW
σpP˜w0 q
σp
ś
αPΦ` αq
“ 1.
Since the expression
ř
σPW
σpfq
σp
ś
αPΦ`
αq is linear in f “
ř
P˜wfw, Ψpfq is well-defined and equals fw0p0q (here we use
that the fw are W -invariant). If f is of degree ď deg P˜w0 , then fw0 can be assumed constant. In such a case,
1ś
αPΦ` α
ÿ
σPW
p´1qℓpσqσpfq “ fw0 ,
and evaluating at any point of hQ gives Ψpfq “ fw0 , which is also the Pw0-coefficient of f¯ P R{J .
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