This paper describes a system for human body analysis (segmentation, tracking, face/hands localisation, posture recognition) from a single view that is fast and completely automatic. The system first extracts low-level data and uses part of the data for high-level interpretation. It can detect and track several persons even if they merge or are completely occluded by another person from the camera's point of view. For the high-level interpretation step, static posture recognition is performed using a belief theorybased classifier. The belief theory is considered here as a new approach for performing posture recognition and classification using imprecise and/or conflicting data. Four different static postures are considered: standing, sitting, squatting, and lying. The aim of this paper is to give a global view and an evaluation of the performances of the entire system and to describe in detail each of its processing steps, whereas our previous publications focused on a single part of the system. The efficiency and the limits of the system have been highlighted on a database of more than fifty video sequences where a dozen different individuals appear. This system allows real-time processing and aims at monitoring elderly people in video surveillance applications or at the mixing of real and virtual worlds in ambient intelligence systems.
INTRODUCTION
Human motion analysis is an important area of research in computer vision devoted to detecting, tracking, and understanding people's physical behaviour. This strong interest is driven by a wide spectrum of applications in various areas such as smart video surveillance [1] , interactive virtual reality systems [2, 3] , advanced and perceptual human-computer interfaces (HCI) [4] , model-based coding [5] , content-based video storage and retrieval [6] , sports performances analysis and enhancement [7] , clinical studies [8] , smart rooms and ambient intelligence systems [9, 10] , and so forth. The "looking at people" research field has recently received a lot of attention [11] [12] [13] [14] [15] [16] . Here, the considered applications are video surveillance and smart rooms with advanced HCIs.
Video surveillance covers applications where people are being tracked and monitored for particular actions. The demand for smart video surveillance systems comes from the existence of security-sensitive areas such as banks, department stores, parking lots, and so forth. Surveillance cameras video streams are often stored in video archives or recorded on tapes. Most of the time, these video streams are only used "after the fact" mainly as an identification tool. The fact that the camera is an active sensor and a real-time processing media is therefore sometimes unused. The need is the real-time video analysis of sensitive places in order to alert the police of a burglary in progress, or of the suspicious presence of a person wandering for a long time in a parking lot. As well as obvious security applications, smart video surveillance is also used to measure and control the traffic flow, compile consumer demographics in shopping malls, monitor elderly people in hospitals or at home, and so forth.
W 4 : "Who? When? Where? What?" is a real-time visual surveillance system for detecting and tracking people and monitoring their activities in an outdoor environment [1] . It operates on monocular grey scale or on infrared video sequences. It makes no use of colour cues, instead it uses appearance models employing a combination of shape analysis and tracking to locate people and their body parts (head, hands, feet, torso) and track them even under occlusions. Although the system succeeds in tracking multiple persons in an outdoor complex environment, the cardboard model used to predict body posture and activity is restricted to upright persons, that is, recognised actions are, for example, standing, walking, or running. The DARPA VSAM project leads to a system for video-based surveillance [17] . Using multiple cameras, it classifies and tracks multiple persons and vehicles. Using a star skeletonisation procedure for people, it succeeds in determining the gait and posture of a moving human being, classifying its motion between walking and running.
As this system is designed to track vehicles or people, human subjects are not big enough in the frame, so the individual body components cannot be reliably detected. Therefore the recognition of human activities is restricted to gait analysis. In [18] , an automated visual surveillance system that can classify human activities and detect suspicious events in a scene is described. This real-time system detects people in a corridor, tracks them, and uses dynamic information to recognise their activities. Using a set of discrete and previously trained hidden Markov models (HMMs), it manages to classify people entering or exiting a room, and even mock break-in attempts. As there are many other possible activities in a corridor, for instance speaking with another person, picking up an object on the ground, or even lacing shoes squatting near a door, the system has a high false alarm rate.
For advanced HCIs, the next generation will be multimodal, integrating the analysis and recognition of human body postures and actions as well as gaze direction, speech, and facial expressions analysis. The final aim of [4] is to develop human-computer interfaces that react in a similar way to a communication between human beings. Smart rooms and ambient intelligence systems offer the possibility of mixing real and virtual worlds in mixed reality applications [3] . People entering a camera's field of view are placed into a virtual environment. Then they can interact with the environment, with its virtual objects and with other people (using another instance of the system), by their behaviour (gestures, postures, or actions) or by another media (for instance, speech).
Pfinder is a real-time system designed to track a single human in an indoor environment and understand its physical behaviour [2] . It models the human body and its parts using small blobs with numerous characteristics (position, colour, shape, etc.). The background and the human body are modelled with Gaussian distributions and the human body pixels are classified as belonging to particular body parts using the log-likelihood measure. Nevertheless, the presence of other people in the scene will affect the system as it is designed for a single person. Pfinder has been used to explore several different HCIs applications. For instance, in ALIVE and SURVIVE (resp., [9, 10] ), a 3D virtual game environment can be controlled and navigated through by the user gestures and position.
In this paper, we present a system that can automatically detect and track several persons, their faces and hands, and recognise in real-time four static human body postures (standing, sitting, squatting, and lying). Whereas our previous publications focused on a single part of the system, here the entire system is described in detail and both an evaluation of the performances and a discussion are given. Lowlevel data are extracted using dynamic video sequence analysis. Then, depending on the desired application, part or all of these data can be used for human behaviour high-level recognition and interpretation. For instance, static posture recognition is performed by data fusion using the belief theory. The belief theory is considered here as a new approach for performing posture recognition.
Overview
Overview of the paper Sections 2 to 5 present the low-level data extraction processing steps: 2D segmentation of persons (Section 2), basic temporal tracking (Section 3), face and hands localisation (Section 4), and Kalman filtering-based tracking (Section 5). Section 6 illustrates an example of high-level human behaviour interpretation, dealing with static posture recognition. Finally Section 7 concludes the paper, discusses the results of the system, and gives some perspectives.
Overview of the system
As processing has to be close to real-time, the system has some constraints in order to design low-complexity algorithms. Moreover, with respect to the considered applications, they are not so restrictive. The general constraints, necessary for all processing steps, are (1) the environment is filmed by one static camera; (2) people are the only both big and mobile objects; (3) each person enters the scene alone.
The constraint 1 comes from the segmentation processing step, as it is based on a background removal algorithm. The constraints 2 and 3 follow from the aim of the system to analyse and interpret human behaviour. They are assumed to facilitate the tracking, the face and hands localisation, and the static posture recognition processing steps. Figure 1 gives an overview of the system. On the left side are presented the processing steps and on the right side the resulting data. Figure 2 illustrates the processing steps. 
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PEOPLE 2D SEGMENTATION
Like most vision-based systems whose aim is the analysis of human motion, the first step is the extraction of persons present in the scene. Considering people moving in an unknown environment, this extraction is a difficult task [19] . It is also a significant issue since all the subsequent steps such as tracking, skin detection, and posture or action recognition are greatly dependent on it.
Our approach
When using a static camera, the two main approaches have been considered. On the one hand, only consecutive frames Vincent Girondel et al. differences are used [20] [21] [22] , but one of the major drawbacks is that no temporal changes occur on the overlapped region of moving objects especially if they are low textured. Moreover, if the objects stop, they are no more detected. As a result, segmented video objects may be incomplete. On the other hand, only a difference with a reference frame is used [23] [24] [25] . It gives the whole video object area even if the object is low textured or stops. But the main problem is the building and updating of the reference frame. In this paper, moving people segmentation is done using the Markov random field (MRF)-based motion detection algorithm developed in [26] and improved in [27] . The MRF modelling involves consecutive frame differences and a reference frame in a unified way. Moreover the reference frame can be built even if the scene is not empty. The 2D segmentation processing step is summarized in Figure 3 .
Labels and observations
Motion detection is a binary labelling problem which aims at attributing to each pixel or "site" s = (x, y) of frame I at time t one of the two possible labels:
e(x, y, t) = e(s, t) = ⎧ ⎨ ⎩ obj if s belongs to a person, bg if s belongs to the background.
e = {e(s, t), s ∈ I} represents one particular realization (at time t) of the label field E. Additionally, we define {e} as the set of possible realizations of field E.
With the constraint 1 of the system, motion information is closely related to temporal changes of the intensity function I(s, t) and to the changes between the current frame I(s, t) and a reference frame I REF (s, t) which represents the static background without any moving persons. Therefore, two observations are defined:
(i) an observation O FD coming from consecutive frame differences:
(ii) an observation O REF coming from a reference frame: 
which is equivalent to finding e ∈ {e}, such that (using the Bayes theorem)
Energy function
The maximisation of this probability is equivalent to the minimisation of an energy function U which is the weighted sum of several terms [28] : The model energy U m (e) may be seen as a regularisation term that ensures spatio-temporal homogeneity of the masks of moving people and eliminates isolated points due to noise. Its expression resulting from the equivalence between MRF and Gibbs distribution is
c denotes any of the binary cliques defined on the spatiotemporal neighbourhood of Figure 4 .
A binary clique c = (s, r) is any pair of distinct sites in the neighbourhood, including the current pixel s and anyone of the neighbours r. C is the set of all cliques. The link between labels and observations (generally noted O) is defined by the following equation:
where
and n(s) is a Gaussian white noise with zero mean and variance σ 2 . σ 2 is roughly estimated as the variance of each observation field, which is computed online for each frame of the sequence so that it is not an arbitrary parameter. Ψ(e(s, t)) models each observation so that n represents the adequation noise: if the pixel s belongs to the static background, no temporal change occurs neither in the intensity 
Relaxation
The deterministic relaxation algorithm ICM (iterated conditional modes [29] ) is used to find the minimum value of the energy function given by (6) . For each pixel in the image, its local energy is computed for each label (obj or bg). The label that yields a minimum value is assigned to this pixel. As the pixel processing order has an influence on the results, two scans of the image are performed in an ICM iteration, the first one from the top left to bottom right corner, the second one in the opposite direction. Since the greatest decrease of the energy function U occurs during the first iterations, we decide to stop after four ICM iterations. Moreover, one ICM iteration out of two is replaced by morphological closing and opening, see Figure 3 . It results in an increase of the processing rate without losing quality because the ICM process works directly on the observations (temporal frame differences) computed from the frame sequence and does not work on binarised observation fields. The ICM algorithm is iterative and does not insure the convergence towards the absolute minimum of the energy function, therefore an initialisation of the label field E is required: it results from a logical or between both binarised observation fields O FD and O REF . This initialisation helps converging towards the absolute minimum and requires two binarisation thresholds which depend on the acquisition system and the environment type (indoor or outdoor). Once this segmentation process is performed, the label field yields a segmentation mask for each video object present in the scene (single person or group of people). The segmentation masks are obtained through a connex component labelling of the segmented pixels whose label is obj. Figure 5 shows an example of obtained segmentation in our system. The results are good, the person is not split and the boundaries are precise, even if there are some shadows around the feet. For each video object, single person, or group of people, once the segmentation mask is obtained, more low-level data are available and computed:
(i) surface: number of pixels of an object, (ii) centre of gravity of the object, (iii) SRBB: segmentation rectangular bounding box, (iv) SPAB: segmentation principal axes box, whose directions are given by the principal axes of the object shape.
After this first step of low-level information extraction, the next step after segmentation is basic temporal tracking.
BASIC TEMPORAL TRACKING
In many vision-based systems, it is necessary to detect and track moving people passing in front of a camera in real time [1, 2] . Tracking is a crucial step in human motion analysis, for it temporally links features chosen to analyse and interpret human behaviour. Tracking can be performed for a single human or for a group, seen as an object formed of several humans or as a whole.
Our approach
The tracking method presented in this section is designed to be fast and simple. It is used mainly to help the face localisation step presented in the next section. Therefore it only needs to establish a temporal link between people detected at time t and people detected at time t − 1. This tracking stage is based on the computation of the overlap of the segmentation rectangular bounding boxes. The segmentation rectangular bounding boxes are noted SRBBs. This method does not handle occlusions between people but allows the detection of temporal split and merge. In the case of a group of people, as there is only one video object composed of several persons, this group is tracked as a whole in the same way as if the object was composed of a single person.
After the segmentation step, each SRBB should contain either a single person or several persons, in the case of a merge. Only the general constraints of the system are assumed, in particular constraint 2 (people are the only both big and mobile objects) and constraint 3 (each person enters the scene alone).
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As the acquisition rate of the camera is 30 fps, we can suppose that the persons in the scene have a small motion from one frame to the next, that is, there is always a non null overlap between the SRBB of a person at time t and the SRBB of this person at time t − 1. Therefore a basic temporal tracking is possible by considering only the overlaps between detected boxes at time t and those detected at time t−1. We do not use motion compensation of the SRBBs because it would require motion estimation which is time consuming.
In order to detect temporal split and merge and to ease the explanations, two types of objects are considered:
This approach is similar to the one used in [30] , where the types: regions, people, and group are used. When a new object is detected, with regard to constraint 3 of the system, this object is assumed to be an SP human being. It is given a new ID (identification number). GPs are detected when at least two SPs merge.
The basic temporal tracking between SRBBs detected on two consecutive frames (time t − 1 and t) results from the combination of a forward tracking phase and a backward tracking phase. For the forward tracking phase, we look for the successor(s) of each object detected at time t − 1 by computing the overlap surface between its SRBB and all the SRBBs detected at time t. In the case of multiple successors, they are sorted by decreasing overlap surface (the most probable successor is supposed to be the one with the greatest overlap surface). For the backward tracking phase, the procedure is similar: we look for the predecessor(s) of each object detected at time t. Considering a person P detected at time t: if P's most probable predecessor has P as most probable successor, a temporal link is established between both SRBBs (same ID). If not, we look in the sorted lists of predecessors and successors until a correspondence is found, which is always possible if P's box has at least one predecessor. If this is not the case, P is a new SP (new ID).
As long as an object, that is, a single person or a group of people, is successfully tracked, without any temporal split or merge, its ID remains unchanged. Figure 6 illustrates the backward-forward tracking principle. In Figure 6 (a), three objects are segmented, all SP, and in Figure 6 (b), only two objects are segmented. On the overlap frame ( Figure 6 (c)), the backward and forward trackings lead to a correct tracking for the object on the left side (there is only one successor and predecessor). It is tracked as an SP. For the object on the right side, the backward tracking yields two SP predecessors, and the forward tracking one successor. A merge is detected and it is a new group that will be tracked as a GP until it splits.
This basic temporal tracking is very fast and allows the following.
(i) Segmentation problems correction: if one SP has several successors, in case of a poor segmentation, we can merge them back into an SP and correct the segmentation. (ii) GP split detection: if a GP splits in several SPs, nothing is done, but a split is detected. (iii) SP merge detection: if several SPs merge, the resulting object has several SP predecessors so it is recognised as a GP and a merge is detected. Figure 7 shows frames of a video sequence where two persons are crossing, when they are merging into a group and when this group is splitting. Segmentation results, SRBBs, and trajectories of gravity centres are drawn on the original frames. The trajectories are drawn as long as there is no temporal split or merge, that is, as long as the tracked object type does not change. In frame 124, tracking leads to SP P 1 on the left side and SP P 2 on the right side. In frame 125, a GP G 1 , composed of P 1 and P 2 , is detected. For the forward tracking phase between times 124 and 125, P 1 and P 2 have G 1 as the only successor. For the backward tracking phase, G 1 has P 1 as first predecessor and P 2 as second predecessor. But, in Vincent Girondel et al. this case, as P 1 and P 2 are SPs, a merge is detected. Therefore G 1 is a new GP, which will be tracked until it splits again. It is the opposite on frames 139 and 140. The GP G 1 splits into two new SPs, P 3 and P 4 , that are successfully tracked until the end.
In the first tracking stage, a person may not be identified as a single entity from beginning to end if there are more than one person present in the scene. This will be done by the second tracking stage. The results of this processing step are the identification numbers (IDs), the object types (SP or GP), and the temporal split and merge information. Moreover, the trajectories for the successfully tracked objects are available.
In this paper, the presented results have been obtained after carrying out experiments on a great majority of sequences with one or two persons, and on a few sequences with three. We consider that it is enough for the aimed applications (HCIs, indoor video surveillance, and mixed reality applications). The constraint 2 of the system specifies that people are the only both big and mobile objects in the scene. For this reason, up to three different persons can be efficiently tracked with this basic temporal tracking method. If there are more than three persons, it is difficult to determine, for instance, whether a group of four persons have split into two groups of two persons or into a group of three persons and a single person.
After this basic temporal tracking processing step, the next step is face and hands localisation.
FACE AND HANDS LOCALISATION
Numerous papers on human behaviour analysis focus on face tracking and facial features analysis [31] [32] [33] . Indeed, when looking at people and interacting with them, our gaze focuses on faces, as the face is our main expressive communication medium, followed by the hands and our global posture. Hand gesture analysis and recognition is also a large research field. The localisation of the face and of the hands, with right/left distinction, is also an interesting issue with respect to the considered applications. Several methods are available to detect faces [33] [34] [35] : using colour information [36, 37] , facial features [38, 39] , and also templates, optic flow, contour analysis, and a combination of these methods. It has been shown in those studies that skin colour is a strong cue for face detection and tracking and that it clusters in some well-chosen colour spaces.
Our approach
With our constraints, for computing cost reasons, the same method has to be used to detect the face and the hands in order to achieve real-time processing. As features would be too complex to define for hands, a method based on colour is better suited to our application. When the background has a colour similar to the skin, this kind of method is perhaps less robust than a method based on body modelling. However, results have shown that the proposed method works on a wide range of backgrounds, providing efficient skin detection. In this paper, we present a robust and adaptive skin detection method working in the YCbCr colour space and based on an adaptive thresholding in the CbCr plane. Several colour spaces have been tested and the YCbCr colour space is one of those that yielded the best results [40, 41] . A method of selecting the face and hands among skin patches is also described. For this processing step, only the general constraints (1, 2, and 3) are assumed. When the static posture recognition processing step was developed, we had to define a reference posture (standing, both arms stretched horizontally), see Section 6.1. Afterwards, we decided to use this reference posture, if it occurs and if necessary, to reinitialise the face and hands locations. Figure 8 summarises the face/hands localisation step.
Skin detection
This section describes the detection of skin pixels, based on colour information. For each SRBB (segmentation rectangular bounding box) provided by the segmentation step, we look for skin pixels. Only the segmented pixels inside the SRBBs are processed. Thanks to this, few background pixels (even if the background is skin colour-like) are processed. A skin database is built, composed of the Von Luschan skin samples frame (see Figure 9 (a)) and of twenty skin frames (see examples Figure 9 colours of hands or arms. The skin frames are acquired with the camera and frame grabber we use in order to take into account the white balance and the noise of the acquisition system. Figure 10 is a 2D plot of all pixels from the skin database on the CbCr plane with an average value of Y. It exhibits two lobes: the left one corresponds to the Von Luschan skin samples frame and the right one to the twenty skin samples acquired with our camera and frame grabber. Figure 11 shows an example of skin detection where optimal manually tuned thresholds were used. Results are good: face and hands (arms here) are correctly detected with accurate boundaries.
The CbCr plane is partitioned into two complementary areas: skin area and non-skin area. A rectangular model for the skin area shape yields a good detection quality with a low computing cost. It limits the required computations to a double thresholding (low and high) for each Cb and Cr component. As video sequences are acquired in the YCbCr 4 : 2 : 0 format, Cb and Cr components are subsampled by a factor of 2. The skin/non-skin decision for a 4 × 4 pixels block of the segmented frame is taken after the computation of the average values of a 2 × 2 pixels block in each Cb or Cr subframe. Those mean values are then compared with the four thresholds. Computation is therefore even faster. A rectangle containing most of our skin samples is defined by Cb ∈ [86; 140] and Cr ∈ [139; 175] (big rectangle of Figure 10 ). This rectangle is centred on the mean values of the lobe corresponding to our skin samples frames to adjust the detection to our acquisition system. The right lobe is not completely included in the rectangle in order to avoid too much false detection. In [42] considered thresholds are slightly different Cb ∈ [77; 127] and Cr ∈ [133; 173], which justifies the tuning of parameters to the first source of variability, that is, the acquisition system and the lighting conditions. The second source of variability is the interindividual skin colour. Each small rectangle of Figure 10 only contains skin samples from a particular person in a given video sequence. Therefore it is also useful to automatically adapt the thresholds to each person during the detection process in order to improve the skin segmentation.
Several papers detail the use of colour models, for instance Gaussian pdf in the HSI or rgb colour space [36] , and perform an adaptation of model parameters. An evaluation of Gaussianity of Cb and Cr distributions was performed on the pixels of the skin database. As a result, approximately half of the distributions cannot be reliably represented by a Gaussian distribution [41] . Therefore thresholds are directly adapted without considering any model.
Skin detection thresholds are initialised with (Cb, Cr) values defined by the big rectangle of Figure 10 . In order to adapt the skin detection to interindividual variability, transformations of the initial rectangle are considered (they are applied separately to both dimensions Cb and Cr). These transformations are performed with respect to the mean values of the face skin pixels distribution of the considered person. Only the skin pixels of the face are used, as the face moves more slowly and is easier to detect than hands. This prevents the adaptation from being biased by detected noise or false hands detection. Three transformations are considered for the threshold adaptation.
(i) Translation: the rectangle is gradually translated towards the mean values of skin pixels belonging to the selected face skin patch. The translation is of only one colour unit per frame in order to avoid transitions being too sharp. The translated rectangle is also constrained to remain inside the initial rectangle. (ii) Reduction: the rectangle is gradually reduced (also of one colour unit per frame). Either the low threshold is incremented or the high threshold is decremented so that the reduced rectangle is closer to the observed mean values of skin pixels belonging to the face skin patch. Reduction is not performed if the adapted rectangle reaches a minimum size (15 × 15 colour units). (iii) Reinitialisation: the adapted rectangle is reinitialised to the initial values if the adapted thresholds lead to no skin patch detection.
Those transformations are applied once to each detection interval for each frame of the sequence. As a result, skin detection should improve over time. In most cases, the adaptation needs ∼ 30 frames (∼ 1s of acquisition time) to reach a stable state.
Face and hands selection
This section proposes a method in order to select relevant skin patches (face and hands). Pixels detected as skin after the skin detection step are first labelled into connex components that can be either real skin patches or noise patches. All detected connex components inside a given SRBB are associated to it. Then, among these components, for each SRBB, skin patches (if present) have to be extracted from noise and selected as face or hands. To reach this goal, several criteria are used. Detected connex components inside a given SRBB are sorted in decreasing order in lists according to each criterion. The left or right side of the lists are from the user's point of view.
Size and position criteria are the following. Selection is guided by heuristics related to human morphology. For example, the heuristics used for the face selection are that the face is supposed to be the biggest, the uppermost skin patch, and the closest to the previous face position. The face is the first skin patch to be searched for because it has a slower and steadier motion than both hands and therefore can be found more reliably than hands. Then the skin patch selected as the face is not considered any longer. After the face selection, if one hand was not found in the previous frame, we look for the other first. In other cases, hands are searched without any a priori order.
Selection of the face involves (Lb, Lu, Lcf), selection of the left hand involves (Lb, Ll, Lcl), and selection of the right hand involves (Lb, Lr, Lcr). The lists are weighted depending on the skin patch to find and if a previous skin patch position exists. The list of biggest components is given a unit weight. All other lists are weighted relatively to this unit weight. If a previous skin patch position exists, the respective list of closest components is given a triple weight. As the hand does not change side from one frame to another, if the skin patch previous position is on the same side as the respective side list (Lr for the right hand), this list is given a double weight. The top elements of each list are considered as likely candidates. When the same element is not at the top of all lists, the next elements in the list(s) are considered. The skin patch with the maximum weighted lists rank sum is finally selected.
For the face, in many cases there is a connex component that is at the top of those three lists. In the other cases, Lcf (tracking information) is given the biggest weight because face motion is slow and steady. The maximum rank considered in other lists is limited to three in order to avoid unlikely situations and poor selection.
After selection, the face and right and left hands rectangular bounding boxes are also computed (noted, resp., FRBB, RHRBB, and LHRBB). For the face skin patch, considering its slow motion, we add the constraint of a non null rectangular bounding box overlap with its successor. This helps to handle situations where a hand passes in front of the face. Moreover, if the person is in the reference posture (see Section 6), this posture is used to correctly reinitialise the locations of the face and of the hands in the case of a poor selection or a tracking failure. Figure 12 illustrates some results of face/hands localisation. Skin detection is performed inside the SRBB. Face and hands are correctly selected and tracked as shown by the small rectangular bounding boxes. Moreover, even if the person crosses his arms (frames 365 and 410), the selection is still correct.
For each object in the scene, the low-level data available at the end of this processing step are the three selected skin patches segmentation masks (face, right hand, and left hand) and their rectangular bounding boxes (noted, resp., FRBB, RHRBB, and LHRBB). In the next section, an advanced tracking dealing with occlusions problem is presented thanks to the use of face-related data. The data about hands are not used in the rest of this paper but have been used in other applications, like the art.live project [3] .
KALMAN FILTERING-BASED TRACKING
The basic temporal tracking presented in Section 3 does not handle temporal split and merge of people or groups of people. When two tracked persons merge into a group, the basic temporal tracking detects the merge but tracks the resulting group as a whole until it splits. Then people in the group are tracked again but without any temporal link with the previous tracking of individuals. In Figure 7 two persons P 1 and P 2 merge into a group G 1 . When this group splits again into two persons, they are tracked as P 3 and P 4 , not as P 1 and P 2 . Temporal merge and occlusion make the task of tracking and distinguishing people within a group more difficult [30, 43, 44] . This section proposes an overall tracking method which uses the combination of partial Kalman filtering and face pursuit to track multiple persons in real-time even in case of complete occlusions [45] .
Our approach
We present a method that allows the tracking of multiple persons in real-time even when occluded or wearing similar clothes. Apart from the general constraints of the system (1, 2, and 3), no other particular hypothesis is assumed here. We do not segment the persons during occlusion but we obtain bounding boxes estimating their positions. This method is based on partial Kalman filtering and face pursuit. The Kalman filter is a well-known optimal and recursive signal processing algorithm for parameters estimation [46] . With respect to a given model of parameters evolution, it computes the predictions and adds the information coming from the measurements in an optimal way to produce a posteriori estimation of the parameters. We use a Kalman filter for each new detected person. The global motion of a person is supposed to be the same as the motion of this person's face. Associated with a constant speed evolution model, this leads to a state vector x of ten components for each Kalman filter: the rectangular bounding boxes of the person and of his/her face (four coordinates each) and two components for the 2D apparent face speed:
In x T expression, p and f , respectively, stand for the person and face rectangular bounding box, l, r, t, and b, respectively, stand for left, right, top, and bottom coordinate of a box. v x and v y are the two components for the 2D apparent face speed. The evolution model leads to the following Kalman filter evolution matrix: 
(13) Figure 13 summarises the Kalman filtering-based tracking processing step.
Face motion estimation
For each face that is detected, selected, and located at time t − 1 by the method presented in Section 4, we estimate a face motion from t − 1 to t by block-matching in order to obtain the 2D apparent face speed components v x and v y . For each face, the pixels inside the FRBB (face rectangular bounding box) are used as the estimation support.
Notations
The segmentation step may provide SRBBs (segmentation rectangular bounding boxes) that can contain one or several persons in it (in the case of a merge), whereas the Kalman state vector (and therefore the Kalman person rectangular bounding box) is defined for a single person. Therefore three different person rectangular bounding boxes exist and are associated to each person: (i) one segmentation rectangular bounding box (SRBB) provided by the segmentation step, (ii) one person predicted rectangular bounding Box (PPRBB) predicted by Kalman filtering, (ii) one person a posteriori estimated rectangular bounding box (PERBB) estimated by Kalman filtering.
In a similar way, three different face rectangular bounding boxes exist and are associated to each person: (i) one face rectangular bounding box (FRBB) provided by the face localisation step, (ii) one face predicted rectangular bounding box (FPRBB) predicted by Kalman filtering, (iii) one face a posteriori estimated rectangular bounding box (FERBB) estimated by Kalman filtering.
Kalman filtering modes
Measurements that are injected into the Kalman filter come from the SRBBs, the FRBBs, and the face motion estimations. All the measurements are not necessarily available. For instance, if two persons have just merged into a group, some measurements are not available, on the group SRBB, for each person's PPRBB estimation (e.g., one side measurement will not be available). Depending on the objects types and available measurements, there are four Kalman filtering modes: First, we must determine if we are in a single person mode or a group of people mode, that is, if the person SRBB contains only one person or not. This is given by the basic temporal tracking step, as we can detect a merge between two SP objects, we know if there is one person or more in each SRBB.
If the SRBB contains only one person, all measurements used for the PPRBB estimation are available. Then either the face was correctly located at times t − 1 and at time t or not. If so, we are in SPCompKF mode as all state vector measurements are available. Otherwise we are in SPParKF mode as some face-related measurements are not available.
If the SRBB contains several persons, some measurements are not available for the PPRBBs estimation. Depending on whether there is only one face overlapped by the PERBB or not, we are, respectively, in GPParKF mode or in GPPreKF mode.
Single person complete Kalman filtering mode
This mode is selected when there is no temporal merge and all face-related measurements are available. In this mode, the Kalman filtering is carried out for all state vector components.
Single person partial Kalman filtering mode
This mode is selected when there are no temporal merge but some or all face-related measurements are not available. If so, face localisation step has failed at time t − 1 and/or at time t, leading to unavailable measurements.
When there are unavailable measurements, two choices are possible. The first is to perform a Kalman filtering only on the available measurements and the other is to replace the unavailable measurements. Performing a Kalman filtering only on available measurements is a difficult issue for code implementation, as all matrix sizes have to be predicted in order to take into account all possible cases. Replacing unavailable measurements by predictions is a simple and intuitive way of performing a Kalman filtering when observations (available measurements) are missing. Hence, in order to perform a Kalman filtering for all state vector components in one computation, when there are unavailable measurements, they are replaced by predictions. Doing so does not seem to greatly influence the results because the variances of estimation errors are only of a few pixels, with respect to available measurements.
In this mode, the filtering is carried out for all components, including those that have been replaced by predicted values.
Group of people partial Kalman filtering mode
This mode is selected when there are temporal merge(s) (i.e., some measurements are not available for the PPRBB estimation) and when the PERBB overlaps a unique face.
As the SRBB contains a group of people, available measurements can be used for different PPRBBs. The attribution of available measurements to one person in a group is performed in two steps by comparing the group SRBB and each person PPRBB centres and sides coordinates. The principle of measurements attribution is illustrated on frame 203 of Figure 14 .
In the first step, we compare the coordinates of the PPRBBs centres to the coordinates of the SRBB centre. With respect to the SRBB quarter, where each PPRBB centre is located, the two closest sides coordinates are used as measurements for the corresponding PPRBB estimation. merged (hands touching), we have only four measurements available (instead of eight) that can be used as observations for the two PPRBBs. With the first step, person P 1 will have the left and bottom sides coordinates as measurements, person P 2 will have the right and bottom sides coordinates. Thanks to this step, we are sure that at least two measurements are used for each PPRBB estimation.
In the second step, we compare each PPRBB side coordinate to the corresponding SRBB side. If the distance between both is smaller than a threshold, depending on each PPRBB surface, and if it has not already been taken into account, the corresponding SRBB side coordinate is added to the measurements used for the PPRBB estimation. With this step, in our example, the person P 1 receives the top side coordinate of the SRBB as an added measurement. This step generally allows adding one or two measurements in order to perform a better estimation.
In the example of Figure 14 , the left, top, and bottom side measurements of the SRBB will be used as measurements for the PPRBB on the left side (person P 1 ). The right and bottom side measurements will be used as measurements for the PPRBB on the right side (person P 2 ). As for the bottom side measurement in the example, some measurements can be used for different persons. For each person, in this GPParKF mode, we generally have two or three available measurements (up and/or down side(s) and one side measurements).
If some face-related measurements are unavailable, Kalman predicted values replace the missing measurements. The filtering is performed as long as the PERBB contains a unique face. If the PERBB overlaps more than one face, even partially, the Kalman filter works in GPPreKF mode since the face localisation step could provide wrong positions.
Group of people predictive mode
This mode is selected when temporal merge(s) occur (i.e., some measurements are not available for the PPRBB estimation) and when the PERBB overlaps more than one face.
No measurements are taken into account. All the state vector components are predicted according to the last face speed estimation, that is, only the Kalman filter predictions equations are used. The Kalman filter works in GPPreKF mode until a unique face is again overlapped by one of the PERBBs, leading back to the GPParKF mode. In single person Kalman filtering modes, SPCompKF mode, and SPParKF mode, the person final tracking ID is the same as the basic temporal tracking ID, because there are no temporal split or merge. In group of people modes, GPParKF and GPPreKF, the final tracking IDs are not updated with the basic temporal tracking IDs, as temporal split and merge yield new IDs. Therefore it is possible to track multiple persons even under complete occlusions. The extracted information for this processing step consists of the final tracking IDs, the face speed estimation, the PPRBBs, the PERBBs, the FPRBBs, and the FERBBs, that is, the predicted and a posteriori estimated rectangular boxes of the person and of his/her face.
Results
This section presented the last processing step for lowlevel data extraction. Part of the data will now be used for higher-level processing.
HIGH-LEVEL HUMAN BEHAVIOUR INTERPRETATION: STATIC POSTURE RECOGNITION
After having successfully tracked people, the problem of understanding human behaviour follows naturally. It involves Vincent Girondel et al.
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action/pose recognition and description. The three main approaches used for human behaviour analysis used are dynamic time warping (DTW) [47] , hidden Markov models (HMMs) [48] , and neural networks (NNs) [49] . Most of the research work done on the human body as a whole is mainly gait analysis and recognition, or recognition of simple interactions between people, or between people and objects. In this section, we present a method to recognise a set of four static human body postures (standing, sitting, squatting, and lying) thanks to data fusion using the belief theory [50, 51] . The belief theory has been used for facial expression classification (see [52, 53] ) but not for posture recognition in human motion analysis. The TBM (transferable belief model) was introduced by Smets in [54, 55] . It follows the works of Dempster [56] and Shafer [57] . The main advantage of the belief theory is the possibility to model data imprecision and conflict (a conflict occurs when measurements used for recognition yield contradictory results). It is also not computationally expensive, compared to HMMs and, as doubt (the possibility of recognising a union of postures instead of a unique one) is taken into account, leads to a low false alarm rate.
Our approach
Static recognition is based on information obtained by dynamic sequence analysis. For this processing step, we assume the general constraints of the system (1, 2, and 3) and also the following two more hypotheses. our considered postures, we will recognise an unknown posture. 
Modelling
A model has to be defined for each measurement r i in order to associate an elementary belief mass to each subset A, depending on the value of r i . In a similar way to what was proposed in [52] , two different model types are used (see Figure 16 ). The first model type is used for r 1 and the second for r 2 and r 3 .
The first model type is based on the idea that the lower the face of a person is located, the closer the person is to the lying posture. Conversely, the higher the face is located, the closer the person is to the standing posture. Depending on the value of r 1 , either a single posture is recognised or the combination of a single posture and a union of two postures. In this last case the respective zones illustrate the imprecision and the uncertainty of the models (see, e.g., Table 1 and Figure 16(a) ).
The second model type is based on the idea that squatting is a compact human shape, whereas sitting is a more elongated shape. Standing and lying are even more elongated shapes. The thresholds g − j are different for r 2 and r 3 . Depending on the value of each measurement r 2 or r 3 , the system can set non null belief masses to the single posture H 3 , to the union of all postures (Ω corresponds to H 1 ∪H 2 ∪H 3 ∪H 4 here), to the subset standing, sitting, or lying (H 1 ∪ H 2 ∪ H 4 ), or to two of the previous subsets.
Data fusion
The aim is to obtain a belief mass distribution m r123 that takes into account all available information (the belief mass distribution of each r i ). It is computed by using the conjunctive combination rule called orthogonal sum proposed by Dempster [56] . The orthogonal sum m rij of two distributions m ri and m rj is defined, for each A subset of 2 Ω , as follows:
The orthogonal sum is associative and commutative, so the order of the belief mass distributions fusion does not matter.
In case when m r123 (∅) = 0, ∅ being the empty set, there is a conflict, which means that the chosen models give contradictory results. This usually happens when some of the r i are in the transition zones of the models. With these models, the subset with the maximum number of elements that can be obtained at the end of the data fusion process is a union of two postures. Therefore, subsets with three elements or Ω itself cannot be obtained after fusion. Hence, we are sure that, in the worst case, there will be a possible confusion between two postures and not more. This is compliant with respect to the considered postures: it is difficult to imagine, for example, that a person can be simultaneously either standing, sitting, or lying.
Decision
The decision is the final step of the process. Once all the belief mass distributions have been combined into a single one, here m r123 , there is a choice to make between the different hypotheses H i and their possible combinations. A criterion defined on the final belief mass distribution is generally optimised to choose the classification result A. For example, if the criterion is the belief mass, A = arg max A∈2 Ω m r123 (A). Note that A may not be a singleton but a union of several hypotheses or even the empty set. In this paper, the hypothesis H 0 is chosen if the classification result is the empty set ∅, that is, m r123 (∅) is maximum. There are other criteria used to make a decision: the belief, the plausibility, and so forth [54] .
Posture recognition results
In order to evaluate the static posture recognition performances, two sets of video sequences are used, a training set and a test set. The training set consists of 12 different video sequences representing ∼ 5000 frames. 6 different persons are filmed twice in the same 10 successive postures. People are of various heights, between 1.55 m and 1.95 m, in order to take into account the variability of heights and improve the robustness. The constraints are to be in "natural" postures in front of the camera. The statistics (means μ and standard deviations σ) of the three measurements r i are computed over the training set to find the thresholds (see Figure 16 ) that yield a minimum of conflict. These most suitable thresholds are defined by the comparison of the μ ± 2σ computed for the respective postures or set of postures. This expertise step was performed by a human operator. In fact, one of the hardest steps in the belief theory is to find models (or thresholds) that lead to a minimum of conflicts. The test set consists of 12 other video sequences representing ∼ 11 000 frames. 6 other persons, also of various heights, are filmed twice in different successive postures. In order to test the limits of the system, people are allowed to move the arms, sit sideways, and even be in postures that do not often occur in everyday life, for instance squatting with arms raised above the head. Results are computed on frames of the video sequences where the global body posture is static, that is, the person's torso and legs are approximately still. We present the classification results obtained when using the maximum belief mass as criterion. Comparison between criteria and subsequent classifiers is available in [51] . Training step and test step recognition rates are available in Tables 2 and 3 . Columns show the real posture and lines the postures recognised by the system.
Training step
As the thresholds of the belief models are generated from the r i statistical characteristics computed over the same set of video sequences, the results are very good. The average recognition rate is 97.7%. There is only 0.1% of occurring conflicts on more than 5000 frames. There are no problems recognising the standing or the lying postures. The sitting and the squatting postures are also well recognised even if there is a little doubt between both. 
Test step
There are more recognition errors but the results show a good global recognition rate. The average recognition rate is 78.1%. There are never any problems recognising the standing or the lying postures. For the sitting and the squatting postures, there are more errors, especially when people have their arms raised over their heads or sit sideways. The reasons are that these postures are quite alike and that not everybody sits and/or squats in the same way, hands on knees or touching ground, back bent or straight, and so forth. These facts yields more conflicts, near 15%. There are also more postures that lead to the doubt H 2 ∪ H 3 . Nevertheless, the recognition rates are very close between H 2 versus H 2 and H 3 versus H 3 . Figure 17 illustrates some results of various static postures recognition. The SRBB, the SPAB, the FRBB, and the D 2 distance are drawn in white on the segmented frame.
CONCLUSION, DISCUSSION, AND PERSPECTIVES
Conclusion
We have presented in this paper a real-time system for multiple persons body analysis and behaviour interpretation. The processing rate of the whole system, obtained on a PC running at 3.2 GHz is ∼ 26 fps for 640 × 480 resolution (∼ 65 fps for 320 × 240). Compared with other similar systems like W 4 [1] and Pfinder [2] , that surely meet the requirements to perform a similar task, our system proposes relatively different approaches for dealing with the various processing steps and their inherent problems. It is generic enough to be used for
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Figure 17: Examples of static posture recognition.
several types of applications in either indoor or outdoor environment. For outdoor environments, some of the algorithms would need to be improved, with regard to the problems that can arise when acquisition conditions greatly vary. As long as the people are not too numerous and remain the main objects, the results should be fairly reliable.
This system can be used for mixed reality applications with perceptual human-computer interfaces. In front of a single static camera, in an indoor environment, a single person or several persons can interact with a virtual environment and control it by their movements. The proposed system for mixing real and virtual worlds by image processing without invasive systems as markers and so forth yields results with a suitable precision. It is fast enough for a responsive system that includes human-computer interaction and is relatively user-friendly. The other possible application is the monitoring of elderly people at home or in hospital rooms. One could detect for instance that someone has fallen down or has been sitting for too long. Considering elderly people, their postures should be similar to the training set ones of the static posture recognition step. In these conditions, the system should be reliable enough to succeed in this monitoring as the training recognition rates are very good. Nevertheless, tests must still be performed and implemented source code improved.
Discussion and perspectives
The main advantages of the 2D segmentation step is that it yields smooth and regular segmentation masks and that the reference frame can be built even if the scene is not empty at the beginning. For indoor applications, a reference frame can be easily acquired when there is nobody present in the scene. No particular shadow processing is performed but some shadow models based on colour with invariant techniques could be used [58] .
The tracking step, composed of the basic temporal tracking and of the Kalman filtering-based tracking, is very fast and handles partial or even complete occlusion problems. The tracking should still be efficient if people were occluded by fixed objects, as long as their global motion remains coherent with their face motion. If the people change direction or speed during the occlusion, the tracking results depend on the duration of the occlusion and on the other people's motion. In Figure 14 , the two persons are turning one around the other and the tracking succeeds for this nonconstant moving directions and speeds.
Using an adaptive thresholding in the YCbCr colour space, the skin detection process is robust enough to provide very good results even on complex or skin colourlike backgrounds. Hence localisation is generally accurate. It is fast and distinguishes the right versus left hand. Skin models are generally sensitive to the acquisition system and lighting conditions (output colour space, white balance and noise of the camera, etc.). The presented thresholds have been tested in different indoor environments and performed reliably. Nevertheless, tuning them with respect to another given system (other camera, outdoor environment, etc.) can yield better results. Results accuracy can be degraded when worn clothes are close to skin colours.
The higher-level interpretation step, static posture recognition, has also shown good recognition results. The approach we use is similar to a method based on shapes, because we consider the elongation and the compactness of the person's shape. Nevertheless, no explicit comparison has been performed. The main limitation is that, if the distance to the camera changes significantly, the person may have to perform again the reference posture. Using a stereo camera could solve this problem and avoid assuming the hypothesis of not being occluded.
Among the perspectives of this work, there is the dynamic posture recognition. We plan to enhance the method by adding a dynamic analysis of the measurements temporal evolution. Concerning the analysis of the human body parts, the feet positions could be computed after the segmentation using geodesic distance maps [59] . Currently under development, there is an avatar control application with the real-time animation of a skeleton using the face and hands positions and the recognised posture. Work on the gaze direction and the facial expressions analysis is also under development [53, 60] . A long-term perspective is the fusion of the multiple media with several cameras and microphones. This could lead to advanced perceptual human-computer interfaces and a lot of subsequent applications.
