Optical technology o ers simple interconnection schemes with straightforward layouts that support complex logical interconnection patterns. The Passive Optical Star (pos) is often suggested as a platform for implementing the optical network: Logically it o ers an all-to-all broadcast capability.
Introduction
For example, each node of the Hypass system AGKV88] is equipped with two transmitters and two receivers, only one of each being tunable.
One may view the abstract pos model as a generalization of the Optical Communication Parallel Computer ocpc. This model, introduced by Anderson and Miller AM88] , has recently attracted increased attention of the theoretical community GT92, GV94, Rao92, GJLR93, GMR94, GJM94] . Whereas the pos model is described in terms of light moving in bers, the ocpc model is better described in terms of light beams moving in free space. Similar to the pos, an n-processors ocpc is composed of n processors, each having a transmitter and a receiver which serve as its opto-electronic network interface. Each processor may send a message to any other processor by directing a beam of light at it. However, the beam is directed to a single target, thus, in contrast to the pos, no broadcasting is possible.
Another important characteristic of the pos model is that the decisions of whether to transmit/receive, and using which wavelength, are taken locally by the processor depending on local data. Thus a transmitting processor may not know which, and how many (if any) receivers listen to it. This mode of operation, in which a message is sent corresponding to a certain wavelength, is very di erent from other models of communication (including that of the ocpc), which commonly assume that a message is always sent to a certain address. Both this feature and the ease of broadcasting in uence the nature of the algorithms that are designed for pos machines.
Interestingly, it turns out that the pos model coincides with a restricted version of the well known shared-memory pram model. We show that the pos is equivalent to the collision crcw pram with a linear number of memory cells. This implies that the results with respect to the pos are also applicable for the pram with linear memory size.
In this work we address one of the most fundamental aspects of the pos as a parallel computational model, namely, its capability of self-simulation (also known as virtual parallelism, or scalability). The self-simulation capability of a parallel model is directly related to the e ciency and ease of algorithm design: It is desirable that the algorithm designer may assume that as many processors as required by his algorithm are simultaneously available for his program. Once the algorithm that is designed for N processors is to be executed on a certain machine with only n < N processors, a simulation of the N-processor program should be done by the actual n processors. Moreover, the set of frequencies should also be reduced, since frequencies are considered a scarce resource. Similarly, the communication carried out by the larger virtual machine has to be \scaled down" to the smaller machine. This simulation is done essentially by mapping N=n program-processors to each real processor that simulates the actions of these \virtual" processors, while scheduling transmissions using the available frequencies.
Except for the ease of programming, the self-simulation of larger machines on smaller ones was also suggested by several researchers MV84, Val90] as a latency hiding technique. In this context, the size ratio of the larger to the smaller machine is called the slackness of the computation. The idea may be applied when the communication latency is higher than a single step, and so that some pipelining may be exploited in sending messages. In such cases the higher granularity of the simulating processors compensates for the higher communication latency, where the latter is dealt with by pipelining the messages. Similar to other models such as the pram our pos model does not deal with latency. Nevertheless, similar to the pram slackness may provide the latency hiding means for actual implementations of the model.
If an e cient self-simulation algorithm exists, then the model is said to exhibit virtual parallelism or self-simulation. For example, the well-known Brent principle (in the constructive, local sense) guarantees certain virtual parallelism for shared-memory models such as the pram. Several researchers have suggested \virtual embedding" for the pos BFG90, CG90, Goo89, HK88, LA90, WDD93, WD91]. Most of that work considers the emulation of a restricted set of topologies by the pos. As far that we know, general e cient self-simulation for pos machines was not previously achieved.
In this work we consider the pos self-simulation problem of a kn-processor machine by an nprocessor machine that uses only n frequencies. The main obstacle here is the simulation of the communication pattern that is taken by the simulated machine. We consider only algorithms for self-simulation for which each real processor simulates a xed set of k processors in a step-by-step manner. In this way, a whole program can be self simulated by composing the self simulation of each single step. We show that even with such simple mappings, the pos does exhibit scalability properties. Namely, a machine with N = nk processors can be simulated by a smaller machine with n processors, in a step-by-step manner, with a slowdown of O(k + log n) (Section 4). The algorithm consists essentially of a randomized solution for a distributed load balancing problem. We show that once the corresponding load balancing is solved by a randomized algorithm, it is possible to deterministically realize the simulated communication pattern in O(k + log n) communication steps.
On the way to our randomized simulation algorithm, we give a simple deterministic algorithm with a slowdown of k 2 . This algorithm uses the original set of frequencies and works with very limited global knowledge. Furthermore, the algorithm is direct: It sends messages from their origins directly to their destinations with no intermediate stop-overs. We show that the slowdown of k 2 is a lower bound for any direct algorithm even when the communication pattern is known in advance.
If we restrict the set of frequencies to be at most n, we show an upper bound of k 3 steps. For a non-direct algorithm, our randomized simulation implies that a deterministic algorithm which may use intermediate stopovers and which knows the communication pattern in advance can schedule the communication on the simulating machine in just O(k) steps.
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The Model
In the introduction we gave a brief description of the pos architecture. In this section we characterize the pos as a formal model for parallel computing.
The POS Model as a Parallel Computational Device
An n-pos machine consists of n processors each with a tunable transmitter and a tunable receiver, which can each tune (independently) to any one of a xed set of n frequencies (or, wavelengths).
We assume a synchronous working mode, and that messages have a certain bounded length.
The global communication pattern at any step may not be known to the processors. The decisions which wavelength is to be used are taken locally at each processor, independent of the other processors in the system.
The following operations are performed by every processor of the pos at every step:
Tuning: The receiver and transmitter tune to their corresponding wavelengths.
Communication: The processor may transmit a message on the wavelength its transmitter is tuned to, and it listens to what is being received by its receiver (on the appropriate wavelength), concurrently.
Computation: Some local computation is carried out.
Using each wavelength, the transmitting mode is collision. More speci cally: Consider wavelength at time t and a receiver R which tunes to during t. If no transmitter tunes to at that step then R receives nothing. If a single transmitter T transmits a message m on during t then R receives m. If more than a single transmitter tune to during t then R detects a special collision message, but no otherwise useful information.
In addition to collision detection by the receivers, we also assume this capability for the transmitters, so that a transmitter is immediately informed of a collision on the wavelength it is currently using. We remark that although it seems that this strengthen the model, it is still possible to simulate it in constant time by an equivalent model that does not assume this capability. In order to focus on the main result of this work we omit the details.
The communication step can thus be viewed as a bi-partite graph G = (T; R; E). T denotes the set of transmitters, R the set of receivers, and there is an arc labeled from t i to r j if the transmitter t i sends a message using wavelength and receiver r j tunes to . Since we are interested in simulating the communication throughout a computation, we view the whole program as a sequence of such communication steps.
Self-Simulation
Our goal is to simulate the computation of a large pos machine on a smaller one. We call this procedure self-simulation. More speci cally, we give self-simulations of an nk-pos on an n-pos.
Note here that both the number of processors and the number of wavelengths decrease by a factor of k. One may consider a weaker notion where only the number of processors is decreased. We discuss this direction in Section 5.
The self-simulation is a step-by-step simulation, so that each (physical) processor simulates the operations of k xed simulated (virtual) processors. Thus the simulation of the tuning and computation phases of each step can be trivially done in k steps of the simulating machine. The main problem that is addressed in this work is to simulate the communication step.
As described above, a communication step of the simulated machine is modeled by a bipartite graph G = (T; R; E). >From the viewpoint of the simulating machine, the set of transmitters, T, and the set of receivers, R, are partitioned into xed predetermined clusters of size k. The processors numbered (i?1)k +j, for j = 1; : : :; k, in the original machine belong to cluster i, which is simulated by the physical processor i. In order to avoid confusion, we will refer from now on to processors of the kn machine simply as processors, while physical processors will be referred to as clusters. Corresponding to the bipartite graph G we sometimes denote the receiving processors as R-processors and the transmitting processors as T-processors. Similarly, we refer to the clusters as R-clusters and T-clusters.
We assume that the wavelengths in the simulated and the simulating machine are ordered and marked consecutively. When there is no danger of confusion we denote the i-th wavelength simply as wavelength i (so we have wavelengths 1 to n in the simulating machine and wavelengths 1 to kn in the simulated machine). Otherwise we may sometimes denote a wavelength by .
The simulation problem can be modeled by the induced graph on clusters, which represents the communication pattern for the simulation machine, namely: Let T 0 = fA 1 ; :::; A n g be the partition of T into T-clusters and R 0 = fB 1 ; :::; B n g the partition of R into R-clusters, then the induced graph G 0 is G 0 = (T 0 ; R 0 ; E 0 ) where E 0 = f(A i ; B j ) j 9u 2 A i 9v 2 B j : (u; v) 2 Eg.
Note that the global communication pattern is not known to the clusters. For the self-simulation of one step, each T-cluster gets the (up to) k messages and the corresponding wavelengths on which they are to be sent, and each R-cluster gets the (up to) k wavelengths to listen to. In particular, the T-processors do not know which are the R-processors that might be listening on their wavelengths. Similarly, the R-processors do not know the T-processors that transmit on the wavelength they are listening to. The only connection between them is implicitly given by the wavelength known to each.
Relation of PRAM and POS
In this section we show that the pos is equivalent to a restricted variant of the well known pram model (Section 3.2). To this end we present in the next sub-section a deterministic self-simulation algorithm (Section 3.1). Both the deterministic self-simulation algorithm and the equivalence result, together with some observations about o ine self-simulation (Section 3.4), are used in Section 4 in order to derive our main result. For completeness we also give here a matching lower bound for the deterministic algorithm, which shows the exact complexity of direct algorithms (Section 3.3).
Deterministic and Direct Self-Simulation
In this sub-section we give a simple, deterministic algorithm that is direct, i.e., a message is always sent directly from its origin to its nal destination and is never stored in an intermediate location.
The algorithm terminates in k 2 steps when kn wavelengths are used, and k 3 steps when n frequencies are used. This will turn out to be crucial for our faster algorithm. We also show in Section 3.3 that k 2 steps are in fact needed for any direct algorithm even when global knowledge of the communication pattern is available to the clusters.
It is convenient to identify the following restricted problem.
De nition 3.1 Assume that there is a globally known bound on the actual number of messages in a cluster. Namely, assume that every T-cluster has at most a messages to send and every R-cluster has at most b messages to receive, then we say that the problem is of (a; b)-type. In particular, the general problem is of (k; k)-type.
The following is an easy observation.
Lemma 3.2 The simulation of an (a; b)-type pattern can be completed in a b steps by a deterministic direct algorithm, which uses the same set of wavelengths as that used by the simulated machine.
Basically, the algorithm tries all possible pairs of transmitting-receiving wavelengths. We present it formally, but leave the details of the correctness proof as an easy exercise.
Algorithm Simple:
The a b steps are divided into a intervals of b steps each. Every T-cluster transmits its i-th message in every step of the i-th interval. Every R-cluster tunes to receive its j-th message in the j-th step of every interval.
By the end of the algorithm, all messages were moved to their destinations and some collisions where detected on certain wavelengths, which correspond to collisions in the simulated communication pattern. However, since receivers repeat tuning to the same wavelengths during each interval, there may be collisions in the original communication pattern that are not re ected by collisions in the set of patterns taken by the simulation algorithm. The solution is to exchange multiple messages that are received in di erent intervals on the same wavelength into collisions.
Note that in Algorithm Simple, a very minimal global knowledge is assumed. In fact, even the size of the network need not be known. Proof: Arbitrarily partition the kn frequencies into k subsets of size n each, and map each set to the set f1; :::; ng. Any communication pattern can be viewed as composed of k disjoint communication patterns, the i-th being induced by the frequencies in the i-th subset of the partition. Each of these problems can be solved using n frequencies in k 2 steps by Corollary 3.3, hence a total of k 3 steps for the whole algorithm.
Corollary 3.5 Self-simulation of a step of an O(n)-pos can be simulated in O(1) steps of a n-pos.
Relation to the PRAM
The parallel random access machine (pram) model of computation is the most-widely used model for the design and analysis of parallel algorithms (see, e.g. KR90, J 92, Rei93] ). The pram model consists of a number of processors operating in lock-step and communicating by reading and writing locations in a shared memory. In the collision crcw pram concurrent read and concurrent write are allowed. In case of a write con ict a special collision indication is being written in the cell.
Let us call a collision crcw pram with n processors and n memory cells an n-pram. In this subsection we show that the power of the n-pram is equivalent to that of the n-pos (up to constant factors), as stated in Lemmata 3.6 and 3.7. This equivalence will help us in using known algorithms from the reach pram literature in our main result. It also establishes the applicability of our result to the pram domain.
Lemma 3.6 An n-pos can simulate an O(n)-pram in a step-by-step fashion with only a constant factor slowdown.
Proof: Suppose that the pram has bn memory cells and cn processors for b = O(1) and c = O(1). By Corollary 3.5 an n-pos can simulate each step of a (cn + bn)-pos in O(1) steps. We thus assume in the rest of the proof that our pos is in fact a (cn + bn)-pos. We use cn processors for simulating the cn pram processors, and the other bn processors called the cell processors for simulating the bn pram memory cells. Each of the bn frequencies is assigned to one of the bn cell processors. The i-th cell processor will always receive and transmit on the i-th wavelength.
The simulation steps arbitrate write and read steps. In a write step, a pram processor j that wishes to write to the i-th memory cell is simulated by letting the j-th transmitter transmit its data on the i-th wavelength. During a read step, a pram processor j that wishes to read memory cell i is simulated by letting the j-th receiver receive on wavelength i, while all the cell processors transmit the value or collision information that they are holding on their respective wavelength.
In the reverse direction we have:
Lemma 3.7 An n-pram can simulate each step of an O(n)-pos in O(1) steps.
Proof: By Corollary 3.5 it is su cient to show how to simulate an n-pos in O(1) steps.
The simulation takes three steps. The i-th pram processor simulates the i-th pos processor.
The wavelengths are \simulated" by the pram memory cells. In the rst simulation step pram processor i simulates the i-th transmitter by writing into the memory cell which \simulates" the wavelength on which the i-th transmitter transmits. In the second simulation step the processors which wrote to cell i in the rst simulation step read that cell (in order to detect collisions). In the third step pram processor i simulates the i-th receiver by reading from the memory cell which \simulates" the wavelength on which the i-th receiver receives.
The above lemmata may be generalized into the following theorem.
Theorem 3.8 An n-processor pos with m wavelengths, m n, is equivalent in power to an nprocessor collision crcw pram with shared memory of size m. I.e., they can simulate each other with constant slowdown.
O ine Direct Lower Bound
We show here that k 2 steps are necessary for any direct algorithm, even if there is a global knowledge of the communication pattern.
Theorem 3.9 There is a communication pattern that requires k 2 steps of direct communication even if global knowledge is available to every processor in advance, and the number of wavelengths available to the simulating machine is unbounded.
Rather
t = jTj k T-clusters and jSj R-clusters. In particular, we will take S to be the set of all possible subsets of k T-processors, i.e., jSj = ? kt k . We claim that the resulting graph cannot be properly colored by fewer than k 2 colors, for su ciently large t.
Assume that there is a schedule of the messages by at most k 2 ? 1 steps. As each T-cluster contains k processors, so that no two of them may transmit at the same time, each T-cluster contains at least one processor whose messages are sent in at most k ? 1 time steps. We pick one such processor for each T-cluster. The set of at most k?1 time steps may be di erent for each such processor; However, the number of such di erent sets is at most i : Thus there is a set A of k processors for which all the messages from it were sent in at most k ? 1 time steps. As A 2 S, there is an R-cluster that is the destination of exactly these messages of the k processors in A. However, clearly this R cluster can not receive messages from k di erent processors in at most k ? 1 steps, which yields a contradiction.
We note that in the proof above there are a huge number of R-clusters (the size of S). This can be somewhat reduced, although we do not know if, say, the size of S could be kept polynomial in k and t (the number of active T-clusters).
O -line algorithms
It is possible to show that any communication pattern can be simulated in 5k steps if a global knowledge is known in advance. We omit the description of this result here, since an O(n) o ine algorithm follows in a straightforward manner by our randomized algorithm in Section 4. It will be useful however, to identify the following special case. Proof
/transmit the message on its adjacent edge e at the time-step which corresponds to the color of e.
Note that a permutation (a communication pattern with no broadcast and no collision) is a k-bounded degree pattern. Thus we conclude the following.
Conclusion 3.12 The simulation of a permutation pattern may be completed in k steps if it is known in advance and some o ine computation is possible.
Randomized Online Simulation
In this section we present our main result: a randomized, indirect algorithm which completes the simulation of a kn-pos on an n-pos in O(k + log n) communication steps with high probability.
Here an event occuring with high probability (or w.h.p.) means with probability at least 1 ? 2 ?n for some constant > 0. Namely, the running time is guaranteed (with probability 1), while there is a very small probability for which the protocol will terminate incorrectly. Since the event of unsuccessful termination can be easily detected, the randomized algorithm that is presented here may be turned to be Las-Vegas (with 0 error probability) and expected time O(k + log n) and so that the deviation from that time is with exponentially small probability.
Theorem 4.1 There is a step-by-step simulation algorithm that simulates each step of a kn-pos by an n-pos in O(k + log n) steps w.h.p.
No Collisions Assumption: To start with, we assume that in the communication pattern that is to be simulated, each receiver is the destination of at most one message (namely, we assume that the simulated communication pattern is collision-free). Later we show how to simulate a more general pattern which includes collisions.
The Idea of the Algorithm
The idea of the algorithm is essentially to redistribute the receivers and transmitters across the clusters so that the resulting problem is reduced to a collection of (a; b)-type problems with small a b, then use Lemma 3.2. We do not actually redistribute the receivers and transmitters themselves. Rather, on the transmitting side we redistribute the messages and on the receiving side we redistribute the pointers to the nal destinations of the messages. We sometimes call these simply transmitters and receivers.
We divide the kn wavelengths of the simulated pos into k color classes, each of size n. This is done in advance in an arbitrary xed way, e.g., the i-th color is the set of wavelengths (i ? 1)n + j, with j = 1; : : :; n. Each receiver/transmitter can be classi ed according to its color class. Our aim is that the messages of each color will be nearly equally split among the clusters (both for transmitters and receivers). Once this is achieved we will reduce the problem to k restricted problems that can be completed fast enough, by applying the direct Algorithm Simple to each of them, one at a time.
In the balancing process, rather than moving real messages we move tokens that represent messages. Only after tokens arrive at their destinations, the corresponding messages are transmitted from the origins of the tokens to the sites where the tokens end or in the opposite direction. To this end the path taken by each token and the schedule of transmissions are saved and are used later on to schedule the tokens along the path or in the reverse direction. 
Reducing Balancing to Semisorting
A general approach to the balancing operation across clusters is to sort the tokens by color and then to shu e the tokens so that each processor holds (nearly) the same number of tokens of each color. The shu e operation is easy to implement as it is a xed permutation. Sorting, however, is somewhat more involved. Observe that balancing does not actually require sorting, but rather a less restrictive operation called semisorting. In semisorting all equi-valued elements are grouped together into consecutive places, but the groups do not necessarily appear in a descending order. When semisorting leaves empty places in between the semisorted elements, but so that an input of total size N is stored in an output array of size O(N), then this operation is called padded semisorting. The main observation here is that replacing sorting by padded semisorting will still result in a successful balancing, except for some constant blow-up of the storage. For simplicity, in the rest of this work we call semisorting the operation of padded semisorting.
De nition 4.2 The semisorting problem of size N: Given N integers x 1 ; ; x N in the range of several sub-phases, of which the main is the fourth one that semisort. The other phases (except for the last one which performs a shu e) are required to prepare for the fast semisort, which cannot handle as many as kn tokens with n processors. For this reason, the extra phases pack items in super-tokens before the semisort, and unpack them after this operation.
Each R-cluster creates a token for every message it should receive. A token contains the index of the creating cluster, the index of the corresponding receiver, and the color of this receiver. The color of the token is the color of its corresponding message. During execution of di erent subphases, the scheduling, the paths and the wavelengths that are used by the tokens are recorded in the transmitting and the receiving devices. Following this phase, the communication in the reverse direction can be reconstructed in a deterministic manner. Notice that such reconstruction is possible as long as the communication pattern { origins-of-tokens to destinations { de nes a point-to-point communication pattern.
Algorithm for token balancing
Recall that we start with up to kn tokens (one for each message to be received), colored by k colors, and with n clusters (real processors) that contain k tokens each.
Sorting in small groups For the nal algorithm to work fast enough we need to reduce the number of tokens to be linear in the number of clusters. We rst sort in small groups and \compress" tokens, as follows. Let every k consecutive clusters form a group. Within each group, the tokens are sorted according to their color. Sorting k 2 keys in the range 1; ; k] using k clusters can be done by several O(k) steps algorithms. For completeness we outline one of them: It is known that sorting on the k k mesh can be done in 12k phases where each phase is sorting in parallel along rows or along columns MG88]. Now consider our k 2 tokens as forming k rows, where a row consists of the k tokens within a cluster. Sorting along rows, namely inside a cluster trivially takes O(k) steps with no communication at all (as the numbers are in the range 1; ; k]). To perform sorting along columns we just need to 'transpose' the mesh, do row operation and transpose back. However, the transpose is a xed permutation which may be completed by Conclusion 3.12 in k steps. Thus the whole procedure takes O(k) steps and uses n wavelengths overall.
Packing Super-Tokens Within every cluster, all the tokens of the same color are \packed" into a 
where the inequality comes from \padding" each color to a multiple of k, but only to one direction, which causes over counting of the total number of tokens.
Balance within groups We distribute the super-tokens evenly within each group of k clusters, such that there are at most two super-tokens in each cluster. This can be done by moving the super-tokens one by one in 2k steps using n wavelengths overall.
Semisorting We use the randomized semisorting algorithm (Corollary 4.4) to semisort the supertokens by their colors. The total output array is of size bn for some constant b. It will be convenient to assume from now on that we have a (n + bn)-pos. By Corollary 3.5, this only contributes an O(1) factor to the simulation. Thus, as a result we may assume that at the end of the semisorting sub-phase there is at most one super-token in every cluster.
This sub-phase takes O(log n) steps, with high probability, and uses n wavelengths. We remark that this is the only place where randomization is used.
Send back information The current location of every super-token is sent back to its origin cluster. This operation involves reversing the paths the super-tokens took. Note that determining these paths involved semisort, which in turn involves concurrent write. However, in the nal result, the routing of the super-tokens is a point-to-point communication pattern, and thus can be reversed using the schedule and the routing data that was stored along the routing.
Unpacking The actual tokens are sent to the place in which the super-token representing them ended. As each origin cluster contains at most k tokens and the destination just a single super-token, this communication can be realized in k steps: The origins transmit the tokens one after the other while the destinations receive on xed wavelengths. This operation uses n wavelengths.
As a result, there are at most k simple tokens in each cluster, all of them colored the same.
As the super-tokens were semisorted (operation which creates \holes"), some of the clusters may contain no tokens. We assume from now on that each cluster contains exactly k tokens (of the same color), by introducing dummies if necessary. Empty clusters are considered to have the same color as the clusters in their intervals (although this color is not assumed to be actually known to the clusters). Thus we may assume that the i-th color class contains exactly i k tokens for some integral positive i (this includes the empty places and dummy elements).
Shu e The tokens are redistributed among clusters so that each cluster gets the same number of tokens from each color class (here the i-th color class is considered to be of size i k). This can be done by sending the token at the i-th place (0 i kn ? 1) to the (i mod n)-th cluster. As this communication pattern is a xed known permutation, it can be done in k steps using n wavelengths by Conclusion 3.12.
At this point the tokens are su ciently balanced for our purpose. Namely, the total number of tokens (including empty tokens created by the semisort and dummy tokens) is O(kn), with k of them at a cluster. Furthermore, we ended up with at most i k tokens of color i. This latter number might be k times larger than the original number of tokens of color i (because of the \rounding up" to k). However i=k i=1 i k = O(kn). Let a i be integral and such that (a i ? 1)n i k < a i n. The shu e phase ends with at most a i elements of color i in each cluster. As we shall see the complexity of the algorithm will be determined by the sum a i , for which a i 1 n i=k i=1 na i 1 n O(kn) = O(k). At this point we need global knowledge of the a i 's, which is done by an additional sub-phase as follows.
Determining the a i 's The sub-phase proceeds in k rounds, one for each color. a i is determined in the i-th round by letting each cluster transmit a signal in the rst j steps if it stores j tokens of the i-th color (excluding dummies). The round terminates on the rst silent step, which is the (a i + 1)-th step. The whole sub-phase takes k + P a i = O(k).
Summarizing the above implementation, we get that the phase of Balancing Receivers takes O(k + log n) steps w.h.p. All the sub-phases are deterministic and take O(k) steps, except for the semisorting, which takes O(log n) w.h.p. All sub-phases use O(n) wavelengths.
Implementing the Other Phases
(2) Balancing transmitters The implementation of this phase follows the same lines of the algorithm for balancing the receivers. Here, however, the tokens contain the actual messages and the corresponding wavelengths. Recording the communication involving tokens is not necessary here, since messages will not be moved back. It is still necessary, however, to (temporarily) record the communication involved in the movement of the super-tokens.
As a result of this phase, we will have O(1) messages of each color at each intermediate T-cluster. Similar to the algorithm for balancing the receivers, the algorithm here uses n wavelengths. Naively this phase uses a total of kn wavelengths, since the messages are assumed to be sent using their original wavelengths. Note however, that each color consists of n wavelengths, and that Algorithm Simple is scheduled for each color separately. Thus, the original wavelengths of the messages of every color may be mapped into the same set of n wavelengths for repeated use by Algorithm Simple.
(4) Sending messages to nal destination Sending the messages from the intermediate Rclusters to the nal destination R-clusters is done along the reverse paths (timing, wavelengths) created by the tokens in the balancing receivers phase. This is done in O(k) steps in a deterministic way. The data regarding the super-token movement is internal to the corresponding balancing transmitters phase and is not being used here.
General Communication Patterns
We now extend our self-simulation algorithm so that it also deals with general communication patterns, where the pattern may include collisions. Thus, in the general case two or more processors may transmit on the same wavelength.
Our approach to the general simulation problem is to split the communication problem into two parts, which will be treated separately. This reduction can be viewed entirely in terms of the simulated machine. The splitting is described in Figure 3 . The rst part is the many-toone communication, which treats the collisions: A message that is transmitted in the original computation using wavelength is moved to processor . In case that more than a single transmitter transmits on wavelength processor should know that there is a collision (but need not know the messages). The second part is a one-to-many communication, where processor sends its message (or noise) to all receivers of the original computation that are using wavelength .
The second, one-to-many part is just an instance of the communication problem we have treated so far, with the 'no collision' assumption and thus can be done in O(k + log n) steps.
For the part of many-to-one communication, processor needs to receive the message on wavelength , or an indication for a collision if there is more than one such message. Here we apply a variant of the same algorithm treated so far:
The balancing receivers and the balancing transmitters phases may be implemented as is.
There are at most kn transmitters and at most n receivers of each color, with at most one of each color in every cluster. As a result, the communication problem for color i is a (a i ; 1)-type problem, where here a i corresponds to the fact that there are at most a i n transmitters of color i. As a result of the balancing phase P k i=1 a i = O(k). Thus, similar to the one-to-many communication problem, the whole process for all i takes O(k) steps. However, for each color i, the (a i ; 1)-type problem is guaranteed to succeed (Lemma 3.2) only if there is no collision in the rst place, so we should take special care in the case of collisions. Suppose there are collisions in the simulated communication pattern, and suppose there is a collision on wavelength which belongs to color class i. We should verify that processor knows about this collision at the end of the many-to-one phase. Fortunately, Algorithm Simple which performs the (a i ; 1)-type problem during the many-to-one phase can detect collisions (see Section 3.1). Thus the information concerning the collisions is available to processor by the end of the phase, and can be forwarded to the one-to-many phase.
Finally, the implementation of the phase sending messages (or a collision indication) to the nal destinations is implemented as is.
This completes the proof of Theorem 4.1.
The Case k > n
The algorithm we have presented is correct for every k, however, in this case an event occuring \w.h.p." may occur with probability which is not high relative to k (in case that k = (n c ) for every c). In this case we can make use of the deterministic implementation of the algorithm, as explained below in Theorem 4.6.
Fast Deterministic Self-Simulation
The only randomized procedure in the algorithm above is semisorting. Deterministic sorting on the collision crcw pram can be completed in O(log n) steps with n processors AKS83, Col88].
We thus conclude the following deterministic self-simulation result.
Theorem 4.6 There is a (deterministic) step-by-step algorithm that simulates an nk-pos by an n-pos in O(k + log n) steps per simulated step.
Fast O ine Self-Simulation In fact, the constant in the big-O notation can be reduced down to 5.
Concluding Remarks
In this paper, we have shown that in the o ine case, the direct vs. indirect complexities of the self-simulation problem di er by a factor of (k). In the online case we presented a O(k + log n) randomized indirect self-simulation algorithm, thus matching the lower bound up to a O(log n) additive term. Our self-simulation algorithm uses an n-processor n-wavelength machine. This is optimal also with respect to the number of wavelengths.
One may question the treatment of the special case of pos with equal number of processors and wavelengths. However, e.g. in the common case of a permutation of messages, if the number of wavelengths m is smaller than the number of processors n, then the number of steps required is at least n=m. Our self-simulation algorithm implies an O(kn=m + log n) steps algorithm which is thus optimal except for the O(log n) additive term. On the other hand, the case m > n seems to be not interesting from the practical point of view. The number of wavelengths is a technological bottleneck. Still if we assume that the wavelengths are taken from a larger domain (rather than the set f1; :::; kng) then by simulating pram we can apply known parallel hashing techniques. This approach achieves the same expected time bound, although is not guaranteed anymore to occur with high probability. We do not present this result in the current paper.
Another point to comment on is our use of sorting. There is a rich literature on routing messages in xed-connection networks, where routing is sometimes reduced to sorting by addresses. Although the algorithm presented here is reminiscent of this approach, it cannot be seen as belonging to this framework: In such networks sorting is done by the explicit address of the destination, which is useful for eliminating congestion in routing to the nal destinations; Whereas here sorting (or, semisorting) is done by the color (or, approximate wavelength) of the messages, which is used as a joint \meeting place" for equi-wavelength transmitters and receivers.
There are some related issues that are not treated here but are often raised. Further work will re ne the abstract model that is considered in this work by including these parameters.
Broadcast: Limitations on the broadcast capabilities of the simulating pos.
Wavelength: Limitations on the number of wavelengths available, especially with respect to com-munication patterns involving large broadcast.
Tuning: The tuning time may be long, say, c steps, during which the device is inactive.
Other models: Some systems would enhance large grained processors with several independent transmitters and/or receivers. Sometimes tuning is restricted for (part of the) receivers and/or transmitters. It can be shown that in case that either the transmitters or the receivers should be xed, xing the transmitters results in a more powerful machine. 
