Abstract. On a convex set, we prove that the Poincaré-Sobolev constant for functions vanishing at the boundary can be bounded from above by the ratio between the perimeter and a suitable power of the N −dimensional measure. This generalizes an old result by Pólya. As a consequence, we obtain the sharp Buser's inequality (or reverse Cheeger inequality) for the p−Laplacian on convex sets. This is valid in every dimension and for every 1 < p < +∞. We also highlight the appearing of a subtle phenomenon in shape optimization, as the integrability exponent varies.
1. Introduction
Background. Let Ω ⊂ R
N be an open bounded convex set, we consider its fundamental frequency or first eigenvalue of the Dirichlet-Laplacian, i.e.
λ(Ω) := inf
An old result by Pólya (see [16] ), later generalized by Joó and Stachó (see [10] ), asserts that λ(Ω) can be bounded from above in a sharp way, by the ratio between the perimeter and the volume of Ω. Namely, it holds (1.1) λ(Ω) < π
Equality is never attained on bounded convex sets, but the estimate is sharp. A sequence of sets saturating the inequality is indeed given by
The method of proof by Pólya is based on the so-called method of interior parallels. Parini in [15] recently observed that (1.1) in turn implies the following inequality (1.2) λ(Ω) < π 
< λ(Ω).
This is called Cheeger's inequality, first proved in [6] in the context of Riemannian manifolds without boundary and in [13] in the Euclidean setting. Thus we can refer to inequality (1.2) as reverse Cheeger's inequality. An estimate of this flavour was first proved by Buser in [5, Theorem 1.2] for the Laplace-Beltrami operator on compact Riemannian manifolds without boundary, having positive Ricci curvature. We also refer to [12] for an alternative proof by Ledoux, which uses the heat semigroup (see also [11, Theorem 5 .2] for a finer estimate with a constant independent of the dimension). For this reason, we can also call (1.2) Buser's inequality.
Remark 1.1. In [15] inequality (1.2) is stated for N = 2, but it is easy to see that it holds in any dimension. Indeed, the proof of (1.2) is just based on:
• inequality (1.1);
• the fact that λ(Ω) ≤ λ(E) for every open set E ⊂ Ω;
• the convexity of sets E Ω attaining the infimum in the definition of h 1 (Ω) (these are called Cheeger sets). These three facts hold in every dimension.
Main result.
In a nutshell, we can describe the main results of this paper as follows: we generalize Pólya's inequality (1.1) to the case of the p−Laplacian and this in turn permits to generalize Buser's inequality to the p−Laplacian.
In order to describe more precisely our results, for 1 < p < +∞ and 1 ≤ q ≤ +∞ we introduce the quantity λ p,q (Ω) = inf
, and the one-dimensional Poincaré constant π p,q = min
u L q ((0,1)) : u(0) = u(1) = 0 .
By using the method of interior parallels as in [16] , we will prove the following result. The generalization of Pólya's result to the case p = q has been already obtained in [7] .
Main Theorem. Let 1 < p < +∞ and
Let Ω ⊂ R N be an open bounded convex set. Then we have
and the inequality is strict. Moreover, the constant is sharp for q ≤ p.
The original statement (1.1) corresponds to take p = q = 2. Indeed, in this case we have π 2,2 = π. Thus we observe that the result is already new for the Laplacian, i.e. for p = 2 and q = 2.
As in the case p = 2, we can use the Main Theorem with q = p and get the following generalization of (1.2). Euclidean Buser's inequality. Let 1 < p < +∞ and let Ω ⊂ R
N be an open convex set. Then we have
and the inequality is sharp.
Let us now go back to inequality (1.3). We observe that the quantity
is scale invariant. Thus we can rephrase the previous result by saying that, if we set
and for q ≤ p there are no optimal shapes, only maximizing sequences. These are given for example by
see the proof of the Main Theorem.
1 In the case q = +∞, we use the convention 1/q = 0.
1.3.
The case q > p. The fact that we can prove sharpness only for q ≤ p is not due to a defect in the method of proof, but to the presence of a weird phenomenon. Indeed, we will show in Theorem 5.3 that for q > p the situation abruptly changes: the shape optimization problem (1.4) does admit a solution. Thus, the upper bound given by the one-dimensional problem is no more optimal for q > p. The problem of providing the sharp value λ * p,q seems to be a challenging task. We make some comments and give some partial results in Remark 5.4 and Proposition 5.5 below. Remark 1.2. A similar phenomenon has been observed by the author, Nitsch and Trombetti in the Neumann case, i.e. for the Poincaré constant
, and the related shape optimization problem
We refer to [3, Theorem 4.4 ] for more details.
1.4. Plan of the paper. We set the notation in Section 2, then in Section 3 we give the proof of the Main Theorem. We discuss some of its consequences in Section 4, notably we prove Buser's inequality. With Section 5 we try to shed some light on the shape optimization problem (1.4): the main result in this part is Theorem 5.3. The paper is complemented with two appendices: the first one concerning the one-dimensional constant π p,q ; the second one proving some estimates (containing inradius, perimeter, volume and diameter) for convex sets.
Preliminaries

Notation.
For an open set Ω ⊂ R N , we indicate by |Ω| its N −dimensional Lebesgue measure. We use the standard notations
For an open set Ω ⊂ R N with Lipschitz boundary, we define the distance function
and
The last quantity is called inradius of Ω and it coincides with the radius of the largest ball inscribed in Ω.
2.2. Poincaré-Sobolev constants. For every 1 < p < +∞, we set
Then if Ω ⊂ R N is an open set, we define its sharp Poincaré-Sobolev constant
For p = q, we will use the convention of writing
Whenever Ω ⊂ R N is bounded, the infimum above is attained on the homogeneous Sobolev space D For q = 1, the quantity 1/λ p,1 (Ω) is also called p−torsional rigidity. This is usually denoted by
For an open set Ω ⊂ R N , we consider its Cheeger constant, defined by
A minimizing set for the problem above is called Cheeger set of Ω.
For later reference, we recall the following simple result. We point out that we are not assuming anything on the open sets, thus the proof is slightly more complicated than what one could think at first sight.
Proof. We first observe that for p < q < p * we have
see [14, Theorem 15.4 .1] (and also [2, Remark 4.4] for a different proof). We can thus assume that Ω is such that λ p (Ω) > 0, otherwise there is nothing to prove. For every ε > 0, we take
Let us call Ω ε the support of u ε , then by Hölder inequality we have for q > p
This implies that lim sup
for every ε > 0. If we now prove that lim inf
this would give the desired conclusion. We fix an exponent p < q 0 < p * , then for every ε > 0 and every p < q < q 0 , we take u ε,q ∈ C ∞ 0 (Ω) such that
By interpolation in Lebesgue spaces, we have
On the other hand, by the choice of u ε,q and the definition of λ p,q0 (Ω) we have
, that is, we have the reverse Hölder inequality
We can spend this information in (2.1), so to obtain
By using u ε,q as an admissible test function for λ p (Ω) and (2.2), we get
By observing that ϑ(q) goes to 1 as q goes to p, we get from the last estimate
As ε > 0 is arbitrary, we get the desired conclusion.
Remark 2.2 (Left-continuity in q). If we do not take any assumption on the open set Ω, in general it is not true that lim
As a simple counter-example, one can take the slab
Indeed, in this case we have (see Lemma A.2 below)
On the other hand, for q < p we have that
Of course, the last property can not be true for the slab
A sufficient condition ensuring left continuity in q is |Ω| < +∞, which is however not necessary.
The next property can be proven quite easily by appealing to Hölder inequality, we omit the details.
Lemma 2.3 (Monotonicity). Let 1 < p < +∞ and let Ω ⊂ R
N be an open set such that |Ω| < +∞ and P (Ω) < +∞. Then
is a monotone non-increasing function.
Finally, for 1 < p < +∞ and 1 ≤ q ≤ +∞ we recall the notation already used in the Introduction
Here as well, we will use the shortcut notation π p in the case q = p. By scaling, we easily get for every L > 0
Remark 2.4 (Some explicit values)
. We have already observed that π 2 = π and the corresponding extremals are given by u(t) = C sin (π t) , where C ∈ R \ {0}.
We also have
, and the corresponding extremals are given by
where C ∈ R \ {0}.
We refer to Appendix A and to [8, Section 5] for more details on the constant π p,q .
Proof of the Main Theorem
We divide the proof in two parts: we first prove the inequality and then discuss the equality cases. We write the proof for the case of a finite q: when p > N and q = +∞, the proof has to be suitably modified. We leave the details to the reader.
Part 1: inequality. We take ϕ a W 1,p function of one variable, defined on [0, +∞) and such that ϕ(0) = 0. We insert the test function
By using the Coarea Formula, we get
We now set ξ(τ ) = |Ω τ | and use the change of variable
Thus we get
We now take ψ ∈ W 1,p ((0, 1)) such that ψ (1) = 0, to be optimal in the one-dimensional problem
Then we make the choice
By observing that
we finally get
By using Lemma A.1, we conclude the proof.
Part 2: sharpness. We first observe that inequality is strict for every open bounded convex set Ω ⊂ R N . Indeed, if for some Ω it would hold
in particular we would get equality in (3.2), for almost every s ∈ (0, |Ω|). This is clearly not possible for a bounded set. We now prove that the estimate is sharp for 1 ≤ q ≤ p. For every L > 0, we take the convex set
By performing the change of variable
, we get
. 2 We use here that for a convex set, the function τ → P (Ωτ ) is monotone decreasing.
We now observe that for almost every y
Thus, we get
By observing that we have p/q ≥ 1, Jensen's inequality finally implies
.
By direct computation, we get
By using this information in (3.3), we obtain
On the other hand, by the first part of the proof we also have
This and (3.5) finally give
which proves the optimality of the estimate for q ≤ p.
Remark 3.1 (The case q > p). The above computations badly fail to show sharpness in the case q > p. Indeed, in this case by (3.4)
, as L → +∞, and the last quantity diverges to +∞, thanks to the fact that now p/q − 1 < 0. On the other hand, it is not difficult to show that
We will show in Section 5 that there is a deep reason behind this failure.
Remark 3.2 (More general sets). The crucial ingredient of the proof of the Main Theorem is the fact that τ → P (Ω τ ) is monotone decreasing and lim
Thus the same Pólya-type estimate on λ p,q can be obtained
for every non-negative ϕ ∈ W 1,2 (Ω) with compact support in Ω. Indeed, by taking a test function of the form
and use Coarea Formula, from (3.7) we get
We now choose 0 < s 0 < s 1 < R Ω and take for ε ≪ 1
which is just a smooth approximation of the characteristic function 1 [s0,s1] . By using the formula above, we get
As a consequence of Coarea Formula, the function t → P (Ω t ) is L 1 . Thus by taking s 0 and s 1 to be two Lebesgue points of this function, we can pass to the limit as ε goes to 0 and get
The fact that P (Ω t ) → P (Ω) as t goes to 0, this follows by the Area Formula and the smoothness of the boundary.
Buser's inequality for convex sets
This was the original motivation of the present paper. 
and the inequality is strict on bounded convex sets. Moreover, the constant (π p /2) p is sharp and the equality sign is attained by a slab, i.e. any set of the form {x ∈ R N : a < x, ω < b}, for some a, b ∈ R and ω ∈ S N −1 .
Proof. We first prove (4.1) for bounded sets, then we extend it to general sets.
Bounded convex sets. Let E Ω ⊂ Ω be a Cheeger set for Ω. By [1, Theorem 1], this is convex as well. By monotonicity of λ p , we have
By applying the Main Theorem and using that E Ω is a Cheeger set, we obtain
General convex sets. For every R > 0 sufficiently large, we set Ω R = Ω ∩ B R (0). From the previous step we have
We used again that λ p is monotone decreasing with respect to set inclusion. We now fix ε > 0 and take a bounded set E ⊂ Ω such that |E| > 0 and
By taking R > 0 large enough, we have E ⊂ Ω R as well, thus in particular
This implies
and thus the conclusion, by the arbitrariness of ε > 0. In order to show that we have equality for slabs, we take the set Ω = R N −1 × (0, 1), and again the sequence
By using Ω L as an admissible set for h 1 (Ω) and recalling (3.4), we have
On the other hand, by Lemma A.2 we have
We thus obtain
which gives the desired result. 
A closer look at the case q > p
In this section, we will show that for q > p the estimate of the Main Theorem is not optimal. Indeed, we are going to prove the appearance of a weird phenomenon: for q > p, the scale invariant quantity for some R > 0. We say that {Ω n } n∈N converges to Ω with respect to the Hausdorff complementary metric if lim
where d H is the Hausdorff distance. We use the notation Ω n H −→ Ω.
We start with a simple technical result. Its proof is standard routine, we include it for completeness.
Let {Ω n } n∈N ⊂ R N be a sequence of open sets, such that
where Ω ⊂ R N is an open bounded set. Then we have lim sup .
By arbitrariness of ϕ ∈ C ∞ 0 (Ω), we get the desired conclusion.
Theorem 5.3. Let 1 < p < +∞ and
Then the shape optimization problem
admits a solution Ω * . In particular, we have the following scale invariant estimate
Proof. We use the Direct Methods in the Calculus of Variations. We call λ * p,q the supremum of above, then this is not +∞. Indeed, by the Main Theorem we have
for every admissible convex set Ω. Of course, we also have λ * p,q > 0. We then take a sequence of admissible sets {Ω n } n∈N such that
As the functional we are optimizing is scale invariant, we can assume without loss of generality that
Observe that this is possible, also thanks to the fact that
Then by using the isoperimetric inequality, we get
The assumption on q entails that the last exponent is positive, thus from the previous estimate we get the uniform lower bound
We now observe that by the monotonicity and scaling properties of λ p,q , we get
By observing that the last exponent is negative, we get that R Ωn is uniformly bounded from above. We can now apply inequality (B.3) of Proposition B.6 with
and obtain that
This property implies that we can assume
up to a translation and up to take R > 0 large enough. We can now use the Blaschke Selection Theorem (see [18, Theorem 1.8.7] ), so to get that {Ω n } n∈N converges (up to subsequences) with respect to the Hausdorff complementary metric to a limit open set Ω * ⊂ B R (0), which is still convex. By observing that λ p,q is upper semicontinuous (see Lemma 5.2), we have
Moreover, the uniform bound (5.2) and the monotonicity of the perimeter with respect to inclusion for convex sets, implies that {1 Ωn } n∈N is a bounded sequence in the space of functions with bounded variation BV (R N ). Thus we get
The two properties and (5.1) imply that
thus we have
Thus Ω * is the desired maximizer.
3 It is precisely here that the hypothesis q > p is needed: indeed
We now discuss the behaviour of the scale invariant quantity
Remark 5.4 (Limit case). In the subconformal case p < N , if we define the sharp Sobolev constant
and lim
and the latter is the classical isoperimetric ratio. Thus we get
and the unique maximizers of the last functional are the balls. The conformal case p = N is slightly different: indeed, in this case we still have
but the relevant Poincaré-Sobolev constant now degenerates, i.e. 
and the latter is again (uniquely) maximized by balls.
The previous remark suggests that for p ≤ N and q close to p * , optimizers should look "round". One could conjecture that solutions are given by balls. On the other hand, this is surely not the case for q close to p, as shown in the following Proposition 5.5. Let 1 < p < +∞, there exists q 0 > p such that for every p < q ≤ q 0 balls are not solution of
Proof. We use a continuity argument, aiming at proving that a set of the form
gives a higher value than a ball. We set for simplicity B = B 1 (0), then we take
Observe that this is positive, since B can not attain the equality in (1.3). We recall that by (3.6)
Then there exists L ε > 0 such that
By Lemma 2.1 the quantity λ p,q (Ω) is right-continuous in q, thus
This implies that there exists q ε > p such that for every p < q ≤ q ε
We now observe that by Lemma 2.3 we have
for every q > p. In conclusion, by recalling the definition of ε and using the previous estimate, we get
This concludes the proof.
Appendix A. One-dimensional Poincaré constants
In the proof of the Main Theorem, we used the following simple result.
Lemma A.1. Let 1 < p < +∞ and 1 ≤ q < +∞, we define
BRASCO
Proof. We take u to be optimal for A p,q , we can assume without loss of generality that
We construct the new function U ∈ W 1,p ((−1/2, 1/2)) by
which is admissible for π p,q . By observing that
we get
On the other hand, we take v ∈ W 1,p ((−1/2, 1/2)) to be optimal for π p,q . Again, without loss of generality we can assume
If we indicate by s → µ(s) = |{t ∈ (−1/2, 1/2) : v(t) > s}| the distribution function of v, we can define the symmetric decreasing rearrangement v * through
By construction, we have
and by the classical Pólya-Szegő principle
We also observe that by construction, we have v
where we used the change of variable 2 t = s in the last estimate. This concludes the proof.
Lemma A.2 (Eigenvalue of a slab). Let 1 < p < +∞, then we have
Proof. We first prove the upper bound
For every ε > 0, we take u ε ∈ C ∞ 0 ((0, 1)) to be an almost optimal function for the one-dimensional problem, i.e. We take η ∈ C ∞ 0 (R) such that
then for every R > 0, we choose
We obtain
We now use the definition of η R and the change of variables x ′ = R y ′ , so to get
By taking the limit as R goes to +∞ and using Fubini's theorem, from the previous estimate we get
Finally, the arbitrariness of ε > 0 implies (A.1).
We now prove the reverse inequality
For every ε > 0, we take
Observe that
where we used that x N → ϕ ε (x ′ , x N ) is admissible for the one-dimensional problem, for every x ′ . We thus obtained
By arbitrariness of ε > 0, this proves (A.2).
Appendix B. Geometric estimates for convex sets
We start with the following technical result.
Lemma B.1. Let Ω ⊂ R N be an open bounded convex set. Then we have
Both inequalities are sharp.
Proof. The upper bound simply follows from the Coarea Formula applied with the distance function δ Ω . By still using the notation
we have
where we used that
and that t → P (Ω τ ) is monotone decreasing, thanks to the convexity of Ω.
As for the lower bound, let x 0 ∈ Ω be such that B RΩ (x 0 ) ⊂ Ω. By the Divergence Theorem, we get
We now observe that for every x ∈ ∂Ω, by convexity
In particular, by taking the point x 0 + R Ω ν(x) ∈ ∂B RΩ (x 0 ), we get
By inserting this above, we get
which concludes the proof.
Remark B.2 (Sharpness of the upper bound). The inequality
is strict and we asymptotically have equality on the slab-type sequence
In other words, we have
Remark B.3 (Sharpness of the lower bound). Here the identification of equality cases is quite subtle. A first family of sets giving the equality in
is obviously given by balls. Indeed, if Ω is a ball with radius R, we have
However, by inspecting the proof, another family of sets naturally leads to equality: this is given by rotationally symmetric cones with shrinking opening. More precisely, for every 0 < α ≪ 1 let us define C α = {x ∈ R N : |x| < 1 and x N > |x| cos α}.
Then we have
This easily implies that
In particular, we also get
Proof. We set for simplicity d = diam(Ω), and take two points x, y ∈ ∂Ω such that |x − y| = d. By convexity, we have that Ω contains the cone obtained as the convex envelope of {x} and a ball of radius R Ω ⊂ Ω. Similarly, it contains the convex envelope of {y} and the of same ball of radius R Ω . If we call C(x) and C(y) these two cones, we thus have S := C(x n ) ∪ C(y n ) ⊂ Ω. By using the monotonicity of the perimeter for convex sets, we get that
It is not difficult to see that at least one of the two cones has height greater than or equal to d/2, thus we have max P (C(x)), P (C(y)) ≥ ω N −1 R
Thus, by recalling the definition of d, we obtain
which proves (B.1). If we now use Lemma B.1 in order to estimate R Ω from below, we get (B.2) as well.
Remark B.5 (Convexity matters). We can observe that Proposition B.4 does not hold for N ≥ 3, if the convexity assumption is removed. Indeed, take the sequence of cylinders T n = (x ′ , x N ) ∈ R N : |x ′ | < 1 n and |x n | < n , On the contrary, for N = 2 the convexity assumption can be dropped. Indeed, in this case the perimeter of a set decreases under convexification, while the diameter is unchanged. Thus the validity of the estimate for bounded convex sets entails that this is valid for general open bounded sets, as well.
In the proof of Theorem 5.3, we needed the following result for convex sets. If one is not interested in sharp constants, the proof is an easy combination of the estimates above and the isoperimetric inequality. Nevertheless, the final outcome is quite sophisticated, as it mixes four different geometric quantities. Proof. Both estimates are scale invariant, thus since α > (N − 1)/N we can assume without loss of generality that P (Ω) |Ω| α = 1. Let us assume that α < 1, by using the second inequality of Lemma B.1, we then get The case α > 1 is similar, we only need to use the first inequality in Lemma B.1, which now yields
The rest of the proof goes as before, we leave the details to the reader.
Remark B.7 (The borderline case α = 1). For α = 1 it is not possible to have a control from above on diam(Ω), in terms of R Ω and P (Ω) |Ω| .
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Indeed, by still taking the slab-type sequence
we have seen in (3.4) that
while R ΩL = 1/2. On the other hand, it is easily seen that diam(Ω L ) → +∞, for L → +∞.
