Abstract-The ATLAS detector operated very successfully at the LHC Run 1 data taking period collecting a large number of events used for different physics analyses, such as the ones leading to the discovery of the Higgs boson as well as for the search for beyond the Standard Model physics. In the main search channels related to the finding of the Higgs, the ATLAS calorimeter system played a major role by measuring the energy of photons, electrons, jets, taus and neutrinos, via missing transverse energy measurement.
I. INTRODUCTION
T HE ATLAS detector [1] just finished a very successful three years of data-taking at the Large Hadron Collider (LHC), studying proton-proton (pp) collisions at 7 and 8 TeV. A total integrated luminosity of 27fb −1 was accumulated, allowing e.g. to discover a Higgs boson resulting in the award of the 2013 Physics Nobel Prize to P. Higgs and F. Englert. Over time the luminosity at the LHC increased so that each bunch crossing (separated by 50 ns) produced up to 37 independent collisions (pile-up). A complex trigger system is therefore needed to discard most of these events while keeping only the ones relevant for the physics studies.
The present work describes the evolution of the calorimeter based software triggers during the Run 1 of the LHC (period up to 2012). The luminosity increased over 6 orders of magnitude since 2010. Therefore, the triggers changed with time to keep the rate under control. The next section describes the calorimeter and trigger systems and basic software layer for data unpacking. The third section covers as an example of a typical trigger chain design electron and photon triggers and their performance. The fourth section describes the evolution of the tau calorimeter triggers. The next section presents the single jet and multi-jet trigger evolution during Run 1. Similar changes in the missing transverse energy (MET) triggers are described in the sixth section. The final section presents the conclusions. D . O. Damazio is with Brookhaven National Laboratory, USA (e-mail: damazio@bnl.gov). 
II. TRIGGER AND CALORIMETER SYSTEMS
ATLAS has a complex set of subdetectors for reconstruction and identification of various particles produced in the pp collisions. The ATLAS inner detector (ID) consists of three fine granularity tracking devices with more than 80 million channels. Surrounding these detectors, a set of sampling calorimeters can be seen in Figure 1 . The portion directly surrounding the ID is built with lead plates as absorbers and Liquid Argon (LAr) as sampling material forming the electromagnetic (EM) calorimeter capable of measuring the energy and position of photons and electrons with high precision [3] . In the central region (up to |η| < 1.7) the EM calorimeter is surrounded by an iron/plastic scintillator hadronic calorimeter called the Tile Calorimeter [4] . In the so-called endcap regions (1.5 < |η| < 3.2), the hadronic calorimeter is complemented by copper/liquid argon calorimeters (HEC in the picture). Closer to the beam pipe region, copper and tungsten rods as absorbers and liquid argon as active material form the so-called forward calorimeter (FCAL) completing the full fiducial volume of ATLAS (up to |η| = 4.9). External to the calorimeters, ATLAS has a magnetic system and muon detectors.
The ATLAS Trigger system is designed with an increasing resolution of the measurements for the candidate objects in each of its three levels (see left side of Figure 2) . The first trigger level is designed in custom hardware working only with the calorimeter and muon subsystems. The full calorimeter granularity information cannot be accessed at the full LHC bunch crossing rate (more than 187 thousand channels at 30 million collisions per second). So, these readout channels are grouped in η×φ projective regions called Trigger Towers (TT) like the so-called optimal filter [2] , help to minimize the impact 119 of the pile-up events in the energy reconstruction process.
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A trigger chain defines an ordered list of the so-called fea- with a size of 0.1 × 0.1 in the central region of the detector. In the case of the central EM (|η| 0) part of the detector, a TT can be composed of up to 60 cells. The TT have an energy resolution of 1 GeV. This information is used by the Level 1 (L1) trigger to form clusters of energy and extract some features that lead to the decision about possible candidates. A set of conditions on these features must be satisfied for the object to become a candidate for a certain type of particle (e.g. a limit on the energy in the hadronic calorimeter helps to select electron candidates). When an event satisfies such conditions, the coordinates of the trigger object are sent to the Level 2 (L2) trigger. This second selection step, as can be seen in Figure 2 , accesses Readout Driver (ROD) data from the Readout System (ROS) but only in a small window around the L1 seed called the regions of interest (RoI) around the L1 objects. Algorithms now written in software, are able to request and fetch data, unpack the bytes into a convenient format (e.g.: calorimeter cells with energy and geometry information) within the RoI and build clusters or jets that can be used later for taking the decision whether to keep the event or not. When an event is accepted by the L2, the Event Building (EB) machines collect data from all ROS es to form an event block. These event blocks are sent to the Event Filter (EF) computing farm which run offline-like algorithms on the full detector with full granularity. The L2 has a processing time average budget of 40 ms while the EF has up to 4 s. During 2012, these limits, specially at L2, were taken beyond the design values, exploring the contingencies used during the design of the system. The L2 and the EF are together called the High-Level Trigger (HLT).
The ionization pulse produced by the incoming particles can last in the case of the liquid argon based calorimeters up to 400 ns (∼ 8 bunch crossings). Samples from this signal are read out in groups of up to 128 cells by the same front end board. For the Tile Calorimeter, samples of the shaped signal from the photomultipliers connected to the plastic scintillators are also acquired by a specific front-end board, reading up to 23 cells. The Tile signal is shorter in time (∼ 4 bunch crossings). These samples of the calorimeter signals are later sent for processing in the RODs (see Figure 2 , right side) where very refined techniques, like the so-called optimal filter [2] , help to minimize the impact of the pile-up events in the energy reconstruction process.
The technologies and even the software built to decode the information coming from the detectors for the HLT processing are of different nature. While ATLAS has some standards for the definition of a block coming from the RODs, the different sub-detectors have the freedom to chose how these are defined. However, these different details are abstracted by proposing a common interface of access to the calorimeter cells. These objects are of the same type despite the origin of the data being in the Liquid Argon Calorimeter or the Tile Calorimeter.
The present work focuses on the calorimeter based algorithms. All the algorithms (electrons/photons, taus, jets, missing transverse energy) use a common data preparation step which was highly optimized to provide data either in RoI or in full scan (complete calorimeters readout) mode for the algorithms. In order to avoid slow computing operations such as memory allocation, all the space for the calorimeter cells and their association to geometry is precomputed. Cells are organized in collections which represent the same part of the detector read-out Front-End electronics. Also, look-up tables relating the position of Trigger Towers (correlated to the RoI requested) to the cells contained in these TTs help to minimize the amount of data processed by the algorithms. Another set of look-up tables relate the RoI η × φ space to the addresses of the ROD blocks within the ROSes which contain data for that RoI.
In the following section we discuss the electron and photon trigger algorithms. They are the highest rate consumers [5] of all the calorimeter-based triggers, thus requiring special care to minimize their processing times.
III. ELECTRON-PHOTON TRIGGERS
A trigger chain defines an ordered list of the so-called feature extraction and hypothesis algorithms. The former extract information about the object of interest and the latter select particle candidates based on the extracted features and thus determine whether the candidate must be kept. In the case of single electron selection, a simple square cluster finding algorithm is used to build a rectangular cluster at the L2 close to the RoI position provided by L1. The hottest cell in the RoI is used to define a pre-seed to form a cluster. The final seed which becomes the cluster position, is calculated by using the energy weighted position of the cells around the pre-seed cell. At this stage, an initial set of features related to the cluster is already used for selection. For instance, already in 2010, the confinement of clusters was used for selection. This variable, called R η is defined as the energy in a (δη × δφ) = (0.75 × 1.75) grid of cells divided by the energy in a (δη × δφ) = (1.75 × 1.75). In case of electrons, most of the energy is expected to be confined in the smaller cluster size and the ratio should be close 1.0. In the case of jets, the energy spreads over a wider area and the value of R? is smaller. Figure 3 displays the distribution of this variable in the beginning of the 2010 data taking. Most of the events shown are minimum bias events which satisfy loose requirements for an EM object at L1. At that time, the rates were very low, so, the L1 trigger output could be recorded directly. Some limitations were later found in the Monte Carlo modeling of the detector that led to a small shift towards higher values of R η . Despite this small shift, we can still see a relatively good agreement.
In the case of electron chains, a second L2 feature extraction step uses the inner detector data with an RoI to detect charged particles (tracks). If a track is found, some simple selection can now be applied to the tracks and clusters combined (e.g.: position matching between the cluster and a track) and this forms an electron candidate. If no tracks are found, electron chains are usually stopped at the L2. Photon chains, usually with a higher threshold if single photons are considered, continue with calorimeter information only. At the EF, a similar sequence is used but the algorithms are more similar to the offline ones. For instance, the pre-seeding finding step is done not with a single cell, but using a window of cells (the algorithm is called sliding window [6] ), a more robust approach against noisy cells. Also, calibrations can be performed which are much more similar to the offline ones. One of the most important figures of merit for a trigger chain is the trigger efficiency. Interesting physics typically contains high transverse energy (E T > 25 GeV) objects. So, the trigger is designed to keep lowest possible rate while preserving all possible offline candidates above a given E T threshold. In Figure 4 the efficiency with respect to the offline electrons can be seen for the main single electron trigger. Since there are cuts applied on the shower shapes, tracking quality and calorimeter to track matching, the efficiency is not 100% close to the threshold. Thus in the offline analysis the thresholds used are generally higher than those of the trigger. This curve is called the turn-on curve for this trigger.
Another fundamental aspect of the trigger is the robustness with respect to the number of simultaneous events happening in the same bunch crossing. During 2012, with a bunch crossing interval of 50 ns, there were events with more than 37 proton collisions in the same event. Most of these events are background ones, but they produce a flux of particles in the same area where an event of interest happened. In this case, they can broaden the resolution of some of the variables used for selection. In 2011, a small dependency with the detected number of vertices was found. The cuts were consequently tuned so as to rely less on variables with a strong pile-up dependency. Figure 5 presents the 2012 results, where this dependency with respect to the number of vertices has been mitigated.
IV. TAU TRIGGERS
The tau trigger chains are quite similar to the electron and photon ones. A combination of calorimeter and inner detector algorithms are used in sequence to reduce the rates and select good tau candidates. However, one important difference is the offline calorimeter algorithm used to identify taus. Given the fact that the offline has much less time processing restrictions, an algorithm called topological clustering is used. This algorithm compares each calorimeter cell to its noise level (in this case, a sum of the electronics noise and the pile-up noise contribution to each cell energy). When a cell is found to have more than 4 sigma of the expected noise, it becomes a seed of a topological cluster. Any neighboring cell touching the seed above 2 sigma (or touching other 2 sigma cells in the same cluster) is added to the cluster. Finally, all cells with positive cell energy and still neighbors of a 2 sigma cell are added.
At the L2, the tau chain uses, like the electron chains, a simple square cluster. This helps to improve the algorithm speed, which is crucial for L2. This simplification leads to a lower resolution in the calculation of energy as can be seen in Figure 6 . Other L2 based variables, like confinement, are not so affected, but this worsening of the resolution demands that the L2 trigger selections are loose and thus increase the rate. Selection criteria based on a combination of cluster and tracking information helped to improve the L2 tau selectivity. At the EF, given the larger time budget, the topological clustering can be used, improving significantly the final recording efficiency.
V. JETS SELECTION ALGORITHMS
The detection of jets in the trigger is done using similar trigger sequences as those that were presented for photons with calorimeter based algorithms with increasing precision being applied at L2 and EF. Figure 7 presents the sequence of algorithms starting from the L1 seed. At the L2 a simple jet cone finding algorithm loops over calorimeter cells and decides, initially based on a fixed cone size and using the L1 positions as a barycenter, on the inclusion or rejection of different cells in the final jet energy depending on its energy value. Three iterations were used to best track the jet barycenter adapting the position of the cone based on the energy weighted cell positions within the cone for a given iteration. This model works well for finding single jets, but there was also an important number of jets coming from noise signals. Pile-up signals, specially in the forward regions of the Not reviewed, for internal circulation only 
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The detection of jets in the trigger is done using similar To reduce these inefficiencies we redesigned the jet trigger detector, disturbed the barycenter finding process and the final energy resolution. During the 2010 data taking period, it was found that by not adding cells with energy below 3 sigma of their noise level to the cone finding and building process, an improved energy resolution could be obtained. Yet more interesting this led to a reduction of 20% in the number of fake L2 jets which would be rejected, anyway, at the EF. This was quite important to reduce the event rate for Event Building.
At the EF, a full calorimeter scan is possible and this was the first place where full detector topological clustering was used in the trigger. The clusters found by this algorithms are fed to jet finding algorithms, which can build jets based on such clusters. The same noise suppression scheme as at L2 (including pile-up noise) was also used in the clustering step and this also has a positive impact on the final reconstruction efficiency as can be seen in Figure 8 . Such noise suppression is also used in the offline software, so, the EF algorithm became quite compatible with the offline version. This way, it was possible to set the transverse energy threshold much closer to the operating points of the physics analyses, once more, reducing the event rate.
In 2010-2011, some inefficiencies were detected in the multi-jets triggers. After careful investigation, it was concluded that those arise from the clustering algorithms used at the L1. At this level, the energy of different Trigger Towers are summed up in 0.2×0.2 grids reducing even more the space resolution. Close-by jets cannot be resolved anymore and this impacts the performance of the trigger.
To reduce these inefficiencies the jet trigger software was redesigned. The first important step was to decrease by over a factor of ten the processing time required for the decoding of the TT information, so that in can be accommodated in the L2 processing budget. Presently, the full decoding of all TTs is In order to recover lost jets, the trigger chains with over 
VI. MISSING TRANSVERSE ENERGY
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The missing transverse energy (MET) is an important vari- obtained in around 7.5 ms. Another interesting aspect is that, despite the TTs having a worse energy and position resolution, its usage at the L2 allows for more flexible full scan algorithms to be designed in software than those available at the hardware L1 (e.g. : the anti-kT jet algorithm could be used). Since this was a re-usage of the L1 information at the L2, this was nicknamed the L1.5 trigger. New chains were designed as can be seen in Figure 9 incorporating the possibility of having the L1.5 either producing multiple seeds to the simple jet cone algorithm, or, feeding directly the cell-based full scan at the EF.
In order to recover lost jets, the trigger chains with over 5 jets start with a lower multiplicity requirements, for instance, 4 jets at L1. Figure 10 presents the results with respect to the 6 th highest offline jet E T . As can be seen the efficiency of the L1.5 implementation is significantly higher than that of L1 only. 
VI. MISSING TRANSVERSE ENERGY
The missing transverse energy (MET) is an important variable for many physics channels in ATLAS, in particular in the search for signals from new physics such as supersymmetry or extra dimensions.
When thinking about the design of trigger chains, it is clear that MET cannot be constrained to the reduced size limits of an RoI. So, during the 2010 and 2011 data taking periods, it was impossible to perform any calorimeter based algorithm at the L2. The best that could be done was to combine the information of the full scan obtained with the L1 TT by the L1 itself with L2 muon tracks whenever these were available. This led to a very poor resolution compared to the more refined approach at the EF, where a loop over all the calorimeter cells could be used to calculate the global MET. Initial predictions based on the 2012 expected luminosity raised the concern that the rate of Event Building could become too high and menace the stability of the data flux in the acquisition system. So, ATLAS was confronted with the possibility of either losing physics by increasing the already high trigger thresholds of 55 GeV (more than half the mass of a W boson) or by using prescale factors (only accept one event out of few) which also would reject physics events. Requesting data for the full detector at L2 would also not work due to the limited bandwidth of communication between the read-out system buffers (see Figure 2 for reference) and the L2 processing nodes. The calorimeter data is not zero suppressed so that a large number of bytes has to be transferred in case of full scan (around half of the ATLAS payload, ∼ 700 kBytes).
One important detail, however, is the fact that the RODs act as a massive (> 750 processing nodes) parallel system that calculates the energy for all the calorimeter cells for each event. Each ROD computes the energy for two Front-End Boards (FEBs) with up to 128 cells each. When calculating the energy for a given cell, also the sum of energy of all cells above a given energy threshold (in this case, 3 sigma of the total noise for that cell) is calculated. Furthermore, for the cells above the threshold, their projection in space is calculated at the level of the same ROD. This forms four quantities E x , E y and E z and Sum(E). The threshold levels and the constants to we used previously. This result can be seen in Figure 12 .
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The improvement was so significant that despite the higher In the preparation work for the Run 2 data taking period,
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that is programmed to start in 2015, the separation which exists 431 now between the L2 and the EF will become less important.
432
The same machine that runs the L2, will also, in case of 433 acceptance, require full event data and run the EF algorithms.
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So, instead of talking about the L2 and EF, the system will 435 Fig. 11 . New summary data transfer for calculation of global detector quantities, such as the Missing Transverse Energy.
perform the projection in the space are stored in a database and only transferred to the RODs during the start up of a data taking period so there is no possibility of changing these values during the run. This summary information can be seen as the marked block in Figure 11 . When a L1 MET trigger is fired, the L2 machines request the Readout System for a special virtual buffer. The Readout System creates this buffer on the fly by scanning for the summary blocks of up to 12 ROD blocks in the Liquid Argon Calorimeter and 16 in the Tile Calorimeter and sending only this summary information as a virtual buffer block. This amount of data is reasonable and can be handled by the ROS to L2 network. As the data size is relatively small, it was also easy to provide fast decoding software for these data blocks and a simple MET algorithm could be used to combine the vectorial sums into a final sum of all E T for the full detector. In a strict sense, this is a complete cell-based missing E T schema which breaks the L2 RoI concept without changing the global architecture of the system. This new implementation was successfully applied in time for the 2012 data taking and the resolution of the new L2 became much more similar to the EF one than the L1 sums we used previously. This result can be seen in Figure 12 . The improvement was so significant that despite the higher luminosity levels in 2012 compared to 2011, the operating thresholds were lower (45 GeV), recovering part of the physics lost in the previous years.
Finally, it was verified when comparing the EF based on full scan of all the detector cells and the offline routines, that the topological clustering could provide a better signal to noise ratio. This is due to the fact that the full scan of cells, even with noise suppression, does not take into account the spatial correlations between cells (mapped in the cluster forming). The topological clustering is more resilient to pile-up and noise cells, in the end. Due to this, the EF MET algorithm was changed to calculate the MET quantities based on such kind of clusters. 
VII. CONCLUSIONS AND NEXT STEPS
The High-Level Calorimeter Trigger data preparation and algorithms worked very successfully during the Run 1 operation of the ATLAS detector. Careful design of the routines to unpack the large amount of data coming at high rate from the calorimeter freed processing time for the feature extraction and hypotheses algorithms. Since the start of the data taking period the algorithms for electrons, photons, taus and single jet achieved an impressive performance, saving events for the physics analysis, even when in 2011, the trigger system faced a large increase in the luminosity and pile-up levels and global demand to sustain the physics output while constantly increasing the background rejection.
Due to the increase in the luminosity or to increase efficiency, new trigger algorithms were implemented during 2011. For multiple jet triggers, the solution of coming back to the L1 primitives initially only used in the monitoring system (to cross check the L1 information with the offline information) was of great value to recover efficiency losses. Also, the fact of being a L2 algorithm capable of performing a full detector scan, even if only with the limited spatial and energy resolutions, was an important step. Furthermore, using the ROD data for the L1 primitives which was never used in the L2 and the fact that the jet chains now demanded less calorimeter (cell based) information helped to balance the L2 to ROSes network.
Finally, one major step having direct contribution to the physics program of ATLAS came from the possibility of lowering missing transverse energy thresholds by unleashing at L2 the processing power necessary to calculate global quantities necessary for MET evaluation.
In preparation for the Run 2 data taking period, that is expected to start in 2015, the separation which exists now between the L2 and the EF will become less important. The same machine that runs the L2 will also require full event data and run he EF algorithms if the event passes L2. So, instead of talking about the L2 and EF, the system will work with low latency and larger latency algorithms. For the calorimeter algorithms, data from the detectors had to be decoded once at the L2 and later again at the EF. This will not be the case in the Run 2 profiting from the caching of the decoding system and bringing overall more efficiency to the trigger. Some of the algorithms used offline or in the EF system are now being optimized for a possible use at the early stages of the processing. One example is the full scan of the detector with topological clustering algorithms, which could be beneficial for tau, jet and MET triggers. Better calibration procedures and the usage of likelihood based triggers for some chains is also under discussion.
