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For an infinite graph, general lower and upper estimates of the Green kernel and
the heat kernel are given. The estimates are optimal in the case of the homogeneous
regular trees. As their applications, solvability of Dirichlet problem for the end compact-
ification is shown and the sharp estimates of several infinite graphs including the
distance regular graphs and the free products of finite complete graphs are given.
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0. INTRODUCTION
In the theory of infinite graphs, the Green kernel would be very important.
It expresses the probabilistic properties of the graph, for instance, the
transience or the recurrence properties, and also the solvability of the
Dirichlet problem for the end compactification. Even its importances and
many works about it (see for instance, [W]), it is still difficult to determine
its explicit estimates or the explicit form, except the homogeneous regular
tree Td of degree d due to the famous work of P. Cartier [C].
On the other hand, there are many works on the Green kernel for a
complete Riemannian manifold, for examples, [DGM], [CY], [AS], [I],
[K], and [LT]. Especially, it was shown (cf. [DGM], [CY], [K]) that,
roughly speaking, if the sectional curvature K satisfies that K&a0
(resp. 0K &a), then the heat kernel p(t, x, y) and the Green kernel
G(x, y) of a simply connected complete manifold satisfy
p(t, x, y)pa(t, x, y) (resp. p(t, x, y)pa(t, x, y)),
G(x, y)Ga(x, y) (resp. G(x, y)Ga(x, y)),
where pa(t, x, y) and Ga(x, y) are the heat kernel and the Green kernel of
the space form of curvature &a0, respectively.
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The aim of this paper is to give the discrete version of these results. In
fact, we first show the heat kernel comparison theorem for an infinite tree
(cf. Theorem 3.6). Moreover, using the discrete analogue of the technique
in [K], we give estimates of Green kernels of infinite graphs, which yield
optimal estimates on the one of an infinite graph G=(V, E) in term of the
infimum and the supremum of degrees, and also determine the Green
kernels of various infinite graphs.
To state main results, we define the notion of growth function 3x( y) of
a graph at y # V relative x # V by
3x( y)=1&
m+x ( y)
m&x ( y)
. (0.1)
Here we put
m&x ( y)=*[z # V ; zty, \(x, z)=\(x, y)&1],
m+x ( y)=*[z # V ; zty, \(x, z)=\(x, y)+1],
where \(x, y) is the distance between two vertices x, y. Consider two
functions Rx(t) and Kx(t) for each x # V on N=[1, 2, . . .], which satisfy
Rx(t)3x(_(t))Kx(t)<1, t=1, 2, ..., (0.2)
for all geodesic _(t), t=0, 1, 2, . . . starting at _(0)=x. For Rx(t) and Kx(t),
let the functions fx(t) and Fx(t) be the solutions of the equations
fx(t+1)=(1&Rx(t)) fx(t), Fx(t+1)=(1&Kx(t)) Fx(t), (0.3)
for all t=1, 2, ..., with the initial condition
fx(1)=1, Fx(1)=1.
Main results are as follows:
Main Theorem. (cf. Theorems 5.12, 6.6) The Green kernel of any finite
graph G=(V, E) is estimated as
:

s=\(x, y)+1
1
fx(s)
G( y, x) :

s=\(x, y)+1
1
Fx(s)
.
As one of its applications, we have
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Corollary (cf. Theorems 7.1, 7.2) (I). Assume that the degree of an
infinite graph G=(V, E) satisfies m(x)k, for all x # V. Then the Green
kernel G(x, y), x, y # V, satisfies
G(x, y)
k&1
k&2 \
1
k&1+
\(x, y)
,
where \(x, y) is the distance between two vertices x and y.
(II) Assume that G=(V, E) is a tree and satisfies m(x)l3, for all
x # V. Then
G(x, y)
l&1
l&2 \
1
l&1+
\(x, y)
.
Thus, if G=Td (d3), the Green kernel must be G(x, y)=(d&1d&2)
_(1d&1)\(x, y) which is the Cartier’s result mentioned above (cf.
Corollary 7.4).
As other applications (cf. Section 8), we determine or give sharp estimates
the Green kernels of many infinite graphs containing the so-called distance
regular graphs Dm, s , and the free products of finite complete graphs Kr and
Ks , Kr V Ks , and the one of two cycles of odd length r and s, Cr V Cs .
1. PRELIMINARIES
In this paper, we always consider a locally finite, infinite simple graph
G=(V, E). For such a graph, let p(x, y), x, y # V be the one-step transition
probability of a random walk on G from x to y, that is,
p(x, y)={
1
m(x)
, xty,
0, otherwise,
where xty means that x and y are neighbors and m(x), the degree at x,
the number of edges connecting to x. Let us define inductively
pn+1(x, y)= :
z # V
p(x, z) pn(z, y),
where p0 is defined by
p0(x, y)={1, x= y,0, x{y.
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The Green kernel G(x, y) for G=(V, E) is defined by
G(x, y)= :

n=0
pn(x, y),
for x, y # V. Intuitively, G(x, y) is the expected number of visits to the
vertex y during the lifetime of the random walk starting at x. The graph
G=(V, E) is called to be transient if G(x, y)< for all x, y # V, and
recurrent otherwise. Note that if the graph is transient, the Green kernel
satisfies by definition
2xG(x, y)= p0(x, y), (1.1)
where 2x is the discrete Laplacian at x given by
2f (x)= f (x)&
1
m(x)
:
ytx
f ( y), (1.2)
for all functions f on V. Let us recall the maximum (minimum) principle
for a graph due to Dodziuk (cf. [D]).
Lemma 1.3. Let D be a finite connected subset in G=(V, E) and f a
function on D _ D satisfying
2f0 on D, and f0 on D.
Then f0 on D _ D.
Here the connectivity of D means that each two vertices x, y can be
joined a path [x=u0 , u1 , ..., uk= y] of successively contiguous vertices in
D. We also define the boundary of D, D, by the set of vertices not in D
which are neighbors to some vertices of D.
Proof. For completeness, we give a proof here. Assume that the
conclusion does not hold. There exists z # D such that
0>f (z)=min
y # D
f ( y)= min
y # D _ D
f ( y).
By 02f (z),
1
m(z)
:
utz
f (u)f (z). (1.4)
Take a neighbor u of z. Then u # D _ D. Since f (z) is a minimum on
D _ D, it must hold that f (u)= f (z) due to (1.4). Since D is connected
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and finite, we can continue successively this argument. So that f equals
identically f (z) on D _ D, which contradicts the assumption f 0
on D. K
2. HEAT KERNEL ON THE HOMOGENEOUS REGULAR TREES
In this section, we treat the heat kernel pnd(x, y), n=0, 1, 2, ..., on the
homogeneous regular tree Td .
Note that the heat kernel pnd (x, y) depends on time n and the distance
\(x, y) between x and y, so we may write as
pnd(x, y)=Hd (n, \(x, y)), (2.1)
where Hd (n, \) is a function of n and \ in [0, 1, . . .], which satisfies
Hd (n, \)=
1
d
Hd (n&1, \&1)
+
d&1
d
Hd (n&1, \+1), n, \=1, 2, ..., (2.2)
Hd (n, 0)=Hd (n&1, 1), (2.3)
and the initial condition
Hd (0, 0)=1, Hd (0, \)=0 (\=1, 2, . . .).
Indeed, Hd (n, \(x, y)) satisfies the heat equation
0=Hd (n, \(x, y))&
1
d
:
ztx
Hd (n&1, \(z, y))
={
Hd (n, \)&
1
d
[Hd (n&1, \&1)+(d&1) Hd (n&1, \+1)],
\=\(x, y )1,
Hd (n, \)&
1
d
} dHd (n&1, \+1),
\=\(x, y)=0,
which is equivalent to (2.2) and (2.3).
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Lemma 2.4. Hd (n, \) satisfies the following:
(1) Hd (n, n)=d &n (n=0, 1, . . .).
(2) Hd (n, \)=0 (\=n+1, n+2, . . .).
(3) Hd ( n , n & 2m & 1 ) = 0, for a non-negative integer m with
n&2m&10.
(4) Hd (n, \)Hd (n, \+2) (n, \=0, 1, 2, . . .).
(5) In general, Hd (n, \) has the following form: if nn&2m0,
Hd (n, n&2m)=
1
d n&m
:
m
i=0
an, m, i \d&1d +
i
,
where an, m, i are all non-negative constants which do not depend on d, and
satisfy
an, m, 0=1, an, m, 1=n&m&1, an, m, 2= 12 (n&m)(n&m&1)&1,
an, m, i(n&m&1) i, \i=1, 2, ..., m.
Proof. All the statements can be proved by induction on n. The
assertions (1), (2), and (3) are easily proved, so their proofs are omitted.
For (4), it is true in the case n=0, and assume that it is true in the case
n&1. By the assumption on induction and (2.2), if \1,
Hd (n, \)&Hd (n, \+2)=
1
d
Hd (n&1, \&1)+
d&1
d
Hd (n&1, \+1)
&{1d Hd (n&1, \+1)+
d&1
d
Hd (n&1, \+3)=
=
1
d
[Hd (n&1, \&1)&Hd (n&1, \+1)]
+
d&1
d
[Hd (n&1, \+1)&Hd (n&1, \+3)]
0.
If \=0, we have
Hd (n, 0)&Hd (n, 2)=Hd (n&1, 1)&{1d Hd (n&1, 1)+
d&1
d
Hd (n&1, 3)=
=
d&1
d
[Hd (n&1, 1)&Hd (n&1, 3)]
0.
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For (5), it is true in the case n=0, and assume the case n&1. If
nn&2m1,
Hd (n, n&2m)=
1
d
Hd (n&1, n&1&2m)+
d&1
d
Hd (n&1, n&1&2(m&1))
=
1
d
1
d (n&1)&m
:
m
i=0
an&1, m, i \d&1d +
i
+
d&1
d
1
d (n&1)&(m&1)
:
m&1
i=0
an&1, m&1, i \d&1d +
i
=
1
d n&m {an&1, m, 0+ :
m
i=1
(an&1, m, i+an&1, m&1, i&1) \d&1d +
i
= .
In the case n&2m=0, we have
Hd (n, 0)=Hd (n&1, n&1&2(m&1))
=
1
d (n&1)&(m&1)
:
m&1
i=0
an&1, m&1, i \d&1d +
i
=
1
d n&m
:
m&1
i=0
an&1, m&1, i \d&1d +
i
.
Therefore, we have, if mn&2m1,
an, m, 0=an&1, m, 00;
an, m, i=an&1, m, i+an&1, m&1, i&10 (i=1, ..., m),
and if n&2m=0,
an, m, i=an&1, m&1, i0 (i=0, ..., m&1); an, m, m=0.
Making use of these relations, we have the remaining properties of an, m, i .
K
3. HEAT KERNEL COMPARISON THEOREM
In this section, we shall show the heat kernel comparison theorem by the
plantation technique and the maximum principle for the heat equation.
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We first show the maximum principle of the heat equation:
Lemma 3.1. (Maximum principle). Let G=(V, E) be a graph and D be
a finite connected subset in G. Let u(n, x) be a real valued function on
[0, 1, ..., m]_D. Assume that u satisfies that
u(n+1, x)&u(n, x)+2x u(n, x)0, \n=0, 1, ..., m&1; \x # D. (3.2)
Then the maximum of u attains in S1 _ S2 . Here S1=[0, 1, ..., m]_D and
S2=[0]_D.
Proof. For completeness, we give a proof here. Note that (3.2) is
equivalent to the following:
u(n+1, x)
1
m(x)
:
ytx
u(n, y), \n=0, 1, ..., m&1; \x # D. (3.3)
Therefore, for each n # [0, 1, ..., m&1] and each x # D,
u(n+1, x)max[u(n, y) ; y # D _ D, ytx].
Then, by a similar way of Lemma 1.3, we have Lemma 3.1. K
Now let G=(V, E) be any infinite tree. Define a function P(n, x, y) on
the set [0, 1, 2, ..., ]_V_V by, for n=0, 1, 2, ...,
P(n, x, y)=Hd (n, \(x, y))=Hd (n, \(x~ , y~ )), x, y # V x~ , y~ # Td . (3.4)
Then we have
Proposition 3.5. (1) Assume that m(x)d (\x # V). Then we have
P(n+1, x, y)&P(n, x, y)+2x P(n, x, y)0, \n # [0, 1, 2, . . .] ; \x, y # V.
(2) Assume that m(x)d (\x # V). Then we have
P(n+1, x, y)&P(n, x, y)+2x P(n, x, y)0, \n # [0, 1, 2, . . .] ; \x, y # V.
By Proposition 3.5, we obtain the heat kernel comparison theorem:
Theorem 3.6. Let G=(V, E) be any infinite tree.
(1) Assume that m(x)d (\x # V). Then we have
pn(x, y)Hd (n, \(x, y))= pnd (x~ , y~ ),
for all non-negative integer n, and x, y # V, x~ , y~ # Td with \(x, y)=\(x~ , y~ ) .
Here pnd (x~ , y~ ) is the heat kernel of Td .
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(2) Assume that m(x)d (\x # V). Then
pn(x, y)Hd (n, \(x, y))= pnd (x~ , y~ ),
for all non-negative integer n, and x, y # V, x~ , y~ # Td with \(x, y)=\(x~ , y~ ).
Proof of Theorem 3.6. For (1), put, for all x, y # V, u(n, x)=P(n, x, y)
&pn(x, y). By Proposition 3.5 and pn(x, y) is the heat kernel, so we have
u(n+1, x)&u(n, x)+2x u(n, x)0.
Moreover, if \(x, y)n+1, u(n, x)=0, and also u(0, x)=0. Therefore, by
Lemma 3.1 (Maximum Principle), we obtain
u(n, x)0 (\n # [0, 1, 2, . . .] ; \x # V),
that is, P(n, x, y)pn(x, y).
For (2), the proof goes in a similar way by considering u(n, x)=pn(x, y)
&P(n, x, y), for a non-negative integer n and x, y # V. K
Since G(x, y)=n=0 p
n(x, y), we obtain immediately by Theorem 3.6:
Corollary 3.7. Let G=(V, E) be an infinite tree.
(1) Assume that m(x)d (\x # V). Then the Green kernel G(x, y)
satisfies that
G(x, y)Gd (x~ , y~ ), \x, y # V,
for all x~ , y~ # Td with \(x, y)=\(x~ , y~ ).
(2) Assume that m(x)d (\x # V). Then, for all x, y # V and x~ , y~ # Td
with \(x, y)=\(x~ , y~ ),
G(x, y)Gd (x~ , y~ ).
Here Gd (x~ , y~ ) is the Green kernel of Td .
Proof of Proposition 3.5. We first show that
P(n+1, x, y)&P(n, x, y)
=&Hd (n, \(x, y))+
d&1
d
Hd (n, \(x, y)+1)
+
1
d
Hd (n, \(x, y)&1) (3.8)
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and
2xP(n, x, y)=
m+x ( y)+m
&
x ( y)
m(x)
Hd (n, \(x, y))
&
m+x ( y)
m(x)
Hd (n, \(x, y)+1)
&
m&x ( y)
m(x)
Hd (n, \(x, y)&1). (3.9)
Indeed, denoting by 2d , the Laplacian of Td , the left hand side of (3.8)
equals
pn+1d (x~ , y~ )&p
n
d (x~ , y~ )=&2d, x~ p
n
d (x~ , y~ )
=&pnd (x~ , y~ )+
1
d
:
z~ tx~
pnd (z~ , x~ )
=&Hd (n, \(x~ , y~ ))+
1
d
:
z~ tx~
Hd (n, \(z~ , x~ ))
=&Hd (n, \(x, y))+
d&1
d
Hd (n, \(x, y)+1)
+
1
d
Hd (n, \(x, y)&1).
The left hand side of (3.9) equals
P(n, x, y)&
1
m(x)
:
ztx
P(n, z, y)
=Hd (n, \(x, y))&
1
m(x)
:
ztx
Hd (n, \(z, y))
=Hd (n, \(x, y))&
1
m(x)
[m0x( y) Hd (n, \(x, y))
+m+x ( y) Hd (n, \(x, y)+1)+m
&
x ( y) Hd (n, \(x, y)&1)],
which is equal to the right hand side of (3.9).
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Therefore, we have
P(n+1, x, y)&P(n, x, y)+2x P(n, x, y)
=\m
&
x ( y)
m(x)
&
1
d+ [Hd (n, \(x, y))&Hd (n, \(x, y)&1)]
+\d&1d &
m+x ( y)
m(x) + [Hd (n, \(x, y)+1)&Hd (n, \(x, y))]. (3.10)
Due to (3) of Lemma 2.4, the following two cases occur:
(a) Hd (n, \&1)=Hd (n, \+1)=0; (b) Hd (n, \)=0.
In the first case (a), (3.10) vanishes.
In the second case (b), (3.10) coincides with
\1d &
m&x ( y)
m(x) + [Hd (n, \(x, y)&1)&Hd (n, \(x, y)+1)]0,
because of (4) of Lemma 2.4. Thus, we obtain Proposition 3.5. K
In the sequel, we shall give estimates of the Green kernel for a general
infinite graph not only trees.
4. GREEN KERNEL OF A FINITE GRAPH WITH BOUNDARY
To estimate Green kernel for infinite graphs, we introduce the notion of
Green kernel for a finite graph with boundary which is the analogue to
Riemannian geometry.
4.1.
Let D be a finite graph with boundary D.
Definition 4.1. Let pD(x, y), be a function in x, y # D _ D, which is
defined by
(i) If x # D, y # D _ D,
pD(x, y)={
1
m(x)
, xty,
0, otherwise,
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(ii) and if x # D or y # D,
pD(x, y)=0,
where xty means that x and y are neighbors in D _ D.
The function pD(x, y) is the one-step probability of a random walk on
D _ D from x to y when D is considered as an absorber.
Let us define inductively for x, y # D _ D,
pn+1D (x, y)= :
z # D _ D
pD(x, z) pnD(z, y),
where p0D is defined by
p0D(x, y)={1, x= y,0, x{y.
We have immediately by definition:
Proposition 4.2. pnD(x, y) satisfies that
(i) pnD(x, y)=0, x # D.
(ii) pn+1D (x, y)& p
n
D(x, y)+2xp
n
D(x, y)=0, x # D, n=0, 1, 2, ...,
where 2 is the discrete Laplacian of the graph D _ D.
(iii) For each n=1, 2, ..., and x, y # D _ D,
pnD(x, y)= :
z 1 , ..., zn&1 # D
pD(x, z1) pD(z1 , z2) } } } pD(zn&1 , y),
namely, pnD(x, y)>0 when and only when there exists a path c=[z0 , z1 , ..., zn]
in D such that z0=x, zn= y and zi tzi+1 for each i=0, 1, ..., n&1.
Definition 4.3. The Green kernel GD(x, y) of a finite graph D with
boundary D is defined by
GD(x, y)= :

n=0
pnD(x, y),
for x, y # D _ D.
Then we have
Proposition 4.4. The Green kernel GD(x, y) satisfies that
(i) GD(x, y)<, \x, y # D _ D,
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(ii) GD(x, y)=0, x # D or y # D.
(iii) 2xGD(x, y)= p0D(x, y), x # D.
Proof. (i) We get an infinite graph without boundary, denoted by D$,
connecting each boundary point to a piece of the homogeneous regular tree
Td , d3. This graph D$ is transient, and the Green kernel G$(x, y)< for
all x, y # D$. One can construct a finite energy flow from each point x
in D$ and then, the transience of D$ follows by virtue of Theorem 4.8 in
page 14 in [W].
On the other hand, we obtain
GD(x, y)G$(x, y), \x, y # D _ D.
Because for each x, y # D _ D,
pnD(x, y)p$
n(x, y),
by definition, where p$n is the n-step transition probability of D$. Then we
have the above inequality by definition of the Green kernels.
(ii) and (iii) follow by definition of pD and GD . K
The Green kernel GD of a finite graph D with boundary D is much
manageable than the Green function G of an infinite graph.
Indeed, let us consider the Dirichlet eigenvalue problem for a connected
finite graph D _ D with boundary D:
2u=*u, (on D),
u=0 (on D),
where 2 is the discrete Laplacian for D _ D. Let us consider the inner
products ( , )* by
(.1 , .2)*= :
x # D _ D
m(x) .1(x) .2(x),
for functions .1 , .2 on D _ D. Let
(0<) *1*2 } } } *q (<2)
be the eigenvalues of the above Dirichlet eigenvalue problem counted with
their multiplicities, where q=*(D). Let [.i (x)]qi=1 be the corresponding
eigenfunctions which are orthonormal with respect to the inner product
( , )* . Then we have immediately
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Proposition 4.5.
pkD(x, y)=m( y) :
q
i=1
(1&*i)k .i (x) .i ( y), x, y # D _ D,
where we regard as 00=1 when *i=1. And, we have
GD(x, y)=m( y) :
q
i=1
1
*i
.i (x) .i ( y), x, y # D _ D.
The proof follows directly by virtue of the maximum principles (cf.
Lemmas 3.1 and 1.3) since both the right hand sides of the above, denoted
by u(k, x, y), v(x, y) satisfy u(k+1, x, y)&u(k, x, y)+2xu(k, x, y)=0
and u(k, x, y)=0 (x # D), or 2xv(x, y)= p0(x, y) and v(x, y)=0 (x # D),
respectively.
4.2.
Moreover, we obtain the following theorem, which we use in Theorem 6.6:
Theorem 4.6. Let G=(V, E) be an infinite connected graph. Let x0 # V
and for n=1, 2, ..., let Bn(x0)=[x # V ; \(x, x0)<n] a ball round x0 with
radius n, which is a finite connected graph with boundary Bn(x0)=[x # V ;
\(x, x0)=n]. Then we have:
(i) If n$n, then
pkB n (x 0)(x, y )p
k
B n$(x 0) (x, y), GB n (x 0)(x, y)GB n$ (x 0)(x, y),
for all x, y # Bn(x0) and k=1, 2, . . .
(ii) For each x, y # Bn(x0) and k=1, 2, ...,
pkB n (x 0)(x, y)p
k(x, y), GB n (x 0)(x, y)G(x, y).
(iii) If 2m>k and x, y # Bm(x0), then
pkB 2m (x 0) (x, y)= p
k(x, y).
In particular, for all k=1, 2, . . . and x, y # V,
lim
n  
pkB n (x 0)(x, y)= p
k(x, y).
Moreover,
lim
n  
GG n (x 0)(x, y)=G(x, y).
219HEAT KERNEL AND GREEN KERNEL
File: 580J 303015 . By:CV . Date:18:04:97 . Time:10:10 LOP8M. V8.0. Page 01:01
Codes: 2354 Signs: 1183 . Length: 45 pic 0 pts, 190 mm
Proof. (i) Let u(k, x)= pkB n (x 0)(x, y)& p
k
Bn$ (x 0)(x, y) for x, y # Bn(x0).
Then it satisfies
u(k+1, x)&u(k, x)+2x u(k, x)=0, x # Bn(x0),
where 2 is the discrete Laplacian of G=(V, E). Since u(0, x)=0 and
max
x # B n (x 0)
u(k, x)0,
we obtain by virtue of Lemma 3.1,
max u=max[ max
x # B n (x 0)
u(0, x), max
x # Bn (x 0)
u(t, x)]=0,
which implies u(k, x)0 for all k and x, y # Bn(x0).
For the second inequality, let us define
u(x)=GBn$ (x 0)(x, y)&GB n (x 0)(x, y).
Then
2xu(x)=0 (if x # Bn(x0)),
and
u(x)=GB n$ (x 0)(x, y)0 (if x # Bn(x0)),
which implies u(x)0 for all x # Bn(x0) _ Bn(x0).
(ii) For each x, y # Bn(x0), we have by definition of pk(x, y) and (iii)
of Proposition 4.2,
pk(x, y)= pkB n (x 0)(x, y)+ :
zi  B n (x0)(_i)
p(x, z1) p(z1 , z2) } } } p(zk&1, y), (4.7)
which yields the first inequality since the second term of (4.7) is non-negative.
For n=2m, the second term of (4.7) is to be positive if and only if there
exists a path c=[z0 , z1 , ..., zk] with z0=x, zk= y, zi tzi+1 for each
i=0, 1, ..., k&1, and zj  B2m(x0) for some j. But since x, y # Bm(x0), the
length k of the path c must be bigger than or equal to 2m. Therefore, if
2m>k, the second term of (4.7) must vanish, i.e., pk(x, y) coincides with
pkB 2m (x0)(x, y).
(iii) Assume that
G(x, y)= lim
N  
:
N
k=0
pk(x, y)<.
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Then, for each =>0, there exists N>0 such that for each nN,
:

k=n
pk(x, y)<=.
We may choose for a sufficiently large N, x, y belong to BN2(x0). By virtue
of (ii), we have
pkB N (x 0)(x, y)= p
k(x, y),
for each k<N. Therefore, we have for all nN,
|GBn (x 0)(x, y)&G(x, y)|= } :

k=0
[ pkB n (x0)& p
k(x, y)] }
= } :

k=N
[ pkB N (x0)(x, y)& p
k(x, y)]}
 :

k=N
[ pkB N (x 0)(x, y)+ p
k(x, y)]
2 :

k=N
pk(x, y)<2=,
which implies
lim
n  
GG n (x 0)(x, y)=G(x, y).
Assume that G(x, y)=. Then for any large M>1, there exists N>0
such that
:
N&1
k=0
pk(x, y)M.
Take a sufficiently large N, we may assume that x and y belong to BN(x0).
Then we have
GB 2N (x 0)(x, y) :
N&1
k=0
pkB 2N(x 0)(x, y)= :
N&1
k=0
pk(x, y)M,
which implies
lim
n  
GB n (x 0)(x, y)=.
We obtain Theorem 4.6. K
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5. LOWER ESTIMATES OF GREEN KERNEL
5.1.
We denote N=[1, 2, . . .]. For a graph G=(V, E) and x # V, let us
consider a function Rx ; N  R satisfying that for any geodesic starting
from x, _=[x=_(0), _(1), _(2), ..., _(l)],
Rx(t)1&
m+x (_(t))
m&x (_(t))
, t=1, ..., l, (5.1)
Here we define for y # V,
m0x( y)=*[z # V ; zty, \x(z)=\x( y)],
m&x ( y)=*[z # V ; zty, \x(z)=\x( y)&1],
m+x ( y)=*[z # V ; zty, \x(z)=\x( y)+1],
where \x( y)=\(x, y), and \(x, y) is the distance between two vertices x
and y.
The stronger condition than (5.1) is that
Rx(t)2&m(_(t)), t=1, 2, ..., l. (5.2)
Because, for t=1, 2, ..., l,
m+x (_(t))m(_(t))&1, and m
&
x (_(t))1,
since _(t) is a geodesic starting at the vertex x. Thus
1&
m+x (_(t))
m&x (_(t))
1&(m(_(t))&1)=2&m(_(t)).
Now for the Rx , let the function fx ; N  R be a unique solution of the
difference equation
fx(t+1)& fx(t)=&Rx(t) fx(t), (5.3)
for all t=1, 2, . . . and the initial condition
fx(1)=1. (5.4)
Note that (5.3) is the same as
fx(t+1)=(1&Rx(t)) fx(t), t=1, 2, ..., l. (5.3$)
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Example. Let G=Td be the homogeneous tree of degree d2. In this
case m(x)=d for each x # V, and we may take
Rx(t)=2&d
for all x # V and t # N. The solution fx(t), t=1, 2, ..., of (5.3) with the initial
condition (5.4) is given by
fd (t)=(d&1)t&1, t=1, 2, ..., (5.5)
Lemma 5.7. Assume that Rx satisfies (5.1). Then the solution fx(t) of
(5.3) and (5.4) is positive for t=1, 2, . . ..
Proof. Take a geodesic _=[x=_(0), _(1), ..., _(l)] starting at x. In
the assumption (5.1),
0<
m+x (_(t))
m&x (_(t))
,
for t # [1, 2, . . .l&1]. Therefore, we have
Rx(t)<1, t # [1, 2, ..., l&1].
Since _ is any geodesic, we have
Rx(t)<1, t=1, 2, . . .
Thus we obtain Lemma 5.7. K
5.2.
Now let us define a function n(t) on [0, 1, ..., n] for every n=1, 2, ...,
n(t)={ :
n
s=t+1
1
fx(s)
, t=0, 1, ..., n&1,
0, t=n.
And define the function n b \x on the closed ball Bn(x) _ Bn(x) of radius
n centered at x # V in G=(V, E) by
(n b \x)( y)= :
n
s=\ x( y)+1
1
fx(s)
,
for y # Bn(x) _ Bn(x), where Bn(x)=[z # V ; \x(z)=\(x, z)<n] and
Bn(x)=[z # V ; \x(z)=\(x, z)=n]. Note here that the function n b \x
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decreases in \x on Bn(x) _ Bn(x) and vanishes on the boundary Bn(x).
Moreover, we have
Proposition 5.11. The function n b \x is subharmonic on Bn(x)&[x],
i.e.,
2y(n b \n)0, for 0<\(x, y)<n,
and 2y(n b \x)=1 at y=x.
Proof. Take y # V with 0<\(x, y)<n, and a geodesic starting at x,
_=[x=_(0), _(1), ..., _(l)] in Bn(x) _ Bn(x) with l=n, and we may
assume y=_(t). Note that if zty, then the following three cases occur:
\x( y),
\x(z)={ \x( y)&1,\x( y)+1.
Therefore, for 0<\(x, y)<n,
2y(n b \x)=n b \x( y)&
1
m( y)
:
zty
n b \x(z)
=n(\x( y))
&
1
m( y)
[m0x( y) .n(\x( y))+m
&
x ( y) n(\x( y)&1)
+m+x ( y) n(\x( y)+1)]
=
1
m( y)
[m&x ( y)(n(\x( y))&n(\x( y)&1))
+m+x ( y)(n(\x( y))&n(\x( y)+1))]
=
1
m( y) {
m+x ( y)
fx(\x( y)+1)
&
m&x ( y)
fx(\x( y))=.
Thus, we obtain the following equivalences:
2y(n b \x)0 
m+( y)
fx(\x( y)+1)

m&x ( y)
fx(\x( y))

m+x ( y)
m&x ( y)

fx(\x( y)+1)
fx(\x( y))
.
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Remember here the equation (5.3) and Lemma 5.7,
fx(\x( y)+1)
fx(\x( y))
=1&Rx(\x( y))

m+x ( y)
m&x ( y)
,
hence we obtain
2y(n b \n)0.
At y=x, we have
2y(n b \n)=n b \x(x)&
1
m(x)
:
ztx
n b \x(z)
=n(0)&n(1)
=
1
fx(1)
=1,
since m(x)=*[z # V ; ztx], and \x(z)=1 if ztx. K
Theorem 5.12. Assume there exists a Green kernel G(x, y) for an
infinite graph G=(V, E). Then for all n=1, 2, ...,
G( y, x)n b \x( y),
for all y # Bn(x) _ Bn(x). In particular,
G( y, x) :

s=\x( y)+1
1
fx(s)
.
Proof. On Bn(x),
2y(G( y, x)&n b \x)= p0( y, x)&2y(n b \x)0
due to (1.1) and Proposition 5.11. Note that G( y, x)&n b \x( y)0 on
Bn(x). Therefore, due to the maximum principle for Bn(x) _ Bn(x),
Lemma 1.3, we obtain
G( y, x)&n b \x( y)0
on Bn(x) _ Bn(x). K
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6. UPPER ESTIMATES OF GREEN KERNEL
We give in this section, an upper estimate of the Green kernel of Bn(x)
and then the one of G by virtue of Theorem 4.6.
Let us consider a function Kx ; N  R satisfying that for any geodesic
starting from x, _=[x=_(0), _(1), ..., _(l)],
1>Kx(t)1&
m+x (_(t))
m&x (_(t))
, t=0, 1, ..., l. (6.1)
Let Fx ; N  R be a unique solution of the difference equation for Kx ,
Fx(t+1)&Fx(t)=&Kx(t) Fx(t), (6.2)
for all t=1, 2, . . . and the initial condition
Fx(1)=1. (6.3)
The following can be obtained by the same way as Lemma 5.7.
Lemma 6.4. Under the assumption (6.1), Fx(t)>0 for all t=1, 2, . . ..
Proof. By (6.1),
0<1&Kx(t)
m+x (_(t))
m&x (_(t))
,
for t=1, 2, ..., l. Thus, (6.2) and the initial condition (6.3) imply Fx(t)>0.
K
Now define
9n(t)={ :
n
s=t+1
1
Fx(t)
, t=0, 1, ..., n&1,
0 t=n,
and consider the function on Bn(x) _ Bn(x),
9n b \x( y)= :
n
s=\ x( y)+1
1
Fx(s)
, y # Bn(x) _ Bn(x).
By the same way as the proof of Proposition 5.11, we have, for 0<
\(x, y)<n,
2y(9n b \x)=
1
m( y) {
m+x ( y)
Fx(\x( y)+1)
&
m&x ( y)
fx(\x( y))= .
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Therefore, we obtain the following equivalences:
2y(9n b \x)0 
m+x ( y)
Fx(\x( y)+1)

m&x ( y)
Fx(\x( y))

m+x ( y)
m&x ( y)

Fx(\x( y)+1)
Fx(\x( y))
.
Notice that
Fx(\x( y)+1)
Fx(\x( y))
=1&Kx(\( y))
m+x ( y)
m&x ( y)
,
which implies that, at 0<\x( y)<n,
2y(9n b \x)0.
At y=x, we also have
2y(9n b \x)=9n b \x(x)&
1
m(x)
:
ztx
9n b \x(z)
=9n(0)&9n(1)
=
1
Fx(1)
=1.
Hence we obtain
Proposition 6.5. Under the assumption (6.1), the function 9 b \x is
superharmonic on Bn(x)&[x], that is,
2y(9n b \x)0,
and 2y(9n b \x)=1 at y=x.
Therefore, we obtain immediately together with Lemma 1.3 and
Theorem 4.6,
Theorem 6.6. Assume that for an infinite graph G=(V, E), for all
x # V, Kx ; N  R satisfies, for any geodesic starting at x, _=[x=_(0),
_(1), ..., _(l)],
1>Kx(t)1&
m+x (_(t))
m&x (_(t))
. (6.1)
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Then for all n, we have
GB n (x)( y, x)9n b \x( y),
for all y # Bn(x) _ Bn(x). In particular, letting n  , we obtain
G( y, x) :

s=\x( y)+1
1
F(x(s)
.
7. APPLICATIONS (I)
7.1.
In this section, we give estimate of the Green kernel for any infinite
graph by means of the maximum or minimum of degrees.
Theorem 7.1. Assume that an infinite graph G=(V, E) satisfies
m(x)k,
for all x # V. Then for any two vertices x and y in G,
G( y, x)
k&1
k&2 \
1
k&1+
\ x ( y)
.
In particular, if k=2, G(x, y)=.
Proof. Under the assumption, taking Rx(t)=2&k, (5.1) is satisfied.
Due to Theorem 5.12, we obtain
G( y, x) :

s=\ x ( y)+1
\ 1k&1+
s&1
=
1
1&(1k&1) \
1
k&1+
\ x ( y)
=
k&1
k&2 \
1
k&1+
\x ( y)
,
if k>2. If k=2, the right hand side of the above is infinity. K
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Theorem 7.2. Let l3. Assume that G=(V, E) is a tree, that is an
infinite graph which is simply connected, (i.e., there is no path _=[_(0),
_(1), ..., _(l)] such that _(0)=_(l), and satisfies
m(x)l,
for all x # V. Then for any two vertices x and y in G,
G( y, x)
l&1
l&2 \
1
l&1+
\ x ( y)
.
Proof. For any geodesic starting at x, _=[x=_(0), _(1), ..., _(l)], we
obtain
m+x (_(t))=m(_(t))&1, and m
&
x (_(t))=1,
by the assumption. Therefore, taking
Kx(t)=2&l,
for all t, the condition (6.1) is satisfied. Therefore, due to Theorem 6.6, we
have
G( y, x) :

s=\ x ( y)+1
(l&1)s&1=
l&1
l&2 \
1
l&1+
\ x ( y)
.
We have Theorem 7.2. K
Together both the above theorems, we obtain the following corollaries.
Corollary 7.3. Let G=(V, E) be a tree satisfying that
3lm(x)k for all x # V.
Then the Green kernel can be estimated as follows:
k&1
k&2 \
1
k&1+
\ x ( y)
G( y, x)
l&1
l&2 \
1
l&1+
\x ( y)
.
Corollary 7.4. (Cartier) Let G=(V, E) be the homogeneous regular
tree Td (d3). Then we obtain
G( y, x)=
d&1
d&2 \
1
d&1+
\ x ( y)
.
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7.2.
In general, for an infinite graph G=(V, E), let 0 be the set of ends of
G, that is, the set of all equivalence classes of one-sided infinite paths
c=[x0 , x1 , . . .]: two such paths are equivalent if they differ only by many
vertices. The end topology on G =G _ 0 which makes G a compact
Hausdorff space, is given so that (1) every [x], x # V, is open, and (2) for
every | # 0, the family [C(U, |); U/G finite subset] is a neiborhood
basis at |. For a given finite subset U/G, there is exactly one component
of G&U, denoted by W, such that every path representing | has all but
finitely many vertices in W: | ends up in W. The set C(U, |) in G is
defined by W _ [|$ # 0; |$ ends up in W].
The Dirichlet problem for the end compactification G =G _ 0 can be
stated as follows: for every continuous function , on 0, find a continuous
function f on G =G _ 0 satisfying
2f =0, f | 0=,.
Benjamini and Peres [BP], and Cartwright, Soardi and Woess [CSW]
showed that
Theorem 7.5. If the Green function vanishes at infinity, that is, for every
fixed x # V and for every =>0, the set [ y # V ; G( y, x)=] is finite, then the
Dirichlet problem for the end compactification G is solvable.
Together with Corollary 7.3, we obtain
Corollary 7.6. Assume that G is a tree and satisfies
m(x)3, for all x # V.
Then the Dirichlet problem for the end compactification G =G _ 0 is
solvable.
8. APPLICATIONS (II)
In this section, we give various examples whose Green kernels can be
estimated by our method.
8.1.
Let G=Gm, n m3 be a regular graph all of which vertices have n
m-gons (see Fig. 8.1 for G3, 2).
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Figure 8.1
Note that m(x)=2n for all vertices x. The Green kernel can be estimated
as follows:
Proposition 8.1. The Green kernel of the regular graph Gm, n can be
estimated as follows:
(1) If m is even,
GT2n (x~ , y~ )G(x, y)GTn (x~ , y~ ),
for all x, y # V and x~ , y~ with \(x, y)=\(x~ , y~ ). Here GTd is the Green kernel
of the homogeneous regular tree Td of degree d.
(2) If m is three,
G(x, y)=GT 2n&1(x~ , y~ ).
If m is an odd number bigger than three,
GT 2n (x~ , y~ )G(x, y)GT 2n&1(x~ , y~ ).
Proof. We only prove (1) since (2) can be proved by a similar manner.
Choose any m=2p-gon of which vertices are numbered as the nearest
vertex by y1 , the second by y2 , ..., the last by ym . We only may calculate
the growth function at yi . In fact, for y1 ,
m+x ( y1)=2(n&1), m
&
x ( y1)=2, m
0
x( y1)=0.
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For yi , (2im&1),
m+x ( yi)=2(n&1)+1, m
&
x ( yi)=1, m
0
x( yi)=0.
For ym ,
m+x ( ym)=2(n&1), m
&
x ( ym)=2, m
0
x( ym)=0.
Then we have, for each vertex y{x,
3x( y)={
1&
2(n&1)
2
=2&n,
1&
2(n&1)+1
1
=2&2n.
Therefore, due to Theorems 5.12 and 6.6, we have (1). K
8.2.
Let G=Dm, s , m, s2, be the distance-regular graph, which is given by
definition by each vertex is the intersection of m copies of finite complete
graph Ks (see Fig. 8.2 for D4, 2).
Figure 8.2
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This is a regular graph since m(x)=(s&1)m for each vertex x. We have
Proposition 8.2. For a distance-regular graph G=Dm, s , m, s2, the
Green kernel is given by
G(x, y)=GT (s&1)(m&1)+1 (x~ , y~ ),
for all vertices of G, x, y, and all these of the homogeneous regular tree
T(s&1)(m&1)+1 , x~ , y~ with \(x, y)=\(x~ , y~ ).
Proof. Take any copy of a finite complete graph Ks and let [ y1 , ..., ys]
be its vertices. Then we can calculate
m+x ( yi)=(s&1)(m&1), m
&
s ( yi)=1, m
0
x( yi)=s&2.
Thus, we obtain
3x( y)=1&
(s&1)(m&1)
1
=2&[(s&1)(m&1)+1].
Therefore, due to Theorems 5.12 and 6.6, we obtain the proposition. K
8.3.
Let G=Kr V Ks , r>s2, the free product of finite complete graphs,
which is a regular graph, m(x)=s+r&2 for each vertex x. In this case, we
obtain:
Proposition 8.3. The Green kernel of the free product G=Kr V Ks ,
rs2 can be estimated as follows:
GTr (x~ , y~ )G(x, y)GT s (x~ $, y~ $),
for all vertices x, y of G, x~ , y~ of Tr and x~ $, y~ $ of Ts with \(x, y)=\(x~ , y~ )=
\(x~ $, y~ $).
Proof. Take a copy of Kr and let y1 be the nearest vertex in it to x.
Then we have
m+x ( y1)=r&1, m
&
x ( y1)=1, m
0
x( y1)=s&2.
Let y2 be any vertex of the copy other y1 . Then we have
m+x ( y2)=s&1, m
&
x ( y2)=1, m
0
x( y2)=r&2.
For any copy of Ks , if y$1 be the nearest vertex to x, then
m+x ( y$1)=s&1, m
&
x ( y$1)=1, m
0
x( y$1)=r&2.
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If y$2 is the other vertex in it than y$1 , we have
m+x ( y$2)=r&1, m
&
x ( y$2)=1, m
0
x( y$2)=s&2.
Thus, we have, for all vertices y{x,
3x( y)={
1&
r&1
1
=2&r,
1&
s&1
1
=2&s.
Due to Theorems 5.12 and 6.6, we have the proposition. K
8.4.
Let G=Cr V Cs be the free product of two circles of odd lengths r, s with
rs, which is also regular graph whose degrees are four. In this case, we
have:
Proposition 8.4. The Green kernel of the free product G=Cr V Cs of
two circles of odd lengths r, s with rs.
(1) If G=Cr V Cs with rs5, then
G(x, y)=GT4(x~ , y~ ),
for all vertices x, y of G and x~ , y~ of T4 with \(x, y)=\(x~ , y~ ).
(2) If G=Cr V C3 with r3, we have
GT4(x~ , y~ )G(x, y)GT3(x~ $, y~ $),
for all vertices x, y of G, x~ , y~ of T4 and x~ $, y~ $ of T3 with \(x, y)=\(x~ , y~ )=
\(x~ $, y~ $).
Proof. Let us take a copy of Cs and let y1 be the nearest vertex in it to
x. If s=3, we have
m+x ( y1)=2, m
&
x ( y1)=1, m
0
x( y1)=1.
If s5, we have
m+x ( y1)=3, m
&
x ( y1)=1, m
0
x( y1)=0.
If y2 is any vertex of a copy of circles Cr or Cs other than y1 , we have
m+x ( y2)=3, m
&
x ( y2)=1, m
0
x( y2)=0.
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Thus, we have, for all vertices y{x,
3x( y)={1&
2
1=2&3,
1& 31=2&4.
Thus, due to Theorems 5.12 and 6.6, we have the proposition. K
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