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Abstract
We establish several delay-independent criteria for the existence and stability
of positive periodic solutions of n-dimensional nonautonomous functional
differential equation by several fixed point theorems. Examples from positive
and negative growth feedback systems demonstrate the results.
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Existence, Fixed point theorem, Asymptotic stability.
1. Introduction
The equation of the form
x′(t) = −a(t)x(t) + λb(t)f(x(t− τ(t))) (1.1)
and its generalizations have been proposed as models for a variety of popula-
tion dynamics and physiological processes such as production of blood cells
[29] and other applications [13, 20]. The existence and stability of periodic
solutions of the equation of form (1.1) have attracted much attention. See,
e.g., [1, 4, 6, 10, 18, 17, 19, 21, 24, 28, 30].
Inspired by multiple-species ecological models, it is natural to explore n-
dimensional systems. Autonomous systems have been extensively studied.
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However, natural environment is physically highly variable and many pro-
cesses are usually subject to seasonal fluctuations and vary greatly in time,
which is a more practical scenario. If a model is desired which takes into
account such temporal inhomogeneity, it must be nonautonomous, which is,
of course, more difficult to study in general. One must ascribe some prop-
erties to the time dependence of parameters in the models, for only then
can the resulting dynamic be studied accordingly. One of the methods of
incorporating temporal nonuniformity of the environments in models is to
assume that the parameters are periodic with the same period of the time
variable.
Wang [28] considered the existence, multiplicity and nonexistence of pos-
itive ω-periodic solutions for the periodic scalar equation
x′(t) = a(t)g(x(t))x(t) − λb(t)f(x(t− τ(t))),
and show that the number of positive ω-periodic solutions can be determined
by indexes. In this paper, we will extend the results to the n-dimensional
nonautonomous system x˙(t) = −A(t)x(t) + λB(t)F(x(t − τ(t))).
On the other hand, stability of solution has attracted much attention
[5], and Liapunov’s direct method has been the primary tool to deal with
stability problems [3, 11, 14, 18, 31]. However, there remains numerous
challenging problems in stability and new methods are needed to address
the difficulties [3, 9].
Burton [2, 3] used fixed point theories to investigate stability of differen-
tial equations. Zhang studied the stability of certain types of delay equations
in [32, 33, 34], and the stability properties of the scalar delay equation
x′(t) = −a(t)x(t) + g(t, xt)
by means of fixed point theories.
Fan, Xia and Zhu [9] considered the stability of the scalar delay differ-
ential equations
x′(t) = −a(t, xt)x(t) + f(t, xt), x
′(t) = −g(t, x(t)) + f(t, xt),
by the contractive mapping principle and Schauder’s fixed point theorem.
In this paper we will establish sufficient and necessary criteria for the asymp-
totic stability of the n-dimensional nonautonomous system x′(t) = −A(t)x(t)+
B(t)F(xt) with the contractive mapping principle approach.
The paper is organized as follows. We first study existence, multiplicity
and nonexistence of periodic solutions of the n-dimensional nonautonomous
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system with delay. In section 3, we establish sufficient and necessary cri-
teria for the stability of positive periodic solution for the n-dimensional
nonautonomous system with delay. All the proofs of the main findings are
postponed to Appendix. In Sections 4 and 5 examples including positive
and negative growth feedback systems and their numerical simulations are
given to illustrate the results. Finally we give the detailed proofs for the
existence, multiplicity and nonexistence of positive periodic solutions and
also the stability of the system in Appendix (§6).
2. Existence of Positive Periodic Solutions
In this section, we shall study the existence, multiplicity and nonexis-
tence of positive ω-periodic solutions for the nonautonomous n-dimensional
delay system
x′(t) = −A(t)x(t) + λB(t)F(x(t− τ(t))), (2.1)
whereA(t) = diag[a1(t), a2(t), . . . , an(t)], B(t) = diag[b1(t), b2(t), . . . , bn(t)],
F(x) = [f1(x), f2(x), . . . , fn(x)]T , and λ > 0 is a positive parameter.
Let R = (−∞,∞), R+ = [0,∞), R
n
+ = Π
n
i=1R+ and, for any x =
(x1, ..., xn) ∈ R
n
+, ‖x‖ =
∑n
i=1|xi|. For any ω-periodic function g, denote its
average by g¯ =
1
ω
ω∫
0
g(s)ds.
For system (2.1), we assume that
(H1) ai, bi ∈ C(R, [0,∞)) are ω-periodic such that a¯i > 0, b¯i > 0, i =
1, . . . , n and τ ∈ C(R,R) is ω-periodic.
(H2) f i : Rn+ → [0,∞) is continuous with f
i(x) > 0 for ‖x‖ > 0, i =
1, . . . , n,
In order to state our theorems, we further introduce some notations. Let
σ = min
i=1,...,n
{σi}, where σi = e
−a¯iω, i = 1, . . . , n;
M(r) = max
i=1,...,n
{f i(x) : x ∈ Rn+, ‖x‖ ≤ r};
m(r) = min
i=1,...,n
{f i(x) : x ∈ Rn+, σr ≤ ‖x‖ ≤ r};
Γ = min
i=1,...,n
{(σ−1i − 1)
−1b¯iω}, χ =
n∑
i=1
σ−1i
σ−1i − 1
b¯iω;
f i0 = lim
‖x‖→0
f i(x)
‖x‖
, f i∞ = lim
‖x‖→∞
f i(x)
‖x‖
, i = 1, ..., n;
F0 = maxi=1,...,n{f
i
0}, F∞ = maxi=1,...,n{f
i
∞}.
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Moreover, define
i0 = number of zeros in the set {F0,F∞},
i∞ = number of infinities in the set {F0,F∞}.
It is clear that i0 and i∞ can be 0, 1, or 2. In the following, we shall show
that (2.1) has i0 or i∞ positive ω-periodic solution(s) for sufficiently large or
small λ, respectively. Furthermore, we are able to obtain explicit intervals
of λ such that (2.1) has no, one or two positive ω-periodic solution(s). A
solution x(t) = (x1(t), ..., xn(t)) is positive if, for each i = 1, ..., n, xi(t) ≥ 0
for all t ∈ R and there is at least one component which is positive on R.
We only give our main results here and their proofs are detailed in Ap-
pendix (§6.1).
Theorem 2.1. Assume (H1)-(H2) hold.
(a). If i0 = 1 or 2, then (2.1) has i0 positive ω-periodic solution(s) for
λ >
1
m(1)Γ
> 0.
(b). If i∞ = 1 or 2, then (2.1) has i∞ positive ω-periodic solution(s) for
0 < λ <
1
M(1)χ
.
(c). If i0 = 0 , then (2.1) has no positive ω-periodic solution for sufficiently
large λ > 0; if i∞ = 0, then (2.1) has no positive ω-periodic solution for
sufficiently small λ > 0.
(d). If i0 = i∞ = 1 , then (2.1) has a positive ω-periodic solution for all
λ > 0.
Theorem 2.2 is a direct consequence of the proof of Theorem 2.1(c).
Under the conditions of theorem 2.2 we are able to give explicit intervals of
λ such that (2.1) has no positive ω-periodic solution.
Theorem 2.2. Assume (H1)-(H2) hold.
(a). If there is a c1 > 0 such that f
i(x) ≥ c1‖x‖ for x ∈ R
n
+, i = 1, . . . , n,
then (2.1) has no positive ω-periodic solution for λ >
1
σΓc1
.
(b). If there is a c2 > 0 such f
i(x) ≤ c2‖x‖ for x ∈ R
n
+, i = 1, . . . , n, then
(2.1) has no positive ω-periodic solution for all 0 < λ <
1
c2χ
.
Theorem 2.3. Assume (H1)-(H2) hold and i0 = i∞ = 0. If
1
σΓ
1
max{F0,F∞}
< λ <
1
χ
1
min{F0,F∞}
, (2.2)
then (2.1) has a positive ω-periodic solution.
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The above theorems for (2.1) can be presented as Table 6.1 with differ-
ent numbers of positive periodic solutions. We only deal with existence of
positive solutions here and uniqueness will be addressed in a future work.
3. Stability of Positive Periodic Solutions
In this section, we study the stability of the positive periodic solution for
(2.1) and start with the stability of zero solution since a non-zero solution
can be transformed to a zero solution. We establish sufficient and necessary
criteria for the asymptotic stability for the system. In this section, consider
a delay system of the following form
x′(t) = −A(t)x(t) +B(t)F(xt), (3.1)
whereF(0ˆ) = 0,A(t) = diag[a1(t), a2(t), . . . , an(t)], B(t) = diag[b1(t), b2(t), . . . , bn(t)],
ai(t), bi(t) ∈ C(R,R), xt ∈ C([−r, 0],R
n). Here r > 0 and 0ˆ is the null ele-
ment in C([−r, 0],Rn).
We begin with some notation: Rn is an n-dimensional real Euclidean
space with max norm | · |; for b > a (it is may be possible a = −∞ or b =
+∞). We denote C([a, b],Rn) the Banach space of continuous functions
mapping the interval [a, b] into Rn, and, for φ ∈ C([a, b],Rn), the norm of
φ is defined as ‖φ‖ = sup
a≤θ≤b
|φ(θ)|, where | · | is a norm in Rn. Here we use
C = C([−r, 0],Rn), and F ∈ C(C ,Rn).
We assume that
(H3)
t∫
0
ai(s)ds→ +∞, t→ +∞ i = 1, 2, · · · , n.
(H4) There exist L > 0 and KL > 0 such that
and |F(ϕ)− F(ψ)| ≤ KL‖ϕ− ψ‖,
for all ϕ,ψ ∈ CL := {x ∈ C : ‖x‖ ≤ L}.
(H5) There exists α ∈ (0, 1) such that
KL
t∫
0
exp

−
t∫
s
ai(u)du

 |bi(s)|ds ≤ α, t ≥ 0, i = 1, . . . , n.
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The following two theorems give the delay-independent sufficient criteria
and necessary criteria for the asymptotic stability, respectively. The details
of the proof is presented in Appendix (§6.2).
Theorem 3.1. Assume (H3)-(H5) hold, then the zero solution of (2.1) is
asymptotically stable.
Theorem 3.2. Assume (H4) and (H5) hold, and also
(H6)
lim inf
t→+∞
t∫
0
ai(s)ds ∈ R, i = 1, 2, · · · , n.
If the zero solution of (3.1) is asymptotically stable, then we have
(H3)
t∫
0
ai(s)ds→ +∞, t→ +∞ i = 1, 2, · · · , n.
To study the asymptotic stability of the positive periodic solution x∗(t)
of (3.1), let y(t) = x(t)− x∗(t), then
y′(t) = x′(t)− (x∗(t))′ = −A(t)y(t) +B(t)G(yt), (3.2)
where
G(φ) := F(φ+ x∗t )− F(x
∗
t ). (3.3)
The asymptotic stability of x∗(t) is equivalent to that of the zero solution
of (3.2).
4. Application in Feedback Systems
In this section, we consider the following system
{
x′ = af(y)− bx
y′ = ce−(x+y) − h(t)y,
(4.1)
where h(t) is an ω-periodic function with h¯ > 0,
f(y) =
θ2
θ2 + y2
or f(y) =
y2
θ2 + y2
,
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and a, b, c, ω, θ > 0. In the framework of (3.1),
A(t) =
(
b 0
0 h(t)
)
, B(t) =
(
a 0
0 c
)
, F(φ) =
(
f(φ2(0))
exp{−(φ1(0) + φ2(0))}
)
.
In 1977, Mackey and Glass [20] considered a homogeneous population of
mature circulating cells of density with two models of different types
dP
dt
=
β0θ
n
θn + Pnτ
− γP
and
dP
dt
=
β0P
n
τ
θn + Pnτ
− γP.
System (4.1) is said to be a negative growth feedback system if f(y) =
θ2/(θ2+y2), and is called positive growth feedback system if f(p) = y2/(θ2+
y2). [23] includes extensive discussions on various results for the feedback
systems. System (4.1) is an natural extension from the two models in [20]
when some parameters become periodic. We apply our results for the exis-
tence and stability to the positive periodic solutions of system (4.1). System
(4.1) with a delay can be discussed accordingly.
4.1. Negative growth feedback system
If f(y) = θ2/(θ2 + y2), then one has
f10 =∞, f
1
∞ = 0, f
2
0 =∞, f
2
∞ = 0, F0 =∞, F∞ = 0, i0 = i∞ = 1.
By Theorem 2.1, we conclude that (4.1) has one positive ω-periodic solution
x∗(t) = (x∗(t), y∗(t)) (see Figure 6.4) (a) and (b), respectively).
Next, we study the asymptotic stability of the positive ω-periodic solu-
tion x∗(t) = (x∗(t), y∗(t)) of (4.1). Let φ = (φ1, φ2), G(φ) defined in (3.3)
now reads
G(φ) =
(
θ2
θ2 + (φ2(0) + y∗(t))2
−
θ2
θ2 + (y∗(t))2
, exp{−[φ1(0) + φ2(0)]}
)T
.
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Then,
|G(φ)−G(ψ)| = |
θ2
θ2 + (φ2(0) + y∗(t))2
−
θ2
θ2 + (ψ2(0) + y∗(t))2
|
+|exp{−[φ1(0) + φ2(0)]} − exp{−[ψ1(0) + ψ2(0)]}|
≤
1
θ2
|φ2(0)− ψ2(0)| · |φ2(0) + ψ2(0) + 2y
∗(t)|
+|exp{−[φ1(0) + φ2(0)]} − exp{−[ψ1(0) + ψ2(0)]}|
≤
2L+ 2yˆ∗
θ2
|φ2(0)− ψ2(0)|+ e
L(|φ1(0)− ψ1(0)|+ |φ2(0)− ψ2(0)|)
≤ max
{
2L+ 2yˆ∗
θ2
, eL
}
· (|φ2(0) − ψ2(0)| + |φ1(0) − ψ1(0)|)
≤ max
{
2L+ 2yˆ∗
θ2
, eL
}
· ‖φ− ψ‖
for φ,ψ ∈ CL, where yˆ
∗ = max
t∈[0,ω]
y∗(t). That is, (H4) holds. Moreover, (H5)
reads
max
{
2L+ 2yˆ∗
θ2
, eL
} t∫
0
exp{−
t∫
s
bdu}ads ≤ α < 1
and
max
{
2L+ 2yˆ∗
θ2
, eL
} t∫
0
exp{−
t∫
s
h(u)du}cds ≤ α < 1,
i.e.,
amax
{
2L+ 2yˆ∗
θ2
, eL
} t∫
0
exp{b(s − t)}ds ≤ α < 1,
cmax
{
2L+ 2yˆ∗
θ2
, eL
} t∫
0
exp

−
t∫
s
h(u)du

 ds ≤ α < 1.
(4.2)
Then, by Theorem 3.1, the positive ω-periodic solution x∗(t) of (4.1) is
asymptotically stable if a and c are small enough so that (4.2) is satisfied
(see Figure 6.3).
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4.2. Positive growth feedback system
If f(y) = y2/(θ2 + y2), then
f10 = 0, f
1
∞ = 0, f
2
0 =∞, f
2
∞ = 0, F0 =∞, F∞ = 0, i0 = i∞ = 1.
Then, by Theorem 2.1, (4.1) has one positive periodic solution.
For the stability of the positive solution of (4.1), we first have
|G(φ) −G(ψ)| = |
(φ2(0) + y
∗(t))2
θ2 + (φ2(0) + y∗(t))2
−
(ψ2(0) + y
∗(t))2
θ2 + (ψ2(0) + y∗(t))2
|
+|exp{−[φ1(0) + φ2(0)]} − exp{−[ψ1(0) + ψ2(0)]}|
≤
1
θ2
|φ2(0)− ψ2(0)| · |φ2(0) + ψ2(0) + 2y
∗(t)|
+|exp{−[φ1(0) + φ2(0)]} − exp{−[ψ1(0) + ψ2(0)]}|
≤ max
{
2L+ 2yˆ∗
θ2
, eL
}
· ‖φ− ψ‖
for φ,ψ ∈ CL. Then (H4) holds. Moreover, similar to the case of negative
growth feedback, if (4.2) is satisfied, then x∗(t) of (4.1) is asymptotically
stable (see Fig. 6.2).
To conclude, for either negative or positive growth feedback, when a, c are
small, (4.1) has a positive ω-periodic solution and is asymptotically stable.
For large a and c, numerical simulation shows that, although the stability
criteria does not work, (4.1) can still admit a positive periodic solution being
asymptotically stable (see Figure 6.5).
5. Application in Delayed Periodic System
In this section, we present an example with delay to illustrate our main
results.
Consider the following system of delay differential equations
{
x˙1(t) = −a1(t)x1(t) + λb1(t) exp{−x1(t− τ)− x2(t− τ)},
x˙2(t) = −a2(t)x2(t) + λb2(t) exp{−x1(t− τ)− x2(t− τ)},
(5.1)
where
a1(t) = 5 + sin(2pit), b1(t) = 1 + 0.6 cos(2pit),
a2(t) = 5 + cos(2pit), b2(t) = 1 + 0.5 sin(2pit).
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In 1974, Chow [6] investigated the existence of positive periodic solution
of the following difference-differential equation
N ′(t) = −µN(t) + ρ exp{−γN(t− r)}
which is originally introduced byWazewska-Czyzewska and Lasota [29] mod-
eling the survival of red blood cells.
It is easily checked that
a¯i = 5, σi = e
−5, σ = e−5, b¯i = 1, M(1) = 1, m(1) = e
−1,
Γ = (e5 − 1)−1, χ = 2e5(e5 − 1)−1, f i0 =∞, f
i
∞ = 0
Hence, i∞ = i0 = 1. By Theorem 2.1, we can conclude that (5.1) has one
positive 1-periodic solution x∗(t) for sufficiently small (see Figure 6.1(a) and
6.7) or large λ (see Figure 6.1(b) and Figure 6.6), i.e.,
0 < λ <
1
M(1)χ
=
e5 − 1
2e5
≈ 0.5 or λ >
1
m(1)Γ
= e(e5 − 1) ≈ 400.7.
Next, we turn to study the stability of the positive solution of (5.1). Note
that
|G(φ) −G(ψ)| = 2e−(x
∗
1
(t−τ)+x∗
2
(t−τ))|e−(φ1(−τ)+φ2(−τ)) − e−(ψ1(−τ)+ψ2(−τ))|
≤ 2|e−(φ1(−τ)+φ2(−τ)) − e−(ψ1(−τ)+ψ2(−τ))|
≤ 2‖φ − ψ‖.
Then, (H4) holds. Moreover, for t ≥ 0, if
2λ
t∫
0
exp

−
t∫
s
(5 + sin(2piu))du

 (1 + 0.6 cos(2pis))ds ≤ α < 1
2λ
t∫
0
exp

−
t∫
s
(5 + cos(2piu))du

 (1 + 0.5 sin(2pis))ds ≤ α < 1
(5.2)
i.e.,
2λ exp
{
−(5t+
cos 2pit
2pi
)
} t∫
0
exp
{
5s+
cos 2pis
2pi
}
(1+0.6 cos 2pis)ds ≤ α < 1
and
2λ exp
{
−(5t+
sin 2pit
2pi
)
} t∫
0
exp
{
5s+
sin 2pis
2pi
}
(1 + 0.5 sin 2pis)ds ≤ α < 1
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are satisfied, then x∗(t) is asymptotically stable (see Figure 6.7).
In summary, we conclude that, for λ small enough so that (5.2) is sat-
isfied, system (5.1) admits a positive periodic solution being asymptotically
stable (see Figure 6.7). For a large λ not satisfying (5.2), although the sta-
bility criteria does not work, the numerical simulations show that (5.1) has
a positive periodic solution being asymptotically stable (see Figure 6.6).
By numerical simulations, we could conclude that, for small λ, the delay
τ doesn’t change the amplitude and period of the positive periodic solution
of (5.1), but, for large λ, τ can change the period (see Figure 6.8).
6. Appendix
In the following, we devote to expounding the proof of the main findings
on periodicity and asymptotic stability of (2.1).
6.1. Proof of periodicity
In this appendix we give the proof of Theorem 2.1 and Theorem 2.3.
Our arguments as in [4, 15, 22, 25, 30] are based on a well-known fixed
point theorem (Lemma 6.1). Such a method also has been employed in
Wang [26, 27] to prove analogous results for the existence, multiplicity and
nonexistence of positive solutions of boundary value problems. We transform
(2.1) into a system of integral equations, and then to the fixed point problem
of an equivalent operator in a cone. We establish several inequalities which
allow us to estimate the operator. Further, we apply the fixed point index
to show the existence, multiplicity and nonexistence of positive ω-periodic
solutions of (2.1) based on the inequalities.
6.1.1. Preliminaries
We recall some concepts and conclusions on the fixed point index in a
cone in [7, 12, 16]. Let X be a Banach space and K be a closed, nonempty
subset of X. K is said to be a cone if (i) αu+ βv ∈ K for all u, v ∈ K and
all α, β > 0 and (ii) u,−u ∈ K imply u = 0. Assume Ω is a bounded open
subset in K with the boundary ∂Ω, and let T : K ∩ Ω → K is completely
continuous such that Tx 6= x for x ∈ ∂Ω ∩ K, then the fixed point index
i(T,K ∩Ω,K) is defined. If i(T,K ∩Ω,K) 6= 0, then T has a fixed point in
K ∩Ω. The following well-known result of the fixed point index is crucial in
our arguments.
Lemma 6.1. ([7, 12, 16]). Let X be a Banach space and K a cone in X.
For r > 0, define Kr = {x ∈ K : ‖x‖ < r}. Assume that T : Kr → K is
completely continuous such that Tx 6= x for x ∈ ∂Kr = {x ∈ K : ‖x‖ = r}.
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(i) If ‖Tx‖ ≥ ‖x‖ for x ∈ ∂Kr, then i(T,Kr,K) = 0.
(ii) If ‖Tx‖ ≤ ‖x‖ for x ∈ ∂Kr, then i(T,Kr,K) = 1.
In order to apply Lemma 6.1 to (2.1), let X be the Banach space defined
by
X = {x(t) ∈ C(R,Rn) : x(t+ ω) = x(t), t ∈ R, i = 1, . . . , n}
with a norm ‖x‖ =
n∑
i=1
sup
t∈[0,ω]
|xi(t)|, for x = (x1, ..., xn) ∈ X. For x ∈ X or
R
n
+, ‖x‖ denotes the norm of x in X or R
n
+, respectively.
Define
K = {x = (x1, . . . , xn) ∈ X : xi(t) ≥ σi sup
t∈[0,ω]
|xi(t)|, i = 1, . . . , n, t ∈ [0, ω]}.
It is clear K is cone in X. For r > 0, define Ωr = {x ∈ K : ‖x‖ < r}. It
is clear that ∂Ωr = {x ∈ K : ‖x‖ = r}. Let Tλ : K → X be a map with
components (T 1λ , . . . , T
n
λ ):
T iλx(t) = λ
t+ω∫
t
Gi(t, s)bi(s)f
i(x(s − τ(s)))ds, i = 1, . . . , n, (6.1)
where
Gi(t, s) =
1
σ−1i − 1
exp


s∫
t
ai(θ)dθ


satisfying
1
σ−1i − 1
≤ Gi(t, s) ≤
σ−1i
σ−1i − 1
, t ≤ s ≤ t+ ω.
Lemma 6.2. Assume (H1)-(H2) hold. Then Tλ(K) ⊂ K and Tλ : K → K
is compact and continuous.
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Proof. In view of the definition of K, for x ∈ K, we have, i = 1, . . . , n,
(T iλx)(t+ ω) = λ
t+2ω∫
t+ω
Gi(t+ ω, s)bi(s)f
i(x(s − τ(s)))ds
= λ
t+ω∫
t
Gi(t+ ω, θ + ω)bi(θ + ω)f
i(x(θ + ω − τ(θ + ω)))dθ
= λ
t+ω∫
t
Gi(t, s)bi(s)f
i(x(s− τ(s)))ds
= (T iλx)(t).
It is easy to see that
t+ω∫
t
bi(s)f
i(x(s − τ(s)))ds is a constant because of
the periodicity of bi(t)f
i(x(t − τ(t))). One can show that, for x ∈ K and
t ∈ [0, ω], i = 1, . . . , n,
T iλx(t) ≥
1
σ−1i − 1
λ
t+ω∫
t
bi(s)f
i(x(s − τ(s)))ds
=
1
σ−1i − 1
λ
ω∫
0
bi(s)f
i(x(s− τ(s)))ds
= σi
σ−1i
σ−1i − 1
λ
ω∫
0
bi(s)f
i(x(s− τ(s)))ds
≥ σi sup
t∈[0,ω]
|T iλx(t)|.
Thus Tλ(K) ⊂ K and it is easy to show that Tλ : K → K is compact and
continuous.
Lemma 6.3. Assume that (H1)-(H2) hold. Then x ∈ K is a positive peri-
odic solution of (2.1) if and only if it is a fixed point of Tλ in K.
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Proof. If x = (x1, . . . , xn) ∈ K and Tλx = x, then, for i = 1, . . . , n,
x′i(t) =
d
dt
(λ
t+ω∫
t
Gi(t, s)bi(s)f
i(x(s − τ(s)))ds)
= λGi(t, t+ ω)bi(t+ ω)f
i(x(t+ ω − τ(t+ ω))
− λGi(t, t)bi(t)f
i(x(t− τ(t))) − ai(t)T
i
λx(t)
= λ[Gi(t, t+ ω)−Gi(t, t)]bi(t)f
i(x(t− τ(t))) − ai(t)T
i
λx(t)
= −ai(t)xi(t) + λbi(t)f
i(x(t− τ(t))).
Thus x is a positive ω-periodic solution of (2.1). On the other hand, if
x = (x1, . . . , xn) is a positive ω-periodic function, then λbi(t)f
i(x(t−τ(t))) =
ai(t)xi(t) + x
′
i(t) and
T iλx(t) = λ
t+ω∫
t
Gi(t, s)bi(s)f
i(x(s − τ(s)))ds
=
t+ω∫
t
Gi(t, s)(ai(s)xi(s) + x
′
i(s))ds
=
t+ω∫
t
Gi(t, s)ai(s)xi(s)ds +
t+ω∫
t
Gi(t, s)x
′
i(s)ds
=
t+ω∫
t
Gi(t, s)ai(s)xi(s)ds +Gi(t, s)xi(s)|
t+ω
t −
t+ω∫
t
Gi(t, s)ai(s)xi(s)ds
= xi(t).
Thus, Tλx = x, Furthermore, in view of the proof of Lemma 6.2, we also
have xi(t) ≥ σi supt∈[0,ω] xi(t) for t ∈ [0, ω]. That is, x is a fixed point of Tλ
in K.
Lemma 6.4. Assume that (H1)-(H2) hold. For any η > 0 and x = (x1, . . . , xn) ∈
K, if there exists a component f i of F such that f i(x(t)) ≥
∑n
j=1 xj(t)η for
t ∈ [0, ω], then ‖Tλx‖ ≥ λσΓη‖x‖.
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Proof. Since x ∈ K and f i(x(t)) ≥
∑n
j=1 xj(t)η for t ∈ [0, ω], we have
(T iλx)(t) ≥
1
σ−1i − 1
λ
ω∫
0
bi(s)f
i(x(s − τ(s)))ds
≥
1
σ−1i − 1
λ
ω∫
0
bi(s)
n∑
j=1
xj(s− τ(s))ηds
≥
1
σ−1i − 1
λ
ω∫
0
bi(s)ds
n∑
j=1
σj sup
t∈[0,ω]
xj(t)η
≥ λη‖x‖ min
j=1,...,n
{σj}(σ
−1
i − 1)
−1
ω∫
0
bi(s)ds.
Thus ‖Tλx‖ ≥ λσΓη‖x‖.
Lemma 6.5. Assume that (H1)-(H2) hold. For any r > 0 and x = (x1, . . . , xn) ∈
∂Ωr, if there exists an ε > 0 such that f
i(x(t)) ≤ ε
∑n
j=1 xj(t), i = 1, . . . , n,
for t ∈ [0, ω], then ‖Tλx‖ ≤ λχε‖x‖
Proof. From the definition of T, for x ∈ ∂Ωr, we have
‖Tλx‖ ≤
n∑
i=1
σ−1i
σ−1i − 1
λ
ω∫
0
bi(s)f
i(x(s − τ(s)))ds
≤
n∑
i=1
σ−1i
σ−1i − 1
λ
ω∫
0
bi(s)dsε‖x‖ = λχε‖x‖.
In view of the definitions of m(r) and M(r), it follows that M(r) ≥
f i(x(t)) ≥ m(r) for t ∈ [0, ω], i = 1, . . . , n if x ∈ ∂Ωr, r > 0 . Thus it is
easy to see that the following two lemmas can be shown in similar manners
as in Lemmas 6.4 and 6.5.
Lemma 6.6. Assume (H1)-(H2) hold. If x ∈ ∂Ωr, r > 0, then ‖Tλx‖ ≥
λΓm(r).
Lemma 6.7. Assume (H1)-(H2) hold. If x ∈ ∂Ωr, r > 0, then ‖Tλx‖ ≤
λχM(r).
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6.1.2. Proof of Theorem 2.1
Part (a). Choose a number r1 = 1. By Lemma 6.6, we have
‖Tλx‖ > ‖x‖, for x ∈ ∂Ωr1 and λ >
1
m(r1)Γ
=
1
m(1)Γ
.
If F0 = 0, then f
i
0 = 0, i = 1, . . . , n. And we can choose 0 < r2 < r1 so that
f i(x) ≤ ε‖x‖ for x ∈ Rn+ and ‖x‖ ≤ r2, i = 1, . . . , n, where the constant
ε > 0 satisfies λεχ < 1. Thus f i(x(t)) ≤ ε
∑n
j=1 xj(t), i = 1, . . . , n, for
x = (x1, . . . , xn) ∈ ∂Ωr2 and t ∈ [0, ω]. We have by Lemma 6.5 that
‖Tλx‖ ≤ λεχ‖x‖ < ‖x‖ for x ∈ ∂Ωr2 .
It follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 0, i(Tλ,Ωr2 ,K) = 1.
Thus i(Tλ,Ωr1 \ Ω¯r2 ,K) = −1 and Tλ has a fixed point in Ωr1 \ Ω¯r2 , which
is a positive ω-periodic solution of (2.1) for λ > 1/(m(1)Γ).
If F∞ = 0, then f
i
∞ = 0, i = 1, . . . , n. And there is an Hˆ > 0 such that
f i(x) ≤ ε‖x‖ for x ∈ Rn+ and ‖x‖ ≥ Hˆ, where the constant ε > 0 satisfies
λεχ < 1. Let r3 = max{2r1,
Hˆ
σ
} and it follows that
∑n
i=1 xi(t) ≥ σ‖x‖ ≥ Hˆ
for x = (x1, . . . , xn) ∈ ∂Ωr3 and t ∈ [0, ω]. Thus f
i(x(t)) ≤ ε
∑n
i=1 xi(t) for
x = (x1, . . . , xn) ∈ ∂Ωr3 and t ∈ [0, ω]. In view of Lemma 6.5, we have
‖Tλx‖ ≤ λεχ‖x‖ < ‖x‖ for x ∈ ∂Ωr3 .
Again, it follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 0, i(Tλ,Ωr3 ,K) = 1.
Thus i(Tλ,Ωr3 \ Ω¯r1 ,K) = 1, and (2.1) has a positive ω-periodic solution
for λ > 1/(m(1)Γ).
If F0 = F∞ = 0, it is easy to see from the above proof that Tλ has a
fixed point x1 in Ωr1 \ Ω¯r2 and a fixed point x2 in Ωr3 \ Ω¯r1 such that
r2 < ‖x1‖ < r1 < ‖x2‖ < r3.
Consequently, (2.1) has two positive ω-periodic solutions for λ > 1/(m(1)Γ)
if F0 = F∞ = 0.
Part (b). Choose a number r1 = 1. By Lemma 6.7, one has
‖Tλx‖ < ‖x‖, for x ∈ ∂Ωr1 and 0 < λ <
1
χM(r1)
=
1
M(1)χ
.
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If F0 = ∞, then there exists a component of F such that f
i
0 = ∞. Thus
there is a positive number r2 < r1 such that f
i(x) ≥ η‖x‖ for x ∈ Rn+ and
‖x‖ ≤ r2, where η > 0 is chosen so that λΓησ > 1. Then
f i(x(t)) ≥ η
n∑
j=1
xj(t) for x = (x1, . . . , xn) ∈ ∂Ωr2 , t ∈ [0, ω].
Lemma 6.4 implies that
‖Tλx‖ ≥ λΓη‖x‖σ > ‖x‖ for x ∈ ∂Ωr2 .
It follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 1, i(Tλ,Ωr2 ,K) = 0.
Thus i(Tλ,Ωr1 \ Ω¯r2 ,K) = 1 and Tλ has a fixed point in Ωr1 \ Ω¯r2 for
0 < λ < 1/(M(1)χ), which is a positive ω-periodic solution of (2.1).
If F∞ = ∞, there is a component of F such that f
i
∞ = ∞. Therefore
there is an Hˆ > 0 such that f i(x) ≥ η‖x‖ for x ∈ Rn+ and x ≥ Hˆ ,
where η > 0 is chosen so that λΓησ > 1. Let r3 = max{2r1, Hˆ/σ}. If
x = (x1, . . . , xn) ∈ ∂Ωr3 , then
min
0≤t≤ω
n∑
j=1
xj(t) ≥ σ‖x‖ ≥ Hˆ,
and hence,
f i(x(t)) ≥ η
n∑
j=1
xj(t) for t ∈ [0, ω].
Again, it follows from Lemma 6.4 that
‖Tλx‖ ≥ λΓησ‖x‖ > ‖x‖ for x ∈ ∂Ωr3 .
It follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 1, i(Tλ,Ωr3 ,K) = 0,
and hence, i(Tλ,Ωr3 \ Ω¯r1 ,K) = −1. Thus, Tλ has a fixed point in Ωr3 \ Ω¯r1
for 0 < λ < 1/(M(1)χ), which is a positive ω-periodic solution of (2.1).
If F0 = F∞ = ∞, it is easy to see from the above proof that Tλ has a
fixed point x1 in Ωr1 \ Ω¯r2 and a fixed point x2 in Ωr3 \ Ω¯r1 such that
r2 < ‖x1‖ < r1 < ‖x2‖ < r3.
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Consequently, (2.1) has two positive ω-periodic solutions for 0 < λ <
1/(M(1)χ) if F0 = F∞ =∞.
Part (c). If i0 = 0, then F0 > 0 and F∞ > 0. Therefore there exist two
components f i and f j of F and positive numbers η1, η2, r1 and r2 such that
r1 < r2 and
f i(x) ≥ η1‖x‖ for x ∈ R
n
+, ‖x‖ ≤ r1,
f j(x) ≥ η2‖x‖ for x ∈ R
n
+, ‖x‖ ≥ r2.
Let
c1 = min
{
η1, η2,min
{
f j(x)
ϕ(‖x‖)
: x ∈ Rn+, r1σ ≤ ‖x‖ ≤ r2
}}
> 0.
Then
f i(x) ≥ c1‖x‖ for x ∈ R
n
+, ‖x‖ ≤ r1, (6.2)
and
f j(x) ≥ c1‖x‖ for x ∈ R
n
+, ‖x‖ ≥ r1σ. (6.3)
Assume v(t) = (v1, . . . , vn) is a positive ω-periodic solution of (2.1). We
will show that this leads to a contradiction for λ > λ0, where λ0 = 1/(σΓc1).
In fact, if ‖v‖ ≤ r1, (6.2) implies that
f i(v(t)) ≥ c1
n∑
j=1
vj(t), for t ∈ [0, ω].
On the other hand, if ‖v‖ > r1, then min0≤t≤ω
∑n
i=1 vi(t) ≥ σ‖v‖ > r1σ,
which, together with (6.3), implies that
f j(v(t)) ≥ c1
n∑
m=1
vm(t), for t ∈ [0, ω].
Since Tλv(t) = v(t) for t ∈ [0, ω], it follows from Lemma 6.4 that, for
λ > λ0,
‖v‖ = ‖Tλv‖ ≥ λσΓc1‖v‖ > ‖v‖,
which is a contradiction.
If i∞ = 0, then F0 < ∞ and F∞ < ∞. Thus f
i
0 < ∞ and f
i
∞ < ∞,
i = 1, ..., n. Therefore, for each i = 1, ..., n, there exist positive numbers εi1,
εi2, r
i
1 and r
i
2 such that r
i
1 < r
i
2,
f i(x) ≤ εi1‖x‖ for x ∈ R
n
+, ‖x‖ ≤ r
i
1,
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and
f i(x) ≤ εi2‖x‖ for x ∈ R
n
+, ‖x‖ ≥ r
i
2.
Let
εi = max{εi1, ε
i
2,max{
f i(x)
‖x‖
: x ∈ Rn+, r
i
1 ≤ ‖x‖ ≤ r
i
2}} > 0
and c2 = max
i=1,...,n
{εi} > 0. Thus, we have
f i(x) ≤ c2‖x‖ for x ∈ R
n
+, i = 1, ...,n.
Assume v(t) is a positive ω-periodic solution of (2.1). We will show that
this leads to a contradiction for 0 < λ < λ0, where λ0 = 1/(c2χ). Since
Tλv(t) = v(t) for t ∈ [0, ω], it follows from Lemma 6.5 that , for 0 < λ < λ0,
‖v‖ = Tλv ≤ λχc2‖v‖ < ‖v‖,
which is a contradiction. The proof is complete.
Part (d). If i0 = i∞ = 1, then F0 = 0, F∞ = ∞ or F0 = ∞, F∞ = 0.
For F0 = 0, F∞ = ∞, then f
i
0 = 0, i = 1, . . . , n. And we can choose 0 < r1
so that f i(x) ≤ ε‖x‖ for x ∈ Rn+ and ‖x‖ ≤ r1, i = 1, . . . , n, where the
constant ε > 0 satisfies λεχ < 1. Thus f i(x(t)) ≤ ε
∑n
j=1 xj(t), i = 1, . . . , n,
for x = (x1, . . . , xn) ∈ ∂Ωr1 and t ∈ [0, ω]. We have by Lemma 6.5 that
‖Tλx‖ ≤ λεχ‖x‖ < ‖x‖ for x ∈ ∂Ωr1 .
On the other hand, If F∞ =∞, there is a component of F such that f
i
∞ =∞.
Therefore there is an Hˆ > 0 such that f i(x) ≥ η‖x‖ for x ∈ Rn+ and x ≥ Hˆ
, where η > 0 is chosen so that λΓησ > 1. Let r2 = max{2r1, Hˆ/σ}. If
x = (x1, . . . , xn) ∈ ∂Ωr2 , then
min
0≤t≤ω
n∑
j=1
xj(t) ≥ σ‖x‖ ≥ Hˆ,
and hence,
f i(x(t)) ≥ η
n∑
j=1
xj(t) for t ∈ [0, ω].
Again, it follows from Lemma 6.4 that
‖Tλx‖ ≥ λΓησ‖x‖ > ‖x‖ for x ∈ ∂Ωr2 .
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It follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 1, i(Tλ,Ωr2 ,K) = 0,
and hence, i(Tλ,Ωr2 \Ω¯r1 ,K) = −1. Thus, Tλ has a fixed point in Ωr2 \Ω¯r1 ,
which is a positive ω-periodic solution of (2.1).
Now let’s look at the case F0 = ∞, F∞ = 0. There exists a component
of F such that f i0 = ∞. Thus there is a positive number r1 such that
f i(x) ≥ η‖x‖ for x ∈ Rn+ and ‖x‖ ≤ r1, where η > 0 is chosen so that
λΓησ > 1. Then
f i(x(t)) ≥ η
n∑
j=1
xj(t) for x = (x1, . . . , xn) ∈ ∂Ωr1 , t ∈ [0, ω].
Lemma 6.4 implies that
‖Tλx‖ ≥ λΓη‖x‖σ > ‖x‖ for x ∈ ∂Ωr1 .
On the other hand, because F∞ = 0, then f
i
∞ = 0, i = 1, . . . , n. And
there is an Hˆ > 0 such that f i(x) ≤ ε‖x‖ for x ∈ Rn+ and ‖x‖ ≥ Hˆ, where
the constant ε > 0 satisfies λεχ < 1. Let r2 = max{2r1,
Hˆ
σ
} and it follows
that
∑n
i=1 xi(t) ≥ σ‖x‖ ≥ Hˆ for x = (x1, . . . , xn) ∈ ∂Ωr2 and t ∈ [0, ω].
Thus f i(x(t)) ≤ ε
∑n
i=1 xi(t) for x = (x1, . . . , xn) ∈ ∂Ωr2 and t ∈ [0, ω]. In
view of Lemma 6.5, we have
‖Tλx‖ ≤ λεχ‖x‖ < ‖x‖ for x ∈ ∂Ωr2 .
Again, it follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 0, i(Tλ,Ωr2 ,K) = 1.
Thus i(Tλ,Ωr2 \ Ω¯r1 ,K) = 1, and (2.1) has a positive ω-periodic solution.
6.1.3. Proof of Theorem 2.3
If F∞ > F0, then 1/(σΓF∞) < λ < 1/(χF0). It is easy to see that there
exists an 0 < ε < F∞ such that
1
σΓ(F∞ − ε)
< λ <
1
χ(F0 + ε)
.
Now, according to the definition of F0, there is an r1 > 0 such that f
i(x) ≤
(F0 + ε)‖x‖ for x ∈ R
n
+ and ‖x‖ ≤ r1, i = 1, . . . , n. Thus f
i(x(t)) ≤
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(F0 + ε)
∑n
j=1 xj(t), i = 1, . . . , n, for x = (x1, . . . , xn) ∈ ∂Ωr1 and t ∈ [0, ω].
We have by Lemma 6.5 that
‖Tλx‖ ≤ λ(F0 + ε)χ‖x‖ < ‖x‖ for x ∈ ∂Ωr1 .
On the other hand, there is a fixed i such that f i∞ = F∞ > 0. Thus there
is an Hˆ > r1 such that f
i(x) ≥ (F∞ − ε)‖x‖ for x ∈ R
n
+ and ‖x‖ ≥ Hˆ.
Let r2 = max{2r1,
Hˆ
σ
} and it follows that
∑n
j=1 xj(t) ≥ σ‖x‖ ≥ Hˆ for
x = (x1, . . . , xn) ∈ ∂Ωr2 and t ∈ [0, ω]. Thus f
i(x(t)) ≥ (F∞−ε)
∑n
j=1 xj(t)
for x ∈ ∂Ωr2 and t ∈ [0, ω]. In view of Lemma 6.4, we have
‖Tλx‖ ≥ λ(F∞ − ε)σΓ‖x‖ > ‖x‖ for x ∈ ∂Ωr2 .
It follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 1, i(Tλ,Ωr2 ,K) = 0.
Thus i(Tλ,Ωr2 \ Ω¯r1 ,K) = −1. Hence, Tλ has a fixed point in Ωr2 \ Ω¯r1 .
Consequently, (2.1) has a positive ω-periodic solution.
If F∞ < F0, then 1/(σΓF0) < λ < 1/(χF∞). It is easy to see that there
exists an 0 < ε < F0 such that
1
σΓ(F0 − ε)
< λ <
1
χ(F∞ + ε)
.
Now, turning to F0 and F∞. Again, there are a fixed index i and an r1 > 0
such that f i0 = F0 and f
i(x) ≥ (F0 − ε)‖x‖ for x ∈ R
n
+ and ‖x‖ ≤ r1. Thus
f i(x(t)) ≥ (F0 − ε)
∑n
j=1 xj(t) for x = (x1, . . . , xn) ∈ ∂Ωr1 and t ∈ [0, ω].
We have by Lemma 6.4 that
‖Tλx‖ ≥ λ(F0 − ε)σΓ‖x‖ > ‖x‖ for x ∈ ∂Ωr1 .
On the other hand, there is an Hˆ > r1 such that f
i(x) ≤ (F∞ + ε)‖x‖,
i = 1, . . . , n, for x ∈ Rn+ and ‖x‖ ≥ Hˆ. Let r2 = max{2r1, Hˆ/σ} and
it follows that
∑n
j=1 xj(t) ≥ σ‖x‖ ≥ Hˆ for x = (x1, . . . , xn) ∈ ∂Ωr2 and
t ∈ [0, ω]. Thus f i(x(t)) ≤ (F∞ + ε)
∑n
j=1 xj(t), i = 1, . . . , n, for x =
(x1, . . . , xn) ∈ ∂Ωr2 and t ∈ [0, ω]. In view of Lemma 6.5, we have
‖Tλx‖ ≤ λ(F∞ + ε)χ‖x‖ < ‖x‖ for x ∈ ∂Ωr2 .
It follows from Lemma 6.1 that
i(Tλ,Ωr1 ,K) = 0, i(Tλ,Ωr2 ,K) = 1.
Thus i(Tλ,Ωr2 \ Ω¯r1 ,K) = 1. Hence, Tλ has a fixed point in Ωr2 \ Ω¯r1 . Con-
sequently, (2.1) has a positive ω-periodic solution. The proof is complete.
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6.2. Proof of asymptotic stability
In the following, we present the details of the proof of the sufficient and
necessary criteria for the the asymptotic stability of (3.1). The approach
involves the contraction mapping principle and contradiction arguments.
6.2.1. Proof of Theorem 3.1 (sufficient criteria)
For any t0 ≥ 0, one can find a δ with 0 ≤ δ < L such that
δK + αL ≤ L,
where
K := max{K1,K2, . . . ,Kn}, Ki := sup
t≥t0

exp

−
t∫
t0
ai(s)ds



 .
For any φ ∈ C , by (H2), there is a unique solution of (3.1)
x(t) = x(t, t0, φ), xt0 = φ, t ≥ t0.
We first show that the zero solution of (3.1) is attractive, i.e.,
lim
t→+∞
x(t, t0, φ) = 0, φ ∈ Cδ := {x ∈ C : ‖x‖ ≤ δ}.
Consider the initial value problem
x′(t) = −A(t)x(t) +B(t)F(xt), xt0 = φ. (6.4)
Then the unique solution of (6.4) satisfies
x(t) = Φ(t, t0)φ(0) +
t∫
t0
Φ(t, s)B(s)F(xs)ds,
where
Φ(t, s) = diag

exp

−
t∫
s
a1(u)du

 , . . . , exp

−
t∫
s
an(u)du



 .
Define
S = {x ∈ C([t0 − r,+∞),R
n) | xt0 = φ, ‖xt‖ ≤ L, t ≥ t0, lim
t→+∞
x(t) = 0}.
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Then S is a complete metric space with the metric
ρ(x,y) = sup
t≥t0−r
|x(t)− y(t)|.
Define the mapping P : S → C([t0 − r,+∞),R
n) by
(Px)(t) = φ(t− t0), t0 − r ≤ t ≤ t0,
(Px)(t) = Φ(t, t0)φ(0) +
t∫
t0
Φ(t, s)B(s)F(xs)ds, t ≥ t0.
We claim that P maps S into itself, i.e. P : S → S. In fact, it is clear
that Px is continuous for x ∈ S and (Px)(t) = φ(t− t0) for t0 − r ≤ t ≤ t0.
For any t ≥ t0,
|(Px)(t)| ≤ |Φ(t, t0)φ(0)| +
t∫
t0
|Φ(t, s)B(s)| · |F(xs)|ds
≤ |Φ(t, t0)φ(0)| +
t∫
t0
KL|Φ(t, s)B(s)| · ‖xs‖ds
≤ |Φ(t, t0)φ(0)| +
t∫
t0
KL|Φ(t, s)B(s)| · Lds
≤ δK + αL ≤ L.
Then, ‖(Px)t‖ = sup−r≤θ≤0|(Px(t + θ)| ≤ L.
We now show that Px(t)→ 0 when t→ +∞. By (H3), we have
lim
t→+∞
exp

−
t∫
t0
ai(s)ds

 = 0, i = 1, 2, . . . , n.
Thus the first term on the right-hand side of (Px)(t) tends to zero. In the
following, we show that the second term on the right side of (Px)(t) also
tends to zero. The fact x ∈ S implies that |x(t)| ≤ L for t ≥ t0. For any
given ε > 0, there exists a t1 > 0 such that ‖xt‖ < ε for all t ≥ t1. By (H3),
there exists a t2 with t2 > t1 such that
exp

−
t∫
t1
ai(u)du

 <
ε
αL
, t > t2.
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For any t > t2, one has
|
t∫
t0
Φ(t, s)B(s)F(xs)ds| ≤
t1∫
t0
|Φ(t, s)B(s)| · |F(xs)|ds +
t∫
t1
|Φ(t, s)B(s)| · |F(xs)|ds
≤ KL
t1∫
t0
|Φ(t, s)B(s)| · ‖xs‖ds +KL
t∫
t1
|Φ(t, s)B(s)| · ‖xs‖ds
≤ KL
t1∫
t0
|Φ(t, s)B(s)|ds · L+KL
t∫
t1
|Φ(t, s)B(s)|ds · ε
≤ |Φ(t, t1)| ·KL
t1∫
t0
|Φ(t1, s)B(s)|ds · L+ αε
≤ |Φ(t, t1)| · α · L+ αε
≤ ε+ αε = (1 + α)ε
Then limt→∞(Px)(t) = 0, and hence (Px) ∈ S.
We next claim that the map P is a contraction. For any x,y ∈ S,
Px(t) = Py(t), t0 − r ≤ t ≤ t0.
For any t ≥ t0, one has
|Px(t)−Py(t)| = |
t∫
t0
Φ(t, s)B(s)F(xs)ds−
t∫
t0
Φ(t, s)B(s)F(ys))ds|
≤
t∫
t0
|Φ(t, s)B(s)| · |F(xs)− F(ys)|ds
≤ KL
t∫
t0
|Φ(t, s)B(s)| · ‖xs − ys‖ds
≤ KL
t∫
t0
|Φ(t, s)B(s)| · ρ(x,y)ds
≤ αρ(x,y).
Then ρ(Px,Py) = sup
t≥t0
|Px(t)−Py(t)| ≤ αρ(x,y).
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Now, by the contraction mapping principle, P has a unique fixed point
in S, which is the unique solution of (6.4) and tends to zero as t tends to
infinity. Obviously, the unique solution of (6.4) is x(t). Therefore,
lim
t→+∞
x(t, t0, φ) = 0, ∀φ ∈ Cδ.
To obtain the asymptotic stability, we need to show the zero solution of
(6.4) is stable. For any given 0 < ε < L, we choose 0 < δ < ε such that
δK + αε < ε. The solution of (6.4) is x(t) = x(t, t0, φ), xt0 = φ, ‖φ‖ ≤ δ.
For t ≥ t0,
x(t) = Φ(t, t0)φ(0) +
t∫
t0
Φ(t, s)B(s)F(xs)ds.
We show that |x(t)| < ε when t ≥ t0. In fact, |x(t0)| < ε, if there exists
t∗ > t0 such that |x(t
∗)| = ε and |x(s)| < ε when t0 ≤ s < t
∗, we have,
|x(t∗)| ≤ |Φ(t∗, t0)φ(0)| +
t∗∫
t0
|Φ(t, s)B(s)| · |F(xs)|ds
≤ |Φ(t, t0)φ(0)| +
t∫
t0
KL|Φ(t, s)B(s)| · ‖xs‖ds
≤ Kδ + αε < ε,
which is a contradiction. Therefore, |x(t)| < ε for all t ≥ t0. The proof is
complete.
6.2.2. Proof of Theorem 3.2 (Necessary criteria)
The proof is based on the contradiction argument. Suppose that (H3)
fails. By (H6), there exists a sequence{tn}, tn → +∞ when n → +∞ such
that
lim
n→+∞
tn∫
0
ai(s)ds = q
for some q ∈ R. Then, one can choose a positive constant Q > 0 such that
−Q ≤
tn∫
0
ai(s)ds ≤ Q, n = 1, 2, . . . .
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By (H5),
KL
tn∫
0
exp

−
tn∫
s
ai(u)du

 |bi(s)|ds ≤ α,
then
KL
tn∫
0
exp


s∫
0
ai(u)du

 |bi(s)|ds
= KL
tn∫
0
exp


tn∫
0
ai(u)du

 · exp

−
tn∫
s
ai(u)du

 |bi(s)|ds
≤ α exp


tn∫
0
ai(u)du

 ≤ eQ.
Whence, the sequence

KL
tn∫
0
exp{
s∫
0
ai(u)du}|bi(s)|ds

 is bounded and
there exists a convergent subsequence. For brevity in notation, we still
assume the sequence KL
tn∫
0
exp


s∫
0
ai(u)du

 |bi(s)|ds is convergent, say its
limit is γ ∈ R+. We can choose a positive integer m so large that
KL
tn∫
tm
exp


s∫
0
ai(u)du

 |bi(s)|ds ≤
1− α
2K2e2Q
, n ≥ m.
Consider the solution x(t) = x(t, tm, φ) with φ = (φ1, · · · , φn)
T and φi(s −
tm) ≡ δ for s ∈ [tm − r, tm] and |x(t)| ≤ L for all t ≥ tm. For t ≥ tm, one
has
|x(t)| ≤ |Φ(t, t0)φ(0)| +
t∫
tm
|Φ(t, s)B(s)| · |F(xs)|ds
≤ Kδ +
t∫
tm
KL|Φ(t, s)B(s)| · ‖xs‖ds
≤ Kδ + α‖xt‖.
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Then
‖xt‖ ≤
Kδ
1− α
, t ≥ tm.
On the other hand, for n ≥ m large enough, we also have
x(tn) = x(tm)Φ(tn, tm) +
tn∫
tm
Φ(tn, s)B(s)F(xs)ds,
then
|x(tn)| ≥ δ|Φ(tn, tm)| −
tn∫
tm
|Φ(tn, s)B(s)| · |F(xs)|ds
≥ δ|Φ(tn, tm)| −KL
tn∫
tm
|Φ(tn, s)B(s)| · ‖xs‖ds
≥ δ|Φ(tn, tm)| −
Kδ
1− α
|Φ(tn, 0)|KL
tn∫
tm
|Φ(0, s)B(s)|ds.
Since |Φ(tn, 0)| ≤ K and
exp

−
tn∫
tm
ai(u)du

 = exp

−
tn∫
0
ai(u)du

 · exp


tm∫
0
ai(u)du

 ≥ exp{−2Q},
then
|x(tn)| ≥ δ exp{−2Q} −
Kδ
1− α
·K ·
(1− α) exp{−2Q}
2K2
=
1
2
δ exp{−2Q}.
Hence, limt→+∞ x(t) 6= 0. One has a contradiction. The proof is complete.
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Table 6.1: Positive periodic solutions for system (2.1)
i0 i∞ λ Number of periodic solutions
0 < λ <
1
c2χ
or λ >
1
σΓc1
0
0 1
σΓ
1
max{F0,F∞}
< λ <
1
χ
1
min{F0,F∞}
1
0 < λ <
1
M(1)χ
1
0 1
λ >
1
σΓc1
0
0 < λ <
1
M(1)χ
2
2
λ >
1
σΓc1
0
0 < λ <
1
c2χ
0
1
0
λ >
1
m(1)Γ
1
1 λ > 0 1
0 < λ <
1
c2χ
0
2 0
λ >
1
m(1)Γ
2
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Figure 6.1: (5.1) admits positive periodic solutions. (a) λ = 0.1. (b) λ = 401. Here τ = 0.1.
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Figure 6.2: (4.1) with f(y) = y2/(θ2 + y2) admits a positive 1-periodic solution being
asymptotically stable. (a) The solutions of (4.1) starting at (x(0), y(0)) = (0.07, 0.05)
and (x(0), y(0)) = (0.01, 0.09) tend to the positive periodic solution. (b) The solutions of
(4.1) starting at (x(0), y(0)) = (0.1, 0.9) and (x(0), y(0)) = (0.8, 0.2) tend to the positive
periodic solution. The values of parameters are same as those in Fig. 6.4.
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Figure 6.3: (4.1) with f(y) = θ2/(θ2 + y2) admits a positive 1-periodic solution being
asymptotically stable. (a) The solutions of (4.1) starting at (x(0), y(0)) = (0.02, 0.08)
and (x(0), y(0)) = (0.07, 0.03) tend to the positive periodic solution. (b) The solutions of
(4.1) starting at (x(0), y(0)) = (0.1, 0.9) and (x(0), y(0)) = (0.8, 0.2) tend to the positive
periodic solution. The values of parameters are same as those in Fig. 6.4.
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Figure 6.4: (4.1) with f(y) = θ2/(θ2 + y2) admits positive periodic solution. (a) a =
0.2, b = 2, c = 0.02, θ = 0.02. (b) a = 5, b = 4, c = 1.2, θ = 0.5. Here h(t) = 1+0.6sin(2pit).
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Figure 6.5: (4.1) admits positive periodic solution being asymptotically stable for large a
and c, where the solutions of (4.1) starting at (x(0), y(0)) = (0.5, 4.5) and (x(0), y(0)) =
(3, 1.5) tend to the positive periodic solution. Here e(t) = 1 + 0.6sin(2pit), a = 20, b =
4, c = 8, θ = 0.5. (a) f(y) = θ2/(θ2 + y2); (b) f(y) = y2/(θ2 + y2).
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Figure 6.6: (5.1) has a positive periodic solution being asymptotically stable for large
λ not satisfying (5.2). The solutions of (5.1) starting at (x1(θ), x2(θ)) = (1, 4) and
(x1(θ), x2(θ)) = (3, 2) for θ ∈ [−0.1, 0] tends to the positive periodic solution. Here
λ = 401, τ = 0.1.
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Figure 6.7: (5.1) has a positive periodic solution being asymptotically stable for small
λ satisfying (5.2). The solutions of (5.1) starting at (x1(θ), x2(θ)) = (0.02, 0.08) and
(x1(θ), x2(θ)) = (0.07, 0.01) for θ ∈ [−0.1, 0] tends to the positive periodic solution. Here
λ = 0.1, τ = 0.1.
t
50 52 54 56 58 60
x 1
, 
x 2
0.01
0.012
0.014
0.016
0.018
0.02
0.022
0.024
0.026
0.028
(a)
x1
x2
t
50 52 54 56 58 60
x 1
, 
x 2
0.01
0.012
0.014
0.016
0.018
0.02
0.022
0.024
0.026
0.028
(b)
x1
x2
t
100 120 140 160 180 200
x 1
, 
x 2
-20
0
20
40
60
80
100
120
(c)
x1
x2
t
100 120 140 160 180 200
x 1
, 
x 2
-20
0
20
40
60
80
100
120
(d)
x1
x2
Figure 6.8: Effect of delay τ on the positive periodic solution of (5.1). (a) λ = 0.1, τ = 5.
(b)λ = 0.1, τ = 10. (c) λ = 401, τ = 5. (d) λ = 401, τ = 10.
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