Quantum Monte Carlo methods have recently been employed to study properties of nuclei and infinite matter using local chiral effective field theory interactions. In this work, we present a detailed description of the auxiliary field diffusion Monte Carlo algorithm for nuclei in combination with local chiral two-and three-nucleon interactions up to next-to-next-to-leading order. We show results for the binding energy, charge radius, charge form factor, and Coulomb sum rule in nuclei with 3 ≤ A ≤ 16. Particular attention is devoted to the effect of different operator structures in the three-body force for different cutoffs. The outcomes suggest that local chiral interactions fit to few-body observables give a very good description of the ground-state properties of nuclei up to 16 O, with the exception of one fit for the softer cutoff which predicts overbinding in larger nuclei.
I. INTRODUCTION
The solution of the many-body Schrödinger equation describing a system of interacting baryons is challenging because of the nonperturbative nature and the strong spin/isospin-dependence of realistic nuclear interactions. Quantum Monte Carlo (QMC) methods provide a powerful tool to tackle the nuclear many-body problem in a nonperturbative fashion. They have been proven to be remarkably successful in describing the properties of strongly correlated fermions in a large variety of physical conditions [1] .
Historically, QMC methods have made use of phenomenological nuclear interactions, such as the Argonne v 18 (AV18) nucleon-nucleon (NN ) potential combined with Urbana/Illinois models for the three-nucleon (3N ) forces [1] . By construction, these potentials are nearly local, meaning that the dominant parts of the interaction depend only on the relative distance, spin, and isospin of the two interacting nucleons, and not upon their momenta. This feature has been one of the keys to success for the application of QMC algorithms to the study of nuclear systems. Green's function Monte Carlo (GFMC) and auxiliary field diffusion Monte Carlo (AFDMC) methods have employed these phenomenological potentials to accurately calculate properties of nuclei, neutron drops, and neutron-star matter [1] [2] [3] [4] [5] [6] [7] [8] . Despite the large success of such models, phenomenological interactions are not free from drawbacks. They do not provide a systematic way to estimate theoretical uncertainties, and it is not clear how to improve their quality. In addition, some models of the 3N force provide a too soft equation of state of neutron matter [4, 9] , with the consequence that the predicted neutron-star maximum mass is not compatible with the observation of heavy neutron stars [10, 11] .
An alternative approach to nuclear interactions that overcomes the limitations of the phenomenological models is provided by chiral effective field theory (EFT) [12, 13] . In chiral EFT, nuclear interactions are systematically derived in connection with the underlying theory of the strong interaction, by writing down the most general Lagrangian consistent with the symmetries of lowenergy quantum chromodynamics (QCD) in terms of the relevant degrees of freedom at low energies; nucleons and pions. A power-counting scheme is then chosen to order the resulting contributions according to their importance. The result is a low-energy EFT according to which nuclear forces are given in an expansion in the ratio of a soft scale (the pion mass or a typical momentum scale in the nucleus) to a hard scale (the chiral breakdown scale). The long-range part of the potential is given by pionexchange contributions that are determined by the chiral symmetry of QCD and low-energy experimental data for the pion-nucleon system. The short-range terms are instead characterized by contact interactions described by so-called low-energy constants (LECs), which are fit to reproduce experimental data (NN scattering data for the two-body part of the interaction, and few-and/or many-body observables for the many-body components). Among the advantages of such an expansion, compared to traditional approaches, are the ability to systematically improve the quality of the interaction order by order, the possibility to estimate theoretical uncertainties, the fact that many-body forces arise naturally, and that electroweak currents can be derived consistently.
In the last decade, intense efforts have been devoted to the development of chiral EFT interactions, as shown by the availability of different potentials in the literature [12] [13] [14] [15] [16] [17] [18] [19] , typically written in momentum space. It is only in recent years that chiral EFT interactions have been formulated equivalently in coordinate space. New potentials are now available, including next-to-next-toleading-order (N 2 LO) local interactions [20, 21] , supplemented by consistent 3N potentials [22, 23] , as well as chiral interactions with explicit delta degrees of freedom [24] [25] [26] .
Local chiral interactions up to N 2 LO can be written using the same operator structure as the phenomenological potentials, providing for the first time the opportunity to combine EFT-derived interactions and accurate QMC methods. The GFMC method has been used to study the ground state of light nuclei employing local chiral interactions [20] [21] [22] [23] [25] [26] [27] [28] [29] . The same potentials have been used in AFDMC calculations of pure neutron systems, ranging from few-body systems [30] [31] [32] to pure neutron matter [20] [21] [22] . More recently, the first AFDMC study of p-shell nuclei employing local chiral interactions has been reported [33] . In this work we provide a comprehensive description of the AFDMC algorithm for the study of ground-state properties of light and medium-mass nuclei employing local chiral interactions at N 2 LO, extending the findings of Ref. [33] .
The structure of this paper is as follows. In Section II we introduce the nuclear Hamiltonian employed in this work. In Sections III and IV we review the main features of the employed QMC methods. Section V is devoted to the description of the employed trial wave functions. In Section VI we present our results for nuclei with 3 ≤ A ≤ 16. Finally, we give a summary in Section VII.
II. HAMILTONIAN
Nuclei are described as a collection of point-like particles of mass m N interacting via two-and three-body potentials according to the nonrelativistic Hamiltonian
where the two-body interaction v ij also includes the Coulomb force. In QMC calculations, it is convenient to express the interactions in terms of radial functions multiplying spin and isospin operators. The commonly employed Argonne v 8 (AV8 ) potential [34] , as well as the two-body part of the recently developed local chiral interactions [20] , can be expressed as:
with O p=1,8 ij
where
is the tensor operator, and
are the relative angular momentum and the total spin of the pair ij, respectively. The radial functions of Eq. (2) are fitted to NN scattering data. At N 2 LO, the operator structure of the local chiral interactions is the same as above, with the only exception that the L · S τ i · τ j term is not present at N 2 LO (see Ref. [21] for more details).
The three-body force V ijk is written as a sum of contributions coming from two-pion exchange (TPE), plus shorter-range terms. In the case of local chiral interactions at N 2 LO, P -and S-wave TPE contributions are included, and they are characterized by the same LECs involved in the two-body sector. The shorter-range part of the 3N force is instead parametrized by two contact terms, the LECs of which have been fit to the alpha particle binding energy and to the spin-orbit splitting in the neutron-α P -wave phase shifts (see Refs. [23, 28] for more details).
The chiral 3N interaction at N 2 LO can be conveniently written as
where the first three terms correspond to the TPE diagrams in P and S waves (Eqs. (A.1b), (A.1c) and (A.1a) of Ref. [28] , respectively). The subscripts a and c refer to the operator structure of such contributions, which can be written in terms of anticommutators or commutators, respectively. V D and V E involve contact terms. In this work we employ the form (A.2b) of Ref. [28] for V D , and we consider two choices for V E , namely Eτ and E1 (Eqs. (A.3a) and (A.3b) of Ref. [28] ).
By defining the following quantities:
we can recast the contributions of Eq. (7) in a form that is suitable for QMC calculations:
as well as A D = A E = 0. Finally, we consider coordinate-space cutoffs R 0 = 1.0 fm and R 0 = 1.2 fm, approximately corresponding to cutoffs in momentum space of 500 MeV and 400 MeV [28] , note however also Ref. [35] .
III. REVIEW OF THE VMC METHOD
In the variational Monte Carlo (VMC) method, given a trial wave function Ψ T , the expectation value of the Hamiltonian H is given by
where R = {r 1 , . . . , r A } are the coordinates of the particles, and there is an implicit sum over all the particle spin and isospin states. E 0 is the energy of the true ground state with the same quantum numbers as Ψ T , and the leftmost equality in the above relation is valid only if the wave function is the exact ground-state wave function Ψ 0 . In the VMC method, one typically minimizes the energy expectation value of Eq. (15) with respect to changes in the variational parameters, in order to obtain Ψ T as close as possible to Ψ 0 . The integral of Eq. (15) can be rewritten as
where P (R) = |Ψ T (R)| 2 can be interpreted as a probability distribution of points R in a 3A-dimensional space. The above multidimensional integral can be solved using Monte Carlo sampling. In practice, a number of configurations R i are sampled using the Metropolis algorithm [36] , and the local energy of the system is calculated as:
where R|Ψ T = Ψ T (R). More details on the sampling procedure and on the calculation of statistical errors can be found, e.g., in Ref. [37] . For spin/isospin-dependent interactions the generalization of Eq. (15) is straightforward:
where now the wave function also depends upon spin and isospin states S = {s 1 , . . . , s A }, and
In this case, the VMC method can be implemented by either explicitly summing over all the spin and isospin states
or by sampling the spin and isospin states:
The Metropolis algorithm can then be used to sample either R from P (R) in the former case, or R and S from P (R, S) in the latter case.
IV. REVIEW OF THE AFDMC METHOD
Diffusion Monte Carlo (DMC) methods are used to project out the ground state with a particular set of quantum numbers. The starting point is a trial wave function |Ψ T , typically the result of a VMC minimization, that is propagated in imaginary time τ :
where E T is a parameter that controls the normalization. For spin/isospin-independent interactions, the object to be propagated is given by the overlap between the wave function and a set of configurations in coordinate space R|Ψ T = Ψ T (R). By using the completeness relation dR|R R| = 1, we can write the propagation in imaginary time as
where the propagator (or Green's function) G is defined as the matrix element between the two points R and R in the volume
and R |Ψ(τ ) approaches the true ground-state for large imaginary time.
In practice, it is not possible to directly compute the propagator G(R , R, τ ). However, one can use the shorttime propagator G(R , R, dτ ):
and then employ Monte Carlo techniques to sample the paths R i in the imaginary-time evolution. The method is accurate for small values of the time step δτ , and the exact result can be determined by using different values of δτ and extrapolating to δτ → 0.
By using the Trotter formula [38] to order dτ 3 , the short-time propagator can be approximated with:
where T is the nonrelativistic kinetic energy, and V is the employed potential. The propagator for the kinetic energy alone corresponds to the free-particle propagator:
which yields a Gaussian diffusion for the paths in coordinate space, with σ 2 = 4 2 2m δτ . The propagator for spin/isospin-independent potentials is simply given by:
where each pair interaction can be simply evaluated as a function of the coordinates of the system, and the energy E T results in a normalization factor. Note that the addition of spin/isospin-independent three-and many-body interactions is straightforward. For spin/isospin-dependent interactions, the propagation of the potential becomes more complicated. In general, this is because quadratic operators like σ i · σ j generate amplitudes along the singlet and the triplet states of a pair. The propagator of Eq. (28) generalizes in this case to
where now the matrix exp[(−(V − E T )δτ )] is not diagonal in the spin of each pair. One possible strategy to compute the propagator of Eq. (29) is to include all the spin and isospin states in the trial wave function, as is done in GFMC calculations [1] . This, however, implies a number of wave-function components proportional to 2 A , which currently limits GFMC calculations to A = 12.
The idea of the AFDMC method is to start from a trial wave function whose computational cost is polynomial with A, rather than exponential. Such a wave function can be written in the single-particle representation:
where ξ αi (s i ) are functions of the spinor s i with state α i . In the above expression, the radial orbitals are omitted for simplicity, and the antisymmetrization is trivial. A quadratic operator in the spin acting on the wave function above generates two different amplitudes:
In general, the action of all pairwise spin/isospin operators (or propagators) generates 2 A A Z amplitudes (if charge conservation is imposed). Even though this number can be further reduced by assuming that the nucleus has good isospin [1] , the action of pairwise operators largely increases the number of components with respect to the initial wave function, thus losing the computational advantage of the polynomial scaling with A. However, linear spin/isospin operators do not break the single-particle representation. They simply imply rotations of the initial spinors, without generating new amplitudes, as for instance:
Quadratic operators can be linearized by using the Hubbard-Stratonovich transformation:
where x are usually called auxiliary fields, and the integral above can be computed with Monte Carlo techniques, i.e., by sampling points x with probability distribution P (x) = exp −x 2 /2 . By using the transformation of Eq. (33), Hamiltonians involving up to quadratic operators in spin and isospin can be efficiently employed in the imaginary-time propagation of a trial wave function of the form of Eq. (30) , retaining the good polynomial scaling with A.
A. Propagation of spin/isospin quadratic operators
Let us consider the two-body interaction of Eq. (2) up to p = 6:
where V SI (V SD ) is the spin/isospin-independent(-dependent) part of the interaction, and A
iαjβ (3A × 3A) are real and symmetric matrices. As such, these matrices can be diagonalized:
and it is possible to define a new set of operators expressed in terms of their eigenvectors:
such that the spin/isospin-dependent part of Eq. (34) can be recast as:
The potential written in this form contains only quadratic operators in spin/isospin. We can thus use the Hubbard-Stratonovich transformation of Eq. (33) to write the propagator of the V 6 N N interaction acting on a configuration |RS as:
where 15 auxiliary fields are needed for each nucleon, 3 for τ operators, 3 for σ, and 9 for στ . The propagation (rotation) of spinors depends upon the sampling of the auxiliary fields X = {x m }, so does the new spin/isospin configurations S ≡ S (X). The full short-time propagator, which includes both kinetic and potential energies, can finally be expressed as:
Note that the above expressions refer to the sim-
In practice, we sample the more accurate propagator
, which implies two sets of rotations in δτ /2: the first depending on R, and the second on the diffused R , for a total of 30 auxiliary fields. Compared to the GFMC method, where the coordinates are sampled and the spin and isospin states are explicitly included and summed, in AFDMC, spin and isospin are also sampled via Hubbard-Stratonovich rotations. This largely reduces the computational cost of the imaginary-time propagation of a many-body wave function, allowing one to calculate nuclei more efficiently up 12 C, and to go beyond A = 12.
B. Propagation of spin-orbit operators
The spin-orbit operator reads
where L and S are defined in Eqs. (5) and (6), respectively. As shown in Ref. [39] , one way to evaluate the propagator for spin-orbit operators is to consider the expansion at first order in δτ
acting on the free propagator G 0 of Eq. (27) . The resulting propagator is
where ∆r i = r i − r i is the difference of the particle position before and after the action of the free propagator G 0 . Note that the above propagator is only linear in the spin, i.e., it does not require any auxiliary field to be sampled. However, it can be shown that it induces spurious counter terms [9] . These can be removed by using the modified propagator:
This alternative version of the spin-orbit propagator contains quadratic spin operators, and thus it requires additional Hubbard-Stratonovich fields to be sampled, but it is correct at order δτ .
C. Propagation of three-body forces
Several terms of the 3N interaction (Eq. (7)) can be directly included in the AFDMC propagator. These are V 2π,P a , V 2π,S , V D , and V E of Eqs. (9) and (11)- (13), which correspond to terms involving only quadratic spin and isospin operators. These have the same operator structure as the spin/isospin-dependent part of the twobody potential (Eq. (34)). The dependence on the third particle k enters only in the radial functions X iαjβ , Z ijα , and δ R0 (r), which can be absorbed in the definition of the matrices A (τ ) ij and A (στ )
iαjβ . The structure of V 2π,P c contains instead cubic spin and isospin operators, and the Hubbard-Stratonovich transformation of Eq. (33) cannot be applied. It follows that these terms cannot be exactly included in the standard AFDMC propagation. It may be possible to invoke more complicated algorithms to sample them, but the imaginary-time step will need to be higher order in δτ . However, their expectation value can always be calculated, and it can be used to derive an approximate threebody propagator for V 2π,P c . Let us define an effective Hamiltonian H that can be exactly included in the AFDMC propagation:
The three constants α i are adjusted in order to have:
where · · · indicates the average over the wave function (see Section IV E), and the identifications are suggested by the similar ranges and functional forms. Once the ground state Ψ 0 of H is calculated via the AFDMC imaginary-time propagation, the expectation value of the Hamiltonian H is given by
where the last term is evaluated perturbatively, meaning that its expectation value is calculated, even though not all the operators are included in the propagator (V
2π,P c
). By opportunely adjusting the constants α i of Eq. (45), we ensure that the correction V pert is small compared to H . A similar approach is used in the GFMC method to calculate the small nonlocal terms that are present in the AV18 interaction. In that case the difference v 8 − v 18 is calculated as a perturbation [40] .
D. Importance sampling
Diffusion Monte Carlo algorithms, such as the GFMC and AFDMC methods, are much more efficient when importance sampling techniques are also implemented. In fact, sampling spatial and spin/isospin configurations according to G(R , R, S (X), S, δτ ) might not always be efficient. For instance, consider the case of a strongly repulsive interaction at short distances. In such a situation, sampling the spatial coordinates according to the kinetic energy only is not an optimal choice because no information about the interaction is included in sampling the paths, but only through the weights associated with the configurations. As a result, an inefficiently sampled path might have a very small weight, making its contribution very small along the imaginary time.
Suppose that we construct a positive definite wave function Ψ G close to that of the true ground state of the Hamiltonian H. Ψ G can be used to guide the imaginarytime evolution by defining a better propagator compared to that of Eq. (23), to be used to sample coordinates and spin/isospin configurations:
Note that if Ψ G is positive definite, the above propagation does not change the variance of the computed observables.
In typical DMC calculations the modified propagator is sampled by shifting the Gaussian in the free propagator, and then including the local energy in the weight of the configuration (see, e.g., Ref. [41] ). A similar approach has also been used in AFDMC calculations in the past. However, in the latest implementation of the AFDMC method, a much more efficient way to implement the importance sampling propagator is used.
The goal is to sample the modified propagator:
We first sample a set of coordinate displacements ∆R according to Eq. (39) and a set of auxiliary fields X from Gaussian distributions. Since the propagator G implies the Gaussian sampling for the kinetic energy and for the auxiliary fields, sampling ∆R and X has the same probability of sampling −∆R and −X. Driven by this observation, we calculate the ratios:
where V SI is the spin/isospin-independent part of the interaction. We then sample one of the above choices according to the ratios w i . Finally, the total weight of the new configuration is given by
and W is used for branching as in the standard DMC method [1] .
E. Observables
The expectation value of an observable O is calculated by using the sampled configurations R i S i as:
The above expression is valid only for observables that commute with the Hamiltonian. For other observables, such as radii and densities, expectation values are often calculated from mixed estimates
where the first term corresponds to the DMC expectation value, and the second term is the VMC one. Equation (52) is valid for diagonal matrix elements, but it can be generalized to the case of off-diagonal matrix elements, e.g., in transition matrix elements between different initial and final states (see Ref. [42] ). Note that the extrapolation above is small for accurate wave functions. This is the case, for instance, for closedshell nuclei and single operators. For open-shell systems, particularly for halo nuclei, the information encoded in the trial wave function may not be as accurate as that for simpler systems. This can result in a nonnegligible extrapolation of the mixed expectation value. An example of this behavior is provided by the nuclear radius, the VMC expectation value of which is typically larger than the DMC one for open-shell systems. One way to reduce the extrapolation of the mixed estimate for the radius is to use a penalty function during the optimization of the variational parameters in the trial wave function. This penalty function sets a constraint on the VMC radius so as to adjust its expectation value close to the DMC estimate, thus reducing the extrapolation.
F. Constrained and unconstrained evolution
The fact that the weight W is always real and positive and that Ψ T is complex makes the denominator of Eq. (51) average quickly to zero. This is the well known sign problem in DMC methods. One way to avoid the sign problem is to use a constraint during the imaginarytime evolution. In practice, a configuration is given zero weight (thus it is dropped during branching) if its real part changes sign.
In our implementation of the AFDMC method, we follow Ref. [43] . In sampling the propagator, we calculate the weights w i of Eq. (49) as
and we then apply the constraint by assigning zero weight to a move that results in a negative ratio. This is analogous to the constrained-path approximation [44] , but for complex wave functions and propagators. This constrained evolution does not suffer a sign problem, but it makes the final result dependent on the choice of Ψ T . Moreover, it implies that the calculated energy is not necessarily an upperbound to the true ground-state energy, as is the case of the fixed-node approximation in real space [41, 45] .
The results given by the constrained evolution can be improved by releasing the constraint and following the unconstrained evolution. After a set of configurations is generated using the constraint, the guiding function is taken as
where α is a small arbitrary constant. This ensures that the ratio in the weights w i of Eq. (49) is always positive and real. The propagation continues then according to the modified Ψ G |RS , and observables are calculated as before according to Eq. (51) . In several cases the expectation value O reaches a stable value independent of imaginary time before the signal-to-noise ratio goes to zero, and the result is exact within the statistical uncertainty. This is the case for light systems, A ≤ 4. For larger nuclei the variance grows much faster as a function of the imaginary time, so that the unconstrained evolution cannot always be followed until O reaches a plateau. In these cases, the final result is extrapolated using an exponential fit as in Ref. [40] . We found that a single-exponential form with free-sign coefficients yields the most stable fits in our case. Such a form has been used to obtain all the quoted results. Examples of unconstrained evolution are provided in Section VI A.
V. TRIAL WAVE FUNCTION
The AFDMC trial wave function we use takes the form:
where |RS represents the sampled 3A spatial coordinates and the 4A spin/isospin amplitudes for each nucleon, and the pair correlation functions f p=1,6 ij ≡ f p=1,6 (r ij ) are obtained as the solution of Schrödinger-like equations in the relative distance between two particles, as explained in Ref. [1] . The two spin/isospinindependent functions f 3c ijk and f 3p ij are defined as (56) and they are introduced to reduce the strength of the spin/isospin-dependent pair correlation functions when other particles are nearby [40] . Finally, three-body spin/isospin-dependent correlations are also included as
where the terms V n ijk are the same as the 3N interactions of Eq. (7), n are potential quenching factors, and α n are coordinate scaling factors. In the correlations above, we include the four terms V
can also be implemented in the trial wave function, but since its structure involves three-body spin/isospin operators, its inclusion results in a severely larger computational cost. The term |Φ is taken as a shell-model-like wave function. It consists of a sum of Slater determinants constructed using single-particle orbitals:
where r i are the spatial coordinates of the nucleons, and s i represents their spinor. J is the total angular momentum, M its projection, T the total isospin, and π the parity. The determinants D are coupled with ClebschGordan coefficients C JM in order to reproduce the experimental total angular momentum, total isospin, and parity (J π , T ). The c n are variational parameters multiplying different components having the same quantum numbers. Each single-particle orbital φ α consists of a radial function multiplied by the spin/isospin trial states:
where the spherical harmonics Y l,m l (r i ) are coupled to the spin state χ γ (s i ) in order to have single-particle orbitals in the j basis. The radial parts Φ(r) are obtained from the bound-state solutions of the Woods-Saxon winebottle potential:
where the five parameters V s , r s , a s , α s , and ρ s can be different for orbitals belonging to different states, such as 1S 1/2 , 1P 3/2 , 1P 1/2 ,. . . , and they are optimized in order to minimize the variational energy. Finally, the spin/isospin trial states are represented in the |p ↑ , |p ↓ , |n ↑ , |n ↓ basis (|χ γ=1,4 ). The spinors are specified as:
and the trial spin/isospin states are taken to be:
, for instance, the number of states is four: one 1S 1/2 , two 1P 3/2 , and one 1P 1/2 . Each of them can accommodate two spins and two isospin states, and the full RS|Φ 0 + ,0 wave function can be written as a single Slater determinant. For open-shell systems instead, many Slater determinants need to be included in order to have a good trial wave function with the proper (J π , T ). For A = 6 systems, e.g., including single-particle orbitals up to the sd-shell there are ten possible states: one 1S 1/2 , two 1P 3/2 , one 1P 1/2 , three 1D 5/2 , two 1D 3/2 , and one 2S 1/2 . These can be combined in 9 different Slater determinants in order to have the 6 He (0 + , 1) wave function, or in 32 Slater determinants to make 6 Li (1 + , 0). Finally, for 12 C (0 + , 0), by considering only K = 4 as for 16 O (0 + , 0), the number of Slater determinants needed to build a (0 + , 0) wave function is already 119, making it computationally challenging to include sd-shell orbitals for A = 12.
The trial wave function of Eq. (55) contains a sum over pair correlation functions, meaning that only one pair of nucleons ij is correlated at a time (linear correlations). This is different from the GFMC wave function [1] , where all pairs are correlated at the same time. In the AFDMC method, this same construction would, however, forbid the application of the Hubbard-Stratonovich transformation, justifying the choice of Eq. (55) . An improved AFDMC two-body wave function could include linear and quadratic pair correlations:
where the sum over kl includes all nucleon pairs except when k = i and l = j. The f 
VI. RESULTS

A. Test of constrained and unconstrained evolution
As introduced in Section IV F, the energy (and other observables) calculated with the AFDMC method during the constrained evolution is dependent on the choice of Ψ T . This is shown in Table I where the energy of 4 He is calculated for the Argonne v 6 (AV6 ) potential [34] employing different trial wave functions. Full w.f. refers to the wave function of Eq. (55) where all the two-body correlations are included. Simple w.f. is instead a simplified wave function where only the central and p = 2, 5 operator correlations are used, the strength of the latter (O 5 ij = S ij τ i · τ j ) being artificially reduced by a factor 3 after the optimization process. At the variational level it is evident how the simplified wave function is not the optimal choice for Ψ T , as the energy expectation value is much higher than for the fully optimized wave function. For both choices of Ψ T , the constrained evolution reduces the binding energy, moving towards the GFMC reference value for the same potential (see Table II ), but the results are still inconsistent. It is only the unconstrained evolution that brings the results for both wave functions in agreement within statistical errors. This is also shown in Fig. 1 , where the AFDMC energy is plotted as a function of imaginary time for the unconstrained evolution.
We report in Table II the constrained and unconstrained energies for A = 3, 4, 6 employing the AV6 potential, in comparison with the GFMC results for the same interaction [34] . It is interesting to note that constrained energies do not always satisfy the variational principle, as anticipated in Section IV F. This is seen, e.g., in 3 H and 4 He, for which the constrained energy is below the GFMC prediction, considered to be the exact solution for the given potential. However, once the unconstrained evolution is performed, the AFDMC and GFMC results agree within 1% or less.
In Figs strained calculation for larger systems, 6 He and 16 O respectively, employing realistic two-plus three-body interactions. We use the local chiral potential at N 2 LO with cutoff R 0 = 1.2 fm for 6 He and R 0 = 1.0 fm for 16 O. The employed wave functions include all two-and threebody correlations, and for 6 He we include single-particle orbitals up to the sd-shell. In general, the larger the system, the shorter the imaginary-time evolution that can be followed before the variance becomes too large. This is particularly evident in 16 O, for which the unconstrained evolution can be satisfactorily performed up to 2. 16 O. This is a direct consequence of the quality of the employed wave function. For small nuclei, the wave function of Eq. (55) provides a good description of the system, and the energy expectation value of the constrained evolution is already close to the expected result. In 6 He the difference between the constrained and unconstrained energy is of the order of 1 MeV, roughly 3% of the final result. In 16 O instead, the constrained energy is higher, and the unconstrained evolution lowers its value by about 25 MeV, ≈ 22% of the total energy. This could be improved by employing more sophisticated wave functions including higher order correlations, such as in Eq. (64), and/or using more refined techniques to perform the unconstrained evolution. Studies along these directions are underway.
B. Test of quadratic two-body correlations
The results presented in the previous section are obtained using a trial wave function of the form of Eq. (55), i.e., by retaining only two-body linear correlations in RS|Ψ . We present in Table III a test study on the effect of including quadratic correlations in the wave function on the energy expectation value. The energy expectation values for the constrained evolution have been calculated for 4 He, 16 O, and symmetric nuclear matter (SNM) with 28 particles in a box with periodic boundary conditions at saturation density ρ 0 = 0.16 fm −3 . We use the AV6 potential with no Coulomb interaction for all the systems. Results are shown for the linear, independent pair, and full quadratic two-body correlations.
Though there is little difference in 4 He, the constrained energies for both 16 O and SNM are lower when employing quadratic correlations, particularly for SNM. In 16 O the energy gain for the constrained evolution is only ≈ 0.3(1) MeV/A, while in SNM this value increases up to ≈ 0.8(1) MeV/A. Within statistical uncertainties, no difference in the results is found between independent pair and full quadratic correlations, though the latter have a higher computational cost. Note that the variational parameters in the trial wave function of Eq. (64) were reoptimized for 4 He. In the case of 16 O and SNM instead, due to the cost of optimizing such parameters using the full wave function of Eq. (64), we used the same parameters obtained for the linear wave function of Eq. (55). 
C. Fit of the three-body interaction
The three-body interaction, which appears naturally in the chiral expansion at N 2 LO, introduces two additional LECs that need to be fit to experimental data. The choice considered here is to fit the LECs c D and c E , multiplying the intermediate-and short-range parts of the 3N interaction respectively (see Eq. (14)), to two uncorrelated observables as in Ref. [23] : the binding energy of 4 He and n-α scattering P -wave phase shifts. This choice probes properties of light nuclei (the 4 He binding energy) while also providing a handle on spin-orbit splitting via the splitting in the two P -wave n-α phase shifts. Furthermore, the n-α system is the lightest nuclear system presenting three interacting neutrons. It follows that this choice constrains c D and c E well, and also probes T = 3/2 physics.
The detailed fitting procedure is reported in Ref. [23] , where different parametrizations of the three-body force for different cutoffs were explored. No fit for the E1 parametrization and the softer cutoff R 0 = 1.2 fm was reported at that time. However, in Ref. [33] a significant overbinding of 16 O was found for this softer cutoff and the Eτ parametrization of the 3N interaction. Lo- Figure 4. P -wave n-α elastic scattering phase shifts compared to an R-matrix analysis of experimental data [47] . cally regulated chiral interactions spoil the Fierz ambiguity typically exploited to allow the selection of one of six operators in the contact interaction V E : see Refs. [23, 46] for details. This means that observables will depend on the parametrization of the 3N interaction and as suggested in Ref. [23] , this is especially true for larger or more dense nuclear systems. Ref. [23] also showed that the Eτ parametrization was the most attractive of the two parametrizations, while the E1 parametrization was the least attractive. Therefore, it became important to consider now the E1 parametrization with the softer cutoff R 0 = 1.2 fm. This combination is thus explored in this work, together with the E1 parametrization for the R 0 = 1.0 fm cutoff, and the Eτ parametrization for both cutoffs.
In Fig. 4 we report the P -wave n-α phase shifts for the four different combinations of operator structure and cutoff considered in this work. The corresponding values of c D and c E are shown in Table IV .
D. Test of the three-body calculation
The energies reported in Figs. 2 and 3 correspond to the expectation values of the effective Hamiltonian H , Eq. (44) . These need to be adjusted with the perturbative correction of Eq. (46)-also extracted from the unconstrained evolution-in order to obtain the final results reported in Tables VIII and IX. Once the optimal set of parameters α i is found, these corrections are small, almost consistent with zero within Monte Carlo statistical uncertainties, as shown in Table V. The final result H is, however, nearly independent of variations of the α i parameters, even for larger systems. This is shown in Table VI where the α i are arbitrarily changed in 16 O within 5 − 10% with respect to the optimal values, given in the first row for each cutoff. This results in 4% variations of the total energy, compatible with the overall Monte Carlo statistical uncertainties. Note that, in order to save computing time, this test has been done using the constrained evolution. However, the optimal constrained expectation values V pert are consistent with the unconstrained ones of Table V. Unless specified otherwise, in the following, all groundstate energies correspond to the final expectation value H , extracted from the unconstrained Monte Carlo results for H with an exponential fit, and adjusted with the perturbative correction of Eq. (46) when 3N forces are employed. E. Ground-state energies and charge radii
We consider local chiral Hamiltonians at leading-order (LO), next-to-leading-order (NLO), and N 2 LO, the latter including both two-and three-body forces. At each order we can assign theoretical uncertainties to observables coming from the truncation of the chiral expansion, see, e.g., Ref. [48] . For an observable X at N 2 LO, the theoretical uncertainty is obtained as
where we take Q = m π /Λ b with m π ≈ 140 MeV and Λ b = 600 MeV, as in Ref. [33] . The expectation value of the charge radius is derived from the point-proton radius using the relation:
where r pt is the calculated point-proton radius, R 
where R cm is the coordinate of the center of mass of the system, N is the number of protons or neutrons, and
is the projector operator onto protons or neutrons. The charge radius is a mixed expectation value, and it requires the calculation of both VMC and DMC pointproton radii, according to Eq. (52) . Regardless of the employed optimization of the variational wave function (free or constrained), the extrapolation of the mixed estimate r 2 ch is small, and the final results for different optimizations typically agree within statistical uncertainties.
The ground-state energies and charge radii for light systems (A = 3, 4) employing local chiral potential at N 2 LO are shown in Table VII . Results with (Eτ parametrization) and without the 3N force are shown for different choices of the cutoff R 0 . For all the s 1/2 , systems we used the same parameters α i for the propagation of the 3N force, determined in order to minimize the perturbative correction of Eq. (46) . The agreement with the GFMC results of Ref. [23, 28] , where the 3N interactions are fully included in the propagation, is within a few percent both at the two-and three-body level, providing a good benchmark for the AFDMC propagation technique described in Section IV C.
In Fig. 5 we present the ground-state energies per nucleon of nuclei with 3 ≤ A ≤ 16 for cutoffs R 0 = 1.0 fm and R 0 = 1.2 fm, respectively. Results at LO, NLO, and N 2 LO for both Eτ and E1 parametrizations of the 3N force are shown. Error bars are estimated by including both the Monte Carlo uncertainties and the errors given by the truncation of the chiral expansion, the latter being the dominant ones. For the harder interaction (R 0 = 1.0 fm), the predicted binding energies at N 2 LO are in good agreement with experimental data all the way up to A = 16. No differences, within theoretical uncertainties, are found for the two different parametrizations of the 3N force.
12 C in the Eτ parametrization is slightly underbound. This is most likely a consequence of the employed wave function that results in a too high energy for the constrained evolution. This could be due to the complicated clustering structure of 12 C not included in Ψ T , which would require a much longer unconstrained propagation to filter out the corresponding low excitations from Ψ T . Table VII . Ground-state energies and charge radii for A = 3, 4 employing local chiral potentials at N 2 LO. The Eτ parametrization of the 3N force is used. Errors are statistical. GFMC results are from Refs. [23, 27] . For A = 6 the wave function is constructed using up to sd-shell single-particle orbitals. For 12 C instead, coupling p-shell orbitals only already results in a sum of 119 Slater determinants. Including orbitals in the sd-shell could in principle result in a better wave function for this open-shell system, but it will sizably increase the number of determinants to consider, making the calculation prohibitively time consuming. Another possible improvement would be to include quadratic terms in the pair correlations, as shown in Eq. (64) . However, first attempts in 16 O lead to just a ≈ 6(2) MeV reduction of the total energy in a simplified scenario (see Table III) , with a noticeably increased computational cost. For the heaviest system considered here, 16 O, the picture is quite different. At LO, the system is dramatically overbound (≈ −1 GeV), which would imply very large theoretical uncertainties at NLO and N 2 LO coming from the prescription of Eq. (65) . Within these uncertainties, NLO and N 2 LO two-body energies are compatible with the corresponding results for the hard interaction (see Tables VIII and IX). However, the contribution of the 3N force at N 2 LO largely depends upon the employed oper- ator structure. The Eτ parametrization for the soft potential is very attractive, adding almost 10 MeV per nucleon to the total energy, and thus predicting a significant overbinding with a ground-state energy of ≈ −260 MeV. The E1 parametrization is instead less attractive, resulting in ≈ 0.30 MeV per nucleon more binding with respect to the two-body case, compatible with the energy expectation values for the hard potential. Figure 6 shows the charge radii at different orders of the chiral expansion and for different cutoffs and parametrizations of the 3N force. The agreement with experimental data for the hard interaction at N 2 LO is remarkably good all the way up to oxygen. One exception is 6 Li, for which the charge radius is somewhat underpredicted. However, a similar conclusion is found in GFMC calculations employing the AV18+IL7 potential, where charge radii of lithium isotopes are underestimated [1] .
For the soft interaction, the description of charge radii resembles order by order that for the hard potential up to A = 6, with the N 2 LO results in agreement with experimental data, except for 6 Li (also shown in Table VII ). The picture changes again for A = 16. The charge radius of 16 O turns out to be close to 2.2 fm with the Eτ parametrization of the 3N force, smaller than that of 6 Li for the same potential, but consistent with the significant overbinding predicted for A = 16. The oxygen charge radius for the E1 parametrization is instead closer to the experimental value.
The details of LO, NLO, and N 2 LO calculations for A ≥ 6 are reported in Tables VIII and IX for R 0 = 1.0 fm and R 0 = 1.2 fm, respectively. Results for the constrained and unconstrained evolution energies are both shown, together with the charge radii. Both Monte Carlo uncertainties and theoretical errors coming from the truncation of the chiral expansion are reported (where available). At N 2 LO the two-body energy is shown together with that of the two different parametrizations of the 3N force (Eτ and E1).
The full calculation of 12 C at N 2 LO required on the order of 10 6 CPU hours (on Intel Broadwell cores @ 2.1GHz) for a single cutoff (1.0 fm) and 3N parametrization (Eτ ). Due to the high computational cost, no attempts were made for the E1 parametrization of the 3N force or for the 1.2 fm cutoff.
As shown in Tables VIII and IX, the overbinding in 16 O happens only when the 3N force is included with the Eτ parametrization for R 0 = 1.2 fm. The alternative combinations of three-body operators and cutoffs considered in this work predict instead binding energies compatible with the experimental value. A close look at the energy contributions coming from the 3N force in 6 Li and 16 O (Table X) clearly shows the issue. A large negative V D contribution in 16 O for the soft Eτ potential drives the system to a strongly bound state. In fact, even though the total energy at the two-body level is similar to that of the other soft potentials for A = 16, the individual expectation values for the kinetic energy and the two-body potential are severely larger, consistent with a very compact system. The 3N force adds then ≈ 13 MeV per nucleon, roughly half coming from the also increased TPE contribution, and half from V D . In the case of the R 0 = 1.0 fm cutoff instead, the 3N force in both parametrizations adds only < 3 MeV per nucleon to the total two-body energy, with similar TPE contributions and a balance between V D and V E . This is still true in 6 Li also for R 0 = 1.2 fm, but the balance is broken for the soft Eτ potential in 16 O. The main reason for such behavior can be attributed to the large value of c D for this potential (see Table IV ), particularly effective for A > 6.
As has been discussed briefly above and in more detail in Refs. [23, 46] , locally regulated chiral interactions spoil the Fierz rearrangement freedom used to select one of the six possible operators that are consistent with the sym- Table VIII . Ground-state energies and charge radii for A ≥ 6 with local chiral potentials. Results at different orders of the chiral expansion and for different 3N parametrizations are shown. Energy results are shown for both the constrained (EC) and unconstrained (E) evolutions. The first error is statistical, the second is based on the EFT expansion uncertainty. The employed cutoff is R0 = 1.0 fm. metries of the theory for the contact interaction at N 2 LO, V E . This means that results at finite cutoff depend on this choice. However, these additional regulator artifacts are absorbed by higher-order LECs in chiral EFT [46] . Furthermore, the dependence is typically within the truncation uncertainties (an exception occurs for denser or heavier systems such as neutron matter beyond saturation density, or as shown above, 16 O). In these cases, since the next order in chiral EFT where 3N contacts appear is next-to-next-to-next-to-next-to-leading order, a significant challenge at this point, one can use instead the parametrization V EP of the contact interaction introduced in Ref. [23] , which projects onto the total spin S = 1/2 and total isospin T = 1/2 triples. These are the triples that survive in the infinite (momentum-space) cutoff limit and thus, this parametrization partially restores the Fierz rearrangement freedom. However, the V EP parametrization involves spin/isospin operators beyond quadratic order and presents a challenge to the direct inclusion in the AFDMC propagation. We leave the exploration of this parametrization to future works.
F. Charge form factors and Coulomb sum rules
One-and two-body point-nucleon densities are calculated as
where P Ni is the projector operator of Eq. (68). With the current definitions, ρ N and ρ N N integrate to the number of nucleons and the number of nucleon pairs, respectively.
As opposed to the charge radius, densities are not observables themselves, but the one-body densities can be related to physical quantities experimentally accessible via electron-nucleon scattering processes, such as the longitudinal elastic (charge) form factor. In fact, the charge form factor can be expressed as the ground-state expectation value of the one-body charge operator [56] , which, ignoring small spin-orbit contributions in the one-body current, results in the following expression:
whereρ N (q) is the Fourier transform of the one-body point-nucleon density defined in Eq. (69), and
el is the four-momentum squared, with ω el = q 2 + m 2 A − m A the energy transfer corresponding to the elastic peak, m A being the mass of the target nucleus. G N E (Q 2 ) are the nucleon electric form factors, for which we adopt Kelly's parametrization [57] .
The charge form factors of 6 Li, [58] . The experimental data are taken from Ref. [59] .
charge form factors in the current work. However, as shown in Refs. [58, 60, 65] for the three different systems, such operators give a measurable contribution only for q > 2 fm −1 , as they basically include relativistic corrections.
The charge form factor of 6 Li for the E1 interaction is compatible with experimental data at low momentum for Figure 8. Charge form factor in 12 C. In blue are the AFDMC results for the Eτ parametrization of the 3N force and cutoff R0 = 1.0 fm. Black triangles are the GFMC one-body results for AV18+IL7 [60] . The experimental data are taken from Ref. [61] . Updated from Ref. [33] . Fig. 7 . Black triangles are the cluster-VMC one-body results for AV18+UIX [62] . Experimental data are from I. Sick, based on Refs. [55, 63, 64] .
both cutoffs, with larger theoretical uncertainties for the soft potential. Results for the Eτ parametrization show a similar behavior. The discrepancy for q 2 fm −1 is due to the missing two-body currents. In fact, AFDMC results for local chiral forces are compatible with the VMC one-body results for AV18+UIX [58] up to high momentum.
A similar physical picture is given for both 12 C and 16 O, for which the positions of the first diffraction peaks in the form factors are well reproduced by the hard potentials within the theoretical error bands, and deviations from the experimental data occur at high momentum only. For the soft E1 interaction instead, the description of the charge form factor in 16 O is less accurate, with the position of the first diffraction peak overestimated, and the slope of F L (q) for q = 0 underestimated, consistent with the smaller charge radius compared to the experimental value. The difference with respect to the experimental results is however not as dramatic as for the soft Eτ potential (see Ref. [33] ), and it is mostly covered by the very large theoretical error bands. These, in particular, are dominated by the LO contributions to the theoretical error estimate, as shown by the difference between lighter and darker bands in the form factor.
Finally, it is interesting to note that for all three systems, the local chiral interactions with the hard cutoff R 0 = 1.0 fm give the same physical description of the charge form factor as the phenomenological potentials, provided that one-body charge operators only are included in the calculation.
Two-body densities are related to the Coulomb sum rule, which is defined as the energy integral of the electromagnetic longitudinal response function. As with the charge form factor, the Coulomb sum rule can be written as a ground-state expectation value [56] , leading to the relation:
whereρ NN (q) is the Fourier transform of the two-body point-nucleon densities defined in Eq. (70), and Q 2 qe = q 2 − ω 2 qe , with ω qe the energy transfer corresponding to the quasielastic peak. Although the Coulomb sum rule is not directly an experimental observable (experimental information can be however extracted from the longitudinal response function, as done in Ref. [66] for 12 C), it is still an interesting quantity for the study of integral properties of the response of a nuclear many-body system to an external probe.
We report in Fig. 10 the Coulomb sum rule for 4 ≤ A ≤ 16 using the N 2 LO Eτ potential with cutoff R 0 = 1.0 fm. The GFMC results for 4 He and 12 C [60, 62] employing the AV18+IL7 potential are also shown for comparison. The discrepancy between the AFDMC and GFMC results above ≈ 3 fm −1 is due to the missing two-body currents in the present calculation. For lower momenta the description of the sum rule is remarkably consistent with that provided by phenomenological potentials. Moreover, the results for 12 C are compatible with the available experimental data as extracted in Ref. [66] , as shown already in Ref. [33] . All p-shell nuclei show a similar pro- file for S L (q), with a peak around 1.6 fm −1 , slightly more pronounced for open-shell systems (A = 6, 12). The same observations hold for the E1 parametrization of the 3N force and for both cutoffs, with the Coulomb sum rule of 4 He and 6 Li very close to those shown in Fig. 10 . An exception is the case of 16 O, for which S L (q) is largely different for the soft cutoff, consistent with the results for the charge form factor, as already shown in Ref. [33] .
VII. SUMMARY
We presented a detailed description of the AFDMC method for nuclei, with particular attention given to the construction of the trial wave function, the propagation of 3N forces, and the constrained/unconstrained imaginary-time evolution. We reported a series of test results for these technical aspects of the algorithm.
We performed AFDMC calculations of nuclei with 3 ≤ A ≤ 16 using local chiral EFT interactions up to N 2 LO, completing and expanding the results of Ref. [33] . Both two-and three-body potentials have been considered, the latter described by two different operator structures, namely Eτ and E1. Two coordinate-space cutoffs, R 0 = 1.0 fm and R 0 = 1.2 fm, have been used, with results presented at each order of the chiral expansion and for each 3N parametrization. To this aim, a new fit of the three-body LECs c D and c E has been presented for the E1 parametrization with the soft cutoff R 0 = 1.2 fm.
Binding energies and charge radii were shown for all the systems, and results for the charge form factor in 6 Li, 12 C, and 16 O were also reported. For all these observables, the AFDMC results were supported by statistical Monte Carlo errors and theoretical errors coming from the truncation of the chiral expansion. Finally, the Coulomb sum rule for systems with 4 ≤ A ≤ 16 was also shown.
The outcomes of this work confirm that local chiral interactions fit to few-body observables give a very good description of the ground-state properties of nuclei up to 16 O. This is true for both harder and softer interactions, even though the latter imply larger theoretical uncertainties coming from LO contributions to the truncation error estimate. We found that the overbinding in 16 O for the soft Eτ parametrization of the 3N force is generated by large attractive contributions from the large value of the LEC c D . Therefore, it will be very interesting to explore further 3N fits and operator choices in heavier nuclei as well as dense matter. Given R = {r 1 , . . . , r A } the particle coordinates, S = {s 1 , . . . , s A } the spin/isospin configurations, and |χ γ the |p ↑ , |p ↓ , |n ↑ , |n ↓ basis: 
We define the Slater matrix element
where |α contains the radial orbitals and spherical harmonics of Eq. (59) . When acting with two-body correlations on the mean-field part of the wave function, the Slater matrix is updated by each of the correlation operators. These updates are computed using the identity
where S is the matrix that has been updated by the action of a single operator. To reduce the number of operations, the ratio of determinants for a pair of operators, 
is written in the form
where χ γ and χ δ replace s i and s j , respectively. The d 2b matrix elements are derived from the precalculated matrix elements P χ,ij d 2b (χ γ , χ δ , ij) = det P χγ ,ii P χγ ,ij P χ δ ,ji P χ δ ,jj ,
Though the above relations only address two-body operators, this method can be generalized to arbitrary Nbody operators as well. To include additional operators the matrix elements P χ,ij need to be updated
where S αm (s m ) = S αm m = i α|O i |r i s i m = i .
To calculate the updated inverse matrix, the identity of Eq. (A3) is used with S ← S . Both sides of the identity are expanded, and like terms are grouped, noting that when j = i, S mi = S mi . The wave function with linear correlations (Eq. (55)) is calculated by first acting on the coordinate and spin/isospin configurations with each possible operator, and calculating the sum of each term
