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Abstract
Let V be a rank one discrete valuation ring (DVR) on a field F and let L/F be
a finite separable algebraic field extension with [L : F ] = m. The integral closure of
V in L is a Dedekind domain that encodes the following invariants: (i) the number s
of extensions of V to a valuation ring Wi on L, (ii) the residue degree fi of Wi over
V , and (iii) the ramification degree ei of Wi over V . These invariants are related by
the classical formula m =
∑
s
i=1
eifi. Given a finite set V of DVRs on the field F , an
m-consistent system for V is a family of sets enumerating what is theoretically possible
for the above invariants of each V ∈ V. The m-consistent system is said to be realizable
for V if there exists a finite separable extension field L/F that gives for each V ∈ V
the listed invariants. We investigate the realizability of m-consistent systems for V for
various positive integers m. Our general technique is to “compose” several realizable
consistent systems to obtain new consistent systems that are realizable for V . We
apply the new results to the set of Rees valuation rings of a nonzero proper ideal I in
a Noetherian domain R of altitude one.
1 Introduction.
All rings in this paper are commutative with a unit 1 6= 0. Let I be a regular proper ideal
of the Noetherian ring R, that is, I contains a regular element of R and I 6= R. An ideal
J of R is projectively equivalent to I if there exist positive integers m and n such that
(Im)a = (J
n)a, whereKa = {x ∈ R | x satisfies an equation of the form x
h+k1x
h−1+· · ·+kh,
where kj ∈ K
j for j = 1, . . . , k} is the integral closure in R of an ideal K of R. The
concept of projective equivalence of ideals and the study of ideals projectively equivalent
to I was introduced by Samuel in [16] and further developed by Nagata in [13] and Rees
in [14]. See [4] for a recent survey. Let P(I) denote the set of integrally closed ideals
that are projectively equivalent to I. The ideal I is said to be projectively full if P(I)
1
= {(In)a | n ≥ 1} and P(I) is said to be projectively full if P(I) = P(J) for some
projectively full ideal J of R.
The set Rees I of Rees valuation rings of I is a finite set of rank one discrete valuation
rings (DVRs) that determine the integral closure (In)a of I
n for every positive integer n
and are the unique minimal set of DVRs having this property. Consider the minimal primes
z of R such that IR/z is a proper nonzero ideal. The set Rees I is the union of the sets
Rees IR/z. Thus one is reduced to describing the set Rees I in the case where I is a nonzero
proper ideal of a Noetherian integral domain R. Consider the Rees ring R = R[t−1, It].
The integral closure R′ of R is a Krull domain, so W = R′p is a DVR for each minimal
prime p of t−1R′, and V = W ∩ F , where F is the field of fractions of R, is also a DVR.
The set Rees I of Rees valuation rings of I is the set of DVRs V obtained in this way, cf.
[17, Section 10.1].
If (V1, N1), . . . , (Vn, Nn) are the Rees valuation rings of I, then the integers (e1, . . . , en),
where IVi = N
ei
i , are the Rees integers of I. Necessary and sufficient conditions for two
regular proper ideals I and J to be projectively equivalent are that (i) Rees I = Rees J and
(ii) the Rees integers of I and J are proportional [1, Theorem 3.4]. If I is integrally closed
and each Rees integer of I is one, then I is a projectively full radical ideal.1
A main goal in the papers [1], [2], [3], [4], [9] and [10], is to answer the following question:
Question 1.1 Let I be a nonzero proper ideal in a Noetherian domain R. Under what
conditions does there exist a finite integral extension domain A of R such that P(IA)
contains an ideal J whose Rees integers are all equal to one?
Progress is made on Question 1.1 in [3]. To describe this progress, let I be a regular
proper ideal of the Noetherian ring R, let b1, . . . , bg be regular elements in R that generate
I, and for each positive integer m > 1 let Am = R[x1, . . . , xg] = R[X1, . . . ,Xg]/(X1
m −
b1, . . . ,Xg
m − bg) and let Jm = (x1, . . . , xg)Am. Let (V1, N1), . . . , (Vn, Nn) be the Rees
valuation rings of I. Consider the following hypothesis on I = (b1, . . . , bg)R:
(a) biVj = IVj (= Nj
ej , say) for i = 1, . . . , g and j = 1, . . . , n.
1Example 5.1 of [2] demonstrates that there exist integrally closed local domains (R,M) for which M
is not projectively full. Remark 4.10 and Example 4.14 of [1] show that a sufficient, but not necessary,
condition for I to be projectively full is that the gcd of the Rees integers of I is equal to one.
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(b) the greatest common divisor c of e1, . . . , en is a unit in R.
(b′) the least common multiple d of e1, . . . , en is a unit in R.
Then the main result in [3] establishes the following:
Theorem 1.2 If (a) and (b) hold, then Ac = R[x1, . . . , xg] is a finite free integral extension
ring of R and the ideal Jc = (x1, . . . , xg)Ac is projectively full and projectively equivalent
to IAc. Also, if R is an integral domain and if z is a minimal prime ideal in Ac, then
((Jc+z)/z)a is a projectively full ideal in Ac/z that is projectively equivalent to (IAc+z)/z.
We prove in [9, (3.19) and (3.20)] that if either (i) R contains an infinite field, or (ii) R is
a local ring with an infinite residue field, then it is possible to choose generators b1, . . . , bg of
I that satisfy assumption (a) of Theorem 1.2. Thus the following result, [9, (3.7)] , applies
in these cases.
Theorem 1.3 If (a) and (b′) hold, then for each positive multiple m of d that is a unit in R
the ideal (Jm)a is projectively full and (Jm)a is a radical ideal that is projectively equivalent
to IAm. Also, the Rees integers of Jm are all equal to one and xiU is the maximal ideal of
U for each Rees valuation ring U of Jm and for i = 1, . . . , g. Moreover, if R is an integral
domain and if z is a minimal prime ideal in Am, then ((Jm + z)/z)a is a projectively full
radical ideal that is projectively equivalent to (IAm + z)/z.
Examples [9, (3.22) and (3.23)] show that even if R is the ring Z of rational integers,
condition (b′) of Theorem 1.3 is needed for the proof given in [9]. Theorem 1.4 is the main
result in [10].
Theorem 1.4 Let I be a nonzero proper ideal in a Noetherian integral domain R.
1. There exists a finite separable integral extension domain A of R and a positive integer
m such that all the Rees integers of IA are equal to m.
2. If R has altitude one, then there exists a finite separable integral extension domain
A of R such that P(IA) contains an ideal H whose Rees integers are all equal to
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one. Therefore H = Rad(IA) is a projectively full radical ideal that is projectively
equivalent to IA.
Observe that Theorem 1.4.2, answers Question 1.1 in the affirmative for each nonzero
proper ideal I in an arbitrary Noetherian integral domain R of altitude one with no addi-
tional conditions; therefore the conclusions of Theorems 1.2 and 1.3 are valid without the
assumption of conditions (a), (b), and (b′) if R is a Noetherian integral domain of altitude
one. In particular, Theorem 1.4.2 shows that these conclusions hold for the examples [9,
(3.22) and (3.23)].
A classical theorem of Krull, stated as Theorem 2.1 below, is an important tool in the
present paper and in [10]. We use the following terminology from [7] and [10].
Definition 1.5 Let (V1, N1), . . . , (Vn, Nn) be distinct DVRs of a field F and for i = 1, . . . , n
let Ki = Vi/Ni denote the residue field of Vi. Let m be a positive integer. By an m-
consistent system for {V1, . . . , Vn}, we mean a collection of sets S = {S(V1), . . . , S(Vn)}
satisfying the following conditions:
(1) S(Vi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si}, where Ki,j is a simple algebraic field
extension of Ki, fi,j = [Ki,j : Ki], and si, ei,j ∈ N+ (the set of positive integers).
(2) For each i, the sum
∑si
j=1 ei,jfi,j = m.
Definition 1.6 The m-consistent system S for {V1, . . . , Vn} as in Definition 1.5 is said to
be realizable for {V1, . . . , Vn} if there exists a separable algebraic extension field L of F
such that:
(a) [L : F ] = m.
(b) For 1 ≤ i ≤ n, Vi has exactly si extensions (Vi,1, Ni,1), . . . , (Vi,si , Ni,si) to L.
(c) The residue field Vi,j/Ni,j of Vi,j is Ki-isomorphic to Ki,j, so [Ki,j : Ki] = fi,j, and
the ramification index of Vi,j over Vi is ei,j , so NiVi,j = Ni,j
ei,j .
If S and L are as above, we say the field L realizes S for {V1, . . . , Vn} or that L is a
realization of S for {V1, . . . , Vn}.
Let V = {V1, . . . , Vn}, n > 1, be a finite set of distinct DVRs on the field F . In
this paper we explore various facets of the realizability of consistent systems for V. If
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S = {S(V1), . . . , S(Vn)} is an m-consistent system for V, realizable or not, we prove in
Theorem 2.3 (resp., Theorem 2.7) that by uniformly increasing the ramification indices
(resp., finite-residue-field degrees) by the factor m the resulting system is a realizable m2-
consistent system for V. The proofs involve composing two related realizable consistent
systems.
Let M1, . . . ,Mn, n > 1, be distinct maximal ideals of the Dedekind domain D and let
V = {DM1 , . . . ,DMn} be the related family of DVRs. Let I = M1
e1 · · ·Mn
en . Then by
composing two related systems we prove in Theorem 3.3 that the e1 · · · en-consistent system
S = {S(DM1), . . . , S(DMn)} is realizable for V, where S(DMi) = {(Ki,j , 1,
e1···en
ei
) | j =
1, . . . , ei} for i = 1, . . . , n. It follows that if E is the integral closure of D in a realization
L of S for V, and if Ni,1, . . . , Ni,ei are the maximal ideals in E that contain MiE, then
E/Ni,j ∼= D/Mi and MiENi,j = Ni,j
e1···en
ei , so IE = (Rad(IE))e1···en is a radical power
ideal in the sense that it is a power of its radical. We also prove a theorem analogous to
Theorem 3.3 for each nonzero proper ideal in an arbitrary Noetherian domain of altitude
one. Proposition 3.13 characterizes the conditions a realizable m-consistent system S′ for
V must satisfy to insure that IE = (Rad(IE))t for some positive integer t, where E is the
integral closure of D in a realization L of S′ for V.
Under the hypothesis that each residue field D/Mi is finite, we prove in Section 4 that
every consistent system T = {T (DM1), . . . , T (DMn)} of the following form is realizable for
V: T (DMi) = {(Ki,j ,
f1···fn
fi
, 1) | j = 1, . . . , fi} for i = 1, . . . , n; here the fi are arbitrary
positive integers for which [D/Mi : Pi] = fi for some subfield Fi of D/Mi. Therefore if E is
the integral closure of D in a realization L of T for V and if Ni,1, . . . , Ni,fi are the maximal
ideals in E that containMi, then [(E/Ni,j) : Fi] = f1 · · · fn andMiENi,j = Ni,jENi,j for each
i = 1, . . . , n and each j = 1, . . . , fi. Under the same hypothesis on the D/Mi, we establish
in Section 4 finite-residue-field degree analogs of some of the other results in Section 3.
Under the hypothesis that each residue field D/Mi is finite, we prove in Section 5 that
every consistent system U = {U(DM1), . . . , U(DMn)} of the following form is realizable for
V: U(DMi) = {(Ki,j ,
f1···fn
fi
, e1···en
ei
) | j = 1, . . . , eifi} for i = 1, . . . , n, where the ei and fi
are as in Sections 3 and 4, respectively. Therefore if E is the integral closure of D in a
realization L of U for V and if Ni,j, . . . , Ni,eifi are the maximal ideals in E that contain Mi,
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then IE = (Rad(IE))e1···en and [(E/Ni,j) : Fi] = f1 · · · fn for each i = 1, . . . , n and each j
= 1, . . . , eifi.
Our notation is mainly as in Nagata [12], so, for example, the term altitude refers to
what is often also called dimension or Krull dimension, and a basis of an ideal is a set of
generators of the ideal.
2 The realizability of m-consistent systems.
To prove the main results in this section, we use the following theorem of Krull.
Theorem 2.1 (Krull [11]): Let (V1, N1), . . . , (Vn, Nn) be distinct DVRs with quotient field
F , let m be a positive integer, and let S = {S(V1), . . . , S(Vn)} be an m-consistent system
for {V1, . . . , Vn}, where S(Vi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si} for i = 1, . . . , n. Then S is
realizable for {V1, . . . , Vn} if one of the following conditions is satisfied:
(i) si = 1 for at least one i.
(ii) F has at least one DVR V distinct from V1, . . . , Vn.
(iii) For each monic polynomial Xt + a1X
t−1 + · · · + at with ai ∈ ∩
n
i=1Vi = D, and for
each h ∈ N, there exists an irreducible separable polynomial Xt + b1X
t−1 + · · ·+ bt ∈ D[X]
with bl − al ∈ Ni
h for each l = 1, . . . , t and i = 1, . . . , n.
Observe that condition (i) of Theorem 2.1 is a property of the m-consistent system S =
{S(V1), . . . , S(Vn)}, whereas condition (ii) is a property of the family of DVRs with quotient
field F , and condition (iii) is a property of the family (V1, N1), . . . , (Vn, Nn).
The result of Krull stated in Theorem 2.1 is a generalization of a classical result of Hasse
[8] which shows that all m-consistent systems for a given finite set of distinct DVRs of an
algebraic number field F are realizable. This has been extended further by P. Ribenboim,
O. Endler and L. C. Hill, among others. For a good sampling of these results on when an
m-consistent system is realizable, see [5, Sections 25 - 27] and [6]. These references give
several sufficient conditions on the realizability of an m-consistent system for a given finite
set V = {V1, . . . , Vn} of distinct DVRs Vi with quotient field F .
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Remark 2.2 (2.2.1) There is an obvious necessary condition for an m-consistent system
to be realizable. If n = 1 and V1 is a Henselian DVR, then no m-consistent system S =
{S(V1)}, where S(V1) = {(K1, f1, e1), . . . , (Ks, fs, es)} with s > 1 is realizable for {V1}, since
V1 is Henselian if and only if V1 has a unique extension to each finite algebraic extension
field of its quotient field F , cf. [12, (43.12)]. It follows from Theorem 2.1(ii) that if V is a
Henselian DVR, then V is the unique DVR with quotient field F . It is not true, however,
that V being the unique DVR on its quotient field implies that V is Henselian. For example,
using that the field Q of rational numbers admits only countably many DVRs, it is possible
to repeatedly use Theorem 2.1 to construct an infinite algebraic extension field F of Q such
that F admits a unique DVR V having quotient field F and yet V is not Henselian.
(2.2.2) Related to (2.2.1), it is shown in [15, Theorem 1] that, for each positive integer n,
there exist fields Fn that admit exactly n DVRs (V1, N1), . . . , (Vn, Nn) having quotient field
Fn. Moreover, the proof of [15, Theorem 1] shows that such Fn can be chosen so that there
are no realizable m-consistent systems S for {V1, . . . , Vn} having the property that m > 1,
and, for each i = 1, . . . , n, S(Vi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si} has at least one j with
(Ki,j , fi,j, ei,j) = (Vi/Ni, 1, 1).
Theorem 2.3, is a new sufficient condition for realizability; by Remark 2.2.1, the hy-
pothesis n > 1 in Theorem 2.3 is essential.
Theorem 2.3 Let (V1, N1), . . . , (Vn, Nn), n > 1, be distinct DVRs with quotient field F , let
m > 1 be a positive integer, and let S = {S(V1), . . . , S(Vn)} be an arbitrary m-consistent sys-
tem for {V1, . . . , Vn}, where, S(Vi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si}, for each i = 1, . . . , n.
Then S∗ = {S∗(V1), . . . , S
∗(Vn)} is a realizable m
2-consistent system for {V1, . . . , Vn}, where
S∗(Vi) = {(Ki,j , fi,j,mei,j) | j = 1, . . . , si}, for each i = 1, . . . , n.
Proof. If si = 1 for some i = 1, . . . , n, then Theorem 2.1(i) implies that S is a realizable
m-consistent system and S∗ is a realizable m2-consistent system for {V1, . . . , Vn}, so it may
be assumed that si > 1 for each i = 1, . . . , n.
Define S1(Vi) = S(Vi) for i = 1, . . . , n − 1 and S1(Vn) = {((Vn/Nn), 1,m)}, and recall
that n > 1. Theorem 2.1(i) implies that S1 = {S1(V1), . . . , S1(Vn−1), S1(Vn)} is a realizable
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m-consistent system for {V1, . . . , Vn}. Let L1 be a realization of S1 for {V1, . . . , Vn}. Thus
L1 is a separable algebraic extension field of F of degree m. For i = 1, . . . , n let (Wi,j, Ni,j)
be the valuation rings of L1 that lie over Vi. It follows from the prescription of S1 that
there are exactly si such rings for i = 1, . . . , n−1 and exactly one such ring for i = n. Also,
Wi,j/Ni,j is (Vi/Ni)-isomorphic to Ki,j and NiWi,j = Ni,j
ei,j for i = 1, . . . , n − 1 and j =
1, . . . , si, while Wn,1/Nn,1 is (Vn/Nn)-isomorphic to Vn/Nn and NnWn,1 = Nn,1
m.
Let S2 = {S2(W1,1), . . . , S2(Wn−1,sn−1), S2(Wn,1)}, where S2(Wi,j) = {(Ki,j , 1,m)} for
i = 1, . . . , n− 1 and j = 1, . . . , si, and where S2(Wn,1) = {(Kn,j , fn,j, en,j) | j = 1, . . . , sn}.
Thus S2(Wn,1) is essentially equal to S(Vn). It is readily checked that S2 is an m-consistent
system for W := {W1,1, . . . ,Wn−1,sn−1 ,Wn,1}, and by Theorem 2.1(i) it is realizable for W.
Let L be a realization of S2 for W. Thus L is a separable algebraic extension field of L1 of
degree m, and hence a separable algebraic extension field of F of degree m2. Moreover, for
i = 1, . . . , n − 1 and j = 1, . . . , si there exists a unique valuation ring (Ui,j , Pi,j) of L that
lies over Wi,j, and Ui,j/Pi,j is (Wi,j/Ni,j)-isomorphic toWi,j/Ni,j ; also, Wi,j/Ni,j is (Vi/Ni)-
isomorphic to Ki,j, so Ui,j/Pi,j is (Vi/Ni)-isomorphic to Ki,j, and Ni,jUi,j = Pi,j
m, so NiUi,j
= Ni,j
mei,j . On the other hand, for i = n there are exactly sn valuation rings (Un,j, Pn,j)
that lie over (Wn,1, Nn,1), and for j = 1, . . . , sn, Un,j/Pn,j is (Wn,1/Nn,1)-isomorphic to Kn,j,
andWn,1/Nn,1 is (Vn/Nn)-isomorphic to Vn/Nn, so Un,j/Pn,j is (Vn/Nn)-isomorphic to Kn,j,
and Nn,1Un,j = Pn,j
en,j , so NnUn,j = Pn,j
men,j . It therefore follows that L is a realization
of the m2-consistent system S∗ = {S∗(V1), . . . , S
∗(Vn)} for {V1, . . . , Vn}, where S
∗(Vi) =
{(Ki,j , fi,j,mei,j) | j = 1, . . . , si} for i = 1, . . . , n. Thus S
∗ is a realizable m2-consistent
system for {V1, . . . , Vn}.
Remark 2.4 Fix g ∈ {1, . . . , n−1}. Then essentially the same proof as given for Theorem
2.3 shows that the following two m-consistent systems T1, T2 are realizable and can be
used in place of S1, S2 to prove Theorem 2.3. T1 = {T1(V1), . . . , T1(Vn)}, where T1(Vi)
= S(Vi) for i = 1, . . . , g, while T1(Vh) = {((Vh/Nh), 1,m)} for h = g + 1, . . . , n. T2 =
{T2(W1,1), . . . , T2(Wg,sg), T2(Wg+1,1), . . . , T2(Wn,1)}, where T2(Wi,j) = {(Ki,j , 1,m)} for i
= 1, . . . , g and j = 1, . . . , si, while T2(Wh,1) = {(Kh,j , fh,j, eh,j) | j = 1, . . . , sh} for h =
g + 1, . . . , n (so T2(Wh,1) is essentially equal to T (Vh) for h = g + 1, . . . , n).
8
Corollary 2.5 Let R be a Noetherian domain, let I be a nonzero proper ideal in R, let
(V1, N1), . . . , (Vn, Nn) be the Rees valuation rings of I, let m, s1, . . . , sn be positive integers,
and let S = {S(V1), . . . , S(Vn)} be an arbitrary m-consistent system for {V1, . . . , Vn}, say
S(Vi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si} for i = 1, . . . , n. Then there exists a separable
algebraic extension field L of degree m2 of the quotient field R(0) of R such that, for each
finite integral extension domain A of R with quotient field L and for i = 1, . . . , n, IA has
exactly si Rees valuation rings (Wi,j, Ni,j) that extend (Vi, Ni), and then, for j = 1, . . . , si,
the Rees integer of IA with respect to Wi,j is mei,j and [(Wi,j/Ni,j) : (Vi/Ni)] = fi,j.
Proof. By [10, Remark 2.7] the extensions of the Rees valuation rings of I to the field L
are the Rees valuation rings of IA, so this follows immediately from Theorem 2.3.
Theorem 2.7, is a new sufficient condition for realizability under the hypothesis that
each of the valuation rings (Vi, Ni), 1 ≤ i ≤ n, has a finite residue field. For this result and
the results in Sections 4 and 5 we often implicitly use the following remark.
Remark 2.6 (2.6.1) Let F be a finite field. It is well known, see for example [19, pages 82-
84], that the following hold: (i) Each finite extension field H of F is separable and thus a
simple extension of F . (ii) If k is a positive integer and F is a fixed algebraic closure of F ,
then there exists a unique extension field H ⊆ F with [H : F ] = k. (iii) If H, K ⊆ F are
finite extension fields of F , then H ⊆ K if and only if [H : F ] divides [K : F ].
(2.6.2) There are fields other than finite fields that satisfy the three conditions given
in (2.6.1). If E is an algebraically closed field of characteristic zero and F is the field of
fractions of the formal power series ring E[[x]], then a theorem that goes back to Newton
implies that F satisfies the conditions of (2.6.1) cf. [18, Theorem 3.1, page 98].
Theorem 2.7 Let (V1, N1), . . . , (Vn, Nn) (n > 1) be distinct DVRs with quotient field F ,
where each Vi/Ni is finite. For each i let Vi/Ni denote a fixed algebraic closure of Vi/Ni.
Let m be a positive integer, and let S = {S(V1), . . . , S(Vn)} be an arbitrary m-consistent
system for {V1, . . . , Vn}, where, for i = 1, . . . , n, S(Vi) = {(Ki,j , fi,j, ei,j) | Ki,j ⊆ Vi/Ni
and j = 1, . . . , si}. For i = 1, . . . , n let T
∗(Vi) = {(Ki,j
∗,mfi,j, ei,j) | j = 1, . . . , si}, where
Ki,j
∗ ⊆ Vi/Ni is the unique field extension of Ki,j with [Ki,j
∗ : Ki,j ] = m. Then T
∗ =
{T ∗(V1), . . . , T
∗(Vn)} is a realizable m
2-consistent system for {V1, . . . , Vn}.
Proof. If m = 1, then si = fi,j = ei,j = 1 for i = 1, . . . , n and j = 1, . . . , si, by Definition
1.5.2, so S is realizable for {V1, . . . , Vn}, by Theorem 2.1(i), and Ki,j = Ki for all i, j, so F is
a realization of S = T ∗ for {V1, . . . , Vn}, so it may be assumed thatm > 1. If si = 1 for some
i = 1, . . . , n, then S (resp., T ∗) is a realizable m-consistent (resp., m2-consistent) system
for {V1, . . . , Vn}, by Theorem 2.1(i), so it may be assumed that si > 1 for i = 1, . . . , n.
Since n > 1, let T1(Vn) = {(Hn,m, 1)}, where Hn ⊆ Vn/Nn is the unique field extension
of Vn/Nn with [Hn : (Vn/Nn)] = m. For i = 1, . . . , n − 1 let T1(Vi) = S(Vi), and let T1 =
{T1(V1), . . . , T1(Vn−1), T1(Vn)}, so T1 is a realizable m-consistent system for {V1, . . . , Vn},
by Theorem 2.1(i). Let L1 be a realization of T1 for {V1, . . . , Vn}, so L1 is a separable
algebraic extension field of F of degree m. For i = 1, . . . , n let (Wi,j , Ni,j) be the valuation
rings of L1 that lie over Vi. Then it follows from the prescription of T1 that there are
exactly si such rings for i = 1, . . . , n− 1, but only one such ring for i = n. Also, Wi,j/Ni,j
is (Vi/Ni)-isomorphic to Ki,j and NiWi,j = Ni,j
ei,j for i = 1, . . . , n − 1 and j = 1, . . . , si,
while Wn,1/Nn,1 is (Vn/Nn)-isomorphic to Hn and NnWn,1 = Nn,1.
For T2 we use the fieldsKi,j
∗ in the statement of this theorem, soKi,j ⊆Ki,j
∗ and [Ki,j
∗ :
Ki,j] =m for all i, j, so by Remark 2.6.1 it follows, from [Hn : Kn] =m, thatHn ⊆Kn,j
∗ and
[Kn,j
∗ : Hn] = fn,j. With this in mind, let T2 = {T2(W1,1), . . . , T2(Wn−1,sn−1), T2(Wn,1)},
where T2(Wi,j) = {(Ki,j
∗,m, 1)} for i = 1, . . . , n− 1 and j = 1, . . . , si, and where T2(Wn,1)
= {(Kn,j
∗, fn,j, en,j) | j = 1, . . . , sn}. It is readily checked that T2 is an m-consistent system
for W := {W1,1, . . . ,Wn−1,sn−1 ,Wn,1}. By Theorem 2.1(i) it is realizable for W. Let L be a
realization of T2 for W, so L is a separable algebraic extension field of L1 of degree m (so
L is a separable algebraic extension field of F of degree m2), and for i = 1, . . . , n − 1 and
j = 1, . . . , si there exists a unique valuation ring (Ui,j , Pi,j) of L that lies over Wi,j (and
then Ui,j/Pi,j is (Wi,j/Ni,j)-isomorphic to Ki,j
∗ (and Wi,j/Ni,j ⊇ (Vi/Ni), so Ui,j/Pi,j is
(Vi/Ni)-isomorphic to Ki,j
∗) and Ni,jUi,j = Pi,j, so NiUi,j = Ni,j
ei,j), while for i = n there
are exactly sn valuation rings (Un,j, Pn,j) that lie over (Wn,1, Nn,1), and for j = 1, . . . , sn,
Un,j/Pn,j is (Wn,1/Nn,1)-isomorphic to Kn,j
∗ (and Wn,1/Nn,1 ⊇ (Vn/Nn), so Un,j/Pn,j is
(Vn/Nn)-isomorphic to Kn,j
∗) and Nn,1Un,j = Pn,j
en,j , so NnUn,j = Pn,j
en,j . Also, since
Ui,j/Pi,j is a finite field for all i, j, it is a simple extension field of Vi/Ni (concerning this, see
Definition 1.5(1)). It therefore follows that L is a realization of the m2-consistent system T ∗
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= {T ∗(V1), . . . , T
∗(Vn)} for {V1, . . . , Vn}, where T
∗(Vi) = {(Ki,j
∗,mfi,j, ei,j) | j = 1, . . . , si}
for i = 1, . . . , n. Therefore T ∗ is a realizable m2-consistent system for {V1, . . . , Vn}.
Remark 2.8 The hypothesis in Theorem 2.7 that each Ki = Vi/Ni is finite is often not
essential. Specifically, if the set of extension fields of the Ki have the following properties
(a) - (c), then it follows from the proof of Theorem 2.7 that the conclusion holds, even
though the Ki are not finite: (a) For i = 1, . . . , n and j = 1, . . . si there exists a field Ki,j
∗
such that [Ki,j
∗ : Ki,j] = m. (b) Each Ki,j
∗ is a simple extension of Ki. (c) There exists i
∈ {1, . . . , n} (say i = n) such that there exists a simple extension field Hn of Kn of degree
m such that Hn ⊆ Kn,j
∗ for j = 1, . . . , sn (so [Kn,j
∗ : Hn] = fn,j for j = 1, . . . , sn).
Corollary 2.9 Let R be a Noetherian domain, let I be a nonzero proper ideal in R, let
(V1, N1), . . . , (Vn, Nn) be the Rees valuation rings of I, let m, s1, . . . , sn be positive integers,
and let S = {S(V1), . . . , S(Vn)} be an arbitrary m-consistent system for V1, . . . , Vn, say
S(Vi) = {(Ki,j , fi,j , ei,j) | j = 1, . . . , si} for i = 1, . . . , n. Assume that each Vi/Ni is finite.
Then there exists a separable algebraic extension field L of R(0) of degree m
2 such that, for
each finite integral extension domain A of R with quotient field L and for i = 1, . . . , n, IA
has exactly si Rees valuation rings (Wi,j, Ni,j) lying over Vi, and then, for j = 1, . . . , si, the
Rees integer of IA with respect to Wi,j is ei,j and [(Wi,j/Ni,j) : (Vi/Ni)] = mfi,j.
Proof. As in the proof of Corollary 2.5, this follows immediately from Theorem 2.7.
3 Radical-power ideals.
Let D be an arbitrary Dedekind domain. A classical result states that each nonzero proper
ideal I of D is a finite product of prime ideals. An application, Corollary 3.5, of the main
result in this section, Theorem 3.3, shows that I extends to a radical-power ideal in a
suitable finite integral extension domain E of D; in fact, we prove that IE = (Rad(IE))m,
where m = [E(0) : D(0)]. To facilitate the statement and proof of the results in this section,
we use the following notation and terminology.
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Notation 3.1 Let D be a Dedekind domain with quotient field F 6= D, let M1, . . . ,Mn be
distinct maximal ideals of D, and let I = M1
e1 · · ·Mn
en be an ideal in D, where e1, . . . , en
are positive integers. Then:
(3.1.1) For each finite integral extension domain A of D (including D) letMI(A) = {N | N
is a maximal ideal in A and N ∩D ∈ {M1, . . . ,Mn}}.
(3.1.2) Let E be a finite integral extension Dedekind domain of D and let V = {EN | N ∈
MI(E)}. If S is an m-consistent system for V, then by abuse of terminology we sometimes
say that S is an m-consistent system for MI(E), and when N ∈ MI(E) we sometimes use
S(N) in place of S(EN ).
Remark 3.2 With the notation of (3.1), let S = {S(M1), . . . , S(Mn)} be a realizable m-
consistent system for MI(D), where S(Mi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si} for i =
1, . . . , n. Let L be a field that realizes S for MI(D) and let E be the integral closure of D
in L. Then:
(3.2.1) [L : F ] = m, and L has distinct DVRs (Vi,1, Ni,1), . . . , (Vi,si , Ni,si) such that for
each i, j: Vi,j ∩F = DMi ; Vi,j/Ni,j is D/Mi-isomorphic to Ki,j; [Ki,j : Ki)] = fi,j, where Ki
= D/Mi; and, MiVi,j = Ni,j
ei,j . Also, for i = 1, . . . , n, Vi,1, . . . , Vi,si are all of the extensions
of DMi to L, so MI(E) = {Ni,j ∩ E | i = 1, . . . , n and j = 1, . . . , si}.
(3.2.2) E is a Dedekind domain that is a finite separable integral extension domain of D,
and IE = M1
e1 · · ·Mn
enE = P1,1
e1e1,1 · · ·Pn,sn
enen,sn , where Pi,j = Ni,j ∩E for i = 1, . . . , n
and j = 1, . . . , si.
Proof. (3.2.1) follows immediately from (a) - (c) of Definition 1.6.
For (3.2.2), E is a Dedekind domain, by [19, Theorem 19, p. 281], and E is a finite
separable integral extension domain of D, by [19, Corollary 1, p. 265], since L is a finite
separable algebraic extension field of F . Also, Vi,j = EPi,j , so IVi,j = (IE)Vi,j = (IDMi)Vi,j
= (Mi
eiDMi)Vi,j = (MiVi,j)
ei = Ni,j
eiei,j . Since the ideals Pi,j are the only prime ideals in
E that lie over Mi (for i = 1, . . . , n and j = 1, . . . , si) and since the Pi,j are comaximal, it
follows that IE = P1,1
e1e1,1 · · ·Pn,sn
enen,sn .
Theorem 3.3 is the main result of this section; it shows that every ideal I as in Nota-
tion 3.1 extends to a radical-power ideal in some finite integral extension Dedekind domain.
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This theorem is proved in [10, (2.11.1)] by composing n related consistent systems. We
give this different proof here since it suggests the proof of the analogous “finite-residue-field
degree” result given in Theorem 4.1.
Theorem 3.3 With the notation of (3.1) and (3.2), assume that n > 1. Then the system
S = {S(M1), . . . , S(Mn)} is a realizable e1 · · · en-consistent system for MI(D), where, for
i = 1, . . . , n, S(Mi) = {(Ki,j , 1,
e1···en
ei
) | j = 1, . . . , ei}. Therefore there exists a Dedekind
domain E that is a finite separable integral extension domain of D such that [L : F ] =
e1 · · · en, where L (resp., F ) is the quotient field of E (resp., D), and, for i = 1, . . . , n, there
exist exactly ei maximal ideals Ni,1, . . . , Ni,ei in E that lie over Mi and, for j = 1, . . . , ei,
[(E/Ni,j) : (D/Mi)] = 1 and MiENi,j = Ni,j
e1···en
ei ENi,j , so IE = (Rad(IE))
e1···en.
Proof. If eh = 1 for some h = 1, . . . , n, then since Ki,j ∼= D/Mi for all i, j, it follows that
condition (1) of Definition 1.5 is satisfied, and it is readily checked that condition (2) of
Definition 1.5 is satisfied withm= e1 · · · en, so S is an e1 · · · en-consistent system forMI(D).
Since the cardinality of S(Mh) is eh = 1, S is realizable for MI(D), by Theorem 2.1(i).
Hence the system S is a realizable e1 · · · en-consistent system for MI(D). Let L be a
realization of S forMI(D) (so [L : F ] = e1 · · · en, by (a) of Definition 1.6), and let E be the
integral closure of D in L. Then E is a Dedekind domain that is a finite separable integral
extension domain of D, by Remark 3.2.2, and it readily follows from either Remark 3.2.1
or the prescription given by S that, for i = 1, . . . , n, there exist exactly ei maximal ideals
Ni,1, . . . , Ni,ei in E that lie over Mi and, for j = 1, . . . , ei, E/Ni,j
∼= D/Mi and MiENi,j
= Ni,j
e1···en
ei ENi,j , so MiE = Π
ei
j=1Ni,j
e1···en
ei . Therefore, since I = M1
e1 · · ·Mn
en , it follows
that IE = (M1
e1 · · ·Mn
en)E = Πni=1[(Π
ei
j=1Ni,j
e1···en
ei )ei ], so IE = (Rad(IE))e1···en . Thus it
may be assumed that ei > 1 for i = 1, . . . , n.
Let S1 = {S1(M1), . . . , S1(Mn)}, where S1(Mn) = {((D/Mn), 1, e1 · · · en−1)} and for i
= 1, . . . , n − 1, S1(Mi) = {(Ki,j , 1,
e1···en−1
ei
) | j = 1, . . . , ei}. Then it follows as in the
preceding paragraph that S1 is a realizable e1 · · · en−1-consistent system for MI(D). Let
L1 be a realization of S1 for MI(D) (so [L1 : F ] = e1 · · · en−1, by (a) of Definition 1.6),
and let E1 be the integral closure of D in L1, so E1 is a Dedekind domain that is a finite
separable integral extension domain of D. Also, for i = 1, . . . , n − 1 there exist exactly
13
ei maximal ideals Qi,1, . . . , Qi,ei in E1 that lie over Mi and, for j = 1, . . . , ei, E1/Qi,j
∼=
D/Mi and Mi(E1)Qi,j = Qi,j
e1···en−1
ei (E1)Qi,j , so MiE1 = Π
ei
j=1Qi,j
e1···en−1
ei . Further, there
is a unique maximal ideal Qn,1 in E1 that lies over Mn, E1/Qn,1 ∼= D/Mn and Mn(E1)Qn,1
= Qn,1
e1···en−1(E1)Qn,1 , so MnE1 = Qn,1
e1···en−1 .
It follows that there are exactly m′ = e1+ · · ·+en−1+1 ideals Q1,1, . . . , Qn,1 inMI(E1),
so let S2 = {S2(Q1,1), . . . , S2(Q1,e1), . . . , S2(Qn−1,1) . . . , S2(Qn−1,en−1), S2(Qn,1)}, where
S2(Qn,1) = {(Kn,j , 1, 1) | j = 1, . . . , en}, and for all other (i, j), S2(Qi,j) = {((D/Mi), 1, en)}.
Then it follows as in the second preceding paragraph that S2 is a realizable en-consistent
system for MI(E1). Let L be a realization of S2 for MI(E1) (so [L : L1] = en, by (a) of
Definition 1.6, so [L : F ] = e1 · · · en), and let E be the integral closure of E1 in L, so E is
a Dedekind domain that is a finite separable integral extension domain of E1, so also of D.
Also, for i = 1, . . . ,m′−1 and j = 1, . . . , ei there exists exactly one ideal Ni,j inMI(E) that
lies over Qi,j, E/Ni,j ∼= E1/Qi,j , and Qi,jENi,j = Ni,j
enENi,j , so Qi,jE = Ni,j
en (so it follows
from the preceding paragraph that there exist exactly ei maximal ideals Ni,1, . . . , Ni,ei in E
that lie over Mi and, for i = 1, . . . , n− 1 and j = 1, . . . , ei, E/Ni,j ∼= D/Mi and MiENi,j =
Ni,j
e1···en
ei ENi,j , soMiE = Π
ei
j=1Ni,j
e1···en
ei ). And there exist exactly en ideals Nn,1, . . . , Nn,en
in MI(E) that lie over Qn,1 and, for j = 1, . . . , en, E/Nn,j ∼= E1/Qn,1 and Qn,1ENn,j =
Nn,jENn,j , so Qn,1E = Π
en
j=1Nn,j (so it follows from the preceding paragraph that there
exist exactly en maximal ideals Nn,1, . . . , Nn,en in E that lie over Mn and, for j = 1, . . . , en,
E/Nn,j ∼= D/Mn and MnENn,j = Nn,j
e1···en
en ENn,j , so MnE = Π
en
j=1Nn,j
e1···en
en ). It follows
that L is a realization of the e1 · · · en-consistent system S for MI(D), (with S as in the
statement of this theorem), so S is a realizable e1 · · · en-consistent system for MI(D).
Finally, [(E/Ni,j) : (D/Mi)] = 1 for i = 1, . . . , n and j = 1, . . . , ei,, by the preceding
paragraph, and, since I = M1
e1 · · ·Mn
en and MiENi,j = Ni,j
e1···en
ei ENi,j for i = 1, . . . , n, it
follows that IE = (Rad(IE))e1···en .
Remark 3.4 (3.4.1) If no prime integer divides all of the ei in Theorem 3.3, we show
in Theorem 3.11 that the exponent e1 · · · en in Theorem 3.3 can be replaced by the least
common multiple of the ei. So for example if n = 3 and (e1, e2, e3) = (4, 6, 5), we get IE =
(Rad(IE))60 instead of (Rad(IE))120. See also Remark 3.12.
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(3.4.2) With the notation of Theorem 3.3, let d be a common multiple of e1, . . . , en−1 and
let d∗ = den. (Thus, for example, if e1 = · · · = en−1, then d
∗ = e1en is (depending on e1 and
n) potentially considerably smaller than e1 · · · en.) Then the following d
∗-consistent system
S∗ is realizable for MI(D): S
∗ = {S∗(M1), . . . , S
∗(Mn)} with S
∗(Mi) = {(Ki,j , 1,
d∗
ei
) | j =
1, . . . , ei} for i = 1, . . . , n. Also, IE
∗ = (Rad(IE∗))d
∗
, where E∗ is the integral closure of
D is a realization of S∗ for MI(D).
Proof. For (3.4.2), the proof is the same as the proof of Theorem 3.3 by composing the fol-
lowing two realizable consistent systems S1
∗, S2
∗. Here, S1
∗ = {S1
∗(M1), . . . , S1
∗(Mn)}
with S1
∗(Mi) = {(Ki,j , 1,
d∗
eien
) | j = 1, . . . , ei} for i = 1, . . . , n − 1, and S1
∗(Mn) =
{((D/Mn), 1,
d∗
en
)}, so S1
∗ is a realizable d
∗
en
-consistent system for MI(D). Let E1
∗ be
the integral closure of D is a realization L1
∗ of S1
∗ for MI(D), and for i = 1, . . . , n let
Qi,1, . . . , Qi,ei be the maximal ideals in E1 that lie over Mi. Let
S2
∗ = {S2
∗(Q1,1), . . . , S2
∗(Qn−1,en−1), S2
∗(Qn,1)}
with S2
∗(Qi,j) = {((D/Mi), 1, ei)} for i = 1, . . . , n − 1 and j = 1, . . . , ei, and S2
∗(Qn,1) =
{(Kn,j , 1, 1) | j = 1, . . . , en}, so S2
∗ is a realizable en-consistent system for MI(E1).
The following corollary is essentially given in [10, (2.10)], except for the exponent e1 · · · en
that occurs here by using Theorem 3.3.
Corollary 3.5 Let I = M1
e1 ∩ · · · ∩ Mn
en be an irredundant primary decomposition of
the nonzero proper ideal I of the Dedekind domain D. Then there exists a finite separable
integral extension Dedekind domain E of D such that IE = (Rad(IE))m, where m =
e1 · · · en.
Proof. If n = 1, then I = M1
e1 = (Rad(I))e1 , so the conclusion holds with E = D and
m = e1. If n > 1, then the conclusion follows immediately from Theorem 3.3, since I =
M1
e1 ∩ · · · ∩Mn
en = M1
e1 · · ·Mn
en .
Corollary 3.6 Let k = pi1
e1 · · · pin
en be the factorization of the positive integer k > 1 as
a product of distinct prime integers pii. . Then there exists an extension field L of Q of
degree e1 · · · en such that kE = [Π
n
i=1(Π
ei
j=1pi,j)]
e1···en, where E is the integral closure of Z
in L and MkZ(E) = {p1,1, . . . , pn,en}.
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Remark 3.7 shows that I sometimes extends to a radical power ideal in a simpler real-
izable consistent system.
Remark 3.7 With the notation of (3.1) and (3.2), assume2 that, for i = 1, . . . , n, there
exists a simple algebraic extension fieldKi
(1) of D/Mi such that [Ki
(1) : (D/Mi)] = ei. Then
the system S(1) = {S(1)(M1), . . . , S
(1)(Mn)}, where S
(1)(Mi) = {(Ki
(1), ei,
e1···en
ei
)} for i =
1, . . . n, is an e1 · · · en-consistent system for MI(D). By Theorem 2.1(i), it is realizable for
MI(D). Also, if E is the integral closure of D in a realization L of S
(1) for MI(D), then
IE = Je1···en , where J = Rad(IE). More specifically, since E is the integral closure of D
in a realization L of S(1) for MI(D), for i = 1, . . . , n, there exists a unique maximal ideal
Ni in E that lies over Mi, and then E/Ni ∼= Ki
(1) and MiENi = Ni
e1···en
ei ENi , so MiE =
Ni
e1···en
ei , so IE = (Πni=1Mi
ei)E = Πni=1(N
e1···en
ei
i )
ei = Je1···en , where J = N1 · · ·Nn.
Remark 3.8 Let Vi = DMi and S = {S(V1), . . . , S(Vn)} be an arbitrary m-consistent
system for MI(D) = {M1, . . . ,Mn}, where, for i = 1, . . . , n, S(Vi) = {(Ki,j , fi,j, ei,j) | j =
1, . . . , si}. If we consider the si, Ki,j, and fi,j as fixed in them-consistent system forMI(D)
and the ei,j as variables subject to the constraint
∑si
j=1 ei,jfi,j = m for each i, then S gives
a map N+
n → N+
t (where t =
∑n
i=1 si) defined by
(e1, . . . , en) 7→ (e1e1,1, . . . , e1e1,s1 , . . . , enen,1, . . . , enen,sn).
If we are only interested in the projective equivalence class of IE, it seems appropriate to
consider the induced map given by S : N+
n → Pt(N+) = N+
t/∼, where (a1, . . . , at) ∼
(b1, . . . , bt) if (a1, . . . , at) = (cb1, . . . , cbt) for some c ∈ Q. In this case, Theorem 2.3 shows
that the equations
∑si
j=1 ei,jfi,j = m are the only restrictions on the image of this map
into Pt(N+). From this point of view, if we want an equation IE = (Rad(IE))
k for some
finite separable integral extension Dedekind domain E of D and for some positive integer
k, then it is not necessary to compose two realizable consistent systems, as in the proof
of Theorem 3.3. Indeed, it suffices to observe that we have an m-consistent system S =
{S(M1), . . . , S(Mn)}, where m = e1 · · · en and S(Mi) = {(Ki,j , 1,
e1···en
ei
) | j = 1, . . . , ei} for
i = 1, . . . , n (realizable or not), and then apply Theorem 2.3.
2D may have a residue field D/Mi that has no extension field Ki
(1) with [Ki
(1) : (D/Mi)] = ei; for
example, D/Mi may be algebraically closed, see also Example 3 in [15].
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To extend Theorem 3.3 to ideals in Noetherian domains of altitude one, we use the
following result from [10].
Proposition 3.9 [10, (2.6)] Let R be a Noetherian domain of altitude one with quotient
field F , let I be a nonzero proper ideal in R, let L be a finite algebraic extension field of
F , let E be the integral closure of R in L, and assume there exist distinct maximal ideals
N1, . . . , Nn of E and positive integers k1, . . . , kn, h such that IE = (N1
k1 · · ·Nn
kn)h. Then
there exists a finite integral extension domain A of R with quotient field L and distinct
maximal ideals P1, . . . , Pn of A such that, for i = 1, . . . , n:
(i) PiE = Ni.
(ii) E/Ni ∼= A/Pi.
(iii) (IA)a = ((P1
k1 · · ·Pn
kn)h)a.
The following corollary is the same as [10, (2.8.2)], except for the explicit exponent
e1 · · · en given here.
Corollary 3.10 Let R be a Noetherian domain of altitude one, let I be a nonzero proper
ideal in R, let R′ be the integral closure of R in its quotient field, and let IR′ =M1
e1 · · ·Mn
en
be a normal primary decomposition of IR′. Then there exists a finite separable integral
extension domain A of R such that (IA)a = ((Rad(IA))
e1···en)a, and if A
′ denotes the
integral closure of A in its quotient field, then for each P ∈ MI(A) we have: (i) PA
′ is a
maximal ideal, and (ii) A′/PA′ ∼= A/P .
Proof. If n = 1, then IR′ = (Rad(IR′))e1 and R′ is a Dedekind domain, so the conclusion
follows from Proposition 3.9.
If n > 1, then by hypothesis there are exactly n distinct maximal ideals M1, . . . ,Mn
in R′ that contain IR′ and IR′ = M1
e1 · · ·Mn
en . Also, R′ is a Dedekind domain, so by
Theorem 3.3 there exists a finite separable integral extension Dedekind domain E of R′
such that IE = (Rad(IE))e1···en . Then E is the integral closure of R in the quotient field
of E; the conclusions follow from this, together with Proposition 3.9.
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An additional way to compose realizable consistent systems to obtain a Dedekind domain
E as in Theorem 3.3 is discussed in [10, (2.11.2)]. We consider [10, (2.11.2)] again here in
Proposition 3.11 because we want to add an observation on the exponent e1 · · · en. It gives
a different inductive way to prove Theorem 3.3 when the exponents e1, . . . , en have no
common integer prime divisors and replaces the exponent and degree e1 · · · en in Theorem
3.3 with a smaller exponent and degree d. This also gives corresponding different versions
of Corollaries 3.6 and 3.10. In case the exponents e1, . . . , en do have common integer prime
divisors, see Remark 3.12.
Proposition 3.11 With the notation of (3.1) and (3.2), assume that n > 1 and that no
prime integer divides each ei. Let d = p1
m1 · · · pk
mk be the least common multiple of
e1, . . . , en, where p1, . . . , pk are distinct prime integers and m1, . . . ,mk are positive inte-
gers. Then the system S = {S(M1), . . . ,S(M1)} for MI(D), where, for i = 1, . . . , n, S(Mi)
= {(Ki,j , 1,
d
ei
) | j = 1, . . . , ei}, is a realizable d-consistent system for MI(D). Also, if E is
the integral closure of D in a realization L of S for MI(D), then IE = (Rad(IE))
d.
Proof. The proof is similar to the proof of [10, (2.11.1)]. There exists a chain of rings
(∗) D = E(0) ⊂ E1 ⊂ · · · ⊂ Ek = E,
where each Eh (h = 1, . . . , k) is the integral closure of Eh−1 in a realization Lh of a real-
izable ph
mh-consistent system Sh for MI(Eh−1). To describe the consistent systems used
to obtain these rings Eh we first need the factorizations of each ei. So, for i = 1, . . . , n
let ei = p1
ci,1 · · · pk
ci,k , so 0 ≤ ci,j ≤ mj for j = 1, . . . , k, since d = p1
m1 · · · pk
mk . With
this notation, it will now be shown that, for h = 1, . . . , k, Eh has, for i = 1, . . . , n, exactly
th,i = p1
ci,1 · · · ph
ci,h maximal ideals Pi,1, . . . , Pi,th,i that lie over Mi and, for j = 1, . . . , th,i,
Eh/Pi,j ∼= D/Mi and Mi(Eh)Pi,j = Pi,j
rh,i(Eh)Pi,j , where rh,i = p1
m1−ci,1 · · · ph
mh−ci,h .
For the first step, let ei = p1
ci,1di,1 with p1 6 | di,1, so 0 ≤ ci,1 ≤ m1 for each i. It
may be assumed that c1,1 ≥ c2,1 ≥ · · · ≥ cn,1 (so c1,1 = m1 and cn,1 = 0 (by the hypoth-
esis that no prime divides all ei)), and let S1 = {S1(M1), . . . ,S1(Mn)}, where S1(Mi) =
{(Ki,j , 1, p1
m1−ci,1) | j = 1, . . . , si = p1
ci,1} for i = 1, . . . , n. Then S1 is a p1
m1-consistent
system forMI(D), and since cn,1 = 0, it is realizable forMI(D). Let E1 be the integral clo-
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sure of D in a realization L1 of S1 forMI(D). Then by Remark 3.2.2, IE1 =
∏n
i=1(Mi
eiE1)
=
(∗∗)
n∏
i=1
(Ni,1
eiei,1 · · ·Ni,si
eiei,si ) =
n∏
i=1
(Ni,1
(p1
ci,1di,1)(p1
m1−ci,1 ) · · ·Ni,si
(p1
ci,1di,1)(p1
m1−ci,1 )) = J1
p1
m1
,
where J1 =
∏n
i=1(Ni,1
di,1 · · ·Ni,si
di,1), and
∏n
i=1 di,1
si =
∏n
i=1 di,1
p1
ci,1
has p2, . . . , pk as its
prime integer factors.
Assume that h > 1 and that Eh−1 has been constructed to have the properties in the
second preceding paragraph, so, in particular, for i = 1, . . . , n, MI(Eh−1) has exactly th−1,i
maximal ideals Pi,1, . . . , Pi,th−1,i that lie over Mi and, for j = 1, . . . , th−1,i, Eh−1/Pi,j
∼=
D/Mi and Mi(Eh−1)Pi,j = Pi,j
rh−1,i(Eh−1)Pi,j .
To get Eh from Eh−1, let Sh = {Sh(P1,1), . . . ,Sh(Pn,th−1,n)}, where
Sh(Pi,j) = {(Ki,j,l, 1, ph
mh−ci,h) | l = 1, . . . , ph
ci,h} for all i, j.
Then it is readily checked that Sh is a ph
mh-consistent system for MI(Eh−1), and it is
realizable forMI(Eh−1), by Theorem 2.1(i). It then follows from the prescription of Sh that
the integral closure Eh of Eh−1 in a realization Lh of Sh for MI(Eh−1) has the properties
of Eh in the third preceding paragraph.
It therefore follows that [L : F ] = p1
m1 · · · pk
mk = d, where L (resp. F ) is the quotient
field of E = Ek (resp., D = E(0)) and that E is a realization of the system S for MI(D)
(with S as in the statement of this theorem), so S is a realizable d-consistent system for
MI(D). Finally, it follows from (**), applied in each of the k steps, that IE = (Rad(IE))
d.
Remark 3.12 Concerning the hypothesis in Proposition 3.11 that no prime integer divides
all ei, if, on the contrary, pi is a prime integer that divides each ei, then let c be the
greatest common divisor of e1, . . . , en. For i = 1, . . . , n define ki by ei = cki, and let I0
= M1
k1 · · ·Mn
kn , so I0
c = (
∏n
i=1M
ki
i )
c =
∏n
i=1M
ei
i = I and no prime integer divides all
ki. Therefore, if the ring E of Theorem 3.3 is constructed for I0 in place of I, then I0E =
(Rad(I0E))
d, where d is the least common multiple of k1, . . . , kn, so IE = (Rad(IE))
dc.
Theorem 3.3 shows that there exist finite separable integral extension domains E of
D such that IE is a radical-power ideal. Proposition 3.13 characterizes the conditions a
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realizable m-consistent system S′ for MI(D) must satisfy in order that IE = J
t for some
radical ideal J in E and for some positive integer t.
Proposition 3.13 Let D be a Dedekind domain with quotient field F 6= D, let M1, . . . ,Mn
(n > 1) be distinct maximal ideals of D, let I = M1
e1 · · ·Mn
en be an ideal in D, where
e1, . . . , en are positive integers, and letm be a positive integer. Let S
′ = {S′(M1), . . . , S
′(Mn)}
be a realizable m-consistent system for {DM1 , . . . ,DMn}, where S
′(Mi) = {(Ki,j , fi,j, ei,j) |
j = 1, . . . , si} for i = 1, . . . , n, and let E be the integral closure of D in a finite separable
field extension L of F which realizes S′ for {DM1 , . . . ,DMn}, so [L : F ] = m. Then the
following hold:
(3.13.1) IE = J t for some radical ideal J in E and for some positive integer t if and only
if the products eiei,j are equal for all i, j, and then J = Rad(IE) and eiei,j = t.
(3.13.2) If IE = Jm (as in Theorem 3.3 and Proposition 3.11), then
∑si
j=1 fi,j = ei for i
= 1, . . . , n.
(3.13.3) If IE = J t, as in (3.13.1), and if no prime integer divides each ei, then m is a
positive multiple of t and t (and hence m) is a positive multiple of each ei.
Proof. For (3.13.1), it is clear that if IE = J t for some radical ideal J in E, then J =
Rad(IE). Therefore let J = Rad(IE) = P1 · · ·Pk, for distinct prime ideals P1, . . . , Pk of E.
Then by Remark 3.2, IE =
∏n
i=1(Pi,1
eiei,1 · · ·Pi,si
eiei,si ). Thus by uniqueness of primary
decompositions in a Dedekind domain, it follows that J t = IE if and only if t = eiei,j for
each i and j, hence (3.13.1) holds.
For (3.13.2), by (2) in the definition of a consistent system we have m =
∑si
j=1 ei,jfi,j for
i = 1, . . . , n. Therefore if (3.13.1) holds and if t = m (= [L : F ]), then m = t = eiei,j for all
i, j, so ei,j =
m
ei
for i = 1, . . . , n and j = 1, . . . , si. Substituting
m
ei
for ei,j and multiplying
by ei we get mei = m
∑si
j=1 fi,j for each i, so the conclusion follows by cancelling m.
For (3.13.3), if (3.13.1) holds, then as in the proof of (3.13.2) we have ei,j =
t
ei
for all
i, j and m =
∑si
j=1 ei,jfi,j for all i. Substituting
t
ei
for ei,j and multiplying by ei we get mei
= t
∑si
j=1 fi,j for each i. Since no prime divides each ei, we get m = tm
′ for some m′ ∈ N+.
Therefore, since t = eiei,j for all i, j, t and m are positive multiples of each ei.
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4 Finite-residue-field degree analogs.
Under the assumption that each of the residue fields D/Mi is finite, the results in this
section are “finite-residue-field degree” analogs of the results in Section 3. Theorem 4.1 is
the main result in this section; it is a finite-residue-field degree analog of Theorem 3.3.
Theorem 4.1 With the notation of (3.1) and (3.2), assume that n > 1 and that each Ki =
D/Mi is finite. For i = 1, . . . , n let fi be a positive integer such that [Ki : Fi] = fi for some
subfield Fi of Ki, and let Ki
′ ⊆ Ki be the unique extension field of Ki of degree
f1···fn
fi
, where
Ki is a fixed algebraic closure of Ki. Then the system T = {T (M1), . . . , T (Mn)} is a real-
izable m-consistent system for MI(D), where m = f1 · · · fn and T (Mi) = {(Ki,j ,
f1···fn
fi
, 1) |
j = 1, . . . , fi} for i = 1, . . . , n (with Ki,j = Ki
′ for j = 1, . . . , fi). Therefore there ex-
ists a Dedekind domain E that is a finite separable integral extension domain of D such
that [L : F ] = m (where L (resp., F ) is the quotient field of E (resp., D)) and, for i =
1, . . . , n, there exist exactly fi maximal ideals Ni,1, . . . , Ni,fi in E that lie over Mi and, for
j = 1, . . . , fi, MiENi,j = Ni,jENi,j and [(E/Ni,j) : Ki] =
f1···fn
fi
, so [(E/Ni,j) : Fi] = m.
Proof. The proof is similar to the proof of Theorem 3.3. Specifically, if fh = 1 for some
h = 1, . . . , n, then T (Mh) has sh = fh = 1, so the system T is a realizable f1 · · · fn-
consistent system for MI(D), by Theorem 2.1(i), and the integral closure E of D in a
realization L of T for MI(D) has the desired properties, so it may be assumed that fi
> 1 for all i. Then the desired ring E is obtained by composing the following two sys-
tems T1 (to get the Dedekind domain E1 from D) and T2 (to get the Dedekind domain
E from E1). Here, T1 = {T1(M1), . . . , T1(Mn)}, where T1(Mn) = {(Kn,1, f1 · · · fn−1, 1)}
and for i = 1, . . . , n − 1, T1(Mi) = {(Hi,j ,
f1···fn−1
fi
, 1) | j = 1, . . . , fi} (with Ki ⊆ Hi,j
⊆ Ki,j; such Hi,j exist, by Remark 2.6.1 , so [Ki,j : Hi,j] = fn). It follows from Theo-
rem 2.1(i) that T1 is a realizable f1 · · · fn−1-consistent system for MI(D) and that there
are exactly m′ = f1 + · · · + fn−1 + 1 ideals Q1,1, . . . , Qn−1,fn−1 , Qn,1 in MI(E1), where
E1 is the integral closure of D in a realization L1 of T1 for MI(D). Therefore let T2
= {T2(Q1,1), . . . , T2(Q1,f1), . . . , T2(Qn−1,1), . . . , T2(Qn−1,fn−1), T2(Qn,1)}, where T2(Qn,1) =
{(Kn,j , 1, 1) | j = 1, . . . , fn}, and for all other (i, j), T2(Qi,j) = {(Ki,j , fn, 1)}. (Note that,
by hypothesis, E1/Qn,1 ∼= Kn,1 = · · · = Kn,fn .) It follows that T2 is a fn-consistent system
21
for MI(E1), and it is realizable for MI(E1), by Theorem 2.1(i). Let E be the integral
closure of E1 in a realization of T2 for MI(E1). Then the E/Nn,j are E1/Qn,1-isomorphic
to Kn,j and E1/Qn,1 ⊇ Kn, so the E/Nn,j are Kn-isomorphic to Kn,j = Kn,1 = Kn
′. Also,
by construction, for i = 1, . . . , n − 1 and j = 1, . . . , fi, E/Ni,j is E1/Qi,j-isomorphic to
Ki,j and E/Qi,j ⊇ Ki, so E/Ni,j is Ki-isomorphic to Ki,j. Further, the Ki,j are finite
and contain Ki, so they are simple extensions of Ki. Therefore it follows as in the third
paragraph of the proof of Theorem 3.3 that a realization L of T2 for MI(E1) is, in fact,
a realization of T for MI(D) (with T as in the statement of this theorem), so T is a a
realizable f1 · · · fn-consistent system for MI(D).
Finally, it follows from the prescription given by T that, for i = 1, . . . , n and j = 1, . . . , fi,
MiENi,j = Ni,jENi,j and [(E/Ni,j) : Ki] =
f1···fn
fi
, so [(E/Ni,j) : Fi] = f1 · · · fn.
Remark 4.2 (4.2.1) The hypothesis in Theorem 4.1 that each Ki = Di/Mi is finite is
often not essential. Specifically, if the set of extension fields of the Ki have the following
properties (a) - (c), then it follows from the proof of Theorem 4.1 that the conclusion holds,
even though the Ki are not finite: (a) For i = 1, . . . , n, Ki has a subfield Fi such that
[Ki : Fi] = fi. (b) With m = f1 · · · fn, for i = 1, . . . , n Ki has (not necessarily distinct)
simple extension fields Ki,1, . . . ,Ki,fi such that [Ki,j : Ki] =
m
fi
. (c) For i = 1, . . . , n− 1, Ki
has simple extension fields Hi,j such that [Hi,j : Ki] =
f1···fn−1
fi
and such that Hi,j ⊆ Ki,j
(so [Ki,j : Hi,j] = fn).
(4.2.2) With the notation of Theorem 4.1, let d be a common multiple of f1, . . . , fn−1 and
let d∗ = dfn. (Thus, for example, if f1 = · · · = fn−1, then d
∗ = f1fn is (depending on f1 and
n) potentially considerably smaller than f1 · · · fn.) Then the following d
∗-consistent system
T ∗ is realizable for MI(D): T
∗ = {T ∗(M1), . . . , T
∗(Mn)} with T
∗(Mi) = {(Ki,j ,
d∗
fi
, 1) | j =
1, . . . , fi} for i = 1, . . . , n (with Ki,j = Ki
′∗ for j = 1, . . . , fi, where Ki
′∗ ⊆ Ki is the unique
extension field of Ki of degree d
∗). Also, [E∗/Ni,j : Fi] = d
∗ for all i, j, where E∗ is the
integral closure of D is a realization of T ∗ for MI(D).
Proof. For (4.2.2), the proof is the same as the proof of Theorem 3.3 by composing the
following two realizable consistent systems T1
∗, T2
∗. Here, T1
∗ = {T1
∗(M1), . . . , T1
∗(Mn)}
with T1
∗(Mi) = {(Hi,j ,
d∗
fifn
, 1) | j = 1, . . . , fi} for i = 1, . . . , n− 1 (with Ki ⊆ Hi,j ⊆ Ki,j ,
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so [Ki,j : Hi,j] = fn), and T1
∗(Mn) = {(Kn,1,
d∗
fn
, 1)}, so T1
∗ is a realizable d
∗
fn
-consistent
system for MI(D). Let E1
∗ be the integral closure of D is a realization L1
∗ of T1
∗ for
MI(D), and for i = 1, . . . , n let Qi,1, . . . , Qi,fi be the maximal ideals in E1 that lie over Mi.
Let T2
∗ = {T2
∗(Q1,1), . . . , T2
∗(Qn−1,fn−1), T2
∗(Qn,1)} with T2
∗(Qi,j) = {(Ki,j , fn, 1)} for i
= 1, . . . , n − 1 and j = 1, . . . , fi, and T2
∗(Qn,1) = {(Kn,j , 1, 1) | j = 1, . . . , fn}, so T2
∗ is a
realizable fn-consistent system for MI(E1).
Corollary 4.3 is a special case of Theorem 4.1; it is a finite-residue-field degree analog
of Corollary 3.6.
Corollary 4.3 Let D be the ring of integers of an algebraic number field F and letM1, . . . ,Mn
(n > 1) be distinct maximal ideals in D. For i = 1, . . . , n let Z/piiZ be the prime subfield of
D/Mi (possibly pii = pij for some i 6= j ∈ {1, . . . , n}) and let fi = [(D/Mi) : (Z/piiZ)]. Then
there exists a Dedekind domain E that is a finite (separable) integral extension domain of
D such that, for i = 1, . . . , n, there exist exactly fi maximal ideals pi,j in E that lie over
Mi, and then, for j = 1, . . . , fi, MiEpi,j = pi,jEpi,j and [(E/pi,j) : (Z/piiZ)] = f1 · · · fn.
Proof. This follows immediately from Theorem 4.1.
Remark 4.4 corresponds to Remark 3.8.
Remark 4.4 Let D be a Dedekind domain with quotient field F 6= D, let M1, . . . ,Mn be
distinct maximal ideals of D, and assume that D/Mi is finite for i = 1, . . . , n. For i =
1, . . . , n let fi be a positive integer, and assume there exists a subfield Fi of D/Mi such that
[(D/Mi) : Fi] = fi. Let T = {T (V1), . . . , T (Vn)} be an arbitrary m-consistent system for
MI(D) = {M1, . . . ,Mn}, where, for i = 1, . . . , n, T (Vi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si}.
If we consider the si, Ki,j, and ei,j as fixed in the m-consistent system for MI(D) and the
fi,j as variables subject to the constraint
∑si
j=1 ei,jfi,j = m for each i, then T gives a map
N+
n → N+
t (where t =
∑n
i=1 si) defined by
(f1, . . . , fn) 7→ (f1f1,1, . . . , f1f1,s1 , . . . , fnfn,1, . . . , fnfn,sn),
and Theorem 2.7 shows that the equations
∑si
j=1 ei,jfi,j = m are the only restrictions on the
image of the induced map S : N+
n → Pt(N+) = N+
t/∼, where (a1, . . . , at) ∼ (b1, . . . , bt) if
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(a1, . . . , at) = (cb1, . . . , cbt) for some c ∈ Q. From this point of view, if we want an equation
[(E/Qi,j) : Fi] = k for all i, j, for some finite separable integral extension Dedekind domain
E of D and for some positive integer k, then it is not necessary to compose two realizable
consistent systems, as in the proof of Theorem 4.1. Indeed, it suffices to observe that we
have an m-consistent system T = {T (M1), . . . , T (Mn)}, where m = f1 · · · fn and T (Mi) =
{(Ki,j ,
f1···fn
fi
, 1) | j = 1, . . . , fi} for i = 1, . . . , n (realizable or not), and then apply Theorem
2.7.
Corollary 4.5 is a finite-residue-field degree analog of Corollary 3.10. Since hypotheses
on infinite residue fields can sometimes be replaced by the hypotheses that the residue
fields have cardinality greater than or equal to a given positive integer, Corollary 4.5 may
be useful in this regard.
Corollary 4.5 Let R be a Noetherian domain of altitude one, let I be a nonzero proper ideal
in R, let R′ be the integral closure of R in its quotient field, let IR′ = M1
e1 · · ·Mn
en (n > 1)
be a normal primary decomposition of IR′, and for i = 1, . . . , n let [(R′/Mi) : (R/(Mi∩R))]
= gi. For i = 1, . . . , n assume that R
′/Mi is finite, let fi be a positive integer, and assume
that [(R/(Mi∩R)) : Fi] = fi, where Fi is a subfield of R/(Mi∩R). Then there exists a finite
separable integral extension domain A of R such that, for all P ∈ MI(A), [(A/P ) : Fi] =
Πni=1figi = [A(0) : R(0)]. Also, A may be chosen so that, with A
′ the integral closure of A in
A(0), there exist exactly figi maximal ideals Pi,j in A such that Pi,jA
′ ∩ R′ = Mi and, for
all P ∈ MI(A) it holds that PA
′ ∈ MI(A
′) and A/P ∼= A′/(PA′).
Proof. Since R′ is a Dedekind domain and [(R′/Mi) : Fi] = figi for i = 1, . . . , n, it follows
from Theorem 4.1 that there exists a Dedekind domain E that is a finite separable integral
extension domain of R′ such that [A(0) : R(0)] = Π
n
i=1figi and, for i = 1, . . . , n, there exist
exactly figi maximal ideals Ni,1, . . . , Ni,figi in E that lie over Mi and, for j = 1, . . . , figi,
MiENi,j = Ni,jENi,j and [(E/Ni,j) : (R
′/Mi)] =
f1g1···fngn
figi
, so [(E/Ni,j) : Fi] = Π
n
i=1figi.
The conclusions follow from this, together with Proposition 3.9.
Part of Theorem 4.1 shows that if each residue field D/Mi is finite and Fi is a subfield
of D/Mi such that [(D/Mi) : Fi] = fi, then there exists a finite separable integral extension
24
domain E of D such that [E(0) : D(0)] = [(E/Ni,j) : Fi] = f1 · · · fn for all i, j (= m, say).
Proposition 4.6 characterizes the conditions a realizable m-consistent system T ′ for MI(D)
must satisfy in order that [(E/Ni,j) : Fi] = f1 · · · fn for all i, j.
Proposition 4.6 Let D be a Dedekind domain with quotient field F 6= D, let M1, . . . ,Mn
(n > 1) be distinct maximal ideals of D, and assume that Ki = D/Mi is finite for i =
1, . . . , n. For i = 1, . . . , n let fi be a positive integer such that [Ki : Fi] = fi for some subfield
Fi of Ki. Let m be a positive integer and let T
′ = {T ′(M1), . . . , T
′(Mn)} be a realizable
m-consistent system for MI(D), where, for i = 1, . . . , n, T
′(Mi) = {(Ki,j , fi,j , ei,j) | j =
1, . . . , si}, and let E be the integral closure of D in a realization L of T
′ for MI(D), so
[L : F ] = m. Then the following hold:
(4.6.1) There exists a positive integer t such that [(E/Ni,j) : Fi] = t for all i, j if and only
if the products fifi,j are equal for all i, j, and then t = fifi,j.
(4.6.2) If [(E/Ni,j) : Fi] = m for all i, j (as in Theorem 4.1), then
∑si
j=1 ei,j = fi for i =
1, . . . , n.
(4.6.3) If [(E/Ni,j) : Fi] = t for all i, j, as in (4.6.1), and if no prime integer divides each
fi, then m is a positive multiple of t and t (and hence m) is a positive multiple of each fi.
Proof. For (4.6.1), by hypothesis [(E/Ni,j) : Ki] = fi,j and [Ki : Fi] = fi for all i, j, so it
follows that [(E/Ni,j) : Fi] = t for all i, j if and only if fifi,j = t for all i, j, hence (4.6.1)
holds.
For (4.6.2), by (2) in the definition of a consistent system we have m =
∑si
j=1 ei,jfi,j for
i = 1, . . . , n. Therefore if (4.6.1) holds and if t = m (= [L : F ]), then m = t = fifi,j for all
i, j, so fi,j =
m
fi
for i = 1, . . . , n and j = 1, . . . , si. Substituting
m
fi
for fi,j and multiplying
by fi we get mfi = m
∑si
j=1 ei,j for each i, so the conclusion follows by cancelling m.
For (4.6.3), if (4.6.1) holds, then as in the proof of (4.6.2) we have fi,j =
t
fi
for all i, j
and m =
∑si
j=1 ei,jfi,j for all i. Substituting
t
fi
for fi,j and multiplying by fi we get mfi
= t
∑si
j=1 ei,j for each i. Since no prime integer divides each fi, we get m = tm
′ for some
m′ ∈ N+. Therefore, since t = fifi,j for all i, j, t and m are positive multiples of each fi.
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5 Finite residue fields and radical-power ideals.
Theorem 5.1 is the main result in this section; it combines the main theorems of the pre-
ceding two sections.
Theorem 5.1 With the notation of (3.1) and (3.2) (so I = M1
e1 · · ·Mn
en , where n >
1 and the ei are positive integers), assume that each Ki = D/Mi is finite and let Ki be
a fixed algebraic closure of Ki. For i = 1, . . . , n let fi be a positive integer such that
Ki is an extension field of a subfield Fi with [Ki : Fi] = fi, and let Ki
∗ be the unique
extension field of Ki of degree e1 · · · enf1 · · · fn that is contained in Ki. Then the system
U = {U(M1), . . . , U(Mn)} is a realizable e1 · · · enf1 · · · fn-consistent system for MI(D),
where, for i = 1, . . . , n, U(Mi) = {(Ki,j ,
f1···fn
fi
, e1···en
ei
| j = 1, . . . , eifi} (with Ki,j = Ki
∗
for j = 1, . . . , eifi). Therefore there exists a separable algebraic extension field L of degree
e1 · · · enf1 · · · fn over the quotient field F of D, and a finite integral extension Dedekind
domain E of D with quotient field L such that, for i = 1, . . . , n, there are exactly eifi
maximal ideals Ni,1, . . . , Ni,eifi in E that lie over Mi, and it holds that [(E/Ni,j) : Fi] =
f1 · · · fn for all i and j, and IE = (Rad(IE))
e1···en = (N1,1 · · ·Nenfn)
e1···en .
Proof. Let S∗ = {S∗(M1), . . . , S
∗(Mn)}, where S
∗(Mi) = {(Gi,j , 1,
e1···en
ei
) | j = 1, . . . ei}
for i = 1, . . . n (with Gi,j = Ki for all i, j). Then S
∗ is a realizable e1 · · · en-consistemt
system for MI(D), by Theorem 3.3. Let L1 be a realization of S
∗ for MI(D) (so L1 is
a separable algebraic extension field of F of degree e1 · · · en), and let E1 be the integral
closure of D in L1. Thus by Theorem 3.3, for i = 1, . . . , n there exist exactly ei maximal
ideals Qi,1, . . . , Qi,ei in E1 that lie over Mi, IE1 = (Q1,1 · · ·Qn,en)
e1···en , and E1/Qi,j is
Ki-isomorphic to Ki.
Let T ∗ = {T ∗(Q1,1), . . . , T
∗(Qn,en)}, where T
∗(Qi,j) = {(Hi,j,k,
f1···fn
fi
, 1) | k = 1, . . . fi}
for all i, j (where Hi,j,k is one of the eifi ideals Ki,j in the set U(Mi). Then T
∗ is a re-
alizable f1 · · · fn-consistemt system for MI(E1), by Theorem 4.1. Let L be a realization
of T ∗ for MI(E1) (so L is a separable algebraic extension field of L1 of degree f1 · · · fn,
so L is a separable algebraic extension field of F of degree e1 · · · enf1 · · · fn), and let E be
the integral closure of E1 in L. Thus by Theorem 4.1, for i = 1, . . . , n and j = 1, . . . en
26
there exist exactly fi maximal ideals Ni,j,1, . . . , Ni,j,fi in E that lie over Qi,j (so be resub-
scripting there are exactly eifi maximal ideals Ni,1, . . . , Ni,eifi in E that lie over Mi), IE1
= (N1,1 · · ·Nn,enfn)
e1···en∗, and it is readily checked that E/Ni,j is Ki-isomorphic to Ki,j .
Therefore E is a Dedekind domain that has exactly eifi maximal ideals that lie over Mi
(for i = 1, . . . , n) and that have the ramification and residue field extension properties that
are specified by U (with U as in the statement of this theorem). Therefore L is a realization
of U for MI(D), so U is a realizable e1 · · · enf1 · · · fn-consistent system for MI(D) and E
is the integral closure of D in L and has the properties prescribed by U .
Remark 5.2 It is readily seen that, alternately, Theorem 5.1 could be proved by first
applying Theorem 4.1 to D to obtain a finite integral extension Dedekind domain E2 of D
with the desired residue field extension properties and no ramification of any M1, . . . ,Mn,
and then apply Theorem 3.3 to E2 to yield the desired Dedekind domain, say E
′.
Proposition 5.3 is related to Theorem 5.1, but does not follow immediately from it. It
does not require the residue fields D/Mi to be finite, but it does require they have a finite
extension of a specific degree.
Proposition 5.3 With the notation of (3.1) and (3.2), assume that n > 1 and that D/Mi
has a simple algebraic extension field Hi of degree e1 · · · en for i = 1, . . . , n. Then the
(e1 · · · en)
2-consistent system S∗ = {S∗(M1), . . . , S
∗(Mn)} forMI(D) is realizable forMI(D),
where S∗(Mi) = {(Ki,j , e1 · · · en,
e1···en
ei
) | j = 1, . . . , ei} for i = 1, . . . , n (where Ki,j is
(D/Mi)-isomorphic to Hi). Therefore there exists a separable algebraic extension field L
of the quotient field F of D of degree (e1 · · · en)
2 and a finite separable integral extension
Dedekind domain E of D with quotient field L such that, for i = 1, . . . , n, there are exactly
ei maximal ideals Ni,1, . . . , Ni,ei in E that lie over Mi, [(E/Ni,j) : (D/Mi)] = e1 · · · en for
all i and j, and IE = (Rad(IE))e1···en .
Proof. Let T = {T (M1), . . . T (Mn)}, where T (Mi) = {(Hi, e1 · · · en, 1)} for i = 1, . . . , n.
Then T is realizable e1 · · · en-consistent system forMI(D), by Theorem 2.1(i), so the integral
closure E1 of D in a realization L1 of T for MI(D) has a unique maximal ideal Ni that
lies over Mi for i = 1, . . . , n) and then E1/Ni is D/Mi-isormophic to Hi and MiE1 =
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Ni. Let S = {S(N1), . . . , S(Nn)}, where S(Ni) = {(Ki,j , 1,
e1···en
ei
) | j = 1, . . . , ei} for i =
1, . . . , n (so the Ki,j are (A/Mi)-isomorphic to Hi for j = 1, . . . , ei). Then S is a realizable
e1 · · · en-consistent system for MI(E1), by Theorem 3.3 applied to MI(E1). Therefore it is
readily checked that the integral closure E of E1 in a realization L of S for MI(E1) has
the properties prescribed by S∗ for MI(D) (with S
∗ as in the statement of this theorem).
Therefore L is a realization of S∗ for MI(D), so S
∗ is realizable for MI(D).
If Proposition 5.3 is applied to D = Z and I = 72Z, for example, then it follows that
there exists a field L of degree 36 over Q such that the integral closure E of Z in L has
exactly three maximal ideals p1,1, p1,2, p1,3 that lie over 2Z and exactly two maximal ideals
p2,1, p2,2 that lie over 3Z, 72E = (p1,1p1,2p1,3p2,1p2,2)
6, [(E/p1,j) : (Z/2Z)] = 6 for j = 1, 2, 3,
and [(E/p2,j) : (Z/3Z)] = 6 for j = 1, 2.
Corollary 5.4 Let R be a Noetherian domain of altitude one, let I be a nonzero proper
ideal in R, let R′ be the integral closure of R in its quotient field, let IR′ = M1
e1 · · ·Mn
en
(n > 1) be a normal primary decomposition of IR′.
(5.4.1) Assume that R′/Mi is finite for i = 1, . . . , n, let [(R
′/Mi) : (R/(Mi ∩ R))] = gi,
and let fi be a positive integer such that [(R/(Mi ∩ R)) : Fi] = fi for some subfield Fi of
R/(Mi∩R). Then there exists a finite separable integral extension domain A of R such that
[A(0) : R(0)] = Π
n
i=1eifigi and, for i = 1, . . . , n, there exist exactly eifigi maximal ideals Pi,j
∈MI(A) such that, for j = 1, . . . , eifigi: Pi,jA
′ ∈MI(A
′); Pi,jA
′∩R′ = Mi; [(A/Pi,j) : Fi]
= Πni=1figi; and, (IA)a = ([Π
n
i=1(Π
eifigi
j=1 Pi,j)]
e1···en)a.
(5.4.2) Assume that, for i = 1, . . . , n, R′/Mi has a simple algebraic extension field of degree
e1 · · · en. Then there exists a finite separable integral extension domain A of R such that
[A(0) : R(0)] = (Π
n
i=1ei)
2 and, for i = 1, . . . , n, there exist exactly ei maximal ideals Pi,j ∈
MI(A) such that, for j = 1, . . . , ei: Pi,jA
′ ∈MI(A
′); Pi,jA
′∩R′ = Mi; [(A/Pi,j) : (R
′/Mi)]
= Πni=1ei; and, (IA)a = ([Π
n
i=1(Π
ei
j=1Pi,j)]
e1···en)a.
Proof. For (5.4.1), since R′ is a Dedekind domain, it follows from Theorem 5.1 that
there exists a finite separable integral extension Dedekind domain E of R such that [E(0) :
R(0)] = Π
n
i=1eifigi and, for i = 1, . . . , n, there exist exactly eifigi maximal ideals Ni,j ∈
MI(E) such that, for j = 1, . . . , eifigi: Ni,j ∩ R
′ = Mi; [(E/Pi,j) : Fi] = Π
n
i=1figi; and,
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IE = [Πni=1(Π
eifigi
j=1 Ni,j)]
e1···en . Therefore the conclusions follow from this, together with
Proposition 3.9.
The proof of (5.4.2) is similar, but use Proposition 5.3 in place of Theorem 5.1.
The final result in this section follows immediately from combining Propositions 3.13
and 4.6.
Remark 5.5 With the notation of (3.1) and (3.2) (so I =M1
e1 · · ·Mn
en) assume that each
Ki = D/Mi is finite with a subfield Fi such that [Ki : Fi] = fi. Let S = {S(M1), . . . , S(Mn)}
with S(Mi) = {(Ki,j , fi,j, ei,j) | j = 1, . . . , si} for i = 1, . . . , n be a realizable m-consistent
system for MI(D) and let E be the integral closure of D in a realization L of S for MI(D).
Then there exist positive integers t1 and t2 such that IE = (Rad(IE))
t1 and such that, for
i = 1, . . . , n, [(E/N) : Fi] = t2 for all maximal ideals N in E that lie over Mi if and only if
t1 = eiei,j and t2 = fifi,j for all i, j, and then ei =
∑si
i=1 fi,j and fi =
∑si
i=1 ei,j .
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