Abstract. The minimum spanning tree problem is one of the most fundamental algorithmic graph problems and OBDDs are a very common dynamic data structure for Boolean functions. Since in some applications graphs become larger and larger, a research branch has emerged which is concerned with the design and analysis of so-called symbolic algorithms for classical graph problems on OBDD-represented graph instances. Here, a symbolic minimum spanning tree algorithm using O(log 3 |V |) functional operations is presented, where V is the set of vertices of the input graph. Furthermore, answering an open problem posed by Sawitzki (2006) it is shown that every symbolic OBDD-based algorithm for the minimum spanning tree problem needs exponential space (with respect to the OBDD size of the input graph). This result even holds for planar input graphs.
Introduction
A spanning tree of a connected undirected graph G with real edge weights is a minimum spanning tree if its weights, i.e., the total weight of its edges, is minimal among all total weights of spanning trees of G. Constructing a minimum spanning tree is a well-known fundamental problem in network analysis with numerous applications. Besides the importance of the problem in its own right, the problem arises in solutions of other problems (see, e.g., [19] for a nice survey on results from the earliest known algorithm of Borůvka [8] to the invention of Fibonacci heaps and [2] for a survey and empirical study on various minimum spanning tree algorithms). Since modern applications require huge graphs, explicit representations by adjacency matrices or adjacency lists may cause conflicts with memory limitations and even polynomial time algorithms seem not to be applicable any more. As time and space resources do not suffice to consider individual vertices, one way out seems to be to deal with sets of vertices and edges represented by their characteristic functions. Ordered binary decision diagrams, denoted OBDDs, introduced by Bryant in 1986 [10] , are well suited for the representation and manipulation of Boolean functions, therefore, a research branch has emerged which is concerned with the design and analysis of so-called symbolic algorithms for classical graph problems on OBDD-represented graph instances (see, e.g., [17, 18] , [20] , [27] , [28, 29] , and [33]). Symbolic algorithms have to solve problems on a given graph instance by efficient functional operations offered by the OBDD data structure.
Representing graphs with regularities by means of data structures smaller than adjacency matrices or adjacency lists seems to be a natural idea. In [1, 16, 25] it has been shown that problems typically get harder when their input is implicitly represented by circuits. Since there are Boolean functions like some output bits of integer multiplication whose OBDD complexity is exponentially larger than its circuit size [3, 11] , these results do not directly carry over to problems on OBDD-represented inputs. However, in [14] it has been shown that even the very basic problem of deciding whether two vertices s and t are connected in a directed graph G, the so-called graph accessibility problem GAP, is PSPACEcomplete on OBDD-represented graphs. Nevertheless, OBDD-based algorithms are successful in many applications and already in [14] it has been pointed out that worst-case hardness results do not adequately capture the complexity of the problems on real-world instances. Therefore, one aim is to find precise characterizations of the special cases that can be solved efficiently and on the other hand to find simple instances that are hard to process. In [28] exponential lower bounds on the space complexity of OBDD-based algorithms for the single-source shortest paths problem, the maximum flow problem, and a restricted class of algorithms for the reachability problem have been presented. Recently, a general exponential lower bound on the space complexity of OBDD-based algorithms for the reachability problem and exponential lower bounds on the space complexity of symbolic algorithms for the maximum matching and the maxflow problem in 0-1-networks have been shown [4] [5] [6] . The results are not very astonishing but the proofs present worst-case examples which could be helpful to realize which cases are difficult to process. Due to the problem's rich area of applications the minimum spanning tree problem has received a considerable amount of attention for explicit graph representations. The best currently known upper bound on the complexity of the minimum spanning tree problem in the explicit setting was established in [12] , where an algorithm that runs on input G = (V, E) in time O(|E|α(|E| · |V |)) has been presented. Here, α is the inverse of the Ackermann function. In [26] an optimal algorithm has been given but nothing better than O(|E|α(|E| · |V |)) is known about the running time. An expected linear time algorithm has been shown in [22] . For restricted graph classes problems could be easier and for the explicit setting already in [13] a linear time algorithm for minimum spanning trees on planar graphs has been shown.
Here, answering an open question posed by Sawitzki (see Table 1 , page 785 in [28]), we prove that OBDD-based representations of (unique) minimum spanning trees can be exponentially larger than the OBDD representation of the input graph even if the input graph is planar. Despite the exponential blow-up from input to output size in the implicit setting, it is still possible that there exists an OBDD-based algorithm that solve the minimum spanning tree problem polynomially with respect to the number of vertices of the input graph and often
