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Abstract
Consider spanning trees on the two-dimensional Sierpinski gasket SG(n) where stage n is a non-negative
integer. For any given vertex x of SG(n), we derive rigorously the probability distribution of the degree
j ∈ {1, 2, 3, 4} at the vertex and its value in the infinite n limit. Adding up such probabilities of all the
vertices divided by the number of vertices, we obtain the average probability distribution of the degree j.
The corresponding limiting distribution φj gives the average probability that a vertex is connected by 1,
2, 3 or 4 bond(s) among all the spanning tree configurations. They are rational numbers given as φ1 =
10957/40464, φ2 = 6626035/13636368, φ3 = 2943139/13636368, φ4 = 124895/4545456.
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I. INTRODUCTION
The enumeration of the number of spanning trees NST (G) on a graph G was first considered
by Kirchhoff in the analysis of electric circuits [25]. It is a problem of fundamental interest in
mathematics [3, 4, 28, 38] and physics [35, 40]. The number of spanning trees corresponds to
a special q → 0 limit of the partition function of the q-state Potts model in statistical mechanics
[17, 41], which in turn is related to the sandpile model [9, 13]. Just like other limits of the q-
state Potts model, the spanning tree problem has been investigated intensely for decades, and
has various applications in many areas. See, for example, [39] and references therein. It is also
well known that there is a bijection between close-packed dimer coverings with spanning tree
configurations on two related lattices [36]. Some studies on the enumeration of spanning trees
and the calculation of their asymptotic growth constants on regular lattices were carried out in
Refs. [5, 6, 34, 37]. Once the total number of spanning trees and its asymptotic growth constant is
obtained, the next step is to understand the geometric structure of spanning trees. One interesting
question is the probability distribution of the degree of a certain vertex among all the spanning
trees [1]. The geometric properties of spanning trees on Zd lattices, especially the square lattice,
had been considered in [4, 30].
Fractals are geometric structures of (generally non-integer) Hausdorff dimension realized by
repeated construction of an elementary shape on progressively smaller length scales [15, 29]. A
well-known example of a fractal is the Sierpinski gasket that has been extensively studied in several
contexts [2, 10, 11, 12, 14, 18, 19, 20, 21, 23, 26, 27, 32]. Recently, the authors derived rigorously
the number of spanning trees on the Sierpinski gasket and conjectured the result for arbitrary
dimension [7]. It is of interest to consider geometric structure of spanning trees on self-similar
fractal lattices which have scaling invariance rather than translational invariance. Different from
the lattices that have translational invariance, e.g. the square lattice, the probability distribution of
the degree on Sierpinski gasket depends on the vertex location. Thereby, it is natural to investigate
the average of the probability distribution of the degree over all the vertices on SG(n) as n tends
to infinite, and compare the values with the corresponding results on the infinite square lattice
which is also 4-regular. In this paper, we shall present such probability distribution of the degree
at any given vertex x on the two-dimensional Sierpinski gasket and the average, and the limiting
distribution when the number of vertices goes to infinity.
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II. PRELIMINARIES
We first recall some relevant definitions for spanning trees and the Sierpinski gasket in this
section. A connected graph (without loops) G = (V,E) is defined by its vertex (site) and edge
(bond) sets V and E [3, 22]. Let v(G) = |V | be the number of vertices and e(G) = |E| the number
of edges in G. A spanning subgraph G′ is a subgraph of G with the same vertex set V and an edge
set E ′ ⊆ E. As a tree is a connected graph with no circuits, a spanning tree on G is a spanning
subgraph of G that is a tree and hence e(G′) = v(G) − 1. The degree or coordination number
ki of a vertex vi ∈ V is the number of edges attached to it. A k-regular graph is a graph with
the property that each of its vertices has the same degree k. In general, one can associate an edge
weight to each edge connecting adjacent vertices vi and vj (see, for example [37]). For simplicity,
all edge weights are set to one throughout this paper, so that the weight of each spanning tree is
the same.
The construction of the two-dimensional Sierpinski gasket SG(n) at stage n is shown in Fig.
1. At stage n = 0, it is an equilateral triangle; while stage n+1 is obtained by the juxtaposition of
three n-stage structures. For the two-dimensional Sierpinski gasket SG(n), the numbers of edges
and vertices are given by
e(SG(n)) = 3n+1 , v(SG(n)) =
3
2
(3n + 1) .
Except the three outmost vertices which have degree two, all other vertices of SG(n) have degree
four. In the large n limit, SG is 4-regular.
Let us define the notation for the vertices of SG(n) to be used. An illustration for SG(4) is
shown in Fig. 2. The denotation of the vertices is given progressively with increasing number of
digits in the subscript as follows. First of all, fix o as the leftmost vertex. Consider the SG(m) with
0 ≤ m ≤ n always has o as its leftmost vertex, and denote am and bm as its rightmost and topmost
vertices, respectively. cm is defined such that the vertices am, bm and cm demarcate the largest
lacunary triangle of SG(m + 1). We then define the vertex in the middle of the line connecting
am and am+1 with m ≥ 1 as am,1. Similarly, am,1 and the associated bm,1 and cm,1 demarcate
a lacunary triangle with bm,1 on the left and cm,1 on the right. Next for m ≥ 2, we append the
subscript m, 1, 0 for the vertices of the largest lacunary inside the triangle with outmost vertices
am, am,1, bm,1; the subscript m, 1, 1 for the vertices of the largest lacunary inside the triangle with
outmost vertices am,1, am+1, cm,1; the subscript m, 1, 2 for the vertices of the largest lacunary
inside the triangle with outmost vertices bm,1, cm,1, cm, etc. In general for the vertices of SG(n),
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we use the notation x~γ where x = a, b, c and the subscript ~γ = (γ1, ..., γs) has s components with
1 ≤ s ≤ n, 1 ≤ γ1 < n and γk ∈ {0, 1, 2} for k ∈ {2, 3, ..., s}. For the vertices above the
extended line connecting o and c0, we will also use the notation x˜~γ such that it is the reflection of
the vertex x~γ with respect to this line. For examples, a22 = b˜21, b221 = a˜212, c222 = c˜211, etc. The
advantage of such vertex notation is that the quantities to be studied for the vertices xγ1,...,γs with
s ≥ 2 components in the subscript can be expressed in terms of the quantities for the vertices with
s− 1 components in the subscript as shown in Section V.
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FIG. 1: The first four stages n = 0, 1, 2, 3 of the two-dimensional Sierpinski gasket SG(n).
Let us define the following quantities as in [7].
Definition II.1 Consider the two-dimensional Sierpinski gasket SG(n) at stage n. (i) Define
f(n) ≡ NST (SG(n)) as the number of spanning trees. (ii) Define g(n) as the number of spanning
subgraphs with two trees such that the vertex bn belongs to one tree and the set of vertices {o, an}
belong to the other tree. (iii) Define h(n) as the number of spanning subgraphs with three trees
such that each of the outmost vertices o, an and bn belongs to a different tree.
Notice that for the spanning subgraph configurations counted by g(n), it is possible that the
vertex bn is an isolated vertex with no bonds of trees connecting to it. A similar statement applies
to the outmost verticex o, an, bn for the spanning subgraph configurations counted by h(n). For a
given vertex, we would like to investigate the number of bonds of spanning trees connecting to it
among all the spanning tree configurations. We have the following definitions.
Definition II.2 Consider the two-dimensional Sierpinski gasket SG(n) at stage n. For a certain
vertex x ∈ V (SG(n)), the number of bond(s) connects to it in a spanning tree configuration is
denoted as j ∈ {1, 2, 3, 4} or i ∈ {0, 1, 2, 3, 4}. (i) Define fj(n, x) as the number of spanning
trees such that there is (are) j bond(s) connecting the vertex x. Define the probability Fj(n, x) =
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FIG. 2: The notation for the vertices of the Sierpinski gasket SG(4). The vertices x˜~γ inside the triangle (b3, c3, b4)
are reflection of the vertices x~γ inside the triangle (a3, c3, a4) with respect to the line connecting o and c3, and are not
shown.
fj(n, x)/f(n). (ii) Define gi(n, x) as the number of spanning subgraphs with two trees such that
the vertex bn belongs to one tree and the set of vertices {o, an} belongs to the other tree, and there
is (are) i bond(s) connecting the vertex x. Define the probability Gi(n, x) = gi(n, x)/g(n). (iii)
Define hi(n, x) as the number of spanning subgraphs with three trees such that each of the outmost
vertices o, an, bn belongs to a different tree, and there is (are) i bond(s) connecting the vertex x.
Define the probability Hi(n, x) = hi(n, x)/h(n).
For any vertex x of SG(n), the following relations for the probabilities should be satisfied,
4∑
j=1
Fj(n, x) =
4∑
i=0
Gj(n, x) =
4∑
i=0
Hj(n, x) = 1 ,
which serves as a check for the results obtained.
In this paper, we derive rigorously Fj(n, x) or fj(n, x) for an arbitrary vertex x ∈ V (SG(n))
with j = 1, 2, 3, 4. Such probability on translational invariance lattices in the infinite-vertex limit
is independent of the vertex location. In contrast, as the Sierpinski gasket is a self-similar fractal
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lattice which has scaling invariance rather than translational invariance, our results depend on the
location of x. We shall consider the simplest vertex x = o to obtain Fj(n, o) as Theorem III.1 and
its infinite n limit as Corollary III.1 in Section III, then move on to the vertices x ∈ {am, bm, cm}
with 0 ≤ m < n to have Theorem IV.1 and Corollary IV.1 in Section IV. Fj(n, x) for the rest
vertices will be treated in Section V as Propositions V.1 and V.2. The summation and average of
all Fj(n, x) for a given stage n will be studied in Section VI, and such average in the infinite n
limit will be obtained as Theorem VI.1.
III. Fj(n, o) WITH j ∈ {1, 2}
Consider the Sierpinski gasket SG(n) at stage n. We will derive Fj(n, x) for the vertex x = o
in this section. Since the leftmost vertex o has degree two, fj(n, o) = 0 for j = 3, 4 and any
n ≥ 0. Similarly, we only need i ∈ {0, 1, 2} for gi(n, x) and hi(n, x) with x ∈ {o, an, bn}. Due
to the symmetry of SG(n), we have fj(n, o) = fj(n, an) = fj(n, bn), gj(n, o) = gj(n, an) with
j = 1, 2, and hi(n, o) = hi(n, an) = hi(n, bn) with i = 0, 1, 2. According to the definition,
g0(n, o) = g0(n, an) = 0, but g0(n, bn) 6= 0 for any n ≥ 0. In fact, g0(n, bn) is the only g0(n, x)
with non-zero value, and h0(n, x) is non-zero only when x ∈ {o, an, bn}. The initial values for
x = o at stage n = 0 are f(0) = 3 with decompositions f1(0, o) = 2 and f2(0, o) = 1, g(0) = 1
with decompositions g1(0, o) = 1 and g2(0, o) = 0, h(0) = 1 with decompositions h0(0, o) = 1
and hj(0, o) = 0 for j = 1, 2. We also have g0(0, b0) = 1 and gj(0, b0) = 0 for j = 1, 2.
The following recursion relations was derived in [7] for n ≥ 0,


f(n+ 1) = 6f(n)2g(n) ,
g(n+ 1) = f(n)2h(n) + 7f(n)g(n)2 ,
h(n+ 1) = 12f(n)g(n)h(n) + 14g(n)3 ,
(3.1)
as illustrated in Figs. 3-5. f(n), g(n), h(n) were solved exactly in [7] such that they satisfy the
relation 3g(n)2 = f(n)h(n). It follows that the second and third lines of (3.1) can be simplified as


g(n+ 1) = 10f(n)g(n)2 = 10
3
f(n)2h(n) ,
h(n+ 1) = 50g(n)3 = 50
3
f(n)g(n)h(n) .
(3.2)
Using Figs. 3-5 for vertex o, we obtain the following recursion relations for j = 1, 2:
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FIG. 3: Illustration for the expression of f(n+ 1).
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FIG. 4: Illustration for the expression of g(n+ 1).


fj(n+ 1, o) = 4fj(n, o)f(n)g(n) + 2gj(n, o)f(n)
2 ,
gj(n+ 1, o) = fj(n, o)f(n)h(n) + 3fj(n, o)g(n)
2 + 4gj(n, o)f(n)g(n) ,
(3.3)
and

gj(n+ 1, bn+1) = hj(n, o)f(n)
2 + fj(n, o)g(n)
2 + 2[gj(n, o) + 2gj(n, bn)]f(n)g(n) ,
hj(n + 1, o) = 4hj(n, o)f(n)g(n) + 6gj(n, bn)g(n)
2 + 4fj(n, o)g(n)h(n)
+8gj(n, o)g(n)
2 + 2[gj(n, o) + gj(n, bn)]f(n)h(n) .
(3.4)
Setting f0(n, o) = 0 and g0(n, o) = 0, (3.4) reduces to

g0(n+ 1, bn+1) = h0(n, o)f(n)
2 + 4g0(n, bn)f(n)g(n) ,
h0(n+ 1, o) = 4h0(n, o)f(n)g(n) + 6g0(n, bn)g(n)
2 + 2g0(n, bn)f(n)h(n) .
(3.5)
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♣
FIG. 5: Illustration for the expression of h(n+ 1). The multiplication for the eight configurations on the right-hand-
side corresponds to three possible orientations.
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The initial values for the probabilities are

F1(0, o) = 2/3 , F2(0, o) = 1/3 , G1(0, o) = 1 , G2(0, o) = 0,
H0(0, o) = 1 , G0(0, b0) = 1 , Gj(0, b0) = Hj(0, o) = 0 with j = 1, 2 .
(3.6)
Divide the quantities in (3.3)-(3.5) by f(n + 1), g(n + 1) or h(n + 1) given in (3.1) or (3.2), we
get 

Fj(n + 1, o) =
2
3
Fj(n, o) +
1
3
Gj(n, o) ,
Gj(n+ 1, o) =
3
5
Fj(n, o) +
2
5
Gj(n, o) ,
(3.7)


Gj(n + 1, bn+1) =
2
5
Gj(n, bn) +
3
10
Hj(n, o) +
1
10
Fj(n, o) +
1
5
Gj(n, o) ,
Hj(n + 1, o) =
6
25
Gj(n, bn) +
6
25
Hj(n, o) +
6
25
Fj(n, o) +
7
25
Gj(n, o) ,
(3.8)
for j = 1, 2, and 

G0(n+ 1, bn+1) =
2
5
G0(n, bn) +
3
10
H0(n, o) ,
H0(n+ 1, o) =
6
25
G0(n, bn) +
6
25
H0(n, o) .
(3.9)
The probabilities Fj(n, o) and Gj(n, o) with j = 1, 2 can be solved exactly by linear algebra as
follows.
Theorem III.1 For the Sierpinski gasket SG(n) with non-negative integer n,
F1(n, o) =
11
14
−
5
42
(
1
15
)n , G1(n, o) =
11
14
+
3
14
(
1
15
)n ,
F2(n, o) =
3
14
+
5
42
(
1
15
)n , G2(n, o) =
3
14
−
3
14
(
1
15
)n .
Proof Denote the vector Vj(n) = (Fj(n, o), Gj(n, o))T with j = 1, 2 and n ≥ 0. By (3.6)
and (3.7), we have
Vj(n) = A
nVj(0) ,
where the matrix A and the initial Vj(0) are
A =

 23 13
3
5
2
5

 and V1(0) =

 23
1

 , V2(0) =

 13
0

 .
The matrix A can be diagonalized such that
Vj(n) = QAD
n
AQ
−1
A Vj(0) ,
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where
DA =

 1 0
0 1
15

 and QA =

 1 5
1 −9

 .
Therefore,
Vj(n) = QAD
n
AQ
−1
A Vj(0) =

 914 + 514( 115)n 514 − 514( 115)n
9
14
− 9
14
( 1
15
)n 5
14
+ 9
14
( 1
15
)n

Vj(0)
for j = 1, 2, and the proof is completed. 
From Theorem III.1 and the exact expressions of f(n), g(n), h(n) in [7], we have the following
corollary.
Corollary III.1 For the Sierpinski gasket SG(n) with non-negative integer n,
f1(n, o) =
[11
14
−
5
42
(
1
15
)n
][
2α(n)3β(n)5γ(n)
]
,
f2(n, o) =
[ 3
14
+
5
42
(
1
15
)n
][
2α(n)3β(n)5γ(n)
]
,
where α(n) = 1
2
(3n − 1), β(n) = 1
4
(3n+1 + 2n + 1) and γ(n) = 1
4
(3n − 2n − 1). The limiting
probabilities for the vertex o are
lim
n→∞
F1(n, o) =
11
14
, lim
n→∞
F2(n, o) =
3
14
.
In order to derive the probability Fj(n, x) for arbitrary vertex x 6= o, we need the following
lemma:
Lemma III.1 For the Sierpinski gasket SG(n) with non-negative integer n,
G0(n, bn) =
33
28
(
3
5
)n −
5
28
(
1
25
)n ,
H0(n, o) =
11
14
(
3
5
)n +
3
14
(
1
25
)n ,
G1(n, bn) =
11
14
−
2
7
(
1
15
)n −
6
7
(
3
5
)n +
5
14
(
1
25
)n ,
G2(n, bn) =
3
14
+
2
7
(
1
15
)n −
9
28
(
3
5
)n −
5
28
(
1
25
)n ,
H1(n, o) =
11
14
+
3
14
(
1
15
)n −
4
7
(
3
5
)n −
3
7
(
1
25
)n ,
9
H2(n, o) =
3
14
−
3
14
(
1
15
)n −
3
14
(
3
5
)n +
3
14
(
1
25
)n .
Proof Denote the vector Z0(n) = (G0(n, bn), H0(n, o))T . By (3.6) and (3.9), we have
Z0(0) = (1, 1)
T and
Z0(n) = B
nZ0(n) = QBD
n
BQ
−1
B Z0(0) ,
where
B =

 25 310
6
25
6
25

 , DB =

 35 0
0 1
25

 , QB =

 3 5
2 −6

 . (3.10)
Then
Z0(n) =

 914(35)n + 514( 125)n 1528(35)n − 1528( 125)n
3
7
(3
5
)n − 3
7
( 1
25
)n 5
14
(3
5
)n + 9
14
( 1
25
)n

Z0(0) =

 3328(35)n − 528( 125)n
11
14
(3
5
)n + 3
14
( 1
25
)n


gives G0(n, bn) and H0(n, o).
For the other probabilities, denote the vector Wj(n) = (Gj(n, bn), Hj(n, o))T with j = 1, 2,
and split it into two parts Wj(n) =W (1)j (n) +W
(2)
j (n) [33]. By (3.8), we have
W
(1)
j (n+ 1) = BW
(1)
j (n) and W
(2)
j (n + 1) = BW
(2)
j (n) +Rj(n) , (3.11)
where
Rj(n) =

 110Fj(n, o) + 15Gj(n, o)
6
25
Fj(n, o) +
7
25
Gj(n, o)

 .
From Theorem III.1, we know
R1(n) =

 33140 + 13420( 115)n
143
350
+ 11
350
( 1
15
)n

 and R2(n) =

 9140 − 13420( 115)n
39
350
− 11
350
( 1
15
)n

 .
To solve W (2)j (n), denote
W
(2)
1 (n) =

 a1 + a2( 115)n
a3 + a4(
1
15
)n

 and W (2)2 (n) =

 b1 + b2( 115)n
b3 + b4(
1
15
)n

 ,
where the unknown ai and bi with i ∈ {1, 2, 3, 4} satisfy the following relations by (3.11):

a1 =
33
140
+ 2
5
a1 +
3
10
a3
a2
15
= 13
420
+ 2
5
a2 +
3
10
a4
a3 =
143
350
+ 6
25
(a1 + a3)
a4
15
= 11
350
+ 6
25
(a2 + a4)
,


b1 =
9
140
+ 2
5
b1 +
3
10
b3
b2
15
= − 13
420
+ 2
5
b2 +
3
10
b4
b3 =
39
350
+ 6
25
(b1 + b3)
b4
15
= − 11
350
+ 6
25
(b2 + b4)
. (3.12)
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It is straightforward to solve (3.12) and obtain
W
(2)
1 (n) =

 1114 − 27( 115)n
11
14
+ 3
14
( 1
15
)n

 and W (2)2 (n) =

 314 + 27( 115)n
3
14
− 3
14
( 1
15
)n

 , (3.13)
such that W (2)1 (0) = (1/2, 1)T and W
(2)
2 (0) = (1/2, 0)
T
.
As Wj(0) = (0, 0)T for j = 1, 2, we have W (1)1 (0) = (−1/2,−1)T , W
(1)
2 (0) = (−1/2, 0)
T
,
and W (1)j (n) can be solved by (3.10), (3.11) as
W
(1)
1 (n) =

 914(35)n + 514( 125)n 1528(35)n − 1528( 125)n
3
7
(3
5
)n − 3
7
( 1
25
)n 5
14
(3
5
)n + 9
14
( 1
25
)n

W (1)1 (0) =

 −67(35)n + 514( 125)n
−4
7
(3
5
)n − 3
7
( 1
25
)n

 (3.14)
and
W
(1)
2 (n) =

 914(35)n + 514( 125)n 1528(35)n − 1528( 125)n
3
7
(3
5
)n − 3
7
( 1
25
)n 5
14
(3
5
)n + 9
14
( 1
25
)n

W (1)2 (0) =

 − 928(35)n − 528( 125)n
− 3
14
(3
5
)n + 3
14
( 1
25
)n

 .
(3.15)
Combining (3.13)-(3.15), Gj(n, bn) and Hj(n, o) with j = 1, 2 are solved. 
IV. Fj(n +m+ 1, xn) WITH x ∈ {a, b, c} AND n ≥ 0, m ≥ 0
Consider the Sierpinski gasket SG(n+m+1) with n ≥ 0, m ≥ 0. We will derive Fj(n+1, xn)
with j ∈ {1, 2, 3, 4} for the vertex xn ∈ {an, bn, cn} first, then Fj(n +m + 1, xn) with arbitrary
m > 0 in this section. The correspondingGj(n+1, xn) andHj(n+1, xn) with j ∈ {1, 2, 3, 4}will
be used in the next section. Notice that G0(n+ 1, xn) = H0(n + 1, xn) = 0 for xn ∈ {an, bn, cn}
as these vertices are not outmost vertices of SG(n+ 1).
For the Sierpinski gasket SG(n+1), we know fj(n+1, an) = fj(n+1, bn) = fj(n+1, cn) and
hj(n+ 1, an) = hj(n+ 1, bn) = hj(n+ 1, cn) with j ∈ {1, 2, 3, 4} because of rotation symmetry.
From the definition of gj(n, x), we have gj(n + 1, bn) = gj(n + 1, cn) but they are distinct from
gj(n + 1, an). Using Figs. 3-5 for the vertex an or bn, we obtain the following recursion relations

f1(n+ 1, an) = 2f1(n, o)g0(n, bn)f(n) ,
f2(n+ 1, an) = 2f2(n, o)g0(n, bn)f(n) + 2f1(n, o)[g1(n, o) + g1(n, bn)]f(n)
+2f1(n, o)
2g(n) ,
f3(n+ 1, an) = 2f2(n, o)[g1(n, o) + g1(n, bn)]f(n) + 4f1(n, o)f2(n, o)g(n)
+2f1(n, o)[g2(n, o) + g2(n, bn)]f(n) ,
f4(n+ 1, an) = 2f2(n, o)[g2(n, o) + g2(n, bn)]f(n) + 2f2(n, o)
2g(n) ,
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

g1(n+ 1, an) = 2f1(n, o)g0(n, bn)g(n) ,
g2(n+ 1, an) = f1(n, o)
2h(n) + g1(n, o)
2f(n) + 4f1(n, o)g1(n, o)g(n)
+2[f1(n)g1(n, bn) + f2(n)g0(n, bn)]g(n) ,
g3(n+ 1, an) = 2f2(n, o)f1(n, o)h(n) + 2g1(n, o)g2(n, o)f(n)
+4[f2(n, o)g1(n, o) + f1(n, o)g2(n, o)]g(n)
+2[f2(n, o)g1(n, bn) + f1(n, o)g2(n, bn)]g(n) ,
g4(n+ 1, an) = f2(n, o)
2h(n) + f2(n, o)[2g2(n, bn) + 4g2(n, o)]g(n) + g2(n, o)
2f(n) ,


g1(n+ 1, bn) = f1(n, o)h0(n, o)f(n) + 2f1(n, o)g0(n, bn)g(n)
+2g1(n, o)g0(n, bn)f(n) ,
g2(n+ 1, bn) = [f2(n, o)h0(n, o) + f1(n, o)h1(n, o)]f(n)
+2f1(n, o)g1(n, o)g(n) + g1(n, o)
2f(n)
+2[f2(n, o)g0(n, bn) + f1(n, o)g1(n, bn)]g(n)
+2[g2(n, o)g0(n, bn) + g1(n, o)g1(n, bn)]f(n) ,
g3(n+ 1, bn) = [f2(n, o)h1(n, o) + f1(n, o)h2(n, o)]f(n)
+2[f2(n, o)g1(n, o) + f1(n, o)g2(n, o)]g(n)
+2[f2(n, o)g1(n, bn) + f1(n, o)g2(n, bn)]g(n)
+2[g2(n, o)g1(n, bn) + g1(n, o)g2(n, bn)]f(n)
+2g1(n, o)g2(n, o)f(n) ,
g4(n+ 1, bn) = f2(n, o)h2(n, o)f(n) + 2g2(n, o)g2(n, bn)f(n)
+2f2(n, o)[g2(n, o) + g2(n, bn)]g(n) + g2(n, o)
2f(n) ,
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and


h1(n + 1, an) = 4f1(n, o)h0(n, o)g(n) + 2f1(n, o)g0(n, bn)h(n)
+4g1(n, o)h0(n, o)f(n) + 8g1(n, o)g0(n, bn)g(n) ,
h2(n + 1, an) = 4[f2(n, o)h0(n, o) + f1(n, o)h1(n, o)]g(n)
+2[f1(n, o)g1(n, bn) + f2(n, o)g0(n, bn)]h(n)
+4[g2(n, o)h0(n, o) + g1(n, o)h1(n, o)]f(n)
+2f1(n, o)g1(n, o)h(n) + 6g1(n, o)
2g(n)
+8[g2(n, o)g0(n, bn) + g1(n, o)g1(n, bn)]g(n) ,
h3(n + 1, an) = 4[f2(n, o)h1(n, o) + f1(n, o)h2(n, o)]g(n)
+2[f2(n, o)g1(n, bn) + f1(n, o)g2(n, bn)]h(n)
+4[g2(n, o)h1(n, o) + g1(n, o)h2(n, o)]f(n)
+2[f2(n, o)g1(n, o) + f1(n, o)g2(n, o)]h(n)
+8[g2(n, o)g1(n, bn) + g1(n, o)g2(n, bn)]g(n)
+12g1(n, o)g2(n, o)g(n) ,
h4(n + 1, an) = 4f2(n, o)h2(n, o)g(n) + 2f2(n, o)[g2(n, bn) + g2(n, o)]h(n)
+4g2(n, o)h2(n, o)f(n) + 8g2(n, o)g2(n, bn)g(n)
+6g2(n, o)
2g(n) .
Using the identity 3g(n)2 = f(n)h(n), it follows that


F1(n+ 1, an) =
F1(n,o)G0(n,bn)
3
,
F2(n+ 1, an) =
F2(n,o)G0(n,bn)
3
+ F1(n,o)
2
3
+ F1(n,o)[G1(n,o)+G1(n,bn)]
3
,
F3(n+ 1, an) =
F2(n,o)[G1(n,o)+G1(n,bn)]
3
+ 2F1(n,o)F2(n,o)
3
+ F1(n,o)[G2(n,o)+G2(n,bn)]
3
,
F4(n+ 1, an) =
F2(n,o)[G2(n,o)+G2(n,bn)]
3
+ F2(n,o)
2
3
,
(4.1)


G1(n+ 1, an) =
F1(n,o)G0(n,bn)
5
,
G2(n+ 1, an) =
3F1(n,o)2
10
+ F1(n,o)[2G1(n,o)+G1(n,bn)]
5
+ F2(n,o)G0(n,bn)
5
+ G1(n,o)
2
10
,
G3(n+ 1, an) =
3F2(n,o)F1(n,o)
5
+ F2(n,o)[2G1(n,o)+G1(n,bn)]
5
+ G2(n,o)G1(n,o)
5
+F1(n,o)[2G2(n,o)+G2(n,bn)]
5
,
G4(n+ 1, an) =
3F2(n,o)2
10
+ F2(n,o)[2G2(n,o)+G2(n,bn)]
5
+ G2(n,o)
2
10
,
(4.2)
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

G1(n + 1, bn) =
3F1(n,o)H0(n,o)
10
+ [F1(n,o)+G1(n,o)]G0(n,bn)
5
,
G2(n + 1, bn) =
3[F2(n,o)H0(n,o)+F1(n,o)H1(n,o)]
10
+ G1(n,o)
2
10
+ F1(n,o)[G1(n,o)+G1(n,bn)]
5
+F2(n,o)G0(n,bn)
5
+ G0(n,bn)G2(n,o)+G1(n,o)G1(n,bn)
5
,
G3(n + 1, bn) =
3[F2(n,o)H1(n,o)+F1(n,o)H2(n,o)]
10
+ [G1(n,bn)+G1(n,o)]G2(n,o)+G1(n,o)G2(n,bn)
5
+
∑2
r=1
Fr(n,o)[G3−r(n,o)+G3−r(n,bn)]
5
,
G4(n + 1, bn) =
3F2(n,o)H2(n,o)
10
+ F2(n,o)[G2(n,o)+G2(n,bn)]+G2(n,o)G2(n,bn)
5
+ G2(n,o)
2
10
,
(4.3)
and 

H1(n+ 1, an) =
3F1(n,o)[2H0(n,o)+G0(n,bn)]
25
+ 6G1(n,o)H0(n,o)
25
+ 4G1(n,o)G0(n,bn)
25
,
H2(n+ 1, an) =
6[F2(n,o)H0(n,o)+F1(n,o)H1(n,o)]
25
+ 3F1(n,o)[G1(n,o)+G1(n,bn)]
25
+3F2(n,o)G0(n,bn)
25
+ 4[G2(n,o)G0(n,bn)+G1(n,o)G1(n,bn)]
25
+3G1(n,o)
2
25
+ 6[H0(n,o)G2(n,o)+H1(n,o)G1(n,o)]
25
,
H3(n+ 1, an) =
6[F2(n,o)H1(n,o)+F1(n,o)H2(n,o)]
25
+ 3F2(n,o)[G1(n,o)+G1(n,bn)]
25
+3F1(n,o)[G2(n,o)+G2(n,bn)]
25
+ 6[G2(n,o)H1(n,o)+G1(n,o)H2(n,o)]
25
+ [4G1(n,bn)+6G1(n,o)]G2(n,o)
25
+ 4G1(n,o)G2(n,bn)
25
,
H4(n+ 1, an) =
6F2(n,o)H2(n,o)
25
+ 3F2(n,o)[G2(n,o)+G2(n,bn)]
25
+ 6G2(n,o)H2(n,o)
25
+4G2(n,o)G2(n,bn)
25
+ 3G2(n,o)
2
25
.
(4.4)
Next consider the Sierpinski gasket SG(n+m+1) with n ≥ 0 and m > 0. The left-hand-sides
of Figs. 3-5 now represent SG(n + m + 1) with positive integer m, such that xn ∈ {an, bn, cn}
locates within the lower-left triangle representing SG(n+m) in the right-hand-sides of the figures.
As the vertices are denoted such that x~γ and x˜~γ are reflection of each other with respect to the
extended line connecting o and c0, we have a˜n = bn, b˜n = an and c˜n = cn. We obtain the
following recursion relations for j ∈ {1, 2, 3, 4}:
Fj(n +m+ 1, xn) =
4fj(n+m, xn)f(n+m)g(n+m)
6f(n+m)2g(n+m)
+
[gj(n +m, xn) + gj(n+m, x˜n)]f(n+m)
2
6f(n+m)2g(n+m)
=
2Fj(n+m, xn)
3
+
Gj(n+m, xn) +Gj(n +m, x˜n)
6
, (4.5)
and
Gj(n +m+ 1, xn) =
3Fj(n+m, xn)
5
+
3Gj(n+m, xn)
10
+
Gj(n+m, x˜n)
10
. (4.6)
By symmetry, we know Fj(n + m, x˜n) = Fj(n + m, xn) with xn ∈ {an, bn, cn} and Gj(n +
14
m, c˜n) = Gj(n+m, cn) for positive integer m. Let us define the 3× 3 matrix
B′j(n +m+ 1, n) =


Fj(n+m+ 1, an) Gj(n+m+ 1, an) Gj(n +m+ 1, bn)
Fj(n+m+ 1, bn) Gj(n+m+ 1, bn) Gj(n +m+ 1, an)
Fj(n+m+ 1, cn) Gj(n +m+ 1, cn) Gj(n+m+ 1, cn)

 (4.7)
for non-negative integer n, m and j ∈ {1, 2, 3, 4}. For m = 0, B′j(n + 1, n) has been obtained
with elements given in (4.1)-(4.3). By (4.5) and (4.6), we have
B′j(n +m+ 1, n) = B
′
j(n+m,n)L
′ ,
for any m ≥ 1, where
L′ =


2
3
3
5
3
5
1
6
3
10
1
10
1
6
1
10
3
10

 . (4.8)
We arrive at
B′j(n +m+ 1, n) = B
′
j(n+ 1, n)L
′m for all m ≥ 0, n ≥ 0 . (4.9)
Solving B′j(n+m+ 1, n) as in the proof of Theorem III.1, its first column gives

Fj(n+m+ 1, an)
Fj(n+m+ 1, bn)
Fj(n+m+ 1, cn)

 = [
9
14
+
5
14
(
1
15
)m]


Fj(n+ 1, an)
Fj(n+ 1, bn)
Fj(n+ 1, cn)


+
5
28
[1− (
1
15
)m]


Gj(n+ 1, an) +Gj(n + 1, bn)
Gj(n+ 1, bn) +Gj(n + 1, an)
2Gj(n+ 1, cn)

 ,
and we have the following theorem using (4.1)-(4.3).
Theorem IV.1 For the Sierpinski gasket SG(n+m+ 1) with non-negative integer n and m,

F1(n+m+ 1, an) =
1815
5488
(
3
5
)m
− 99
1372
(
1
25
)m
+ 55
16464
(
1
375
)m
+
(
1
15
)m {
− 121
5488
(
3
5
)m
− 22
1029
(
1
25
)m
+ 185
49392
(
1
375
)m}
,
F2(n+m+ 1, an) =
121
196
− 825
5488
(
3
5
)m
+ 171
1372
(
1
25
)m
− 55
5488
(
1
375
)m
− 121
1176
(
1
15
)m
+ 1
294
(
1
225
)m
+
(
1
15
)m { 55
5488
(
3
5
)m
+ 38
1029
(
1
25
)m
− 185
16464
(
1
375
)m
− 143
3528
(
1
15
)m
+ 11
2646
(
1
225
)m}
,
F3(n+m+ 1, an) =
33
98
− 855
5488
(
3
5
)m
− 45
1372
(
1
25
)m
+ 55
5488
(
1
375
)m
+ 11
147
(
1
15
)m
− 1
147
(
1
225
)m
+
(
1
15
)m { 57
5488
(
3
5
)m
− 10
1029
(
1
25
)m
+ 185
16464
(
1
375
)m
+ 13
441
(
1
15
)m
− 11
1323
(
1
225
)m}
,
F4(n+m+ 1, an) =
9
196
− 135
5488
(
3
5
)m
− 27
1372
(
1
25
)m
− 55
16464
(
1
375
)m
+ 11
392
(
1
15
)m
+ 1
294
(
1
225
)m
+
(
1
15
)m { 9
5488
(
3
5
)m
− 2
343
(
1
25
)m
− 185
49392
(
1
375
)m
+ 13
1176
(
1
15
)m
+ 11
2646
(
1
225
)m}
,
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

F1(n+m+ 1, cn) =
1089
2744
(
3
5
)m
− 22
343
(
1
25
)m
+ 5
8232
(
1
375
)m
+
(
1
15
)m {
− 121
1372
(
3
5
)m
− 121
4116
(
1
25
)m
+ 20
3087
(
1
375
)m}
,
F2(n+m+ 1, cn) =
121
196
− 495
2744
(
3
5
)m
+ 38
343
(
1
25
)m
− 5
2744
(
1
375
)m
− 55
588
(
1
15
)m
+
(
1
15
)m { 55
1372
(
3
5
)m
+ 209
4116
(
1
25
)m
− 20
1029
(
1
375
)m
− 22
441
(
1
15
)m
+ 10
1323
(
1
225
)m}
,
F3(n+m+ 1, cn) =
33
98
− 513
2744
(
3
5
)m
− 10
343
(
1
25
)m
+ 5
2744
(
1
375
)m
+ 10
147
(
1
15
)m
+
(
1
15
)m { 57
1372
(
3
5
)m
− 55
4116
(
1
25
)m
+ 20
1029
(
1
375
)m
+ 16
441
(
1
15
)m
− 20
1323
(
1
225
)m}
,
F4(n+m+ 1, cn) =
9
196
− 81
2744
(
3
5
)m
− 6
343
(
1
25
)m
− 5
8232
(
1
375
)m
+ 5
196
(
1
15
)m
+
(
1
15
)m { 9
1372
(
3
5
)m
− 11
1372
(
1
25
)m
− 20
3087
(
1
375
)m
+ 2
147
(
1
15
)m
+ 10
1323
(
1
225
)m}
.
Corollary IV.1 For the Sierpinski gasket SG(n+m+ 1) with non-negative integer n and m, the
limiting probabilities are
limm→∞ F1(n +m+ 1, xn) = 0 , limm→∞ F2(n+m+ 1, xn) =
121
196
,
limm→∞ F3(n +m+ 1, xn) =
33
98
, limm→∞ F4(n+m+ 1, xn) =
9
196
,
where the vertex xn can be either an, bn or cn.
It is intriguing to notice that in Theorem IV.1, Fj(n+m+1, an) are distinct from Fj(n+m+
1, cn) with j ∈ {1, 2, 3, 4}, while they have the same value in the infinite m limit.
V. Fj(n+m,x) FOR GENERAL x~γ ∈ V (SG(n)) WITH n ≥ 0, m ≥ 0
Consider the Sierpinski gasket SG(n +m) with n ≥ 0, m ≥ 0. We will derive in this section
Fj(n + m, x) with j ∈ {1, 2, 3, 4} for the general vertex x~γ ∈ V (SG(n)) that has not been
considered in previous sections. For the vertices inside the triangle with outmost vertices an−1, an
and cn−1, let us append subscripts in the notation such that ~γn,s = (γ1 = n − 1, γ2, · · · , γs) with
1 ≤ s ≤ n and γk ∈ {0, 1, 2} for k ∈ {2, 3, ..., s}. The results obtained in section IV correspond
to the vertex with s = 1 and n ≥ 1, and we will tackle the vertex with s > 1 here. Similar to the
definition of the vertex x˜~γn,s , let us define the vertex xˆ~γn,s as the reflection of x~γn,s with respect to
the line connecting an and bn−1. By definition, we have
˜˜x~γn,s = x~γn,s , ˆˆx~γn,s = x~γn,s ,
where x can be either a, b or c, and
Fj(n, x~γn,s) = Fj(n, x˜~γn,s) = Fj(n, xˆ~γn,s) , Hj(n, x~γn,s) = Hj(n, x˜~γn,s) = Hj(n, xˆ~γn,s) ,
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due to the symmetry of SG(n). For m ≥ 0, define the 3× 5 matrix
Bj(n+m,~γn,s)
=


Fj(n +m, a~γn,s) Gj(n +m, a~γn,s) Gj(n+m, a˜~γn,s) Gj(n+m, aˆ~γn,s) Hj(n +m, a~γn,s)
Fj(n +m, b~γn,s) Gj(n+m, b~γn,s) Gj(n+m, b˜~γn,s) Gj(n+m, bˆ~γn,s) Hj(n +m, b~γn,s)
Fj(n+m, c~γn,s) Gj(n+m, c~γn,s) Gj(n+m, c˜~γn,s) Gj(n +m, cˆ~γn,s) Hj(n+m, c~γn,s)

 .
This is a generalization of B′j(n+m,n) in (4.7), which corresponds to the case with s = 1. By an
argument similar to that of (4.9), we have
Bj(n +m, γn,s) = Bj(n, γn,s)L
m (5.1)
for m ≥ 0, where the 5× 5 matrix
L =


2
3
3
5
3
5
3
5
6
25
1
6
3
10
1
10
0 7
50
1
6
1
10
3
10
1
10
7
50
0 0 0 3
10
6
25
0 0 0 0 6
25


is the generalization of L′ in (4.8). It follows that the determination of Bj(n,~γn,s) for s > 1 will
be sufficient.
Let us first consider the vertices with s = 2 and γ2 = 1, namely, ~γn,2 = (n − 1, 1) with
n = 2, 3, .... We obtain the following equations (cf. Figs. 3-5):


Fj(n, x(n−1,1)) =
2Fj(n−1,xn−2)
3
+
Gj(n−1,xn−2)
6
+
Gj(n−1,xˆn−2)
6
,
Gj(n, x(n−1,1)) =
3Fj(n−1,xn−2)
5
+
3Gj(n−1,xn−2)
10
+
Gj(n−1,xˆn−2)
10
,
Gj(n, x˜(n−1,1)) =
3Hj(n−1,xn−2)
10
+
Fj(n−1,xn−2)
10
+
2Gj(n−1,x˜n−2)
5
+
Gj(n−1,xn−2)
10
+
Gj(n−1,xˆn−2)
10
,
Gj(n, xˆ(n−1,1)) =
3Fj(n−1,xn−2)
5
+
3Gj(n−1,xˆn−2)
10
+
Gj(n−1,xn−2)
10
,
Hj(n + 1, x(n−1,1)) =
6Fj(n−1,xn−2)
25
+
7Gj(n−1,xn−2)
50
+
6Gj(n−1,x˜n−2)
25
+
7Gj(n−1,xˆn−2)
50
+
6Hj(n−1,xn−2)
25
,
(5.2)
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where x can be either a, b or c. Define the 5× 5 matrix
R =


2
3
3
5
1
10
3
5
6
25
1
6
3
10
1
10
1
10
7
50
0 0 2
5
0 6
25
1
6
1
10
1
10
3
10
7
50
0 0 3
10
0 6
25


, (5.3)
then (5.2) is equivalent to
Bj(n, (n− 1, 1)) = Bj(n− 1, n− 2)R . (5.4)
For general m ≥ 0, we have the following formula combining (5.1) and (5.4):
Bj(n+m, (n− 1, 1)) = Bj
(
n, (n− 1, 1)
)
Lm = Bj(n− 1, n− 2)RL
m . (5.5)
As Fj(n +m, xn−1,1) = Fj(n +m, x˜n−1,1) for x = a, b, c, the first column of the matrix in (5.5)
gives all Fj(n +m, x~γn,2) in terms of the quantities for xn−2.
Proposition V.1 For the Sierpinski gasket SG(n+m) with n ≥ 2, m ≥ 0,


Fj(n +m, an−1,1)
Fj(n +m, bn−1,1)
Fj(n+m, cn−1,1)

 =


Fj(n+m, a˜n−1,1)
Fj(n +m, b˜n−1,1)
Fj(n+m, c˜n−1,1)

 = Bj(n− 1, n− 2)RLme1 ,
where
e1 = (1, 0, 0, 0, 0)
T
and j ∈ {1, 2, 3, 4}.
Move on to the general vertex x~γn+1,s inside the triangle with outmost vertices an, an+1 and
cn for the Sierpinski gasket SG(n + 1), where ~γn+1,s = (n, 1, γ3, ..., γs) with γk ∈ {0, 1, 2},
k = 3, 4, .., s and 3 ≤ s ≤ n + 1. As γ3 can take three possible values, let us discuss them
separately.
First consider the case with γ3 = 1. The vertex x~γn+1,s = x(n,1,1,γ4,...γs) is located inside the
triangle with outmost vertices an,1, an+1 and cn,1. Associate with this x~γn+1,s a vertex x~γ1n,s−1 ,
where ~γ1n,s−1 = (n− 1, 1, γ4, ..., γs) has s − 1 component. That is, ~γ1n,s−1 is obtained from ~γn+1,s
by taking out γ3 = 1 and replacing γ1 = n by n−1. It can be seen that this vertex x~γ1
n,s−1
is located
18
inside the triangle with outmost vertices an−1, an and cn−1. Moreover, x~γ1n,s−1 can be reached from
x~γn+1,s by a horizontal translation with the distance from an to o. Particularly, if s = 3 such that
~γn+1,s = (n, 1, 1), then ~γ1n,s−1 = (n− 1, 1). By the method obtaining (5.4), we have
Bj
(
n+ 1, ~γn+1,s
)
= Bj
(
n,~γ1n,s−1
)
R (5.6)
if γ3 = 1.
Now consider the case with γ3 = 2. The vertex x~γn+1,s = x(n,1,2,γ4,...γs) is located inside the
triangle with outmost vertices bn,1, cn,1 and cn. Associate with this x~γn+1,s a vertex y˜~γ2n,s−1 where
~γ2n,s−1 = (n − 1, 1, γ
2
4, ..., γ
2
s )) has s − 1 component. Here y = b when x = a and vice versa,
and y = c when x = c. Namely, y is related to x with three possibilities: (x, y) = (a, b), (b, a)
and (c, c). Similarly, γ2k is related to γk with three possibilities: (γk, γ2k) = (1, 2), (2, 1) and (0, 0),
where k = 4, ..., s. Again, y˜~γ2
n,s−1
can be reached from x~γn+1,s by a horizontal translation with the
distance from an to o. We have
Bj
(
n + 1, ~γn+1,s
)
= B˜j
(
n,~γ2n,s−1
)
R , (5.7)
where
B˜j
(
n,~γ2n,s−1
)
=


Fj(n, b˜~γ2n,s−1) Gj(n, b˜~γ2n,s−1) Gj(n,
˜˜
b~γ2n,s−1) Gj(n,
ˆ˜
b~γ2n,s−1) Hj(n, b˜~γ2n,s−1)
Fj(n, a˜~γ2n,s−1) Gj(n, a˜~γ2n,s−1) Gj(n,
˜˜a~γ2n,s−1) Gj(n,
ˆ˜a~γ2n,s−1) Hj(n, a˜~γ2n,s−1)
Fj(n, c˜~γ2n,s−1) Gj(n, c˜~γ2n,s−1) Gj(n,
˜˜c~γ2n,s−1) Gj(n,
ˆ˜c~γ2n,s−1) Hj(n, c˜~γ2n,s−1)

.
(5.8)
By symmetry, the columns in (5.8) can be replaced as


Fj(n, b˜~γ2n,s−1)
Fj(n, a˜~γ2n,s−1)
Fj(n, c˜~γ2n,s−1)

 =


Fj(n, b~γ2n,s−1)
Fj(n, a~γ2n,s−1)
Fj(n, c~γ2n,s−1)

 ,


Hj(n, b˜~γ2n,s−1)
Hj(n, a˜~γ2n,s−1)
Hj(n, c˜~γ2n,s−1)

 =


Hj(n, b~γ2n,s−1)
Hj(n, a~γ2n,s−1)
Hj(n, c~γ2n,s−1)

 ,
and 

Gj(n,
˜˜
b~γ2n,s−1)
Gj(n, ˜˜a~γ2n,s−1)
Gj(n, ˜˜c~γ2n,s−1)

 =


Gj(n, b~γ2n,s−1)
Gj(n, a~γ2n,s−1)
Gj(n, c~γ2n,s−1)

 ,


Gj(n,
ˆ˜
b~γ2n,s−1)
Gj(n, ˆ˜a~γ2n,s−1)
Gj(n, ˆ˜c~γ2n,s−1)

 =


Gj(n, bˆ~γ2n,s−1)
Gj(n, aˆ~γ2n,s−1)
Gj(n, cˆ~γ2n,s−1)

 ,
so that
B˜j(n,~γ
2
n,s−1) = Bj(n,~γ
2
n,s−1)E2 ,
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where
E2 =


1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1


.
(5.7) can be rewritten as
Bj(n+ 1, ~γn+1,s) = Bj(n,~γ
2
n,s−1)E2R (5.9)
if γ3 = 2.
Finally consider the case with γ3 = 0. The vertex x~γn+1,s = x(n,1,0,γ4,...γs) is located inside the
triangle with outmost vertices an, an,1 and bn,1. Associate with this x~γn+1,s a vertex z¯~γ0n,s−1 where
~γ0n,s−1 = (n − 1, 1, γ
0
4 , ..., γ
0
s ) has s − 1 component. Here z = c when x = b and vice versa, and
z = a when x = a. Namely, z is related to x with three possibilities: (x, z) = (a, a), (b, c) and
(c, b). Similarly, γ0k is related to γk with three possibilities: (γk, γ0k) = (1, 0), (0, 1) and (2, 2),
where k = 4, ..., s. We use the notation such that the vertex z¯~γ0n,s−1 is the reflection of the vertex
x~γn,s−1 with respect to the line connecting an−1 and bn. It can be seen that z¯~γ0n,s−1 can be reached
from x~γn+1,s by a horizontal translation with the distance from an to o. We have
Bj(n+ 1, ~γn+1,s) = B¯j(n,~γ
0
n,s−1)R , (5.10)
where
B¯j
(
n,~γ0n,s−1
)
=


Fj(n, a¯~γ0n,s−1) Gj(n, a¯~γ0n,s−1) Gj(n,
˜¯a~γ0n,s−1) Gj(n,
ˆ¯a~γ0n,s−1) Hj(n, a¯~γ0n,s−1)
Fj(n, c¯~γ0n,s−1) Gj(n, c¯~γ0n,s−1) Gj(n,
˜¯c~γ0n,s−1) Gj(n,
ˆ¯c~γ0n,s−1) Hj(n, c¯~γ0n,s−1)
Fj(n, b¯~γ0n,s−1) Gj(n, b¯~γ0n,s−1) Gj(n,
˜¯b~γ0n,s−1) Gj(n,
ˆ¯b~γ0n,s−1) Hj(n, b¯~γ0n,s−1)


=


Fj(n, a~γ0n,s−1) Gj(n, a~γ0n,s−1) Gj(n, aˆ~γ0n,s−1) Gj(n, a˜~γ0n,s−1) Hj(n, a~γ0n,s−1)
Fj(n, c~γ0n,s−1) Gj(n, c~γ0n,s−1) Gj(n, cˆ~γ0n,s−1) Gj(n, c˜~γ0n,s−1) Hj(n, c~γ0n,s−1)
Fj(n, b~γ0
n,s−1
) Gj(n, b~γ0
n,s−1
) Gj(n, bˆ~γ0
n,s−1
) Gj(n, b˜~γ0
n,s−1
) Hj(n, b~γ0
n,s−1
)


by symmetry, so that
B¯j(n,~γ
0
n,s−1) = Bj(n,~γ
0
n,s−1)E0 ,
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where
E0 =


1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 0 1


.
(5.10) can be rewritten as
Bj(n + 1, ~γn+1,s) = Bj(n,~γ
0
n,s−1)E0R (5.11)
if γ3 = 0.
Denote E1 = I5×5 as the identity matrix. (5.6), (5.9) and (5.11) can be combined to give
Bj(n + 1, ~γn+1,s) = Bj(n,~γ
γ3
n,s−1)Eγ3R , (5.12)
where γ3 ∈ {0, 1, 2}. As Fj(n + 1, x~γn+1,s) = Fj(n + 1, x˜~γn+1,s) for x = a, b, c, the first column
of the matrix in (5.12) gives Fj(n + 1, x~γn+1,s) for any vertex x~γn+1,s in terms of the quantities for
x~γn,s−1 .
Proposition V.2 For the Sierpinski gasket SG(n + 1) with n ≥ 2, consider the vertex x~γn+1,s
where ~γn+1,s = (n, 1, γ3, ..., γs) with 3 ≤ s ≤ n + 1 and γk ∈ {0, 1, 2} for k ∈ {3, 4, .., s}.


Fj(n + 1, a~γn+1,s)
Fj(n+ 1, b~γn+1,s)
Fj(n+ 1, c~γn+1,s)

 = Bj(n,~γγ3n,s−1)Eγ3Re1 .
Using Theorems III.1, IV.1 and Propositions V.1, V.2 repeatedly, Fj(n + 1, x~γn+1,s) for all the
vertices of SG(n+ 1) can be obtained.
VI. SUMMATION AND AVERAGE OF Fj(n, x) OVER ALL THE VERTICES OF SG(n)
It is worthwhile to derive the summation of Fj(n, x) over all the vertices x of SG(n), defined
as
Φj(n) =
∑
x∈V (SG(n))
Fj(n, x) ,
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and the average of Fj(n, x) over all the vertices, defined as
φj(n) =
Φj(n)
v(SG(n))
=
Φj(n)
3
2
(3n + 1)
.
It is clear that for any non-negative integer n,
4∑
j=1
φj(n) = 1 .
For the vertex x~γn,s with s = 1, i.e. am, bm and cm, define their sum
Xj(n,m) = Fj(n, am) + Fj(n, bm) + Fj(n, cm) .
Similarly for the vertex with s = 2, define
Yj(n,m
′) = Fj(n, am′,1) + Fj(n, bm′,1) + Fj(n, cm′,1) ,
where m ≥ 0, m′ ≥ 1 and n is larger than m and m′. By (5.1), we have
Xj(n,m) = (1, 1, 1)Bj(n,m)e1 = (1, 1, 1)Bj(m+ 1, m)L
n−m−1e1 , (6.1)
Yj(n,m
′) = (1, 1, 1)Bj(n, (m
′, 1))e1 = (1, 1, 1)Bj(m
′ + 1, (m′, 1))Ln−m
′−1e1
= (1, 1, 1)Bj(m
′, m′ − 1)RLn−m
′−1e1 . (6.2)
The first few Φj(n) are
Φj(0) = 3Fj(0, o) ,
Φj(1) = 3Fj(1, o) +Xj(1, 0) = 3Fj(1, o) + 2Fj(1, a0) + Fj(1, c0) ,
and
Φj(2) = 3Fj(2, o) +Xj(2, 0) +Xj(2, 1) + 2Yj(2, 1)
= 3Fj(2, o) + (1, 1, 1)
{
Bj(1, 0)L+Bj(2, 1) + 2Bj(1, 0)R
}
e1 .
The corresponding values for j ∈ {1, 2, 3, 4} are
Φ1(0) =
2
3
, Φ2(0) =
1
3
, Φ3(0) = Φ4(0) = 0 ,
Φ1(1) =
1
2
, Φ2(1) =
19
54
, Φ3(1) =
7
54
, Φ4(1) =
1
54
,
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Φ1(2) =
163
450
, Φ2(2) =
5257
12150
, Φ3(2) =
2203
12150
, Φ4(2) =
289
12150
.
For n ≥ 3, we need the summation
Mj(n) =
n∑
s=3
{ 2∑
γs=0
2∑
γs−1=0
· · ·
2∑
γ3=0
Bj(n,~γn,s)
}
for the vertices x~γn,s with s ≥ 3. By (5.4) and (5.12), Mj(3) =
∑2
γ3=0
Bj(3, ~γ3,3) is given by
Mj(3) =
{
Bj(2, ~γ
0
2,2)E0 +Bj(2, ~γ
1
2,2)E1 +Bj(2, ~γ
2
2,2)E2
}
R
= Bj(2, (1, 1))[E0 + E1 + E2]R
= Bj(1, 0)R[E0 + E1 + E2]R = Bj(1, 0)RER ,
where
E = E0 + E1 + E2 =


3 0 0 0 0
0 2 1 0 0
0 1 1 1 0
0 0 1 2 0
0 0 0 0 3


.
The general expression for n ≥ 3 is
Mj(n+ 1)
=
n+1∑
s=3
{ 2∑
γs=0
2∑
γs−1=0
· · ·
2∑
γ3=0
Bj(n+ 1, ~γn+1,s)
}
=
{
Bj(n,~γ
0
n,2)E0 +Bj(n,~γ
1
n,2)E1 +Bj(n,~γ
2
n,2)E2
}
R
+
n+1∑
s=4
{ 2∑
γs=0
2∑
γs−1=0
· · ·
2∑
γ4=0
[
Bj(n,~γ
0
n,s−1)E0 +Bj(n,~γ
1
n,s−1)E1 +Bj(n,~γ
2
n,s−1)E2
]
R
}
=
[
Bj(n, (n− 1, 1)) +
n∑
s=3
{ 2∑
γs=0
2∑
γs−1=0
· · ·
2∑
γ3=0
Bj(n,~γn,s)
}]
ER
=
{
Bj(n− 1, n− 2)R +Mj(n)
}
ER
= Bj(n− 1, n− 2)RER +Bj(n− 2, n− 3)R(ER)
2 +Mj(n− 1)(ER)
2
= · · ·
=
n−1∑
m=1
Bj(m,m− 1)R(ER)
n−m . (6.3)
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For example,
Φj(3) = 3Fj(3, o) +Xj(3, 0) +Xj(3, 1) +Xj(3, 2)
+2[Yj(3, 1) + Yj(3, 2) + (1, 1, 1)Bj(1, 0)RERe1]
= 3Fj(3, o) + (1, 1, 1)
{
Bj(1, 0)L
2 +Bj(2, 1)L+Bj(3, 2)
+2[Bj(1, 0)RL+Bj(2, 1)R+Bj(1, 0)RER]
}
e1
= 3Fj(3, o) + (1, 1, 1)
{
Bj(1, 0)[L
2 + 2RL+ 2RER] +Bj(2, 1)[L+ 2R] +Bj(3, 2)
}
e1 .
For general n ≥ 3, we have
Φj(n) = 3Fj(n, o) +
n−1∑
m=0
Xj(n,m) + 2
n−1∑
m=1
Yj(n,m) + 2(1, 1, 1)
{ n∑
m=3
Mj(m)L
n−m
}
e1 , (6.4)
with Xj(n,m) and Yj(n,m) given in (6.1) and (6.2), respectively. From (6.3), the summation in
the last term of (6.4) is
n∑
m=3
Mj(m)L
n−m =
n∑
m=3
[m−2∑
s=1
Bj(s, s− 1)R(ER)
m−1−s
]
Ln−m
=
n−1∑
m=2
[m−1∑
s=1
Bj(s, s− 1)R(ER)
m−s
]
Ln−1−m
=
n−2∑
s=1
Bj(s, s− 1)
n−1∑
m=s+1
[
R(ER)m−sLn−1−m
]
=
n−2∑
s=1
Bj(s, s− 1)
n−s−1∑
m=1
[
R(ER)mLn−1−m−s
]
,
so that Φj(n) can be calculated exactly for any positive integer n.
Proposition VI.1 For the Sierpinski gasket SG(n) with n ≥ 3, the summation of Fj(n, x) over
all the vertex is given by
Φj(n) = (1, 1, 1)
{ n∑
m=1
Bj(m,m− 1)R
n−m + 2
n−1∑
m=1
Bj(m,m− 1)RL
n−m−1
+2
n−2∑
m=1
Bj(m,m− 1)
n−m−1∑
s=1
[
R(ER)sLn−1−m−s
]}
e1 + 3Fj(n, o)
= (1, 1, 1)
{ n∑
m=1
Bj(m,m− 1)R
n−m + 2Bj(n− 1, n− 2)R
+2
n−2∑
m=1
Bj(m,m− 1)
[n−m−1∑
s=0
R(ER)sLn−m−1−s
]}
e1 + 3Fj(n, o) . (6.5)
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Let us consider limiting distribution
lim
n→∞
φj(n) ≡ φj
with j ∈ {1, 2, 3, 4}. It is easy to see that the term 3Fj(n, o) in (6.5) can be neglected in the infinite
n limit for φj , namely,
lim
n→∞
Fj(n, o)
3
2
(3n + 1)
= 0
as the value Fj(n, o) is between 0 and 1 for the four possible j. Similarly, the values of the
quantities Fj(m, xm−1), Gj(m, xm−1), Hj(m, xm−1) with x = a, b, c in the matrix Bj(m,m − 1)
are between 0 and 1, and all the eigenvalues of R given in (5.3) are positive and less than or equal
to 1, such that
lim
n→∞
(1, 1, 1)
{∑n
m=1Bj(m,m− 1)R
n−m + 2Bj(n− 1, n− 2)R
}
e1
3
2
(3n + 1)
≤ lim
n→∞
3n+ 6
3
2
(3n + 1)
= 0 .
Therefore, only the double summation term in (6.5) gives non-zero contribution for φj . Rewrite
ER = Q1[D1 + D¯1]Q
−1
1 and L = Q2D2Q−12 , where
Q1 =


159 −87 0 −3 −3
38 14 1 2 1
38 14 0 2 −4
38 14 −1 2 1
15 45 0 −3 5


, Q2 =


18 0 −27 0 −2
5 −1 98 −1 1
5 0 −32 1 1
0 1 −52 0 0
0 0 13 0 0


,
and
D1 =


0 0 0 0 0
0 1 0 0 0
0 0 2
5
0 0
0 0 0 3
25
0
0 0 0 0 0


, D¯1 =


3 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


, D2 =


1 0 0 0 0
0 3
10
0 0 0
0 0 6
25
0 0
0 0 0 1
5
0
0 0 0 0 1
15


,
then
n−m−1∑
s=0
R(ER)sLn−m−1−s = R
n−m−1∑
s=0
[
Q1(D
s
1 + D¯
s
1)Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]
= R
n−m−1∑
s=0
[
Q1D
s
1Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]
25
+R
n−m−1∑
s=0
[
Q1D¯
s
1Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]
. (6.6)
The elements of Bj(m,m− 1) have been solved in (4.1)-(4.4). Define
Zj(m) = (1, 1, 1)Bj(m,m− 1)
=


λ
(1)
1 (
3
5
)m + λ
(1)
2 (
1
25
)m + λ
(1)
3 (
1
375
)m for j = 1 ,
363
196
λ0 + λ
(2)
1 (
3
5
)m + λ
(2)
2 (
1
25
)m + λ
(2)
3 (
1
375
)m + λ
(2)
4 (
1
15
)m + λ
(2)
5 (
1
225
)m for j = 2 ,
99
98
λ0 + λ
(3)
1 (
3
5
)m + λ
(3)
2 (
1
25
)m + λ
(3)
3 (
1
375
)m + λ
(3)
4 (
1
15
)m + λ
(3)
5 (
1
225
)m for j = 3 ,
27
196
λ0 + λ
(4)
1 (
3
5
)m + λ
(4)
2 (
1
25
)m + λ
(4)
3 (
1
375
)m + λ
(4)
4 (
1
15
)m + λ
(4)
5 (
1
225
)m for j = 4 ,
(6.7)
where λ0 = (1, 1, 1, 1, 1) and
λ
(1)
1 = (
605
392
,
121
56
,
121
56
,
121
56
,
1089
392
) , λ
(1)
2 = (
−1375
196
,
−55
28
,
−55
28
,
−55
28
,
1221
196
) ,
λ
(1)
3 = (
3125
392
,
−375
56
,
−375
56
,
−375
56
,
585
392
) , λ
(2)
1 = (
−275
396
,
−55
56
,
−55
56
,
−55
56
,
−495
392
) ,
λ
(2)
2 = (
2375
196
,
95
28
,
95
28
,
95
28
,
−2109
196
) , λ
(2)
3 = (
−9375
392
,
1125
56
,
1125
56
,
1125
56
,
−1755
392
) ,
λ
(2)
4 = (
−1265
196
,
−187
196
,
−187
196
,
−187
196
,
891
196
) , λ
(2)
5 = (
10
49
,
−240
49
,
−240
49
,
−240
49
,
54
49
) ,
λ
(3)
1 = (
−285
392
,
−57
56
,
−57
56
,
−57
56
,
−513
392
) , λ
(3)
2 = (
−625
196
,
−25
28
,
−25
28
,
−25
28
,
555
196
) ,
λ
(3)
3 = (
−9375
392
,
−1125
56
,
−1125
56
,
−1125
56
,
1755
392
) , λ
(3)
4 = (
230
49
,
34
49
,
34
49
,
34
49
,
−162
49
) ,
λ
(3)
5 = (
500
49
,
480
49
,
480
49
,
480
49
,
−108
49
) , λ
(4)
1 = (
−45
392
,
−9
56
,
−9
56
,
−9
56
,
−81
392
) ,
λ
(4)
2 = (
−375
196
,
−15
28
,
−15
28
,
−15
28
,
333
196
) , λ
(4)
3 = (
−3125
392
,
375
56
,
375
56
,
375
56
,
−585
392
) ,
λ
(4)
4 = (
345
196
,
51
196
,
51
196
,
51
196
,
−243
196
) , λ
(4)
5 = (
250
49
,
−240
49
,
−240
49
,
−240
49
,
54
49
) .
Substituting (6.6) into (6.5), we get
φj = lim
n→∞
4
3
(3n + 1)−1
n−2∑
m=1
Zj(m)R
{n−m−1∑
s=0
[
Q1D
s
1Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]
+
n−m−1∑
s=0
[
Q1D¯
s
1Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]}
e1 . (6.8)
As the eigenvalues ofD1 and D2 are between 0 and 1, the first term in (6.8) makes no contributions
since
0 <
n−2∑
m=1
Zj(m)R
n−m−1∑
s=0
[
Q1D
s
1Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]
e1
≤
n−2∑
m=1
Zj(m)R
n−m−1∑
s=0
[
Q1IQ
−1
1
][
Q2IQ
−1
2
]
e1 ≤ 3n
2 .
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Consider the second term in (6.8),
n−2∑
m=1
Zj(m)R
n−m−1∑
s=0
[
Q1D¯
s
1Q
−1
1
][
Q2D
n−m−1−s
2 Q
−1
2
]
=
n−2∑
m=1
Zj(m)R
[
Q1D˜1Q
−1
1
] n−m−1∑
s=0
3s
[
Q2D
n−m−1−s
2 Q
−1
2
]
=
n−2∑
m=1
Zj(m)R
[
Q1D˜1Q
−1
1
]
Q2D(n,m)Q
−1
2 ,
where
D˜1 =


1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


and define
D(n,m) ≡
n−m−1∑
s=0
3sDn−m−1−s2
=
n−m−1∑
s=0


3s( 6
25
)n−m−1−s 0 0 0 0
0 3s( 1
15
)n−m−1−s 0 0 0
0 0 3s 0 0
0 0 0 3s(1
5
)n−m−1−s 0
0 0 0 0 3s( 3
10
)n−m−1−s


=


25[3n−m−( 6
25
)n−m]
69
0 0 0 0
0
15[3n−m−( 1
15
)n−m]
44
0 0 0
0 0 3
n−m−1
2
0 0
0 0 0
5[3n−m−( 1
5
)n−m]
14
0
0 0 0 0
10[3n−m−( 3
10
)n−m]
27


≡ 3n−mD +D2(n−m) ,
27
with
D =


25
69
0 0 0 0
0 15
44
0 0 0
0 0 1
2
0 0
0 0 0 5
14
0
0 0 0 0 10
27


,
D2(n−m) =


−25( 6
25
)n−m
69
0 0 0 0
0
−( 1
15
)n−m−1
44
0 0 0
0 0 −1
2
0 0
0 0 0
−( 1
5
)n−m−1
14
0
0 0 0 0
−( 3
10
)n−m−1
9


.
Since the absolute values of all the eigenvalues of D2(n−m) are less than one, we have
φj = lim
n→∞
4
3
(3n + 1)−1
n−2∑
m=1
{
3n−mZj(m)RQ1D˜1Q
−1
1 Q2DQ
−1
2
+Zj(m)RQ1D˜1Q
−1
1 Q2D2(n−m)Q
−1
2
}
e1
= lim
n→∞
4
3
(3n + 1)−1
n−2∑
m=1
3n−mZj(m)R˜e1 , (6.9)
where R˜ = RQ1D˜1Q−11 Q2DQ−12 . Substituting the expression of Zj(m) from (6.7) into (6.9),
carrying out the summation and taking the infinite n limit, we arrive at
φj =
4
3
×


[
λ
(1)
1
4
+
λ
(1)
2
74
+
λ
(1)
3
1124
]
R˜e1 for j = 1 ,[
363λ0
392
+
λ
(2)
1
4
+
λ
(2)
2
74
+
λ
(2)
3
1124
+
λ
(2)
4
44
+
λ
(2)
5
674
]
R˜e1 for j = 2 ,[
99λ0
196
+
λ
(3)
1
4
+
λ
(3)
2
74
+
λ
(3)
3
1124
+
λ
(3)
4
44
+
λ
(3)
5
674
]
R˜e1 for j = 3 ,[
27λ0
392
+
λ
(4)
1
4
+
λ
(4)
2
74
+
λ
(4)
3
1124
+
λ
(4)
4
44
+
λ
(4)
5
674
]
R˜e1 for j = 4 .
The matrix productions can be done to give the following theorem.
Theorem VI.1 Consider all the vertices of the Sierpinski gasket SG(n) in the infinite n limit. The
average probabilities that a vertex is connected by 1, 2, 3 or 4 bond(s) among all the spanning
tree configurations are
φ1 =
10957
40464
= 0.270783906682 · · · , φ2 =
6626035
13636368
= 0.485909077842 · · · ,
28
φ3 =
2943139
13636368
= 0.215830124267 · · · , φ4 =
124895
4545456
= 0.0274768912073 · · · .
Corollary VI.1 Consider all the vertices of the Sierpinski gasket SG(n) in the infinite n limit.
Denote θ as the average number of bonds connecting to a vertex among all the spanning tree
configurations, then
θ = φ1 + 2φ2 + 3φ3 + 4φ4 = 2 .
We list the numerical values of φj(n) with j ∈ {1, 2, 3, 4} for 0 ≤ n ≤ 5 and infinite n limit in
Table I. We find that φ1(n) decreases monotonically as n increases, while φ2(n), φ3(n) and φ4(n)
increase monotonically. The values for n = 5 are already very close to φj in the infinite n limit
with deviations about 1%.
It is interesting to compare the Sierpinski gasket SG(n) in the infinite n limit with the infinite
two-dimensional square lattice which is also a 4-regular lattice. For the square lattice, all the
vertices are identical due to the translational invariant. The probabilities that a vertex is connected
by 1, 2, 3 or 4 bond(s) among all the spanning tree configurations have been solved exactly in
[30] that were denoted as fj with j ∈ {1, 2, 3, 4}. As shown in Table I, f1, f3 and f4 are slightly
larger than φ1, φ3, φ4, respectively, while f2 is smaller than φ2. Especially, the average number
of bonds connecting to a vertex among all the spanning tree configurations on the square lattice
f1 +2f2 +3f3 +4f4 is equal to two, which is exactly the same as θ here for the Sierpinski gasket.
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