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Abstract—In this paper, we investigate learning-based max-
imum likelihood (ML) detection for uplink massive multiple-
input and multiple-output (MIMO) systems with one-bit analog-
to-digital converters (ADCs). To overcome the significant de-
pendency of learning-based detection on the training length,
we propose two one-bit ML detection methods: a biased-
learning method and a dithering-and-learning method. The
biased-learning method keeps likelihood functions with zero
probability from wiping out the obtained information through
learning, thereby providing more robust detection performance.
Extending the biased method to a system with knowledge of the
received signal-to-noise ratio, the dithering-and-learning method
estimates more likelihood functions by adding dithering noise
to the quantizer input. The proposed methods are further
improved by adopting the post likelihood function update, which
exploits correctly decoded data symbols as training pilot symbols.
The proposed methods avoid the need for channel estimation.
Simulation results validate the detection performance of the
proposed methods in symbol error rate.
Index Terms—One-bit ADC, ML detection, robust learning,
bias probability, dithering.
I. INTRODUCTION
Deploying massive antenna arrays has been considered
as one of the key ingredients for communications such as
massive MIMO for sub-6GHz systems [1], [2] and millimeter
wave communications [3], [4]. Excessive power consumption,
however, has arisen as a bottleneck of realizing such systems
due to the large number of high-precision ADCs at receivers.
In this regard, employing low-precision ADCs has been widely
studied to reduce the power consumption at receivers [5]–
[8]. As an extreme case of low-resolution ADCs, one-bit
ADC systems have attracted large attention by significantly
simplifying analog processing of receivers [9]–[17].
State-of-the-art detection methods have been developed for
one-bit ADC systems [11]–[14]. In [11], an iterative multiuser
detection was proposed by using a message passing de-
quantization algorithm. The authors in [12] applied a coding
theoretic approach and presented a refinement stage with an
iterative algorithm. In [13], a high-complexity one-bit ML
detection and low-complxity zero-forcing (ZF)-type detection
methods were developed for a quantized distributed reception
scenario. Converting the ML estimation problem in [13] to
convex optimization, an efficient near ML detection method
J. Choi, Y. Cho, and B. L. Evans were supported by gift funding from
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Figure 1. A receiver architecture for the pilot transmission phase with
dithering signal before quantization.
was proposed in [14]. Such detection methods, however,
require the estimation of channel state information (CSI)
with one-bit quantized signals. Although high-performance
channel estimation techniques were developed for one-bit
ADC systems [14]–[16], channel estimation with one-bit quan-
tized signals still suffers degradation in estimation accuracy
compared to high-precision ADC systems. In this regard, we
investigate a learning-based detection approach which replaces
one-bit channel estimation with a probability learning process.
Recently, such a learning-based detection approach was
studied [18], [19]. Since the primary challenge of such
learning-based detection is the significant dependency on the
training length, different detection techniques were developed
such as empirical ML-like detection and minimum-center-
distance detection in [18] to overcome the challenge. In [19],
however, a channel estimation was used to initialize likelihood
functions for ML detection, and a learning-based likelihood
function was used for post update of the likelihood functions.
Unlike previous approaches [18] that focused on developing
robust detection methods, we rather focus on developing robust
learning methods of likelihood functions to overcome the large
dependency of the learning process on the training length.
In this paper, we investigate a learning-based ML detection
approach which replaces one-bit channel estimation with a
robust probability learning process as shown in Fig. 1. We
propose a biased-learning algorithm which sets a minimum
probability for each likelihood function with a small prob-
ability to prevent zero-probability likelihood functions from
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wiping out the trained information. With the knowledge of the
signal-to-noise ratio (SNR), we further present a dithering-and-
learning technique to infer likelihood functions from dithered
signals: we first add a dithering signal to the quantization input
and then estimate the true likelihood function from the dithered
quantized signals. The proposed method allows to estimate
the likelihood probability with a reasonable training length by
drawing the sign changes in the sequence of the quantized
signals within the training. Accordingly, the base station (BS)
can directly perform the ML detection which is optimal in
minimizing the probability of error for equiprobable transmit
symbols. The likelihood probability can be further updated
by utilizing correctly decoded data symbols as pilot symbols.
Simulation results demonstrate that, unlike the traditional
learning-based one-bit ML detection, the proposed techniques
show robust detection performance in terms of symbol error
rate, achieving comparable performance to the optimal one-bit
ML detection that requires the estimation of the CSI.
II. SYSTEM MODEL
We consider uplink multiuser MIMO communications in
which Nu users each with a single antenna transmit signals
to the BS with Nr antennas. We assume the number of
receive antennas is much larger than that of users, Nr  Nu.
The uplink transmission is composed of a pilot transmission
phase and data transmission phase: the users first transmit
pilot symbols during Np symbol time, and then, transmit data
symbols during Nd symbol time. The total number of pilot
symbol vectors s¯k ∈ CNu is denoted as K, k = 1, . . . ,K, and
each pilot symbol vector s¯k is transmitted Ntr times during
the pilot transmission phase, i.e., Np = KNtr.
Let s¯[n] ∈ CNu , n = 1, . . . , Nd, denote a data symbol
vector at time n. Then, the received signal vector at time n is
r¯[n] =
√
ρH¯s¯[n] + n¯[n] (1)
where ρ denotes the average user transmit power, H¯ is the
Nr×Nu channel matrix, and n¯[n] represents the additive noise
vector at time n that follows a complex Gaussian distribution
of zero mean and variance N0, n¯[n] ∼ CN (0, N0I). Here, I
represents the identity matrix with proper dimensions. Each
user symbol s¯u[n] is generated from the set of symbols,
s¯u[n] ∈ S and assumed to have zero mean and unit vari-
ance, i.e., E[s¯u[n]] = 0 and E[|s¯u[n]|2] = 1, where s¯u[n]
denotes the uth element of s¯[n]. We assume a block fading
narrowband channel H¯1 where the channel is invariant during
the transmission of (Np + Nd) symbol time. We define the
signal-to-noise ratio (SNR) as γ = ρ/N0.
The received signals in (1) are quantized at one-bit ADCs.
Accordingly, each real and imaginary parts of the received
signals are quantized with one-bit ADCs, thereby outputting
only the sign of the quantization input, i.e., either 1 or -1. The
quantized signal can be represented as
y¯[n] = Q(Re{r¯[n]}) + jQ(Im{r¯[n]}) (2)
1Although we assume a narrowband channel model for convenience, the
proposed methods can be applicable to any block fading channel model.
where Q(·) is a element-wise quantizer, and Re{r¯[n]} and
Im{r¯[n]} denote the real and imaginary parts of a complex
vector r¯[n], respectively. The received signal in the complex-
vector form r¯ can be rewritten in a real-vector form as
r[n] =
[
Re{r¯[n]}
Im{r¯[n]}
]
=
√
ρHs[n] + n[n] (3)
where
H =
[
Re{H¯} −Im{H¯}
Im{H¯} Re{H¯}
]
, (4)
s[n] =
[
Re{s¯[n]}
Im{s¯[n]}
]
, n[n] =
[
Re{n¯[n]}
Im{n¯[n]}
]
. (5)
Accordingly, we can rewrite the quantized signal in a real-
vector form as
y[n] = Q(r[n]) = Q(√ρHs[n] + n[n]), (6)
and each element ri[n] is quantized to be yi[n] = 1 if ri[n] > 0
or yi[n] = −1 otherwise.
III. ROBUST ONE-BIT ML DETECTION
In this section, we propose robust learning-based ML de-
tection methods for one-bit ADC systems to achieve the ML
detection performance without estimating channels. We first
introduce the conventional one-bit ML detection with the CSI
in the following subsection.
A. One-Bit ML Detection with CSI
Let sk ∈ S be the kth pilot symbol of K pilot symbol
vectors in a real-vector form, which is the kth element in the
set of all possible symbol vectors S. The likelihood probability
of the quantized signal vector y[n] for a given channel H and
transmit symbol vector sk can be approximated as
P(y[n]|H, sk) ≈
2Nr∏
i=1
pk(yi[n]) (7)
where pk(yi[n]) denotes the likelihood function for the ith
element yi[n] ∈ {1,−1} when the symbol sk is transmitted
for the given channel, and it is defined as
pk(yi[n])=P(yi[n]|fi, sk)=
{
1−Φ (w) , if yi[n]=1
Φ (w) , if yi[n]=−1.
(8)
Here, w = −
√
ρ
N0/2
fHi sk where f
H
i is the ith row of H, and
Φ(x) =
∫ x
−∞
1√
2pi
exp
(−τ2/2) dτ is the cumulative distribu-
tion function (CDF) of a standard Gaussian distribution. Note
that (7) becomes an exact representation of P(y[n]|H, sk)
when all elements in y[n] are independent to each other. Based
on (7), the ML detection rule is given as
k?[n] = argmax
k∈K
2Nr∏
i=1
pk(yi[n]). (9)
where we define the index set of all possible symbol vectors
as K = {1, 2, . . . ,K} with K = |S|Nu . Here, |S| denotes the
cardinality of the set S. The detection rule in (9) is computed
by using (8) with the CSI.
B. Robust One-Bit ML Detection without CSI
In this subsection, we introduce a learning-based one-bit ML
detection approach which does not require channel estimation
and propose robust learning techniques with respect to the
training length Ntr. During the pilot transmission of length
Np, each pilot symbol vector sk is transmitted Ntr times and
the BS learns likelihood functions by measuring the frequency
of yi[n] = 1 and yi[n] = −1 during the transmission as
pˆ
(b)
k,i=
{
pˆ
(1)
k,i =
1
Ntr
∑Ntr
t=1 1(yi[(k − 1)Ntr + t] = 1)
pˆ
(−1)
k,i = 1− pˆ(1)k,i
(10)
where b ∈ {1,−1} and 1(A) is an indicator function which is
1(A) = 1 if A is true or 1(A) = 0 otherwise. After learning
the likelihood functions by using (10), the BS has the estimate
of the likelihood probability for the quantized signal vector
y[n] in the data transmission phase as
P(y[n]|H, sk) ≈
2Nr∏
i=1
(
pˆ
(1)
k,i1(yi[n]=1)+pˆ
(−1)
k,i 1(yi[n]=−1)
)
(11)
and can perform the ML detection in (9).
With a limited length of training Ntr, however, the em-
pirical likelihood function pˆ(b)k,i for b ∈ {1,−1} may have
probability of zero (i.e., p(b)k,i = 0) after learning through Ntr
transmissions if the change of signs of quantized sequences
yi[n], n = (k − 1)Ntr + 1, . . . , kNtr, is not observed during
Ntr transmissions for the symbol sk. The likelihood functions
with zero probability make the likelihood probability of the
observed signal P(y[n]|H, sk) in (11) zero for many candidate
symbols sk which may include the desired symbol. Therefore,
the zero-probability likelihood functions wipe out the entire
information obtained during the pilot-based learning phase,
thereby severely degrading the detection capability. Note that
it is more likely to have zero probability in the high SNR.
Fig. 2 shows the symbol error rate (SER) of the learning-
based ML detection with the amount of training Ntr ∈
{30, 50, 100, 1000} for Nr = 32 receive antennas, Nu = 4
users and 4-QAM modulation. The optimal one-bit ML detec-
tion with full CSI introduced in Section III-A is also evaluated.
As discussed, the SER increases as the amount of training for
each symbol Ntr decreases. In addition, the gaps between the
optimal case and learning-based one-bit ML cases become
larger as the SNR increase, which also corresponds to the
intuition. Note that there exists a point where the SER starts
increasing as the SNR increases for the learning-based ML
method, which a phenomenon for systems with quantization
known as stochastic resonance [15], [18], [20]. Accordingly,
the primary challenge of such learning-based detection is to
make it robust to the training length over any SNR ranges. To
this end, we propose robust learning methods for one-bit ML
detection with respect to the training length Ntr.
1) Robust Learning-Based One-Bit ML without SNR: To
address this challenge without requiring the SNR knowledge
γ as well as the CSI, we propose a biased-learning ML
detection approach, which is simple but highly robust to the
Figure 2. SER simulation results of the optimal one-bit ML detection with the
CSI and learning-based one-bit ML detection for Nr = 32 receive antennas,
Nu = 4 users, 4-QAM, Ntr ∈ {30, 50, 100, 1000} training.
length of the training Ntr. Then, we will extend the proposed
detection approach to the case with the SNR knowledge to
improve learning performance. In this approach, we limit the
minimum likelihood function to be pˆ(b)k,i ≥ pbias. The bias
probability pbias needs to be pbias < 1/Ntr as no change
in the sign of quantization output sequences yi[n] is observed
within Ntr transmissions for sk. The proposed biased-learning
ML detection approach is summarized as
(i) In the pilot transmission phase, the BS computes the
likelihood functions in (10).
(ii) If zero probability is observed for any likelihood function
pˆ
(b)
k,i = 0, the BS sets pˆ
(b)
k,i = pbias and pˆ
(−b)
k,i = 1− pbais.
(iii) In the data transmission phase, the BS performs the ML
detection in (9) by computing (11).
Although the proposed biased-learning ML detection approach
prevents the loss of information obtained from the measure-
ment during the pilot transmission, it cannot capture the
variance of probabilities among the zero-probability likelihood
functions. In addition, the number of likelihood functions
with zero probability tends to increase as the SNR increases
and the proposed biased-learning ML detection must replace
a large number of the zero-probability likelihood functions
with the bias probability pbias. Accordingly, although the
proposed biased-learning ML detection improves the detection
performance, the large dependency on the bias probability
in the high SNR may not be desirable. To address such
challenges, we further develop a dithering-and-learning one-bit
ML detection with the presence of the SNR knowledge.
2) Robust Learning-Based One-Bit ML with SNR: Now, we
propose a dithering-and-learning one-bit ML detection under
the SNR knowledge γ at the BS, where the noise variance
N0 is known to the BS as well as the transmit power ρ. As
shown in Fig. 1, the BS adds dithering signals d[n] to the
quantization inputs ri[n] during only the pilot transmission
phase to draw the change in the sign of output sequences
yi[n]. Unlike conventional dithering [21], it is used to estimate
true likelihood functions with a least number of under-trained
(a) (b)
Figure 3. (a) Offline training procedure for SNR estimation and (b) linear
regression of offline training data set for Nu = 4 users, 4-QAM, Nr = 32
receive antennas, Ntr = 50 training, and σ2 = ρ with Rayleigh channels.
functions. After dithering, the quantization input in the real-
vector form becomes
r˜[n] = r[n] + d[n] (12)
=
√
ρHsk + n[n] + d[n]. (13)
We use d[n] which follows a Gaussian distribution with zero
mean and variance of σ2/2, i.e., d[n] ∼ N (0, σ2/2I2Nr ), and
the variance σ2/2 is known to the BS. Then, the dithered and
quantized signal becomes
y˜[n] = Q(√ρHsk + n[n] + d[n]). (14)
Now, the BS computes the estimated likelihood function for
the dithered signals p˜(b)k,i as in (10) for b ∈ {1,−1}. Let b = 1.
Then, as shown in (8), p˜(1)k,i is theoretically derived as
p˜
(1)
k,i = 1− Φ
(
−
√
2ρ
N0 + σ2
fHi sk
)
, (15)
Since N0 and σ2 are known to the BS and p˜
(1)
k,i is estimated
from (10), the BS can estimate ψk ,
√
ρf∗sk by using (15):
ψk = −
√
N0 + σ2
2
Φ−1
(
1− p˜(1)k,i
)
. (16)
Finally, the BS utilizes the estimated ψk and known N0 to
estimate the true (non-dithered) likelihood function p(b)k,i by
using (8). Since the likelihood function of the dithered signal
p˜
(1)
k,i in (15) is much less likely to have zero probability than
the non-dithered case due to the artificially reduced SNR, the
BS can learn majority of the likelihood functions pˆ(b)k,i with a
reasonable training length Ntr.
Likelihood functions with zero probability can still exist
even after dithering when Ntr is insufficient. If the BS ob-
serves zero-probability likelihood functions, it can also apply
the biased-learning approach to the likelihood functions. Un-
like conventional dithering approaches [21], [22], the dithered
signal is not removed after quantization in the dithering-and-
learning one-bit ML detection method since the dithering is
used only for drawing the change in the signs of the sequence
of received signals within Ntr. In addition, the BS only needs
to know the variance of the dithering distribution, and the
dithering is not used during the data transmission phase.
Figure 4. Communication data frame with a pilot transmission and a data
transmission phase for post update of likelihood functions.
The estimation of the SNR γ—equivalently noise variance
N0 in this paper—can be performed by offline training as
shown in Fig. 3(a). The offline training first collects training
data and measures the SNR by estimating channels. Then,
the BS obtains data sets of (γ`, n0`) over tested SNR values,
where n0` ∈ [0, 2Nr] denotes the average number of zero-
probability likelihood functions out of 2Nr for the SNR γ`
over all possible combinations of transmit symbols. Using the
collected data sets, the offline training provides the one-to-one
mapping function f between the SNR level and the average
number of likelihood functions with zero probability over all
possible transmit candidates, providing the estimated value
of N0. As a mapping function, popular supervised learning
methods can be used such as linear regression and neural
network [23]. Fig. 3 shows the example of offline training with
5th order linear regression, which we use for simulations.
C. Post Update of Likelihood Functions
The performance of the proposed algorithms can be further
improved by adapting the post update approach which exploits
the correctly decoded data symbols to update the initially
estimated likelihood functions pˆ(b)k,i [19]. To this end, the BS
divides the data transmission into D subframes of length
N subd , i.e., Nd = DN
sub
d , and appends cyclic-redundancy-
check (CRC) bits at each data subframe. Then, when each
data subframe is correctly decoded, which can be determined
by checking CRC, the BS uses the decoded symbols as pilot
symbols to update the initial likelihood functions.
Using the correctly decoded symbols, the likelihood func-
tions for the biased-learning approach can directly be updated:
after decoding each data subframe j, the likelihood functions
pˆ
(b)
k,i are updated as (10) by counting the number of b ∈ {1,−1}
out of Ntr + dk(j), where dk(j) denotes the number of
cases where the decoded data is sk ∈ S in the successfully
decoded data subframes during the first j data subframes,
0 ≤ dk(j) ≤ jN subd . For the dithering-and-learning method,
the likelihood functions pˆ(b)k,i are updated after decoding each
data subframe j as shown in [19].
pˆ
(b)
k,i = αk,i(vj)pˆ
(b)
k,i(0) +
(
1− αk,i(vj)
)
pˆ
(b)
k,i(vj) (17)
where vj indicates the number of correctly decoded data
frames during the first j data subframes, 0 ≤ αk,i(vj) ≤ 1
is the update rate for pˆ(b)k,i after decoding the jth subframe,
pˆ
(b)
k,i(0) is the initially estimated likelihood function from
the training, and pˆ(b)k,i(vj) is the likelihood function for the
candidate vector sk at the ith quantized signal yi learned from
the vj correctly decoded subframes. The optimal value of the
parameter αk,i(vj), however, has to be empirically determined.
(a) Ntr = 30
(b) Ntr = 50
Figure 5. Simulation results for Nu = 4 users, 4-QAM, Nr = 32 receive
antennas, Ntr ∈ {30, 50} training, and σ2 = ρ/2 with Rayleigh channels.
Therefore, such update approach is more beneficial to the
biased-learning case than the dithering-and-learning method.
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
learning-based algorithms in terms of the SER. In simulations
[24], we compare the following learning-based detection meth-
ods which does not require the channel estimation:
1) Learning 1-bit ML: conventional learning-based ML
2) empirical ML Detection (eMLD) in [18]
3) Minimum-Mean-Distance (MMD) in [18]
4) Minimum-Center-Distance (MCD) in [18]
5) Biased learning 1-bit ML (proposed)
6) Dithered learning 1-bit ML (proposed) with perfect SNR
knowledge and with estimated SNR.
In addition, we also evaluate one-bit ADC detection methods
that require the channel estimation to provide reference: one-
bit zero forcing (ZF) detection in [13] and optimal one-bit ML
in Section III-A. We consider Nr = 128 receive antennas,
Nu = 4 users with 4-QAM modulation, Rayleigh channels H
whose each element follows CN (0, 1), and pbias = 1/Ntr ×
10−2 bias probability for simulations. Besides, we use the
proposed offline training with 5th order linear regression to
estimate the SNR for the dithering-and-learning method.
Figure 6. The number of likelihood functions with probability of zero for
Nu = 4 users, 4-QAM, Nr = 32 receive antennas, and Ntr = 50 training
with Rayleigh channels (σ2 = ρ for the dither case).
Fig. 5 shows the SER for (a) Ntr = 30 and (b) Ntr = 50
with the dithering noise variance of σ2 = ρ/2. The proposed
algorithms closely follow the SER performance of the optimal
one-bit ML case over the considered SNR range in both
Fig. 5(a) and Fig. 5(b). Although the one-bit ZF detection
shows the better performance than the other methods in the
low SNR, it shows the large degradation in the medium to
high SNR. The proposed methods outperform the one-bit ZF
detection and the other learning-based methods with the same
Ntr such as conventional learning-based one-bit ML, eMLD,
MMD, and MCD in most cases. In particular, as the amount
of training Ntr increases, the performance gap between the
proposed methods and the other methods increases.
The performance improvement is achieved because the
proposed methods provide robust likelihood function learn-
ing with the same Ntr, and thus, the ML detection can
be directly performed, which is optimal for certain cases.
We further note that the dithering-and-learning ML method
with the estimated SNR achieves similar performance to the
perfect SNR case, which shows the effectiveness of the offline
learning and robustness of the proposed detection method to
the SNR estimation error. Accordingly, the proposed learning-
based detection methods achieve a near optimal detection
performance over the low to high SNR regime, providing
the robust performance with respect to the training length.
In addition, the training length Ntr can be reduced to half
of the desired length by utilizing a symmetric property of
constellation mapping and quantization [19].
Fig. 6 shows the average number of zero-probability like-
lihood functions versus the SNR level for the non-dithering
case and dithering case with Ntr = 50 training and σ2 = ρ
dithering noise variance. As the SNR increases, the number
of zero probability likelihood functions for the non-dithering
case rapidly increases, and more than 50 out of 64 (about
80%) likelihood functions have zero probability in the high
SNR. For the dithering case, however, the number of zero-
probability likelihood functions slowly increases with the SNR
and converges to about 18 (about 28%) due to the dithering
effect. Accordingly, the dithering case provides about 70%
Figure 7. Simulation results with 16-bit CRC feedback for Nu = 4, 4-QAM,
Nr = 32, Ntr = 30, Nsubd = 128, and D = 80 with Rayleigh channels.
nonzero likelihood functions while the non-dithering case
offers only about 15% nonzero likelihood functions in the high
SNR. Therefore, with dithering, the proposed algorithm can
estimate much more likelihood functions—70% in this case,
thereby increasing the detection accuracy. This corresponds to
the discussion provided in Section III-B.
The proposed method with the post update is also evaluated
with Ntr = 30, N subd = 128, D = 80, and 16-bit CRC
in Fig. 7. In the high SNR regime where most subframes
can be correctly decoded, the biased-learning method shows
noticeable SER improvement and outperforms the dithering-
and-learning method while the dithering-and-learning method
shows marginal or no improvement. This corresponds to
the intuition that the post update approach provides more
opportunity for the biased-learning one-bit ML detection to
improve its detection accuracy. The dithering-and-learning
method, however, still shows high detection accuracy and
robustness to the training length and the SNR level. Therefore,
the proposed algorithms provide near optimal one-bit ML
detection performance with a reasonable training length.
V. CONCLUSION
In this paper, we proposed robust learning-based one-bit
ML detection methods for uplink massive MIMO commu-
nications. Since the performance of a learning-based one-bit
detection approach is severely degraded with the insufficient
number of training, the proposed methods addressed such
problem by adopting bias probability and dithering. Without
the channel knowledge, the biased-learning method and the
dithering-and-learning method perform ML detection through
the learned likelihood functions, which is robust to the amount
of training. Simulation results validate the performance of the
proposed methods in terms of SER. Therefore, the proposed
methods can potentially achieve the improved performance-
power tradeoff for one-bit massive MIMO systems. Develop-
ing learning-based methods for distributed reference signals
over the entire frame would be a desirable future research
direction to be more compatible with the current standard.
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