Objective. The goal of this study was to perform real-time estimation of isometric finger extension force using the discharge information of motor units (MUs). Approach. A real-time electromyogram (EMG) decomposition method based on the fast independent component analysis (FastICA) algorithm was developed to extract MU discharge events from high-density (HD) EMG recordings. The decomposition was first performed offline during an initialization period, and the obtained separation matrix was then applied to new data samples in realtime. Since MU pool discharge probability reflects the neural drive to spinal motoneurons, individual finger forces were estimated based on a firing rate-force model established during the initialization, termed the neural-drive method. The conventional EMG amplitude-based method was used to estimate the forces as a comparison to the termed EMG-amplitude method. Simulated HD-EMG signals were first used to evaluate the accuracy of the real-time decomposition. Experimental EMG recordings of 5 min of isometric finger extension with pseudorandom force levels were used to assess the performance of force estimation over time. Main results. The simulation results showed that the accuracy of real-time decomposition was 86%, compared with an offline accuracy of 94%. However, the real-time decomposition accuracy was stable over time. The experimental results showed that the neural-drive method had a significantly smaller root mean square error (RMSE) of the force estimation compared with the EMG-amplitude method, which was consistent across fingers. Additionally, the RMSE of the neural-drive method was stable until 230 s, while the RMSE of the EMGamplitude method increased progressively over time. Significance. The neural-drive method on real-time finger force estimation was more accurate over time compared with the conventional EMG-amplitude method during prolonged muscle contractions. The outcomes can potentially offer a more accurate and robust neural interface technique for reliable neural-machine interactions based on MU pool discharge information.
Introduction
Neural-machine interface has great potential to assist or rehabilitate individuals with sensory or motor disabilities, by establishing a direct communication between the nervous system and external devices. Neural-machine interface has been used in a variety of applications such as a brain controlled speller, wheelchair control [1, 2] , prosthesis control [3] , and neural rehabilitation [4, 5] . Currently, different recording techniques have been developed to capture brain activities, such as electroencephalography [6] , functional near infrared spectroscopy [7] , and intracortical recordings [8] . Neural signals have also been recorded invasively at the peripheral nerve through nerve implants to directly acquire discharge information of motoneurons [9, 10] . These decoded neural signals can allow individuals with neuromuscular disorders to interact with devices, and potentially restore the impaired or diminished sensorimotor functions. However, the low signal quality, and the unstable or invasive nature of these recordings can limit wide applications.
Alternatively, surface electromyography (sEMG) has been widely used as a neural interface signal [3, [11] [12] [13] [14] , largely due to the benefits of non-invasive and low-cost properties. To interface with external devices using sEMG, proportional [3] and pattern recognition-based [15, 16] controls are generally used. Proportional control enables users to control an output variable in a continuous manner by varying the control input proportionally, such as the EMG amplitude [3] . In contrast, by identifying user intended motion, the pattern recognition-based approach can concurrently control multiple degrees of freedom of a device. Despite wide applications of sEMG, several intrinsic and extrinsic factors can lead to substantial changes in EMG recordings. For example, sEMG signals consist of hundreds of action potentials generated from motoneuron discharge events. The measured EMG envelope can be biased by intrinsic physiological factors, such as the cancellation of superimposed action potentials and the natural variations of action potential amplitude generated by the conductive process from the muscle to the skin surface. In addition, several extrinsic factors can also interfere with EMG recordings, such as high background noise, motion artifacts [17] , varying body segment postures [18] , electrode shifts [18] , and muscle fatigue [19] . All these factors can lead to performance degradation of sEMG-based control of devices.
Instead of directly using global EMG features, which have shown to be unreliable, motor unit (MU) discharge information can be employed to estimate the motor output [20] , because the discharge frequency of the MUs at the population level reflects the neural-drive input to the MU pools. Essentially, the spinal cord output signal (i.e. MU discharge event) is used to decode the spinal input signal (descending neural drive from the brain) [21] . This decoded neural drive, based on binary events of neuron firings, can overcome the disadvantages of the global EMG patterns, and is more robust for decoding user intent. The MU discharge information can be extracted from sEMG signals through different EMG decomposition algorithms [22] [23] [24] [25] [26] [27] . However, most algorithms have been implemented offline, because of the high computational load. Even though attempts have been made to fulfill real-time MU identification [28] , the required computation time was still relatively large (i.e. 0.6 s) for real-time control of devices.
Accordingly, this study sought to develop a real-time high-density EMG (HD-EMG) decomposition method, and to evaluate the performance of real-time finger force estimation using the MU populational discharge frequency (termed the neural-drive method). Specifically, an offline initialization procedure was first performed to extract the separation matrix of MUs through the fast independent component analysis (FastICA) algorithm [23] , and to establish the relation between MU pool firing frequency and individual finger extension forces. During the real-time procedure, MU firing events were extracted directly using the obtained separation matrix. The real-time decomposition accuracy was evaluated using simulated EMG signals with known ground-truth of the MU firing events. According to the firing rate-force relation established during the initialization, the finger forces were then estimated in real-time through 5 min isometric finger extensions. The conventional EMG amplitude-based force estimation method (termed the EMG-amplitude method) was also performed as a comparison. Our simulation results showed that the real-time decomposition accuracy was significantly lower, compared with the offline condition. However, the accuracy was stable over time. The real-time force estimation using the neural-drive method showed a lower estimation error than the EMG-amplitude method, especially over prolonged muscle contractions. These findings indicate that the neural-drive method based on MU pool firing information could be a robust technique for real-time finger force estimation.
Method

Algorithm descriptions
2.1.1. Offline EMG decomposition. The generation of the multi-channel EMG signals can be described as a convolutive mixture of a series of delta functions which represent the discharge timings of the MUs [23, 29] :
where x i (k) is the recording of the ith EMG channel, k is the discrete time, D R is the number of recorded samples, n and m are the number of active MUs and EMG channels, respectively, and n i (k) is the additive white noise at channel i. The impulse responses of the filters in this convolutive mixture is the action potential h ij (l) of the j th MU as recorded at the channel i, s j (k) is the firing event train of j th MU, and L is the duration of the action potentials.
The offline decomposition procedure [30, 31] was implemented through the FastICA algorithm that included the extension and whitening of observations, and the iteration procedure of the Fixed Point algorithm [22, 23] . Each iteration can obtain the information of one 'MU', including the source signal, the separation vector, and the firing event train, which was extracted from the corresponding source signal through a binary classification using the Kmeans++ algorithm.
The measurement of 'silhouette distance'(termed SIL) [32] was used to quantify the classification quality in the source signals. It is defined as the difference of point-to-centroid distances between the within-cluster distance summation and the between-cluster distance summation normalized by the larger value of the two distance summations. The SIL value ranges from −1 to +1. A high SIL value indicates that the point is well-matched to its own cluster, and poorly matched to neighboring clusters. The overall classification quality was calculated as:
where S 1 i is the silhouette value for the ith point in cluster 1, S 2 j is the silhouette value for the j th point in cluster 2, and C 1 and C 2 are the number of points in clusters 1 and 2, respectively.
Real-time EMG decomposition.
In order to obtain the discharge information of MUs in real time, the decomposition can be performed in a short segment of EMG data with overlapping steps. In this study, the moving window length was set to 1 s with a moving step of 0.1 s. During EMG decomposition, the separation matrix calculation step is time consuming, which cannot be obtained in real-time. Alternatively, the separation matrix was first obtained from an initialization step in which the offline EMG decomposition was performed. The separation vectors that reflected duplicate MUs and showed poor separation from the mixing sources (SIL < 0.75) were removed from the separation matrix. To this end, the realtime decomposition could be performed on the 1 s segments of data sequentially. The standard procedures involving signal extension and whitening were performed on each segment prior to the multiplication of the separation matrix, obtaining the source signals of individual MUs. Then, the Kmeans+ + algorithm was used to identify the firing events from baseline activities. If the clustering result was poor, i.e. SIL i < SIL i,0 − 0.2, the event train was considered false and was removed. SIL i was the SIL value of the ith MU obtained in real-time decomposition while SIL i,0 was the SIL value of the ith MU obtained at the initialization step. The value 0.2 was obtained through simulation study that the average real-time decomposition accuracy reached the maximum. Although a 1 s window was used for the decomposition, only the firing events from the last 0.1 s was retained to predict the force, and the firing events from the first 0.9 s were neglected. The overlapping window was necessary to obtain a sufficient number of peaks for the cluster analysis. The subjects were seated comfortably in a heightadjustable chair during the experiment. The forearm was supported on the desk with a soft foam pad with the elbow extended approximately 135°. The index, middle, ring, and pinkie fingers were individually secured to four miniature load cells (SM-200N, Interface), to measure individual finger extension forces ( figure 1(A) ). Two stiff foam pads were fixed at the palmar and back sides of the hand to avoid hand movement and force transmission from the wrist to the load cell. The force data were sampled at 1000 Hz, and displayed on a monitor approximately 80 cm in front of the subjects.
An 8 × 20 HD EMG electrode array with a 3 mm single electrode diameter and a 10 mm inter-electrode distance was placed over the EDC muscles. The placement of the array was guided by palpating the EDC muscle when the subjects extended their fingers. Monopolar EMG signals were amplified with a gain of 1000 and a pass band of 10-900 Hz, and sampled at 2048 Hz via EMG-USB2+ (OT Bioelettronica).
Before the main experiment, the maximum voluntary contraction (MVC) forces of individual fingers were measured when the subjects performed maximum isometric extension of individual fingers. The peak force with no obvious cocontractions of other fingers was selected as the MVC of the tested finger. During the main experiment, the subjects were asked to track a predefined force target trajectory with isometric finger extension of a single finger, while avoiding cocontractions of other fingers. The force target varied between 0% and 40% MVC pseudo-randomly with a duration of 5 min ( figure 1(B) ), in order to investigate whether the neural-drive method could estimate isometric force with large variations. The slope of the force ramp also varied. Six trials were performed with two trials for each of the index, middle, and ring fingers. The pinkie finger force was not obtained because of substantial co-contractions with other fingers [33] and overlap muscle activation distribution [34] with the ring finger extension. The order of the fingers was randomized between subjects. A rest period of 2 min was provided between trials to minimize fatigue.
Simulated EMG.
We also evaluated the decomposition performance based on simulated EMG. Given that the ground truth of the firing events is known in the simulated EMG, we can directly evaluate the performance of the real-time decomposition. The simulated EMG signals were obtained using a previous motoneuron pool model [35] and the convolution model (1) . Briefly, the excitatory drive to the motoneuron pool was normalized by the maximum neural drive. The shape of the excitatory drive was the same as the target force shown in figure 1 (B). The recruitment thresholds varied across motoneurons [35] , such that many motoneurons had low thresholds and relatively few neurons could be activated with high excitatory drive. In this study, 120 motoneurons were simulated in the pool and a maximum of 48 motoneurons were recruited under the excitatory drive. The motoneuron mean firing rate increased as a linear function of the excitatory drive between recruitment thresholds and peak firing rate [35] . The instantaneous firing rate also varied with a coefficient of variation of 0.2 to mimic the stochastic nature of motoneuron discharge times. A total of 12 trials were simulated.
The 8 × 8-channel EMG signals were generated using equation (1) . The action potential h ij (l) was obtained from the decomposition of the EMG signals recorded in the current study. An 8 × 8 grid was selected from the 8 × 20 grid shown in figure 1(A), and covered the area with the maximum EMG amplitude. The offline decomposition algorithm based on FastICA [23] was used to decompose the EMG signals within the initial 25 s, and the firing event trains from different MUs were obtained after the firing event trains that had low SIL values or were duplicates and were removed. The 8 × 8-channel MUAP templates of individual MUs were then obtained through a spike triggered averaging of the 8 × 8-channel EMG signals [36] . In order to avoid obtaining the MUAP templates of the same MU from different trials, only one trial was selected for each finger. The 8 × 8-channel MUAP templates from all the selected trials and three subjects were pooled together to form the MUAP template pool that contained MUAP templates of 104 MUs in total. For each trial, the MUAP templates for individual MUs were randomly selected from the pool.
During prolonged voluntary contractions, the MUAP peak-peak amplitude and peak-peak duration may change over time, which can affect the detection accuracy of the firing events. In order to mimic the change of the MUAP in the simulated EMG, the variation in MUAPs was obtained by quantifying the changes in the amplitude and duration of the MUAP templates extracted from our experiment. The 300 s firing event trains were obtained through offline decomposition. Then, the 300 s firing event trains of individual MUs were segmented into six 50 s segments (figure 2), and the MUs that ceased firing in any 50 s segment were excluded.
The 8 × 20-channel MUAP templates of individual segments were then obtained through the spike triggered averaging of the 8 × 20-channel EMG signals [36] . Figure 2(B) illustrates the distribution of the MUAP peak-peak amplitude obtained with the firing event train shown in figure 2(A) . Only the first ten channels with the largest amplitude (based on rank ordering) were selected to quantify the change in the MUAP, because the estimation of the amplitude and duration of the MUAP was sensitive to noise using the channels with small MUAP amplitudes. For a given channel (figure 2(C)), the variation level of the amplitude and the duration was estimated as: When simulating the 300 s EMG signals, the MUAP amplitude and duration of the kth firing event from MU j (j = 1,2,…,48) within the ith (i = 1,2,…,6) 50 s segment were obtained through the following procedure. First, a variation level of the amplitude and duration of the MUAPs was randomly selected according to the corresponding normal distribution, for example VA i,j and VD i,j . Then, VA i,j,k and VD i,j,k were arbitrarily set using the normal distributions N (VA i,j , 10%
2 ) and N (VD i,j , 10% 2 ), respectively. In the end, the amplitude and duration of the MUAP of MU j for the kth firing event in the ith segment were (1 + VA i,j,k )A 0,j and (1 + VD i,j,k )D 0,j , respectively, with A 0,j and D 0,j being the amplitude and duration of the original MUAP of MU j .
Data processing 2.3.1. Real-time force estimation.
Given that only one finger was active for a single trial, the muscle activation was localized to a small region (figure 3), and the EMG amplitude of the remaining channels was generally small. To reduce the computational load, only 60 out of the 160 channels (shown by the boundary traces in figure 3 ) with the largest RMS values (within the first 25 s) were used for MU decomposition.
A flowchart of estimating force in real-time using MU firing frequency is illustrated in figure 4 , which had two steps. The first step (green boxes in figure 4 ) involved the initialization (calibration) step, which obtained the separation matrix of MUs, and established the relation between MU firing rates and the finger forces. Specifically, decomposition was performed on the EMG signals within the initial 25 s, which involved a wide range of forces. Therefore, the decomposed MUs were representative at different force levels. The firing event train of each MU was then segmented using 0.5 s sliding windows with 0.4 s overlap, resulting in a sliding step of 0.1 s, and the firing rate FR i (i = 1,2,…,N) from each 0.5 s window was calculated. The 0.5 s window, instead of 1 s, was selected in order to decrease the delays in force estimation. On the other hand, we used a window length of 0.5 s rather than the 0.1 s sliding window to calculate the amplitude or firing rate because the 0.1 s window length can induce large variations in the EMG amplitude and the firing rate. This can lead to large fluctuations of the estimated force. Essentially, the 0.5 s window was used as a low-pass filter to smooth the force estimation.
The force levels F of the corresponding 0.5 s windows were obtained by averaging the force within individual windows. Then, the firing rate (FR) data from all N MUs and the force (F) data were fitted with a multivariate linear model:
Specifically, the estimation of the coefficients a i and b was obtained by solving the linear multivariate regression equation [37] 
where F(1), . . . , F(t) , . . . ,
T . M is the number of observations in the initialization step and 1 is a column vector with all elements equal to one. In this study, the QR factorization method was then used to solve the equation and an estimation of the coefficients a i and b could be obtained.
In the second step (red boxes in figure 4 ), real-time decomposition was performed, and the firing rates of N MUs were obtained for individual 0.5 s windows with a 0.1 s step, and were substituted into the regression function (4) to estimate the forces. The estimated force was further smoothed with a Kalman filter, which has been demonstrated to eliminate sporadic, isolated, and large-amplitude fluctuations [38] .
Performance evaluation. 2.3.2.1.Simulated EMG.
For the simulated EMG signals, the true firing timings of all the recruited MUs were known. Therefore, the accuracy of the real-time decomposition was evaluated by comparing the firing event trains obtained in real time with the ground truth. First, within the initial 25 s initialization period, the detection accuracy was calculated as:
where N com was the number of common firing events between two firing event trains, and N true and N off were the number of firing events in the true and decomposed firing event trains, respectively. Two firing events were considered common if the time delay between them was within 2.5 ms. The true firing event train with the highest accuracy was selected, and considered to be successfully detected if the accuracy exceeded 60%. Second, the real time decomposition accuracy over time was evaluated. Specifically, the remaining 275 s data were evenly segmented into four segments. Within each segment, the accuracy of the firing events was calculated as:
where M is the number of successfully detected MUs, N com i is the number of common firings between the firing event train of the ith MU and the corresponding true firing event train, N on i is the firing event number of the ith MU, and N true i is the firing event number of the true firing event train corresponding to the ith MU.
2.3.2.2.Experimental EMG.
Given that the ground truth is not known in experimental EMG signals, the explicit decomposition accuracy was not evaluated. Instead, the performance of force estimations based on the MU firing rate was used to indirectly evaluate the general reliability of the real-time decomposition. Specifically, the root mean square error (RMSE) between the estimated force and the actual force was calculated. The RMSE values were averaged across the two trials of the same finger before the statistical analysis.
The conventional force estimation method based on EMG amplitude was also performed as a comparison. The amplitude was calculated as the RMS of the EMG signals. The same 60 channels used in the neural-drive method were used for the EMG amplitude calculation. The RMS was averaged across all 60 channels to represent the overall EMG amplitude and a univariate linear regression model was used to establish the relation between the force and the EMG amplitude. A 0.5 s window with a sliding step of 0.1 s was used, the same as the neural-drive method. There was also an initialization procedure to train the univariate linear regression model. During the real-time force estimation procedure, the EMG amplitudes were estimated for sequential 0.5 s segments and substituted into the regression model to get the force estimation. The same Kalman filter was used to smooth the force estimation as in the neural-drive method.
2.3.2.3.Statistical analysis.
Repeated measures analysis of variance (ANOVA) was performed on the decomposition accuracy and the RMSE of force estimation. When necessary, post hoc comparisons were performed using the HolmBonferroni correction method. A significant level was set to α = 0.05 for all testing. Figure 5 compares the decomposed firing event train with the true firings from a representative MU. The 300 s firing event train was divided into five segments. The first segment represented the offline decomposition results during the initialization. The decomposition accuracy was calculated for individual segments. In the first segment, the accuracy was above 95%. However, the accuracy in the subsequent segments during real-time decomposition decreased by approximately 10%.
Results
Simulated results
The average accuracy across all the simulated trials for individual segments is illustrated in figure 6 . The acc uracy during the real-time decomposition showed a 5%-10% decline compared with the initial offline decomposition. The repeated measures ANOVA showed that the factor segment had a significant influence on the accuracy (F(4,44) = 147.21, p < 0.0001). A further post hoc test showed that the detection accuracy of the first segment was significantly higher than the remaining four segments (p < 0.0001). In addition, the detection accuracy of the fourth segment was significantly lower than that of the second and fifth segments (p < 0.05). Figure 7 illustrates the force estimation using both the neuraldrive method and the EMG-amplitude method from two representative trials. Both methods can estimate the actual force well initially. However, the force estimation became progressively worse for the EMG amplitude method. In the first trial, the force estimation drifted upward gradually over time when the EMG-amplitude method was used, while the performance of the neural-drive method was stable over time. In the second trial, the drift of the force estimation was smaller compared with the first trial in the EMG-amplitude method. When the neural-drive method was used, the force was underestimated after prolonged contractions.
Experimental results
The average force estimation error (RMSE) normalized by the MVC of the neural-drive and the EMG-amplitude methods for individual fingers across all subjects is illustrated in figure 8(A) . The two-way (method × finger) ANOVA results showed that the method (F(1,7) = 19.84, p = 0.0030) had a significant effect on the RMSE with no interaction effect. A further post hoc test showed that the RMSE of the neuraldrive method was significantly smaller than that of the EMGamplitude method for all fingers (p < 0.05).
In order to investigate whether the difference between the estimated force and the actual force changed over time, the RMSE was calculated for evenly segmented four segments as before. The RMSE was averaged across all fingers ( figure  8(B) ). The two-way (method × segment) ANOVA results showed an interaction effect (F(3,21) = 3.57, p = 0.0314). A further post hoc test showed that the RMSE increased over time for both methods. Specifically, the RMSE in the fifth segment was significantly larger than that in the other three segments (p < 0.05), while there was no significant difference between the second, third, and fourth segments (p > 0.05). Even though the RMSE of both methods increased with time, their trend was not the same. Initially, the RMSE of the neural-drive method was smaller than that of the EMGamplitude method but the difference was not significant (p > 0.05). Then, the RMSE of the EMG-amplitude method increased faster (larger RMSE increments between adjacent segments) from the second segment to the fifth segment compared with the neural-drive method. The different timedependent changes lead to the results that the RMSE of the EMG-amplitude method became significantly larger than that of the neural-drive method in the fourth and the fifth segments (p < 0.05).
From the force traces shown in figure 7 , a larger time delay between the estimated force and the actual force can be observed using the EMG-amplitude method compared with the neural-drive method. To evaluate the potential differences in the time delay between the two methods, cross-correlation coefficients between the actual force and the estimated force with different time lags were calculated. Then, the maximum cross-correlation coefficient and the corresponding lag (time delay) were extracted. The maximum correlation coefficient and the time delay were averaged across all trials for individual subjects before statistical analysis (figure 9). The average correlation coefficient of the neural-drive method was not significantly different from the EMG-amplitude method (t(7) = 1.065, p = 0.1611). In contrast, the time delay of the neural-drive method was significantly smaller compared with the EMG-amplitude method (t(7) = −4.382, p = 0.0016).
Discussion
This study sought to estimate individual finger isometric extension forces based on MU pool discharge information using a real-time EMG decomposition method. The real-time EMG decomposition algorithm was first tested on simulated HD-EMG data. The results showed that the average accuracy of spike detection in the real-time decomposition was approximately 86%, and was significantly lower than that in the offline decomposition (94%). However, the accuracy of the real-time decomposition was stable over time. The real-time force estimation methods were then evaluated on experimental data obtained from 5 min isometric finger extension tasks. The results demonstrated that the force estimation error (RMSE) using the neural-drive method was significantly smaller compared with the EMG-amplitude method, especially during sustained muscle contractions. These findings indicate that the MU pool discharge activities extracted in real-time can be used as a more robust approach for muscle force estimations, compared with global EMG based force estimations. These outcomes can help develop a more accurate and robust neural interface technique based on MU discharge information.
The performance of the neural-drive method was better than the EMG-amplitude method in force estimation during offline processing. The difference, however, was small between the two methods in stroke survivors [39] , when the same number of EMG channels used for decomposition was employed for the EMG amplitude calculation. In contrast, the neuraldrive and EMG-amplitude methods initially had comparable performance as shown in our current study. One possible reason was the reduced accuracy of spike detection in the real-time decomposition compared with the offline condition, which is evident in our simulation results. An earlier study has shown that a lower decomposition accuracy can lead to larger force estimation errors [21] . Another possibility was that a large number of EMG channels were used to estimate the global EMG amplitude. The average of different channels can reduce the intrinsic and extrinsic interference to the EMG signals, and therefore, the EMG amplitude can accurately estimate the force output initially.
During EMG recordings, the MUAP may vary over time, which can lead to reduced real-time decomposition accuracy. For a given MU, the MUAP amplitude and duration can be affected by many factors. For example, the electrode position is a critical factor [40] . The HD-EMG grid generally has small electrodes (less than 3 mm in diameter), which makes the change of location more evident with the muscle morphology change and muscle fiber shift during contraction or at different arm postures. In order to mimic the change in MUAP features, the amplitude and duration were randomly simulated to change over time, and the variation level was obtained by measuring the change in MUAP features extracted from experimental HD-EMG recordings. As expected, the accuracy of real-time decomposition was significantly lower than that in the offline condition, because the MUAP amplitude/duration changed, and the earlier obtained separation matrix is not as accurate. However, there was no consistent trend of either the MUAP amplitude or duration over time. This might explain the observation that the real-time decomposition accuracy was also stable over time. During the experiment, only 5 min of EMG recordings were obtained, and the force was not sustained (i.e. the pseudorandom force target returns to zero several times), which may prevent a consistent shift of MUAP amplitude and/or duration over time. With longer recording sessions or stronger muscle contraction levels, the decomposition accuracy may start to decline. To overcome this issue, the initialization should be performed intermittently to update the separation matrix. After prolonged voluntary contractions, the performance of the neural-drive and the EMG-amplitude methods deviated over time. With the RMSE of the neural-drive method stable until 230 s, the RMSE of the EMG-amplitude method progressively increased over time. These results indicate that certain physiological factors can change the EMG amplitudeforce relation slowly and persistently, such as synchronization of MU activation [41] [42] [43] , muscle fatigue [19] , and sweating [44] that might alter the EMG amplitude. These factors can lead to a significant degradation of the EMG amplitude-based force estimation. On the other hand, these factors may have less impact on the detection of firing events and the firing rateforce relation at the real-time force estimation stage. Factors like background noise, motion artifacts, and synchronization level of MU activation can affect the extraction of MUs' information through the EMG decomposition procedure. A low signal-to-noise ratio can decrease the accuracy of the detected spike trains [30] . The motion artifacts can decrease the yields of decomposition [17] . An increased synchronization level of MU activation can lead to more overlap of MU action potentials, which can also degrade the performance of the EMG decomposition algorithm. However, the procedure used to extract the separation matrix was only performed during the initialization step in our study, and the separation matrix was applied to the EMG data directly in the real-time force estimation period. In this case, these factors that can substantially change the EMG amplitude have less influence on the detection of firing events. For example, a motion artifact could possibly lead to the false detection of one firing event, but it can lead to substantial EMG estimation errors. The neuraldrive method is more robust to these interferences compared with the EMG-amplitude method, largely because the firing rate estimation is only based on the number of binary events. The amplitude information of action potentials, background noise, or motion artifacts did not directly affect the estimation. The performance of the neural-drive method was stable in the first 230 s. These results indicated that MU firing based force estimation was robust to physiological changes during repetitive muscle contraction.
It is generally accepted that the mean amplitude of EMG increases with the level of fatigue due to the increased neural drive, in order to compensate for the fatigue-related reduction in muscle force. One possible reason is that some initially recruited MUs drop out and new (potentially larger) MUs are recruited. Thus, the EMG amplitude is increased. The other possible mechanism is that the synchronization level of MU activations increases due to fatigue [45] . If the EMG amplitude is used to estimate the force, there could be an overestimation due to fatigue. On the contrary, in the neural-drive method, the separation matrix used to extract MU firing events is obtained in the initialization period. The increased synchronization level of MUs due to fatigue in the real-time period has little effect on the estimation of MU firing rate, because synchronized firing events from different MUs will not change the calculation of the firing rate of individual MUs. However, if new MUs are recruited in order to maintain a constant force, the firing events of newly recruited MUs cannot be captured by the separation matrix obtained in the initialization step. Therefore, the neural-drive method does not have the overestimation issue. On the other hand, the inability of the neural-drive method to capture newly recruited MUs is also a limitation, and can lead to underestimation of force if the MUs identified in the initialization step stop firing, although we have not observed MU drop out consistently. In future studies, we will update the separation matrix to capture newly recruited MUs after a time interval.
Overestimation of force can be observed during the rest time in some trials for both methods even though the actual force output was close to zero ( figure 7(A) ). During the experiment, we could sometimes observe low level muscle activity during the rest time (e.g. the EMG recordings at approximately 90 s and 160 s in figure 1 ). This residual muscle activity may arise from the fact that the rest time between contractions was too small for the muscles to be fully relaxed. There can be some sporadic spikes in the EMG recordings. However, the muscle activation level was too low to produce a meaningful force output. In some segments of the force traces with zero-force target (resting period), non-zero force recordings were also observed, thus indicating residual muscle activations. Longer rest times between contractions could help the subjects to fully relax their muscles. Our results also showed that the average time delay in estimating the muscle force of the neural-drive method was approximately 0.32 s, which was significantly smaller than the average time delay (0.68 s) of the EMGamplitude method, potentially due to neuromechanical delays in the EMG-amplitude method and the large 0.5 s time window used for the force estimation.
Real-time EMG decomposition has been developed in previous studies [28, 46] . For example, EMG decomposition was performed using the Convolution Kernel Compensation algorithm [28] . However, only 3 MUs were identifiable on average, far less than the offline yield (14 MUs) in the study. Meanwhile, the elapsed time to process 1 s data was approximately 0.6 s, which could not meet the demand for real-time control. However, with more powerful computational hardware support, the computation time can reduce substantially. A second study showed that a small number of EMG signals could be decomposed using template matching, and the MU drive showed better joint angle prediction compared with the EMG amplitude estimates [46] . Extending these earlier studies with long-term recordings, our current study further showed that the neural-drive method is more robust over time, compared with the EMG-amplitudebased approach.
The current neural-drive method had several limitations. First, the force estimation error increased significantly beyond 230 s. One possible reason was that the MUs identified in the initialization period derecruited, and new MUs were recruited to avoid muscle fatigue. However, the new MUs were not detected, resulting in underestimation of the force. In future studies, we will update the separation matrix to capture newly recruited MUs after a time interval (ideally before 230 s). Second, the decomposition accuracy of experimental EMG recordings was not evaluated, mainly because the ground truth is not known. Nevertheless, the goal of this study was to estimate the force using MU firing information. Our results showed that the extracted firing information through the online EMG decomposition was accurate enough to reliably estimate the force. Lastly, the force estimation was performed during isometric contraction conditions. In realistic neural-machine interactions, substantial muscle movements can occur during dynamic joint motions, which can lead to substantial changes in MUAP features. As a result, the initially identified separation matrix may not be viable for the newly obtained EMG signals. Clearly, further studies are necessary to evaluate the feasibility of MU real-time decomposition during longterm dynamic muscle contractions.
Conclusion
This study estimated individual finger isometric forces based on MU pool discharge activities using a real-time EMGdecomposition method. The simulation results showed that the accuracy of real-time decomposition was lower than that under the offline condition, which can arise from variations in the amplitude and duration of MUAPs. However, the accuracy was stable over time. The experimental data showed that the neural-drive method can obtain a more accurate force estimation compared with the conventional EMG-amplitude method. The findings indicate that the neural-drive method which relies on binary firing events was robust to physiological and external interference that can distort the EMG ampl itude-force relation during prolonged muscle contractions. The neural-drive method offers new perspectives into the utilization of EMG signals for neural interface techniques. Further investigation is needed to improve the decomposition acc uracy and tap the potential of the neural-drive method, which can eventually broaden the application of the neuralinterface techniques based on EMG signals.
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