Los grados de libertad en estadística: una aproximación pedagógica by Behar Gutiérrez, Roberto et al.
Profesor Titular, Departamento de Investigacion de Operaciones y Estadistica,
Universidad Politecnica de Cataluha, Barcelona, Espana
Profesores Titulares, Escuela de Ingenieria Industrial y Estadistica,
Universidad del Valle, Cali, Colombia.
Contactos: olaya@univalle.edu.co,
Pere Grima Cintas
Roberto Behar Gutierrez. Javier Olaya Ochoa
Sir 1{onafl'{ .JJ..y{mer J"isFier




En estos casos la presentacion de los grados de liber-
tad esta muy asociada a la distribucion de una varia-
ble aleatoria. Podria llamarse a esta presentacion la
aproximacion probabilista. Desde esta aproximacion,
Observese la presencia decisiva de la distribucion
Normal. Y tambien que en todo caso los grados de
libertad se derivan de una 0 mas variables Chi-cua-
drado. Posiblemente por esta razon tantos autores se
limitan a proveer como unica referencia a los grados
de libertad su condicion de parte integral de la densi-
dad Chi-cuadrado.
3. Si Z se distribuye Normal con media 0 y varianza 1
y U se distribuye Chi-cuadrado con n grados de liber-
.'. ZT=--
tad, entonces la variable /u / se distribuye t
,"' n
de Student con n grados de libertad.
Ui
de libertad, entonces la variable L = __:_!]_ se distri-
V./
,lm
buye F con n grados de libertad en el numerador y m
grados de libertad en el denominador.
2.Si U se distribuye Chi-cuadrado con n grados de
libertad y V se distribuye Chi-cuadrado con m grados




l.Si Xl' X2, ••• 'Xn son n variables aleatorias indepen-
dientes que se distribuyen Normal con media !J.y va-
rianza (J 2, entonces la variable
De igual manera, para Mood, Graybill y Boes (1976)
los grados de libertad se defmen como un numero
entero positivo Y, el cual es un parametro de la distri-
bucion Chi-cuadrado. Notese que aqui el valor Y se
reconoce explicitamente como un parametro de una
distribucion de probabilidad. La discusion posterior
introduce, en el capitulo sobre distribuciones en el
muestreo, tres variables de importancia en aplicacio-
nes estadisticas:
Otros autores ni siquiera consideran necesario men-
cionar el punto. Para Lehmann y Casella (1998), los
grados de libertad sencillamente estan alli. Para ellos
la distribucion Chi-cuadrado es una distribucion de un
solo parametro perteneciente a la familia exponencial
(Tabla 5.1, Pag. 25). Y la expresion "grados de liber-
tad" aparece luego para mencionar simplemente que
,
la variable Xi se distribuye Chi-cuadrado con f gra-
dos de libertad (Pag. 31).
Cuando se trata de definir los grados de libertad, al-
gunos autores no ven la necesidad de entrar en expli-
caciones de significado. Para Dudewicz y Mishra
(1988), por ejemplo, basta con indicar que se trata de
una cantidad presente en la ecuacion de la funcion de
densidad de una variable que se distribuye Chi-cua-
drado. En este contexto, podria pensarse que se trata
de un parametro de la distribucion, mas 0menos como
A y Upara la distribucion Gamma. Se dice entonces
(Ross, 2002) que una variable sigue una distribucion
Gamma con parametres A y U.0 que una variable
sigue una distribucion Chi-cuadrado con Y grados de
libertad. De hecho una distribucion Chi-cuadrado se
presenta como un caso particular de una distribucion
/ .
Gamma en la cual X ;;;;:v/2 V (1·:::: V2
I" /
2.Acercamiento probabilista
Resulta un tanto dificil imaginarse los metodos esta-
disticos sin el concepto de grados de libertad. Sin em-
bargo, los libros de texto no suelen entrar en el con
mucho detalle -como se vera un poco mas adelante-
quizas porque el hacerlo podria implicar meterse en
el terreno de las transformaciones lineales, 10 cual po-
dria complicar las cosas para muchos usuarios de los
metodos estadisticos. Y por otra parte podria apartar-
se de los objetivos que se pretenden en un curso de
estadistica general. Existen varias aproximaciones
posibles al intento de presentar esta nocion tan im-
portante. A continuacion se presentan algunas, sin la
pretension de ser exhaustivos. En algunas, la intui-
cion sera la herramienta principal. En otras, no tanto.
Pero el proposito es explorar este concepto y ofrecer
varias ideas. Ellector escogera aquella que le ayude
a comprenderlo mejor.
1.lntroduccion
Es conveniente saber que SCRJ(n-2) es un estima-
dor insesgado de la varianza del error o 2 y que, en
general, para un modelo de regresion multiple con p
As! que las posibilidades se restringen a un haz de
rectas que pasan por (x, y) , pero de todas ell as se
escoge aquella que cumpla con la segunda restric-
cion, con 10 cual el error pierde otro grado de libertad,
quedando con (n-2) .
La primera restriccion quita un grado de libertad a los
residuos, ya que conocidos cualesquiera (n-l) queda
univocamente defmido el enesimo. Ademas, esto im-
plica que la recta debe pasar por el punto ex, y)
y
La familia de modelos a considerar es de la forma:
J'; :::;[3() + f3jx, +f:, y de entre todas las posibles rec-
tas, se busca aquella con coeficientes bo' b, que haga
minima la suma de los cuadrados de los residuos. Para
esto se realiza un proceso de optimizacion matemati-
ca, obteniendose que dichos valores b., b, deben cum-
plir con las siguientes restricciones para los residuos
e
J
Vease ahora que ocurre en el caso de querer ajustar
una linea recta a un conjunto de puntos usando el
metoda de los minimos cuadrados, que consiste en
elegir de todas las posibles rectas aquella que haga
menor la suma de cuadrados de los residuos el (dis-
tancia de los puntos a la recta ajustada).
Vining (2002), no se detienen en aclaracion alguna.
De hecho Montgomery menciona los grados de liber-
tad por primera vez en el cuerpo de una salida de
computadora, sin miramientos ni explicaciones.
Graybill es un poco mas formal y, tal como Ross 0
Mood, Graybill y Boes prefieren defmir la distribu-
cion Chi-cuadrado con V grados de libertad como una
suma de V variables aleatorias independientes Nor-
males estandar al cuadrado. Esta es una definicion
formal de una Chi-cuadrado. Pero ciertamente no 10
es de los grados de libertad.
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1 Traduccion al espaiiol de Enrique Cansado
Ahora bien, no se puede extender la idea de que los
autores de textos sobre modelos lineales comparten
la aproximacion heuristica para contribuir a aclarar el
concepto. Algunos textos muy avanzados sobre mo-
delos lineales, como Graybill (1976) Y Seber (1977), Y
otros poco avanzados, como Montgomery, Peck y
Entre los autores que escriben sobre este tema de la
modelacion de ecuaciones de regresion, hay quienes
prefieren detenerse a buscar en los lectores algun
grado de comprension del sentido del termino. Gujarati
(1999) introduce un pie de pagina para explicar: "El
termino numero de grados de libertad significa el nu-
mero total de observaciones en la muestra (= n) me-
nos el numero de restricciones (lineales) independien-
tes 0 de restricciones puestas en ellas." (Pag. 69, la
parte en negrilla es del autor original). Aqui se ha pro-
ducido un cambio radical de presentacion, posiblemen-
te dada por el tema que se esta tratando: el texto de
Gujarati se refiere a los modelos lineales en Econo-
mia, En la misma linea, pero en este caso en el cuer-
po dellibro, y no en un pie de pagina, Draper y Smith
(1998) presentan los grados de libertad como un nu-
mero asociado con toda suma de cuadrados. Segun
los autores, este numero indica cuantas piezas inde-
pendientes de informacion, que consideran los n nu-
meros independientes YI, Y2, ... , Yn ' se necesitan
para calcular la suma de cuadrados. Por ejemplo, la
suma de cuadrados de las desviaciones alrededor de
la media requiere (n-l) piezas independientes de in-
formacion [de los numeros (};-J»,~!, -f) ..t -v)
solamente (n-l) son independientes dado que la suma
de estos numeros es cero por definicion de la media].
En este caso el cambio de lenguaje es evidente. Po-
dria llamarse a este tipo de presentacion la aproxima-
cion heuristica. No pareciera necesario mencionar que
Draper y Smith escriben en el marco de los modelos
lineales.
3.Una aproximacian desde la modelacian
de ecuaciones de reuresian
todo queda dicho a partir de la definicion de la densi-
dad Chi-cuadrado y nada mas pareciera necesario.
Desde una optica absolutamente pragmatica podria
pensarse que tienen razon, aun si la "utilidad practica''
de la definicion queda en entredicho.
Sin embargo, se sabe que la suma de las desviaciones
de los datos con respecto a su media es siempre nula,
es decir que: I (\:1 -;)= 0
I(Yi-~Y
$'12 = i:wl _'._~_WA~~~._
11-1
EI siguiente ejemplo podria ayudar aver la importan-
cia de esta argumentacion y la de su importancia en
Estadistica: seguramente las primeras reflexiones so-
bre la idea de grados de libertad en el contexto de la
estadistica surgen cuando se intenta comprender por
que para calcular la varianza muestral se recomienda
dividir la suma de las desviaciones con respecto a la
media entre (n-l) ,en lugar de dividir entre n, siendo
este es el numero total de datos que compone la mues-
tra, como se ve en la ecuacion siguiente.
El numero (n - p) es el rango de la forma cuadratica Q,
que es el menor numero de variables independientes a
que puede reducirse la forma cuadratica Q mediante
una transformacion lineal no-singular. Cramer sefiala
entonces que es a este numero al que Fisher bautizo
como grados de libertad (del problema, 0 de la distribu-
cion de la variable aleatoria asociada al problema).
bles aleatorias que se distribuyen Normal (0,1) eleva-
das al cuadrado, la cual, siguiendo a Mood, se distri-
buye Chi-cuadrado con (n-p) grados de libertad.
1::.::1
/1
lidad Q=I J:1. Y esta es una suma de (n-p) varia-
n n
cuentra que I Xi" =I 1:2,porlo que Q es en rea-
hi hi
Si se utiliza la transformacion ortogonal (1), se en-
Considerese la forma cuadratica
Si se contara unicamente con un cierto numero p < n
de funciones lineales Y , Y , ..., Y ,tales que los co-
eficientes cik utilizados ~n l~defmici6n de las Y satis-
facen las condiciones de ortogonalidad para i=I', 2, ...,
P Y k=l, 2, ..., p, siempre sera posible encontrar otras
(n-p) filas de coeficientes cik con i=p+ 1,p+2, ..., n, de
tal manera que la matriz completa de coeficientes sea
ortogonal.
N6tese que, sin perdida de generalidad, es posible
asumir que c ::= 1.
El significado geometrico de este resultado es que
la transformacion ortogonal que se ha introducido pro-
duce una rotacion del sistema de coordenadas alrede-
dor del origen, de tal manera que la distribucion Nor-
mal en Rn que aqui se considera (cuya media es 0 y
cuya varianza es cr 11), es invariante con respecto a
esta transformaci6n. Podria llamarse a este punto de
vista la vision geometrica.
Asi que las nuevas variables Vi' cada una de las
cuales se distribuye Normal, tienen la misma distribu-
cion Normal (O,o 2 ). Y adem as son no-correla-
cionadas, por 10 que ademas son independientes.
2 II {a 2para i== k}E[r:~]== a L:>iiCjk == .
)=1 - Opara 1= k
que substituye las variables Xi originales por las nue-
vas variables Vi' Se sigue que E[YJ=O y que
Y=c XI+C,X,+",+C X , con i=l, 2, ..., n, (1)
1 1J 1_ _ ill n
La importancia de la distribucion Normal se realza
particularmente en Cramer (1953)1, quien indica que
en el estudio de las distribuciones en el muestreo re-
ferentes a variables cuya distribucion sea Normal,
resulta util una transformacion lineal sugerida por
Fisher (1925, citado por Cramer). Lo que sigue es
una version libre de 10 expuesto por Cramer (Pag,
436-438). Asumase que se dispone de n variables
aleatorias independientes Xl' X2, ••• , Xu' cada una de
las cuales es Normal con media °y varianza o', es
decir, 10 que se denomina comunmente una muestra
aleatoria tom ada de una poblacion Normal (0, o ").
Considerese la transformacion ortogonal
4.Vision geomeuica
parametres ((p-l) variables predictoras), el numero
de grados de libertad de los residuos es (n-p) y por 10
tanto SCRI(n-p) es tambien un estimador insesgado
para la varianza del error.
Tambien una muestra de tamafio n, puede ser represen-
tada por un punto (X!, ~, X3, ••• , Xn ,) en un espacio n-
dimensional con n grados de libertad, cuando no se im-
pone ninguna restriccion a sus coordenadas. Ahora bien,
si forzamos que su media deba ser x, ya tenemos una
restriccion y, por tanto, (n-l) grados de libertad. Todas
las muestras de tamaiio n con la misma media x, esta-
ran representadas por los puntos que pertenecen al
"hiperplano", LXi == nX, que sera un espacio de (n-l)
dimensiones.
Estas ideas pueden ser generalizadas para n mayor que
2, de forma que cualquier conjunto de n numeros deter-
mina un punto en el espacio n-dimensional. Si no se im-
pone ninguna restriccion, cada numero es libre de variar
independientemente de los otros y por 10tanto el numero
de grados de libertad es n. Cada relacion necesaria im-
puesta sobre ellos reduce el numero de grados de liber-
tad en 1. Cualquier ecuacion de primer grado, que co-
necte las n variables es un espacio de (n-I) dimensio-
nes. Si por ejemplo se consideran unicamente aquellos
puntos cuya suma de coordenadas es una constante, por
ejemplo LX, = c, se ha limitado el punto a un espacio
de (n-l) dimensiones. Si se consideran solamente los
puntos que cumplan con L (Xi - mY;;::: k2 , que co-
rresponde a 1asuperficie de una "hiperesfera" con cen-
tro en el origen y radio k, esta superficie es un espacio
de dimension (n-l) dentro de un espacio original de di-
mension n y por 10tanto el numero de grados de libertad
deberia ser (n-I).
Ahora, si se imponen simultaneamente las dos condicio-
nes x+y=7 y x2+y2=25y se resuelven simultaneamente
estas ecuaciones, se encuentra que solo son posibles dos
soluciones: 0 bien x = 3, y = 4, 0 bien x = 4, Y= 3.
Ninguna variable puede escogerse a voluntad. El punto
esta restringido por la ecuacion x+y=7 a moverse a 10
largo de una recta y ademas esta restringido por la ecua-
cion X2+y2=25, a moverse sobre una circunferencia. Las
dos restricciones simultaneas 10confman a la intersec-
cion entre la recta y la circunferencia, dejandolo sin li-
bertad de movimiento, es decir sin grados de libertad.
Aqui, son dos los numeros a elegir (n=2) y dos las res-
tricciones impuestas (r=2). El numero de grados de li-
bertad es (n-r)=2-2=0.
(n = 2) sujetos a una restriccion (r = 1) Y el numero
resultante de grados de libertad es (n-r)=2-1=1.
Supongase ahora se debe escoger un par de numeros
tales que la suma de sus cuadrados sea 25. En este
caso, como en el anterior, solo se esta en libertad de
elegir uno de los numeros, puesto que una vez selec-
cionado el primero el otro queda inmediatamente fija-
do. El par de mimeros a elegir permanece en una cir-
cunferencia de radio 5 y con centro en el origen. La
circunferencia es un espacio unidimensional conteni-
do en un plano bidimensional. El punto solo puede
moverse sobre la circunferencia y por eso tiene un
solo grado de libertad. Hay dos numeros escogidos
Pero si se restringe la eleccion de estos dos numeros
a un par de numeros cuya suma es 7, se sigue que
solo puede elegirse libremente un numero, pues el se-
gundo queda fijado una vez se conozca el primero.
Aunque aqui tam bien hay dos variables, solo una es
independiente, por 10que el numero de grados de li-
bertad se reduce de dos a uno. El punto ahora es libre
de moverse en el plano XY pero restringido a perma-
necer sobre la recta x+y=7. Esta linea es un espacio
unidimensional que esta contenido en el espacio bidi-
mensional original.
La siguiente presentacion de la vision geometrica apa-
rece desarrollada en Behar y Grima (2004). Supongase
que se pide elegir un par de numeros (x, y) al azar. En
este caso se tiene completa libertad para la eleccion
de estos dos numeros, los cuales pueden ser repre-
sentados como un punto localizado en el plano XV,
que es un espacio bidimensional. Como el punto es
libre de moverse en ambas direcciones, entonces se
dice que tiene dos grados de libertad.
Por esta razon, aunque la varianza se ha calculado a
partir de n datos, es importante el hecho de que estos
tengan solo (n-l) grados de libertad, ya que para ob-
tener un estimador insesgado de la varianza poblacional,
debemos dividir la suma de cuadrados por el numero
de sus grados de libertad, y no por el mimero de da-
tos. La asociacion de este ejemplo con la exposicion
de Cramer y con su relacion con la Estadistica ya
mencionadas en este texto es evidente.
Esto significa que de los n sumandos que tiene el nu-
merador de la varianza solo (n-l) son independientes,
es decir, solo podemos "inventamos" (n-l) si quere-
mos que los n tengan la media defmida x .
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Y aunque 10 ideal es que cada lector elabore sus pro-
pias conclusiones, esta argumentacion se aproxima
mucho mas a las versiones estadistica y geometrica
que a la probabilista y vale decir que luce como un
buen aporte a quienes usen el recurso de la Internet.
que es desconocida) es necesariamente O. Esto
significa que los residuos estan restringidos a
encontrarse en un espacio de dimension n-J
ya que si se conoce el valor de n-J de estos
residuos la determinacion del valor del residuo
restante es inmediata. Asi, se dice que "el error
tiene n-J grados de libertad".
Un sencillo ejemplo aclara el concepto. Supon-
gamos que X, ... , X son variables aleatorias1 11
cada una de ellas con media 1-1, y que
, XI + X 2 +...X" es la "media muestral ".
.,\ 11 = ~----"----"-
1/
Entonces las cantidades Xi - X" son los resi-
duos, que pueden ser considerados estimacio-
nes de los errores Xi -)..1. La suma de los resi-
duos (a diferencia de la suma de los errores,
Cuando se trata de ajustar modelos estadisti-
cos a un conjunto de datos, los residuos -ex-
pres ados en forma de vector- se encuentran ha-
bitualmente en un espacio de menor dimension
que aquel en el que se encontraban los datos
originales. Los grados de libertad del error los
determina, precisamente, el valor de esta me-
nor dimension.
Y por ultimo, la era de la informacion quedaria mal
representada en un articulo contemporaneo si no se
hiciera referencia alguna a documentos tornados de
la Internet. Aqui esta una, tomada de la pagina Web
Wikipedia, la enciclopedia libre (Ver referencia. To-
rnado textualmente):
En el ejemplo del estadistico 'varianza' existe una sola
restriccion por 10 que los grados de libertad se redu-
cen a (n-l ), y el numero de unidades de informacion
que se consideran a efectos de la estimacion de la
varianza poblacional son (n-I). De la misma forma,
en un modelo de regresion con n puntos y p parametros
los residuos tienen (n-p) grados de libertad, por 10 que
en la estimacion de la varianza de los errores cr 2 tene-
mos (n-p) unidades independientes de informacion y
entonces se divide la suma de cuadrados entre (n-p).
5. Una propuesta de generalizacion
del concePt~ de grados de libertad
Una definicion formal de grados de libertad, muy orien-
tada a su calculo podria ser: "Numero de unidades
independientes de informacion en una muestra, que
son relevantes para la estimacion de un parametro 0
para el calculo de un estadistico."
