Abstract. The connected covering spaces of a connected and locally pathconnected topological space X can be classified by the conjugacy classes of those subgroups of π 1 (X, x) which contain an open normal subgroup of π 1 (X, x), when endowed with the natural quotient topology of the compact-open topology on based loops. There are known examples of semicoverings (in the sense of Brazas) that correspond to open subgroups which do not contain an open normal subgroup. We present an example of a semicovering of the Hawaiian Earring H with corresponding open subgroup of π 1 (H) which does not contain any nontrivial normal subgroup of π 1 (H).
Introduction
The fundamental group π 1 (X, x) of a topological space X with base point x ∈ X carries a natural topology: considering the space Ω(X, x) of all continuous loops α : ([0, 1], {0, 1}) → (X, x) in the compact-open topology, we equip π 1 (X, x) with the quotient topology induced by the function [ · ] : Ω(X, x) → π 1 (X, x) which assigns to each loop α its homotopy class [α] . It is known that π 1 (X, x) need not be a topological group, for example, when X is the Hawaiian Earring [7] (see also [3] ), although left and right multiplication always constitute homeomorphisms [6] . This problem can be circumvented by removing some of the open subsets from the topology and instead giving π 1 (X, x) the finest group topology which makes [ · ] : Ω(X, x) → π 1 (X, x) continuous [5] . However, since both topologies share the same open subgroups [5, Proposition 3 .16], we impose the former.
For a connected and locally path-connected topological space X, the topology of π 1 (X, x) is intimately tied to the existence of covering spaces: π 1 (X, x) is discrete if and only if X is semilocally simply-connected [6] . In turn, X is semilocally simplyconnected if and only if X admits a simply-connected covering space, in which case the (classes of equivalent) covering projections p : X → X with connected X are in one-to-one correspondence with the conjugacy classes of all subgroups of π 1 (X, x) via the monomorphism on fundamental groups induced by the covering projection [11, §2.5] .
It was stated erroneously in [1, Theorem 5.5 ] that, in general, the connected covering spaces of a connected and locally path-connected topological space X are in one-to-one correspondence with the conjugacy classes of open subgroups of π 1 (X, x). In fact, it was shown recently that the open subgroups correspond to semicoverings [4] and that they correspond to classical coverings if and only if they contain an open normal subgroup [12] (see also [2] ). A semicovering p : X → X is a local homeomorphism that allows for the unique continuous lifting of paths and their homotopies.
It was observed in [12] that the solution to [9, §1.3 Excercise 6], as discussed in [4, Example 3.8] , describes an open subgroup of the fundamental group π 1 (H) of the Hawaiian Earring H which does not contain an open normal subgroup and hence does not correspond to a covering space. In this article, we present a more extreme example: an open subgroup K of π 1 (H) which does not contain any nontrivial normal subgroup of π 1 (H). We find this subgroup by directly constructing a corresponding semicovering q : H → H.
In the last section, we briefly sketch a unified proof of both abovementioned correspondence results of [4] and [12] for connected and locally path-connected spaces (Corollaries 5.6 and 5.9 below, respectively) from the common perspective of the further generalized covering spaces of [8] . We thereby hope to bring out the subtle difference in the classical construction (as discussed in [11] ) of (semi)covering spaces corresponding to open versus open normal subgroups of the fundamental group.
The graph H
Consider the Hawaiian Earring, i.e., the planar space H = i∈N C i ⊆ R 2 where Figure 2 . A detail of the graph H with every a i mapping to l i
Before we begin with the construction of the graph H, we outline some guiding principles. Since H is to be locally homeomorphic to H, all but finitely many edges of H which are incident to any given vertex must be looping edges-we choose to assemble all non-looping edges into a tree. (See Figure 2 .) This tree, denoted by Γ * below, will be constructed in Steps 1-4 as a subtree of the Cayley graph Γ for the free group on {a 1 , a 2 , a 3 , · · · }. (Step 5 completes the construction of H by attaching the looping edges to Γ * .) There are two competing demands on the structure of Γ * . On one hand, to secure the desired path lifting property, the branching of Γ * must be limited, so as to keep paths in H from running off to infinity along non-looping edges whose images in H form a sequence of circles whose diameters converge to zero. (For example, one would not be able to lift the continuous loop =
the edge-path a 1 a 2 a 3 · · · in H, starting at vertex v, were to contain infinitely many non-looping edges.) On the other hand, for K not to contain any nontrivial normal subgroup of π 1 (H), every essential loop in H must have at least one lift in H which is not a loop. (If there were an essential loop in H with only loops as lifts, then for any path α in H and its reverse α − , all lifts of α · · α − and of α · − · α − would be loops, making the normal subgroup generated by the homotopy class of , which we may assume to be based at the origin, a nontrivial normal subgroup of K.) In fact, as we shall see in the proof of Proposition 4.2 below, it suffices to incorporate into Γ * one lift of each essential finite edge-loop in H, provided we simultaneously arrange for all (except the largest two) circles of H which are smaller than the smallest circle crossed by , to lift to loops at all vertices along . Formally, we proceed as follows.
Let F ∞ be the free group on the countably infinite set A = {a 1 , a 2 , a 3 , . . . }. Let W n be the set of all finite words over the finite alphabet {a
For w ∈ W, let w denote the word resulting from completely reducing w, using the usual cancellation operations. Then the vertex set V of the directed Cayley graph Γ for the group F ∞ , with respect to the generating set A, consists of all words w in W which are reduced (i.e., w = w ) and its directed edge set is given by E = {(u, v) | u, v ∈ V, v = (ua i ) for some i ∈ N}. We label the directed edge (u, v) ∈ E from u to v = (ua i ) by a i . Note that the underlying undirected graph for Γ is a tree all of whose vertices have valence ℵ 0 . We denote the empty word by 1 and the length of a word w ∈ W by |w|.
Let {w 1 , w 2 , w 3 , . . . } be a complete list of all non-empty words in W. For each j ∈ N, let w j = a 1 a 2 a 1 a 2 a 1 · · · be the finite word of length
whose letters alternate between a 1 and a 2 . Then w j ∈ V .
We define the graph H based on Γ in five steps:
Step 1: Let Z j be the set of vertices visited by the edge-path in Γ which starts at vertex w j and follows the edges x 1 , x 2 , . . . , x m ∈ {a 
(Note that the same vertex u ∈ Z j might be visited multiple times by this edgepath, for different values of i, since w j need not be a reduced word.)
Consider the set Z of vertices visited by the infinite zig-zag ray in Γ, which starts at vertex 1 and follows the alternating edges a 1 , a 2 , a 1 , a 2 , a 1 , . . . . Then Z intersects each Z j in at least one vertex. For i < j, we have | w j | − | w i | |w j | + |w i | + 3, so that Z i and Z j are separated in the tree Γ by at least three consecutive edges whose vertices are in Z. Hence, the sets Z 1 , Z 2 , Z 3 , . . . are pairwise disjoint.
Step 2: We add vertices to each Z j along finitely many "straight lines" through the vertices of Z j . Specifically, given w j = x 1 x 2 · · · x m , choose n 2 minimal with
n } for all 1 i m. For each u ∈ Z j and each 1 s n, let L u,s be the set of vertices visited by the two infinite rays of Γ that start at vertex u and follow the edges a s , a s , a s , . . . and a −1
(Note that L u,s might meet Z j in more than one vertex. Indeed, if u 1 , u 2 ∈ Z j are connected by an edge labeled a s , then L u1,s = L u2,s .) We define
If Z meets any given L u,s , then it does so in at most two (adjacent) vertices, at least one of which belongs to the corresponding Z j with u ∈ Z j . This fact, when combined with the estimate at the end of Step 1, implies that for i = j, the sets Y i and Y j are separated in the tree Γ by some edge with vertices in Z. In particular, the sets Y 1 , Y 2 , Y 3 , . . . are pairwise disjoint. We define
Step 3: Starting with Γ 0 = Γ, we inductively define a sequence Γ 0 , Γ 1 , Γ 2 , Γ 3 , . . . of successive subtrees, each of which contains all vertices in Y . For j ∈ N, we let Γ j be the graph obtained from Γ j−1 by removing all vertices v which are at edgedistance 1 from Y j , unless v is connected to Y j by an edge labeled a 1 or a 2 (having v either as terminal or initial vertex), along with all edges incident to v and all vertices and edges of Γ j−1 which are separated from Y j in Γ j−1 by v.
Put differently (with n as in Step 2 for Y j ), we let Γ j be the graph obtained from Γ j−1 by removing all vertices v (along with all incident edges) of the (reduced) form 
is a finite word of length at least t+r+1, which begins according to the specified conditions and continues in any way that forms an overall reduced word. (ii) We briefly verify the correctness of Formula ( * ): For u ∈ Z j and 1 s n, 
As for the corresponding range of k in the equation
(iii) This procedure never removes a vertex v ∈ Y i with i = j, for if Y i is connected to Y j by an edge of Γ, then this edge is labeled a 1 or a 2 by Step 2.
Hence, Γ j is a (connected) subtree of Γ j−1 containing all vertices in Y .
Step 4: At this point, a vertex v of the tree Specifically, we let Γ * be the graph obtained from Due to the symmetry of our construction, for every vertex v of Γ * , there is a finite subset E v ⊆ N such that the directed edges of Γ * terminating in v are labeled by the elements of the set {a i | i ∈ E v } and the directed edges of Γ * emanating from v are also labeled by the elements of the set {a i | i ∈ E v }.
Step 5: For each vertex v of Γ * and each i ∈ N \ E v , we add one additional directed edge (v, v) to Γ * which loops from v back to v, and label it by a i . The geometric realization of the resulting graph will be denoted by H and will be given a natural non-CW (metrizable) topology in the next section. We choose the vertex 1 ∈ H as the base point.
Edge-paths in H are understood to be edge-paths in the underlying undirected graph, i.e., directed edges may be traversed in both directions. Upon specifying a starting vertex, edge-paths are represented by elements of W, whose letters indicate which edges are traversed in what order and direction. We record for later reference: Lemma 2.2. Let Y j be the (connected) subgraph of H spanned by the vertices in Y j . Then the collection { Y j | j ∈ N} is pairwise disjoint and has the following properties:
The graph Y j contains the edge-path which starts at vertex w j and follows the letters of the word w j ; this edge-path lies entirely in the subtree Γ * .
Proof. First observe that Y j is the vertex set of Y j . Items (1) and (5) are clear. To prove (2) and (3), let w j = x 1 x 2 · · · x m and choose n 2 minimal with
n } for all 1 i m. By Steps 2 and 3, every vertex u ∈ Z j has E u = {1, 2, · · · , n} and every vertex v ∈ L u,s with u ∈ Z j , 1 s n and
Item (4) follows from (2) and Remark 2.1(iii).
The map q : H → H
We define the following subsets of C i ⊆ H:
We also define the following subsets of H:
Let e be a directed edge (or loop) of H, labeled a i , with corresponding parametrization ψ e :
be the unique bijection which agrees with all q e , q The collection {U e | e an edge of H} is pairwise disjoint, and the same is true for {U v | v a vertex of H}; together these two collections cover H. Moreover, q e | Ue∩Uv = q v | Ue∩Uv for all e and v. Hence, we may define a function q : H → H by q( x) = q e ( x) if x ∈ U e for some e and q( x) = q v ( x) if x ∈ U v for some v.
We endow H with the unique topology that makes every U e and every U v open and which makes every q| Ue = q e : U e → U i and every q| Uv = q v : U v → U ∞ n+1 a homeomorphism. In particular, we have the following: Proposition 3.1. q : H → H is a local homeomorphism. Proof. We only need to show the existence of f , since uniqueness follows from Proposition 3.1 and the fact that H is Hausdorff. Choose a partition 0 = t 0 < t 1 < t 2 < · · · < t m = 1 of [0, 1] such that each f ([t i , t i+1 ]) lies in one of U 1 , U 2 or U 
By Lemma 2.2, parts (1) and (2), E 1 = {1, 2} so that q 1 :
there is a unique edge e of H with f (t 1 ) ∈ U e . Then f ([t 1 , t 2 ]) ⊆ q e (U e ), so that we may define f
Hence, there is a unique vertex v of H such that f (t 2 ) ∈ U v . We now define f on [t 2 , t 3 ].
If
is a homeomorphism and we may define
. Otherwise, by Lemma 2.2(2), we have v ∈ Y i for some i. In this case, we choose n such that w i ∈ W n (n 2). Then E u ⊆ {1, 2, . . . , n} for all vertices u ∈ Y i , by Lemma 2.2(3), so that U ∞ n+1 ⊆ q u (U u ) for all vertices u ∈ Y i , due to the minimality condition in the definition of q u . Accordingly, we choose a partition t 2 = t 
] with edges e s that form an edge-path in H through vertices v s ∈ Y i .
Processing the remaining subintervals of the partition 0 = t 0 < t 1 < · · · < t m = 0 in the same way, i.e., possibly once further subdividing each [t 2s , t 2s+1 ], we arrive at the desired lift f .
Proposition 3.3. For every continuous homotopy
Proof. The proof is essentially the same as that of Proposition 3.2. We begin with a partition 0 = t 0 < t H, 1) ).
The following proposition follows from the fact that q : H → H is a semicovering (cf. Initial Step of [4, Theorem 5.5]). For completeness and for later reference, we include a direct proof.
Proof. Let h : Ω(H, 0) → π 1 (H, 0) denote the quotient map. We wish to show that
By the proof of Proposition 3.2, there is a partition 0 = t 0 < t 1 < t 2 < · · · < t m = 1 of [0, 1], and edges e i in H forming an edge-path through
where S(A, B) = {f ∈ Ω(H, 0) | f (A) ⊆ B}. Then every β ∈ W can be lifted to β : ([0, 1], 0) → ( H, 1) with q • β = β on the same subdivision intervals and through the same sequence of homeomorphisms as α, so that β(1) = q
Given a subgroup H of a group G, recall that the largest normal subgroup N of G contained in H is given by N = g∈G gHg −1 and is called the core of H in G. If N = {1}, we call H a core-free subgroup of G. We now show that K is a core-free subgroup of π 1 (H, 0). Proposition 4.2. K does not contain any nontrivial normal subgroup of π 1 (H, 0).
, if necessary, we may assume that there is a partition 0 = t 0 < t 1 < t 2 < · · · < t m = 1 of [0, 1] and a word w = a
Since {w 1 , w 2 , w 3 , · · · } is a complete list of all non-empty words in W, there is a j ∈ N such that w = w j . Let β : ([0, 1], {0, 1}) → (H, 0) be a path which alternates between l 1 and l 2 according to the finite word w j , and let β − (t) = β(1 − t). Consider the lift [1/3,2/3] visits the same vertices as the edge-path described in Lemma 2.2(5). Since Γ * is a tree and since w j = 1, we have γ(1/3) = γ(2/3). Consequently, β · α · β − does not lift to a loop at 1.
Remark 4.3. Below we will see (in Corollary 5.10) that there is no covering projection p : ( X, x) → (H, 0) such that p # (π 1 ( X, x)) = K.
The classical (semi)covering construction: open versus open normal subgroups
Given a connected and locally path-connected space X and a subgroup H of π 1 (X, x), we recall the set-up from the proof of [11, Theorem 2. 
where U is an open subset of X and α ∈ X with α(1) ∈ U . (Note that β ∈ α, U implies β, U = α, U and that V ⊆ U implies α, V ⊆ α, U .) The space X is connected and locally path-connected and the map p : X → X, given by p( α ) = α(1), is a continuous open surjection. Here are the two issues:
A. Evenly covered neighborhoods. Any two basis elements of the form α, U and β, U are either disjoint or identical. Moreover, if U is a path-connected open neighborhood of some u ∈ X, then 
For example, we may define
Moreover, if p : X → X has unique path lifting, then p # : The lifts f will be unique if p : X → X has unique path lifting (UPL), which makes it a Serre fibration. Note that for p : X → X to have UPL, it need not have evenly covered neighborhoods or be a local homeomorphism-it might even have some non-discrete fibers. Indeed, as was shown in [8, Theorem 6.10] , p : X → X has UPL if H is the kernel of the natural homomorphism π(X, x) →π 1 (X, x) to the firsť Cech homotopy group. For example, when X = H, this kernel equals H = {1}. The resulting map p : H → H has one exceptional (non-discrete) fiber [8 In contrast, a local homeomorphism has discrete fibers. If a local homeomorphism p : X → X has unique lifts of paths and their homotopies, then classical arguments show that it also has the above (unique) standard lifts subject to the standard criterion: X, x) ) is open in π 1 (X, x) for every x ∈ p −1 (x). The proof of the latter fact is a slight modification of the proof of Proposition 4.1. (The only adjustment one needs to make is to include sets of the form S( Choose an open neighborhood U of g(t) = h(t) such that U = p( U ) is open in X and p| U : U → U is a homeomorphism. Then t ∈ g −1 ( U ) ∩ h −1 ( U ) ⊆ E.
Applying the usual lifting classification [11, 2.5 .2] to the above, we obtain:
Corollary 5.6.
[4] The connected semicovering spaces of a connected and locally path-connected topological space X are classified by the conjugacy classes of the open subgroups of π 1 (X, x).
