ABSTRACT The broadcast data dissemination is an important transmission mode of wireless sensor networks (WSNs) in Internet-of-Things (IoT) systems. Seeking the optimal forwarding path of the broadcast data is a non-deterministic polynomial problem, and therefore, we tried to use the theory of opportunistic routing for reducing redundant rebroadcasts and enhancing the trustworthiness of transmission. However, minimum research is available focusing on the opportunistic broadcast in planar structure network which is point-to-multipoint transmission model. This paper explores the performance of broadcast data dissemination by using opportunistic routing for point-to-multipoint in theory. A new protocol called receiver negotiation opportunity broadcast (RNOB) protocol is proposed, including the distributed cooperation scheme and the priority scheduling algorithm. Simulation results showed that the performance of RNOB is better than traditional protocols, which shall improve the trustworthiness and efficiency of data transmission for WSNs in IoT systems.
I. INTRODUCTION
As one of the key technologies in Internet-of-Things (IoT) smart systems, wireless sensor networks (WSN) have achieved the connections among entities (including both human, software, and machines) in the fields of smart home, connected car, environmental perception and medical monitoring. Most of the information are disseminated from one node to multiple nodes, in order to coordinate action by the recognition of each receiving node in WSN. For example, a patient who has a designated area of activity crosses the border, the linkage control of the sensor on the patient and the surrounding image sensor will transfer the information of the image and his location to the nurses and the doctors, together with the patient medical information and vital signs. Therefore, the broadcast data dissemination shall be an important transmission mode of WSN in IoT systems.
The topology diagrams of WSN are constantly changing, which may lead to trustless data dissemination [1] . The information can not be efficiently received by each entity, and the data dissemination in the multi-hop network by broadcast way might cause the broadcast storm, which may result in the redundant rebroadcasts occupying the radio resource. The routing protocol of broadcast data has been commonly recognized and extensively studied by the scientists globally. The tree-based, the grid-based and the hybrid structure of broadcast protocols were summarized by using traditional routing protocol [2] . Due to the high trustworthiness and efficiency of opportunistic routing, scientists began to use the theory of opportunistic routing for broadcast data dissemination in the vehicle-to-vehicle communication (V2V) scenario [3] . However, the V2V scenario is a typical network of chain structure and the data dissemination depends on a single node. Few studies are available on the planar structure network using the theory of opportunistic routing for broadcast data dissemination.
Based on previous works trying to use the theory of opportunistic routing, which was used in point-to-point transmission, we aimed to extend the theory for point-to-multipoint transmission. To address this issue from theory, we deduced the efficiency of broadcast data dissemination by using opportunistic routing. Additionally, we proposed a receiver negotiation opportunity broadcast protocol named RNOB for WSN in cyber-physical-social systems (CPSS) [4] , including the distributed cooperation scheme and the priority scheduling algorithm. Several simulations were conducted to demonstrate that RNOB can achieve better performances than the broadcast protocols using traditional routing protocol.
The rest of this manuscript is organized as follows: Section II reviews related works. Section III states the problem. Section IV presents the analysis model. The proposed broadcast protocol is presented in Section V. Section VI describes the simulation settings as well as the results and discussions. The conclusions and future work are presented in Section VII.
II. RELATED WORK
The radio has the broadcast nature in spatial. In wireless sensor networks, the source node transmits data signal from the air interface. And its one hop neighbor who receives the data will forward to the next one hop neighbor. The broadcast data can be disseminated to each node in the topology hop by hop similar to flooding. It would lead to serious broadcast storm, radio resource wasting, and communication blocking if flooding is done blindly.
The probabilistic and counter-based schemes have been introduced to reduce broadcast storm [5] . On receiving a broadcast data, a node will forward it with probability P or counter threshold C. However, ignoring the topology of the network, the non-redundant broadcast data forwarding may be cancelled by the probability or the counter threshold, which results in some nodes that can not receive the broadcast data.
Dominant pruning method was focused on utilizing neighbor information to reduce redundant transmissions [6] . But the branch nodes are doing forwarding, which is not an optimum design.
Connected Dominating Set (CDS) is considered as a viable way to reduce broadcast storm. Because of the dynamic characteristics of WSN, the distributed algorithm is adopted to establish the CDS [7] , [8] . Although the number of iterations is fewer, constantly updating the CDS will lead to a lot of network overhead [8] . To control network overhead, the CDS establishing is combined with the broadcast data dissemination [9] .
A centralized algorithm based on branch and bound method was used for broadcast data dissemination [10] . Benefited from the foreknowledge of the network topology, the branch and bound method can achieve a rather lower ratio of forwarding node number to the whole node number.
In order to improve the reachability of the nodes in wireless sensor networks, the On-Demand Multicast Routing Protocol (ODMRP) was proposed by increasing redundant transmission link [11] . The broadcast data dissemination was similar to the grid data transmission in ODMRP, which required more radio resource and increased routing overhead. The ODMRP has a modified version, which classifies all nodes into core and normal categories [12] . When multicast routes to destination nodes are unavailable, join-query messages are sent to all nodes in the network and data packets are forwarded by the core nodes to the destination nodes.
As seeking the optimal forwarding path of the broadcast data is a non-deterministic polynomial hard problem [13] , scientists began to use the theory of opportunistic routing for broadcast data dissemination. Opportunistic broadcast protocol in VANET (OB-VAN) was presented to use active signaling to select the best forwarder from all the vehicles that have correctly received the broadcast data [3] . Sender designated opportunistic broadcast protocol(SOBP) was proposed for VANET, which has multiple forwarding candidates to broadcast data packets and is irrelevant to node density [14] . Broadcast protocol with the minimum delay forwarding (BP-MDF) optimization was proposed for disseminating safety messages in city scenario for VANET, which specifies the only one neighbor node as forwarder at sending end, and other receivers assist in forwarding if specified forwarder rebroadcasts unsuccessfully [15] . Fig. 1 shows the process of broadcast data dissemination. The network topology is established with traditional routing protocol in Fig. 1a . If node1 initiates broadcast data, it would establish the forwarding path when we use the branch and bound method. And the best forwarding path is shown as Fig. 1b . To complete broadcast data dissemination in the seven nodes network, the broadcast data of node 1 is sent to node 2 and node 3, node 2 is sent to node 4 and node 5, node 3 is sent to node 6, node 5 is sent to node 7. There are three nodes actually forwarded the broadcast data, which can be 100% reachability in the seven nodes network. Due to the relatively low of signal-to-noise ratio or the relatively large of spacing to the node 1 and node 5, they can not be the one hop neighbors with traditional routing protocols in Fig. 1 . The communication between node 1 and node 5 needs to be relayed by node 2. As a matter of fact, node 5 can receive the broadcast data from node1 directly with probability P, which means the delivery ratio from node 1 to node 5. It is applying to opportunistic routing for the seven nodes network. Supposing the delivery ratio between the nodes as shown in Fig. 1a are 90% and the delivery ratio from node1 to node 5 is 60%. Therefore, the Fig. 1a has been changed to Fig. 2a . Node 5 can forward the broadcast data which were received from node1 directly to node 4 and node 7, and it is no need to be relayed by node 2. There are only two nodes actually forwarded the broadcast data with 60% probability in a statistical sense. As shown in Fig. 2b , it could save one forwarder with opportunistic routing protocol of broadcast data dissemination. However, opportunistic routing is designed for the transmission from the source to the destination by multi-node collaboration in the forwarding path. For all the forwarders, the destination is unique. There are two problems in the planar structure network by using the theory of opportunistic routing for broadcast data dissemination.
III. PROBLEM STATEMENT
1) The destination is scattered: For broadcast data dissemination, all the nodes in the network will be the destination. It is possible that multiple nodes forwarding at the same time in the planar structure network (e.g.: As shown in Fig. 1b , node 3 and node 5 will forward at the same time.). 2) Recognize the status of nodes: According to the theory of opportunistic routing, the candidate forwarder whether or not to forward is depending on the status of the destination. It favors the performance of broadcast data dissemination (e.g.: As shown in Fig. 1b , the node 2 will forward the request to node 4 and node 5 when they did not receive the broadcast data.).
IV. DISCUSSION A. PROPAGATION MODEL
With the validity analysis of opportunistic routing [16] , we depicted the propagation model for broadcast data dissemination with opportunistic routing protocol in Fig. 3 . The nodes are divided into different sets according to the shortest distance to the source. c 1 denotes the nodes set whose shortest distance to the source is one hop, N 1 represents the numbers of nodes in c 1 , and so on. As shown in Fig. 3 , there are M sets and N 1 × N M + 1 nodes in the propagation model. Although the propagation model is deliberately established according to the hops, in the view of node e c k j , a data packet would be received by e c k j depending on the cooperation of all the previous nodes. Thereby, the propagation model is conformable to reality. To simplify the analysis, the broadcast protocol is assumed to be carried out in a ''silent'' network environment. And there is no concurrent data traffic or broadcast initiated by other sources.
B. ANALYSIS
In this subsection we analyzed the performance of broadcast data dissemination on the basis of the propagation model. The symbols in the analysis are defined in Table 1 .
Proposition 1: On the basis of the propagation model shown in Fig. 3 , the forwarding probability that e c k j further forwards the broadcast data received is
Proof: In the light of the theory of opportunistic routing, for the node e c k j forwards the broadcast data received, two preconditions must be satisfied:
1) The nodes whose priority are higher than e c k j have forwarded the broadcast data. Which is to say, for VOLUME 6, 2018 
η a represents the probability of node a, who has received the broadcast data from Q (2), we can achieve the forwarding probability as follows:
Thus, Proposition 1 is proved. The broadcast data received by e c k j is the result of the cooperative transmission of the nodes in c k−1 . Combining the total probability formula, the probability of event A is:
The probability of the broadcast data which is received by e . So that, we have:
According to the derivation of forwarding probability in (3), the probability of event A is:
The recursive formula of RE c k j is obtained
Thus, Proposition 2 is proved. Proposition 3: On the basis of the propagation model shown in Fig. 3 , the saved rebroadcast nodes ratio should be: 
The expectation of X is:
The saved rebroadcast nodes ratio should be:
According to the derivation of forwarding probability in (3) & (10), we have:
Thus, Proposition 3 is proved.
V. PROPOSED PROTOCOL
Typically, the opportunity routing has three key points in data transmission, which are the selection of forwarding candidates, the distributed cooperation of forwarding candidates and the priority scheduling of forwarding candidates. Through the proof of proposition 1, e c k j will be a forwarder when exist node a∈K c k j did not received the broadcast data. The nodes who have received the broadcast data will be the forwarding candidates. Thus, we propose a Receiver Negotiation Opportunity Broadcast protocol called RNOB. RNOB includes the distributed cooperation scheme and the priority scheduling algorithm as follows.
A. DISTRIBUTED COOPERATION SCHEME
Through the proof of Proposition 2, we proposed a distributed cooperation scheme in the broadcast data dissemination as described in Fig. 4 .
Step 1: The forwarding candidate e c k j initializes the timer T c k j for recognizing the status of neighbors. In wireless sensor networks, the status of the node could be translated together with the Hello signaling.
Step 2 and refreshing the destination set. The process will go back to Step 3.
Step 3 & Step 4 are repeated until e c k j exits data dissemination scheme.
In conclusion, the nodes which have received the broadcast data will implement the scheme. The exit conditions are either the forwarder sends the broadcast data once or all the neighbors have received the broadcast data.
B. PRIORITY SCHEDULING ALGORITHM
Usually, the opportunity routing was used in point-to-point transmission. The priority scheduling of forwarding candidates is optimizing one or more of the number of hops to the destination, the propagation delay time to the destination, the expected transmission times to the destination, the throughput to the destination and so on. The priority scheduling in broadcast data dissemination is to cover more nodes with fewer forwarders. In this subsection we discuss the priority scheduling algorithm on the STDMA network which was mentioned in [17] .
The dynamic resource allocation is used for data transmission in STDMA network. Because of the hidden node problem, the node which is about to transmit will negotiate with two hops neighbors. As shown in Fig. 5 , the node 2 and node 3 are two hops neighbors. When node 1 sends out a broadcast data, the node 2 and node 3 should negotiate for the radio resource. However, it is not necessary to negotiate radio resource between node 4 and node 6 which have received the broadcast data.
In fact, the nodes beyond two hops do not have the same one hop neighbors, they can forward the broadcast data at the same time. As a result, the priority scheduling could be together with the radio resource allocation.
The neighbors set of e j is denoted as N (e j ). The number of nodes contained in N (e j ) is denoted as |N (e j )|. The set of nodes who will be about to forward the broadcast data is denoted as E. The set of nodes which did not receive the broadcast data is denoted as K . According to the target of the priority scheduling in broadcast data dissemination is to cover more nodes with fewer forwarders, the mathematic expression of the priority scheduling is:
As illustrated in Algorithm 1, the node which has the maximum one hop neighbors in K will be given the high priority.
Algorithm 1 Priority Scheduling Algorithm 1: Input: N (e j ), E 2: if there is no need for priority scheduling in N (e j ). 3: nodeid = the node who is about to forward the broadcast data. 4: else it will be need for priority scheduling in N (e j ). 5: maxNum = 0 6: maxId = 1 7:
for j = 1 : |N (e j )| 8:
if |K j | > maxNum 10: maxNum = |K j | 11: maxId = j 12:
nodeid = e maxId 14:
The time complexity of Algorithm 1 is O(n). The priority scheduling algorithm can be implemented together with the radio resource negotiation. Thus, the priority scheduling algorithm does not require additional time in data transmission.
VI. SIMULATION RESULT A. SIMULATION SCENARIOS
In this section, we evaluate the performance of RNOB with different protocols by simulation comparison. As one of the comparative protocols, the centralized algorithm based on branch and bound method [10] will be abbreviated as Branch-bound. Branch-bound has the excellent performance in broadcast data dissemination using traditional routing theory. The other comparative protocol is counter-based scheme, which is abbreviated as Counter-based. Counter-based is one of the representatives in opportunity broadcasting [18] .
The nodes are randomly distributed within a 100 × 100 m 2 square field adopted in the simulation. The number of nodes in the square field varies from 6 to 40 for different broadcast protocols are investigated in detail. The simulation results are arithmetical averages for the 5000 simulations.
Due to the performance of transmission protocol, the wireless channel can be assumed in (13) , which is based on the probability distribution model [16] .
The delivery ratio is denoted as p(x), and the distance between two nodes is denoted as x. The other symbols in (13) are defined in Table 2 . We describe the function relation between the distance and the delivery ratio in Fig. 6 for the values are substituted into (13). As shown in Fig. 6 , the delivery ratio decreases with the increase of distance. The delivery ratio is above 99.9% when the distance between two nodes is less than 20m. The delivery ratio is around 60% when the distance between two nodes is about to 60m. The delivery ratio will be less than 10% when the distance between two nodes is over 80m.
The Branch-bound is a centralized algorithm for that the nodes in the network should be a stable connected topology. There is no need for Counter-based to know the whole network topology by means of the opportunity broadcast. Therefore, the simulation comparison should be in different scenarios for Branch-bound and Counter-based.
B. RESULTS

1) PERFORMANCE BETWEEN RNOB AND BRANCH-BOUND
The simulation comparison between RNOB and Branchbound is based on the delivery ratio more than 99.9%. It means that the routes in the simulation must be reliability. And the simulation results will be obtained in a fully connected network of all the nodes [19] , [20] . In the RNOB, it is a sign of data dissemination successfully for the delivery ratio between the forwarder and the destination is more than 99.9%.
The SRB between RNOB and Branch-bound is shown in Fig. 7 . It is found that the performance increased with the number of nodes increasing in the simulation for both RNOB and Branch-bound. This is because the network connectivity is strongly dependent on the number of nodes increased. The maximum routing hops in the network are reduced by the number of nodes increased, and the one hop neighbors of the forwarder is increased. If the delivery ratio between two nodes is about 90%, the route cannot be established, which leads to rebroadcast in the simulation by using Branchbound. For utilizing the multi-path propagation characteristics, it could save the rebroadcast in the simulation by using RNOB. As shown in Fig. 7 , the SRB of RNOB is 10%-15% better than Branch-bound with different number of nodes. The forwarders will reduce 1-3 nodes in the simulation by using RNOB.
According to the routes reliability in the simulation, the network is fully connected. Based on the routing transmission, the data will be reachable. Therefore, the RE of both RNOB and Branch-bound are 100%.
2) PERFORMANCE BETWEEN RNOB AND COUNTER-BASED
In the simulation comparison between RNOB and Counterbased, the routes are not necessarily reliable. We assume that the node transmission radius is 40m. For node B at the edge of transmission radius of node A, the delivery ratio between A and B is about to 60%. We suppose the counter threshold C = 2 in Counter-based. The sign of data dissemination successfully for the delivery ratio between the forwarder and the destination is above 99.9% in RNOB. Although the routes are not necessarily reliable, the data dissemination is reliable.
The SRB between RNOB and Counter-based is shown in Fig. 8 . Since the network connectivity strongly depends on the number of nodes increased, the performance is increasing with the number of nodes increased for both RNOB and Counter-based. Ignoring the topology of the network in Counter-based, the forwarders do forward according to the counter threshold, which results in rebroadcasting in the simulation. When the number of nodes is fewer in the simulation, the performance of Counter-based will be equal to Flooding. By contrast, the cooperative transmission of nodes in two hops will save the rebroadcast in the simulation by using RNOB. As shown in Fig. 8 , the forwarders reduce 3-10 nodes in the simulation by using RNOB than Counter-based. 
FIGURE 9.
The reachability of RNOB and Counter-based. VOLUME 6, 2018 Due to a lack of reliability in the routes of simulation, the reachability of RNOB and Counter-based is shown in Fig. 9 . When the number of nodes is fewer in the simulation, the network is weak-connectivity, the reachability of the nodes is relatively lower in both RNOB and Counterbased. With the number of nodes increasing, the reachability of RNOB increased more quickly than that of Counter-based. As is shown in Fig. 9 , the number of nodes from the broadcast data in RNOB are above the number of nodes in Counterbased.
VII. CONCLUSIONS AND FUTURE WORK
This study proposed a Receiver Negotiation Opportunity Broadcast Protocol hoping that the analysis of opportunistic routing for point-to-multipoint shall improve the trustworthiness and efficiency of data dissemination for WSN in IoT systems.
Based on the propagation model, we figure out the performance of broadcast data dissemination depended on the delivery ratio between two nodes in opportunity broadcast. Thus, we designed a distributed cooperation scheme for broadcast data dissemination from point to multipoint and the priority scheduling algorithm in forwarding candidates. By using extensive simulations, RNOB can reduce the number of nodes participating in forwarding, under the condition of ensuring reachability. The performance of proposed protocol is proven to be superior to the traditional protocols.
In order to be more practical, our future work would focus on the application of non STDMA network in distributed cooperation scheme and priority scheduling algorithm. 
