In problems involving the determination of fields, it often happens that the region R for which the field is to be determined is difficult to handle directly, but can be broken up into several overlapping regions R\, i?2, • • • for each of which the field can be determined by standard methods. We suppose that the breaking up is carried out in such a manner that every point of the region R falls into at least one of the regions R\, Ri, • • • . In the following, Schwartz' "alternating procedure" is applied to the solution of field problems for such regions R.
To illustrate, let us consider the determination of a function u harmonic over the region R shown in Fig. 1 , bounded by two circular arcs ABC and CDA with centers at 0 and 0'. For simplicity we assume that the radii of the two circles are equal and the boundary values of u are symmetric about the straight line through A and C. It will be noticed that by completing the circular arcs by means of the dotted curves AEC and CFA one obtains the circular regions over which the determination of a harmonic function in terms of boundary values is well known. Here R is the region bounded by the solid circular arcs AUC and CDA, while the regions Ri and are the circular regions bounded by the complete circles with centers at 0 and 0'. The problem then is to utilize the relatively easy solution of the Dirichlet problem for the circular regions Ri and in an efficient manner toward the solution of the Dirichlet problem over R. F j This is done by assuming the values of u over the arc AFC; the solution of the Dirichlet problem for the circle i?i with center 0, based on these assumed values and on the known boundary values over ABC, is then utilized to furnish the values of u over AEC. The procedure is then repeated by solving the Dirichlet problem for the circle i?2 with center at 0', and the values over AFC are recalculated.
By alternating between R and R' in this way, continual improvement of the values of u over both arcs A FC and AEC results; in the limit this leads to a solution of the Dirichlet problem for the region of Fig. 1 .
In the following we shall illustrate the procedure, not for the Laplace equation
which is encountered in wave motion under the assumption of sinusoidal oscillations, for the region shown in Fig. 2 . Other cases of interest in connection with (1.2) which * Received June 8, 1945. can also be treated by the present method are given by the "open end correction of an organ pipe," wave passage through a change of width of a channel, ^-sections, etc. 2. Wave propagation around a corner. We consider a solution of the differential equation (1.2) for the region shown in Fig. 2 where A x, Bi, A 3 and B3 are proper constants. Equations (2.2) and (2.3) can be described physically by the statement that u behaves as a plane wave at infinity.
The above problem is encountered in the propagation of a transverse electromagnetic wave around a corner or through a channel the~ a r the field components are assumed to be indesection of which is shown in Fig. 2 . Here the channel has an infinite depth in the z-direction; ;pi p pendent of 2, and the only non-vanishing magnetic field component is H" At the boundaries, ^ * A * 0 which are assumed to be metallic and perfectly conducting, the electric field is normal; this In view of this reflection the behavior of u at x = -00 is given by the expression
As a result of this reflection the semi-infinite strip DOCE of Fig. 2 can be replaced by the 2-way infinite strip of Fig. 3 -co < # < =0, 0 < y < b.
x Similar reflection can be carried out across the lower boundary y = 0 of Fig. 3 ; this allows us to replace the semi-infinite vertical channel by a vertical channel extending to infinity both up and down. A proper behavior for u at y = -00 can be obtained from (2.3).
H. PdRITSKY AND M. H. BLEWETT [Vol. Ill, No. 4 The general procedure which was outlined in §1 is applied to the present case. First, we consider the strip 0 <y<b of Fig. 3 , and assume values for du/dn over the dotted part B'CB of its upper boundary. Since du/dn vanishes over the rest of its boundary and the behavior of u at <x> is described by (2.2) and (2.5), it is possible to determine u at any point interior to this strip. This determination is carried out by means of a Green's function G. The derivation of G will be described presently; for the present it will suffice to say that the value of u at an interior point P of the strip is given by the relation 1 rb /du\ Up = u(xo, yo) = 2Bi cos kx0 H I I -) Gdx. (2.6) 2ir J _6 Xdy/^b G has a pole at P = (x0l yd), and (2.6) requires that G be evaluated on the dotted line B'CB. After u is determined in this way, differentiation of (2.6) with respect to x allows one to compute du/dx, and in particular to determine this derivative over A B. Turning now to the infinite vertical strip 0 <x <b, we repeat the same procedure and determine the function u at any point interior to this strip; in particular, we evaluate u and du/dy over CB. The process is then repeated.
The definition of the Green's function for the differential equation (1.2) and the boundary condition (2.1) for a finite region R is specified by the following: a) G satisfies (1.2) everywhere in R except at the pole P; b) dG/dn vanishes along the boundary of R;
( 2.7) c) at the pole P, G becomes infinite like -In r', where r' is the distance from P.
We apply Green's theorem in the form
to the region R, exclude the neighborhood of the point by means of a small circle of radius € and let e approach zero. This yields the equation
where the integration is carried out over the boundary of R. In the present case, for the infinite strip 0 <y <b special additional considerations are required. It will be assumed that in addition to the requirements (2.7) the Green's function G behaves at infinity like a divergent plane wave. Solutions of (1.2) which depend on x only are e±ikx.
(2.10)
We consider the wave equation
and look for solutions of the form ue±iut. If we set k=u/c, we find that u satisfies Eq. (1.2), and that eikx represents a plane wave traveling in the direction of positive x while e~ikx represents a similar wave traveling in the direction of negative x. It will be assumed that at x = + a> the Green's function G behaves like a divergent plane wave of the same amplitude at x = + oo as at x = -.
It will be assumed that the dimension b satisfies the inequality b<ir/k. (2.12)
Physically this assumption means that the width b of the strip is less than half the wave length X/2 = ir/k of a plane wave at the frequency in question. The effect of this assumption and the features which arise when it is not satisfied will appear presently.
First, we place the pole P on the y-axis. We shall obtain G as a series in the form 00 (2.13) n=0
where un are product solutions of the wave equation (1.2), i.e., w" consist of the product of a function of x and a function of y\ more explicitly,
hese product solutions un {n>0) have been chosen so that they don't become infinite at x= + , while «o represents a divergent plane wave. If the inequality (2.12) were not satisfied, several radicals in w" (n > 0) would be imaginary, infinitely large values of un could not be avoided, and additional stipulations regarding the behavior of G at infinity would have to be made.
The functions un are symmetric about the vertical line * = 0 through the pole P, and continuous at * = 0. However, dun/dx is discontinuous at * = 0, the discontinuity
Thus each term un may be considered as representing the wave function corresponding to a sinusoidal distribution of sources* over the line # = 0. The density a of the sources is given by the familiar condition from potential theory /d«A discontinuity in normal derivative = ) = -2ira, (2.16) and in the present case is given by 1 / niry Jn = -A/ k2cos--• (2.17) 7T J b2 b * By a "source" is meant here a solution of (1.1) which depends only upon the distance r from a fixed point, is singular at r = 0 like -In r, and behaves at infinity like a divergent cylindrical wave.The distributions of such sources satisfy continuity-discontinuity relations similar to those in the case of logarithmic potentials. Due to the behavior of G at infinity it is found that after applying the Green's theorem (2.8) over the rectangular region -l'<x<l and letting I and I' recede to infinity, certain additional terms R' and R" arise from the boundaries x=l and x=l'. Equation In view of (2.4), (2.2), (2.20), (2.21) and (2.22), Eq. (2.21) can be given the form (2.6).
As explained above, in the present case not (2.6) but its x-derivative will be found useful. Differentiation of (2.6) yields
To obtain this equation, the integral in (2.6) has been differentiated under the integral sign; this is permissable since the limits of integration are independent of x0. Since (du/dy)v=b is also independent of x0, only G has to be differentiated.
The explicit form of (2.24) is given by the relation where isTo, Kn are as in (2.26) but with the coordinates interchanged. In applying (2.25) one must assume not only/(a;) but also B\. Likewise in applying (2.27), B3 is required along with g(y). Furthermore, Ai and A3 are essential to the complete solution. In this connection it is advisable to keep the following relations between/(x), g(y) and the constants A\, B\, A3 and B3 in mind: These relations enable one to express Ai, B\, A3 and B3 in terms of f(x) and g{y). The relation (2.28) is established by applying (2.6) to u(x0, yo) for so large that G reduces to its first term in (2 20), and comparing the result with (2.2). A similar derivation over 0 <x<b yields (2.29). As regards (2.30) it is established by expanding du/dx in the horizontal strip 0 <y <b in a series of cosines of niry/b and comparing for large positive x this expansion with du/dx as derived from (2.2); a similar procedure applied over the vertical strip ~Q<x<b to du/dy leads to (2.31).
In the present example, in view of the geometric symmetry of the region of Fig. 2 about the diagonal OB, any function u over the region can be expressed as the sum of a function which is odd about this diagonal, and one which is even about it. The calculations outlined are simplified considerably for even and odd functions u, are quite similar for the two cases and will be illustrated for the odd case. The procedure used consisted in assuming f(x), calculating Ai and B\ from (2.36), then applying (2.34) to calculate g(y), and using the shape of the latter with the sign changed as the starting point of the next step. To prevent the solution from becoming infinite, at each step f(x) is divided by Ai, thus yielding the case Ai -1. In the following numerical work the assumption b= 0.2X, kb= 72° is made. Although from physical considerations one would be able to make a reasonably good guess for the value of f(x), it was felt that in order to test the method thoroughly, the assumption /du\ along BC, f(x) = I -J = constant = 1, (2 The Green's function was evaluated for five positive and five negative values of 2c, and for five values of yo, as shown in Table 1 . The real part of this family of curves is shown in Fig. 4 , the imaginary part being merely (•w/b) sin k (x -b) . These values, with [Vol. Ill, No. 4 (2.38), were inserted in (2.34), the integration being made graphically with areas found by the trapezoidal rule, except near y = b. As y approaches b, the value of g(y) increases so rapidly that extrapolation for the curve and the resulting graphical integration is difficult in this region. From physical considerations based on the fact that in a region which is small compared to a wavelength the function u behaves like a harmonic function, it may be shown that a fairly accurate approximation is obtained by assuming g{y) to vary as (y -b)~113 as y approaches b. By picking two points yi and y2, two constants A and B can be found such that g(y) =A +B(b -y)~1'3 is fitted to the curve already drawn in this neighborhood for y<.9b\ then the area is equal to f. The resulting first approximation for du/dx is shown in Table 2 . By means of (2.36) the values of A3 and B3 (the negatives of Ai and B\) corresponding to these values were Table 4 . In this case, we have Bi/A\ = .266 -.964t. The approximations to du/dy are shown in Fig. 5 . Figure 6 shows the ratio B\/Ai and thus we see that this ratio is converging toward the value .266 -.962i, with the absolute value .997. A similar calculation could be carried out for a function which is even about the diagonal OB. The results of this, together with those already found for the odd function, would enable us to cover all cases involving a corner with these dimensions. 3. An alternative method of procedure. The procedure described and illustrated in the preceding sections can also be applied in a different way. Basically, the calculation was carried out by first assuming the field over the line CB in Fig. 2 This leads to integrals involving a cosine and an exponential in z. After these integrations are carried out, each one of the coefficients D" of the expansion (3.2) turns out to be linearly dependent upon the coefficients C". Thus, instead of being given a curve f(x) and computing from it the curve g(y), one starts with B\ and a series of coefficients Cn represented by the Fourier expansion (3.1) and ends up with the coefficients Dn by applying (3.4). The explicit relation between these two sets of coefficients is The matrix Pmn thus takes the place of the series of curves dG/dx which were given in Table 1 and shown in Fig. 4 . A similar set of equations expresses C" in terms of Dn and J5S. By proceeding as in §2 with the field which is odd about the 45° diagonal OB, it is clear that for the final field the coefficients Dn should be the negatives of the coefficients Cn-For the individual successive approximations, this of course is not necessarily the case. The calculation of the next improvement can be carried out by starting with Dn, changing their signs and putting them in place of Cn in (3.4).
