In wireless local area networks, management decisions concerning channel selection, rate selection, and power management have a profound impact on the throughput performance, particularly in dense areas. These measurements, however, are too weakly associated with the MAC layer to be able to make such management decisions. Therefore, direct measurements of the channel quality at the MAC layer are necessary to facilitate appropriate decision-making activities. Estimating quantities, such as the probability of collision and the probability of channel-induced errors, will enable the MAC layer to make suitable decisions1. This paper proposes a mechanism to calculate both the channel error probability and collision probability through the methodology of distribution. Some scenarios are discussed to demonstrate the effectiveness of the measurements.
Introduction
Wireless Local Area Networks (WLANs) can be mobilized in an ad hoc manner without any need for infrastructure [1] . Because there has been growing interest in WLANs, IEEE has formed 802.11 study groups to recommend standards for the wireless medium [2] . This group is responsible for specifying standards for media access control (MAC) and physical (PHY) layers of the OSI (Open Systems Interconnection) reference model. The basic 802.11 MAC protocol is a Distributed Coordination Function (DCF) component that operates as a listen-before-talk scheme, based on the Carrier Sense Multiple Access (CSMA) [3] [4] [5] [6] .
According to the 802.11 protocol, the working group established an activity to enhance the current 802.11 MAC schematic to support applications with QoS requirements, and to provide security. Such a network could present a variety of opportunities for new multimedia applications on mobile/portable devices. WLAN Management decisionssuch as channel selection, rate selection, and power control-have profound impacts on the throughput performance, particularly in dense areas [7] [8] [9] . Management decisions are generally undertaken according to the observed Signal to Noise Ratio (SNR) at the physical layer. The measurements taken within the physical layer are weakly correlated to the MAC layer [10] .
This means that a direct measurement of the channel quality at the MAC layer is necessary to make a relevant decision. This paper presents two WLAN scenarios: one pertains to the infrastructure basic service set (BSS), and the other focuses on the independent basic service set (IBSS). The main difference between these two scenarios is that in the infrastructure basic service set there will be an access point that manages all the flow, whereas in the independent basic service set there will be no access point to maintain the flow of traffic. The infrastructure basic service set is composed of an access point (AP) and a number of stations associated with this access point. The access point provides a connection between the stations and the infrastructure.
These wireless LAN access points ensure network contact is never lost. This access point transmits data between the WLAN and the wired network, and each single wireless access point can support simultaneous users. In WLAN networks, the cost depends on the number of wireless LAN access points deployed. In other words, the number of wireless LAN access points is proportionate to the required coverage within the region. The number of wireless LAN access points also depends on the number and type of users to be serviced. There are two main advantages to using a wireless LAN: it costs less to install and maintain, and large areas can be covered by adding wireless LAN access points to boost or extend the range. That said, in large facilities more network access points or wireless network access points may be necessary. Wireless LAN access points are positioned according to site inspection recommendations. On the whole, network access points wirelessly connect users to a corporate network while access points deliver transparent bridging and roaming capabilities. Access point function provides network infrastructure connections; these access points are actually the "hub" of a wireless network.
In 802.11 standards, the basic protocol for medium access is referred to as Distributed Coordination Function (DCF). This scheme is based on Carrier Sense Multiple Access in conjunction with Collision Avoidance (CSMA/CA) mechanisms. Retransmission of collided packets is carried out using binary exponential back off rules. The basic 802.11 MAC protocol is the Distributed Coordination Function (DCF) that works according to a listen-before-talk scheme, based on the Carrier Sense Multiple Access (CSMA). Stations deliver MAC Service Data Units (MSDUs) of arbitrary lengths (up to 2304 bytes), after detecting that there is no other transmission in progress on the wireless medium. However, if two stations identify the channel as being free at the same time, a collision occurs.
The 802.11 proposes a Collision Avoidance (CA) mechanism to reduce the probability of such collisions. This is how CA works: before starting a transmission a station performs a back off procedure. It has to keep sensing the channel for an additional random time after detecting the channel as being idle for a minimum duration, called DCF Interface Space (DIFS). The station is allowed to initiate the transmission only if the channel remains idle for this additional random time period. During this transmission time, other stations will have "frozen" their back off counter. The duration of this random time is determined as a multiple of a slot time. Each station maintains a so-called Contention Window (CW), which is used to determine the number of slot times for which a station has to wait before transmission.
For each successful reception of a frame, the receiving station immediately acknowledges the frame reception by sending an acknowledgement frame (ACK). The CW size increases when a transmission fails-i.e., the transmitted data frame has not been acknowledged. After any unsuccessful transmission attempt, another back off is performed while utilizing the CW at double capacity. This reduces the collision probability in the event that there are multiple stations attempting to access the channel. The stations that deferred from channel access during the channel's busy period do not select a new random back off time, but rather continue to count down the time of the deferred back off (which is in progress) after interpreting a channel as being idle again. In this manner, stations that defer from channel access because their random back off time was larger than the back off time of other stations are given a higher priority when they resume the transmission attempt. After each successful transmission, another random back off is performed by the transmission-completing station.
Channel time is generally wasted owing to errors induced in packets by the channel. In traditional media access protocol, these erroneous packets are assumed to occur because of collision, and more time is wasted in back off slots. It is therefore important to know at the MAC layer the reason for packet loss (that is, whether it is caused by collision or channel error). For the direct measurement at the MAC layer we will be doing an online estimation of collision and packet error probabilities integrated with media access control operations. We will also evaluate performance in more traffic scenarios, such as the hidden node.
In a dense wireless local area network, interference is a significant problem. One of the features of interference losses is that the loss rate experienced will vary greatly between stations in wireless local area networks, depending on their location. This leads to a wellknown predicament called the hidden node problem. Since our estimator makes use of locally measured information, this means each station is able to measure its own local channel quality rather than using some wireless local area network wide measure of interference. The access point (AP) is affected by the interference via the hidden terminal, whereas the wireless local area network client stations are outside the interference range of the hidden node, which leads, ultimately, to disproportionate channel quality within the wireless local area network.
For the direct measurement at the MAC layer we will be doing online estimation of collision and packet error probabilities integrated within media access control operations. At the same time we will evaluate the performance in various traffic scenarios (for instance, the hidden node). The original 802.11 MAC layer uses DCF. However, it has several limitations: (1) if many stations communicate at the same time, many collisions will occur, which will lower the available bandwidth; (2) if we suppose one station wins the access medium, it keeps the medium as long as it wants, which is not desirable, particularly when assuming that, if the accessed station has a low bit rate, it will take longer to send a packet. Because of this delay, other stations may suffer. This translates to a low quality of service (QoS). Thus, we will be incorporating the above online estimation in EDCA.
Other advanced studies in wireless networks are covered in [15] , where adaptive rate selection is carried out using a channel sensing mechanism. Analytical modeling for the performance of wireless networks is implemented in [16] for non-saturated channel conditions where the traffic is not backlogged. The other studies on WiMaX and LTE wireless networks can be found in the literature where extensive analysis has been done on both QoS and energy consumption-which are highly essential metrics [17, 18] .
In all of these studies, it is evident that for high throughput conditions the measurement of channel quality is of high importance. Better channel conditions are essential for high throughput; however, unlike the wired networks, the channel conditions vary dynamically due to fading. Moreover, the bandwidth is limited. To provide QoS under such limitations is a challenging feat indeed [19] - [20] . The channel measurement mechanism must be optimally efficient so that it will not consume more resources within the wireless network. The developed schemes should be simultaneously resilient and accurate enough to make media access control (MAC) decisions for high throughput, and equilibrium among the users competing for the limited channel resources.
Channel Quality Measurement
802.11 MAC makes the estimation of channel quality challenging, as packet losses due to colliding transmissions are a feature of normal operations. It is important to understand that the level of collision-induced packet loss is strongly loading dependent. As the number of stations increases, the saturation throughput decreases; this is mainly because
the collision probability increases as the number of stations increase [11] . However, the channel time is wasted with the number of increased stations [12] . As the number of stations increases the packet loss augments, and the channel time that is wasted multiplies.
We do not yet understand why these packet losses occur, or whether they are caused by collision or channel noise. Therefore, we have to separate the losses owing to collisions from losses owing to channel noise and other sources of error. We would like to achieve this while avoiding the need for specific knowledge of network load, and without making presumptions that all stations are saturated. We can see that station B is in the range of station A (and also station C), but that station A and station C are not in range. For station A, station C is a hidden node and vice versa. Because both A and C are hidden from each other, a collision will occur if both of these stations start to transmit to station B.
By considering the above scenarios, we need to separate the losses due to collisions and losses due to channel noise (and other sources of error). For example, if the channel error is high, it can either shift to a lower rate or select a different channel altogether. On the contrary, if the instantaneous collision probability is high, it can temporarily reduce its number of transmissions until a later time when the load on the channel is low. We would like to achieve the latter while avoiding the need for explicit knowledge of the network load, and without making strong assumptions (e.g., that all stations are saturated). In wireless local area networks, errors are induced in packets both due to collisions and unreliable wireless channels. Estimating quantities such as the probability of collision and probability of channel-induced error will enable the MAC layer to make appropriate decisions.
The SNR (Signal to Noise Ratio) and RSSI (Received Signal Strength Indication) in 802.11 measurements on the physical layer approach are weakly associated with the actual channel behavior at the MAC layer [13] . This means that a direct measurement of channel quality at the MAC layer is obligatory. There is, however, another proposed solution to the problem of separating loss due to collision and loss due to channel noise: in [14] the author modifies 802.11 MAC to send NAK (Negative Acknowledgement) packets when a receiving station infers a channel error. To distinguish the two types of losses, the authors propose the addition of a NAK control frame to DCF (Distributed Coordination Function).
This loss distinguishing method is based on the following observations. The MAC data frame can be partitioned into two functional parts: the header and the payload. The header contains information concerning the frame type, source address, and destination address. If all stations in a WLAN BSS (Basic Service Set) are close enough and can detect one another, a collision occurs only when more than one station sends data to the same time slot. In this case, both the header and body will be corrupted.
If only one station sends a data frame and the frame is lost due to link errors, there is a reasonable chance that the receiver will acquire the header correctly. This is because, in general, the header is much shorter than the entire frame. By observing the content of the header, we can obtain information regarding who has sent the frame, and who is the intended receiver. When a link error occurs, a proper feedback message from the receiver will enable the sender to properly interpret what has happened. We use the NAK frame to notify the sender that the data frame transmission has failed due to a link error.
In essence, if a receiver gathers the correct MAC header, an ACK is sent back. If the MAC body is wrong, a NAK is sent back. If the wrong MAC header is received, the receiver sends nothing. If ACK is received by the sender, the transmission is successful. If a NAK is received, a link error is assumed. If nothing is received, a collision is assumed. The NAK frame can be implemented with exactly the same structure as the ACK frame, except for a one-bit difference in the frame type field in the header. NAKs are sent at the same data rate as those of ACK transmissions. When there is a link error, the transmission of a NAK does not consume more bandwidth; nor does it collide with other frames at all because it occupies the time slot that would have been used by an ACK transmission.
As mentioned above, the author modifies the 802.11 MAC to send NAK packets when the receiving station infers a channel error. But this is not a rigid MAC layer rule, which is why we are using a standard MAC layer rule to identify the probabilities of packet loss due to collisions, and loss due to channel noise.
Proposed Method
The procedure for estimation can be performed by first observing the CSMA/CA process; this procedure creates well-defined times in which packet transmissions by a station are admissible, and other times when the packet transmissions are disallowed. This means that transmission can only begin when the medium is idle. To specify the satisfactory transmission times we need to define the following four events. If a station (for example, station-A) has read the medium as idle for DIFS amount of time, it starts counting the slots called as "idle slots".
If station-A has read the medium as being busy due to other station transmitting, it suspends its back off process. In other words, it counts such slots as "other transmissions". Each time station-A transmits on the channel, and receives an acknowledgement it counts them as "successful transmissions". When station-A does not receive an acknowledgement for its transmitted frame, it counts the slots as "unsuccessful transmissions".
By taking the above discussion into consideration, we can calculate the proposed procedure of estimation. Suppose a station observes activity on a channel for a particular time (from 0-M) before updating its estimated parameters. If it transmits T times out of these, A are successes due to ACK being received. Suppose there are also R slots in which a station does not transmit, and that I of these are idle. First let's make some notations as pc = P [collision] and pe = P [channel error]. Now we will assume that the probability of at least one other station transmitting in an arbitrary slot does not depend on whether station-A transmits anything.
What this all means: there is a probability that the channel is busy at a slot boundary owing to a transmission by one or more other stations. This assumption is reasonable in a distributed random access MAC scheme (such as CSMA/CA), and is central for wellestablished models of 802.11 operations [5] . One more assumption we are making is that the collision probability of station-A is independent of the back off stage of station-A. According to the above two assumptions, if station-A is not transmitting, then the station reads the medium as busy. This creates the probability that P[success] is the applicable ratio of successful transmissions to the attempted transmissions.
The collision probability p c is estimated as the proportion of busy slots due to Finally we get the probability of channel error as 
Experimental Results
To evaluate the accuracy of the above estimated equations, we performed tests over a wide range of network conditions. Standard 802.11b parameters were used, which are illustrated in the table below.
The stations attempt to transmit 1500 byte packets. We will be using a wide spectrum of packet error rates ranging from 1% to 64% in our experiment; in addition, varied numbers of stations are used, and the experiment is run for 50 seconds. Figure 1 shows the actual output and estimator output as the number of stations (nodes) is diversified. Figure 1 shows the performance of our estimator with respect to actual packet error probabilities for various stations. From the above figure we can deduce that the estimated output is not exactly the same as the actual output; this is mainly because of the finite nature of the experiment (50 seconds in duration). Another measurement of estimator accuracy occurs by assessing the actual error probability against the estimated (from the above equations that we generated theoretically) packet error probability. This result is shown in Figure 2 . Figure 2 shows the accuracy of the estimator when we plot the actual error probability against the estimated packet error probability. From this result we can detect some spread when the error probability between estimated and actual is negligible. This means that the difference between the actual packet error probability and estimated error packet probability is quite small. We can see the spread in most parts of our experiment, which ranges from 1% to 64%. Ultimately, our estimator is remarkably accurate within a diverse range of conditions. The estimator performs similarly under varying offered loads.
Figure 2. Accuracy of the Estimator
We can observe that our estimator converges to the error probability faster than the error probability converges to its limit. The graph illustrates the limit of convergence as 0.08. Figure 3 shows that as the number of nodes increase, the collision probability is amplified within the range of 0% -30%. The error probability, which is determined by the hidden node transmissions, remains constant because there is only one hidden node in our exemplum scenario. Yet if we suppose that the nodes are constant, then the collision probability will be constant. Figure 4 shows the estimated versus actual collision probabilities for one node as the load on the hidden node is varied. By varying the offered load at the hidden node while keeping the number of stations (nodes) in the wireless local area network constant, we can note that the packet error rate rapidly decreases (see graph below) as the packet's arrival time in the hidden node increases. In essence, if we increase the time interval between the packets on hidden nodes, then the packet error will automatically decrease as the time increases.
Figure 3. Estimated Corruption Probability as the Number of Normal Nodes Varies

Figure 5. Convergence of Estimator
From Figure 5 , we can confirm that our estimator converges to the error probability faster than the error probability converges to its limit, as mentioned before that the limit of convergence is 0.08. We observed that, for a moderately loaded 802.11b network, twenty seconds is enough time for the estimator to converge. By observing the above graphs, we can verify that our estimated equations for packet error probability are accurate when compared with the actual packet error probability.
Conclusion
In this paper we presented a novel technique for accurately estimating the proportions of packet loss due to collisions, and from other sources of loss due to channel noise and hidden nodes. We arrived at this conclusion while avoiding the need for specific knowledge of the network load, and without making strong assumptions that all stations are saturated. The required measurements are available in standard hardware, as they are required for CSMA/CA operations. The original 802.11 MAC layer uses DCF. It has several limitations (as outlined in section I), which can translate to a low quality of service (QoS). Therefore, we will be incorporating the above online estimation in EDCA (Enhanced Distributed Channel Access), otherwise known as 802.11e. This IEEE802.11e is an approved standard that delineates quality of service enhancements for LAN applications.
