Suppose that attached to each site z ∈ Z is a coin with bias θ(z), and only finitely many of these coins have non-zero bias. Allow a simple random walker to generate observations by tossing, at each move, the coin attached to its current position. Then we can determine the biases {θ(z)} z∈Z , using only the outcomes of these coin tosses and no information about the path of the random walker, up to a shift and reflection of Z. This generalizes a result of Harris and Keane.
Introduction
A coin toss with bias θ is a {−1, 1}-valued random variable with expected value θ, and a fair coin is a coin toss with bias zero.
Harris and Keane [HK97] introduced a model for sequences of coin tosses with a particular kind of dependence. Let S = {S n } ∞ n=0 be simple random walk on Z. Suppose that whenever S n = 0, an independent coin with bias θ ≥ 0 is tossed, while at all other times an independent fair coin is tossed. Suppose that we are given X = {X n } ∞ n=0 , the record of coin tosses obtained, but the path of the walker, S, is hidden from us. Can X be distinguished from a sequence of i.i.d. fair coin tosses? If it can be distinguished, can the parameter θ be recovered, again only from X?
Harris and Keane proved the following:
Theorem ([HK97, Theorem 2]).
There exist a sequence of functions Θ n : {−1, 1} n → R, not depending on θ, so that lim n→∞ Θ n (X 1 , . . . , X n ) = θ almost surely.
In fact, the model in [HK97] is more general, allowing the walk to be any null-recurrent Markov chain. Let µ θ be the distribution of X on {−1, 1} N . Recall that two Borel measures are mutually singular if there is a Borel set which is null for one measure such that its complement is null for the other measure; in this case the measures are distinguished by almost any observation. Whether or not µ θ and µ 0 are mutually singular depends on the graph, and as was shown in [LPP01] , sometimes on the bias θ.
[HK97] provides a partial criterion for determining singularity based on the graph, while the full story -in particular the role of θ for certain graphs -is completed in [LPP01] .
In this paper, this model is generalized in a different direction. Label each z ∈ Z with θ(z) ∈ [0, 1]. Now allow a random walker to move on Z, and suppose that on her nth move she is at position S n and she tosses a coin with bias θ(S n ), generating the random variable X n . Again, the path of the walker, {S n } ∞ n=0 is not observed, and the output is only the outcomes of the coin tosses, that is, {X n } ∞ n=0 . The main result of this paper says that the biases {θ(z) : z ∈ Z} can be recovered, up to a shift and reflection of Z, in the case when the number of vertices with θ(z) = 0 is finite: Theorem 1.1. Suppose that attached to each site z ∈ Z is a coin with bias θ(z), and only finitely many of these coins have non-zero bias. Allow a simple random walker to generate observations by tossing, at each move, the coin attached to its current position. Then it is possible to determine the biases {θ(z)} z∈Z , up to a shift and reflection of Z, using only a single observation of the infinite sequence of these coin tosses and no information about the path of the random walker.
Another related model was introduced by Benjamini and Kesten [BK96] (and independently, by Den Hollander and Keane). Instead of attaching a coin with bias θ(z) to each z ∈ Z d , a fixed color is assigned to each vertex. The random walker reports only the sequence of colors visited, while just as in our generalization of the Harris-Keane model, the path itself is hidden. Further investigations of the model introduced in [BK96] can be found in [How96a, How96b, Lin99, LM02, LM03, Ma99, MR03a, MR03b] and a survey of results (up to 1998) can be found in [Kes98] . This paper is organized as follows. Theorem 1.1 holds more generally, where the observed random variables are not restricted to be coin tosses. Some definitions and the statement of the more general Theorem 2.3 can be found in Section 2. The main requirements of the proof of this theorem are a strong law of large numbers, and some algebraic results, found in Section 3. Because the special case of coin tosses is more readily understood, a separate proof of Theorem 1.1 is supplied, after which Theorem 2.3 is proven, both in Section 4. Finally, some unsolved problems are mentioned in Section 5.
Figure 1: A walker performing his coin flips. We only see the right-hand column, but would like to recover the center column!
Definitions and Statement of Result
Let q be a probability mass function on Z, and q * n its n-fold convolution. Assume that z∈Z zq(z) = 0 and
Also, we will assume that q is symmetric:
In addition, to simplify the exposition we will suppose that
Remark. Condition (3) rules out, for example, q = 1 2
δ +1 , the mass function corresponding to the increments of simple random walk on Z. However, the results in this paper (in particular, Theorem 2.3) can be obtained for periodic random walks by considering the process observed at times {rn + k : n ∈ N}, where r is the period (the left-hand side of (3)).
The random walk with increments distributed according to q will be denoted S = {S n } ∞ n=0 :
We use the notation P n (z, w)
Definition 2.1. A stochastic scenery is a map η : Z → P(R), where P(R) is the set of all probability measures on R.
We assume that there is a known reference distribution α ∈ P(R) which appears everywhere but finitely many vertices: that is,
Definition 2.2. The sequence of observations induced by S and η is the stochastic process
, whose law conditioned on S has independent marginal distributions given by P[X n ∈ · | S] = η(S n ).
Theorem 2.3. For a random walk S with symmetric increment distribution q satisfying (1) and (3), and stochastic scenery η obeying (4), let X = {X n } ∞ n=0 be the observations induced by S and η. Then using only the observations {X n } ∞ n=0 , we can determine a scenerŷ η so thatη
where T : Z → Z is either a shift or a shift composed with a reflection, and may depend on η.
Remark. As noted by a referee, if we are given an infinite sequence of observations then we do not need to be given the reference distribution α, as it can be a.s. reconstructed from the observations.
A few ingredients
In this section, we first state Proposition 3.2, which shows how the observations {X n } can be used to determine a family of parameters {p t }. We show in Proposition 3.7 that we can express a new family of parameters {Q k d } as functions of {p t }. These new parameters determines the scenery η, and hence the scenery can be recovered from the observations {X n }. (This is the substance of the proofs of Theorem 1.1 and Theorem 2.3 in Section 4.) We conclude the present section with a proof of Proposition 3.2.
Definition 3.1. (i) For a vector t ∈ N k (where k ∈ N), and a bounded and measurable ϕ : R → R, define
(ii) For r ∈ N, let p k (ϕ) be the vector with components
For measurable functions ϕ, we will use the supremum norm ϕ ∞ . When we know that all the measures η(z) are supported on a common set E, we will take this norm to be the essential supremum over E. For example, when we are dealing with coin tosses only, ϕ ∞ ≤ 1 means that ϕ is bounded by 1 on {−1, 1}, a condition satisfied by ϕ(x) = x. Proposition 3.2. Fix a measurable function ϕ with ϕ ∞ ≤ 1 and R ϕdα = 0, and a vector t ∈ N s . Then there exists a sequence {g N } of measurable functions, g N : R N → R , not depending on the stochastic scenery η, with
The information in the collection {p t } must be transformed into a more useful form for us to recover the stochastic scenery η. We provide now several results enabling this transformation.
Lemma 3.3. For a given transition semigroup P t , and m, r ∈ N, define the matrix M as
Let S be an aperiodic and symmetric random walk on Z, whose increments have probability mass function q: that is, P[S t+1 = z | S t = w] = q(z − w).
(i) If P t is the transition semigroup for S, then M has rank (m + 1) for some r.
(ii) If S is the simple random walk on Z, and
Proof. If ψ is the characteristic function of q, so that ψ t is the characteristic function of the tth convolution power of q, then by Fourier inversion
Suppose that for each r, the m + 1 columns of M are linearly dependent, that is, there exist {a j (r)} m j=0 (not all zero) so that m j=0 a j (r)P t (0, j) = 0 for all t ≤ r .
By rescaling, it can be assumed that m j=0 a j (r) 2 = 1. Thus there exist subsequential limits
Hence, the matrix M in (5) fails to have rank (m + 1) for any r if and only if there exist {a j } m j=0 satisfying (7). By (6), this is the same as
where g(u) = m j=0 a j cos(uj). We now show that (8) cannot hold: Observe that g is an even function that is non-zero in a neighborhood of 0, except possibly at 0. It can be assumed without loss of generality (by multiplying the coefficients a j by −1) that g is non-negative near 0. Also ψ is even, has value 1 at the origin, and is positive in a neighborhood [−δ, δ] of 0. Choose δ 1 < δ so that
This is possible because, as ψ is a characteristic function of an aperiodic distribution, A < 1. Choose δ 1 even smaller to ensure min δ 1
For t large enough, the right-hand side of (9) is positive, contradicting (8). Thus the matrix (5) has rank (m + 1) when r is sufficiently large, proving (i).
We now discuss the special case of simple random walk. Suppose there exist a 0 , . . . , a m and t 0 , t 1 , . . . , t m ∈ 2Z so that for t = t 0 , . . . , t m ,
Multiplying both sides of (10) by
Since f is a polynomial of degree m, and by (12) f has m + 1 zeros, it follows that f ≡ 0. But f (−m) = 0 implies a m = 0. Multiplying both side of (10) by
and arguing as above shows that a m−1 = 0. Repeating this procedure shows that a k = 0 for all k, establishing (ii).
Remark 1. We have suppressed the dependence of the r × (m + 1) matrix M on both m and r. For each m, fix an r m so that M has rank (m + 1). In the sequel, the matrix M will depend only on m, having dimension r m × (m + 1). We will write r for r m .
We now introduce some notation:
(Recall that η(z) ∈ P(R).)
The parameters {Q k (ϕ)} which will be used in the reconstruction of the scenery are now defined:
Definition 3.5. For ϕ a bounded measurable function and k ∈ N, define the vector
(
Assumption (4) of Theorem 2.3 requires that the stochastic scenery η differs from a reference distribution α at only finitely many vertices. With this in mind, we make the following definitions:
By assumption (4), −∞ < a ≤ b < ∞. Finally, we state the main algebraic result used in the proof of Theorem 2.3:
Proof. Let us begin with the case of k = 1. Let M be the matrix in (5), and M ′ its left inverse, shown to exist in Lemma 3.3.
We have
Because q is symmetric, we have P t (0, d) = P t (0, −d), and hence from (16) we conclude that
If d ≥ m, then d ≥ ℓ and the factor |z−w|=d ϕ(z)ϕ(w) vanishes, so we have
Using Definition 3.1, we rewrite the collection of r equations (17) as
Multiplying both sides of (18) on the left by
. Now consider the case k = 2. We have
Recall that the tensor product of the matrix M in (5) with itself is given by
There are r 2 rows, indexed by t ∈ {(t 1 , t 2 ) : 1 ≤ t 1 , t 2 ≤ r}, and (m + 1)
Each row is of the form
.
Thus we can rewrite the equations (19) for t ∈ [r] 2 compactly as
Because each M has rank (m + 1), the matrix M ⊗ M has rank (m +
′ to M ⊗ M and we can write
In general, M k⊗ has rank (m + 1) k , and hence has a left inverse, enabling us to write
Remark 2. The vectors p k (ϕ) depend on the constant r (see Definition 3.1), which we have taken to be the constant r m defined in Remark 1. Thus these vectors depend on m, although we have again suppressed this dependence in the notation.
Lemma 3.8. Let ℓ be the constant given in Definition 3.6. Then there exists a sequence of random variables {ℓ n } ∞ n=0 , not depending on η, with ℓ n measurable with respect to σ(X 1 , . . . , X n ), and so that ℓ n = ℓ eventually, a.s.
Recall that a class Φ of measurable functions on R is said to be measure determining if R ϕdµ = R ϕdν for each ϕ ∈ Φ implies µ = ν. Let Φ be a countable measure determining class of functions on R with ϕ ∞ ≤ 1. We will enumerate Φ as (ϕ 1 , ϕ 2 , . . .). Also define
: f, g ∈ Φ, c ∈ Q , and enumerate its elements as (h 1 , h 2 , . . .).
Lemma 3.9. Let µ and ν be two probability measures, neither equal to α. Recall that ψ 0 = ψ − ψdα. If µ = ν, there exists ψ ∈ Φ 1 with ψ 0 dµ = 0 , ψ 0 dν = 0 , and
Proof. Because µ = ν and Φ is measure determining, there is an f ∈ Φ so that f dµ = f dν. By subtracting f dα, we have f 0 dµ = f 0 dν. Then one of f 0 dµ and f 0 dν is nonzero; without loss of generality assume f 0 dµ = 0. Similarly, there is a g ∈ Φ so that gdν = gdα, that is, g 0 dν = 0. Hence, for small enough c ∈ Q, we have f 0 dµ + c g 0 dµ = 0 , and
By taking c even smaller, since f 0 dµ = f 0 dν, we have
Thus
, we have from (22) and (23) that ψ obeys (21).
We can now proceed with the proof of Lemma 3.8:
Proof of Lemma 3.8. As before, let M ′ be the left inverse to the matrix M in (5).
Let ℓ
where π m+1 is the projection onto the m + 1st coordinate. Notice that
By Proposition 3.2, there exists for each m and j a sequence of random variables {T r (m, j)} ∞ r=1 so that almost surely,
Let {s n } be any sequence with lim n→∞ s n = ∞. An examination of the proof of Proposition 3.2 shows that there are bounds on the variances of T r (m, j) uniform for m ≤ s n and j ≤ s n . In particular, there is a sequence f r with lim r→∞ f r = 0 so that
Let {B n } be a sequence so that s 2 n n 2 f Bn is summable. By Borel-Cantelli, almost surely T Bn (m, j) ≤ 1 n for ℓ j < m ≤ s n and 1 ≤ j ≤ s n , eventually .
Similarly, since lim r→∞ T r (ℓ j , j) = T (ℓ j , j) = 0, we can take a subsequence of {B n }, which we will continue to denote by {B n }, so that almost surely
To summarize, the following holds almost surely: For n sufficiently large, for all j = 1, . . . , s n ,
for n sufficiently large. Finally,
for n sufficiently large. [Since sup j≤r ℓ j = ℓ for all but finitely many r.]
We still need a proof of Proposition 3.2; it is similar to the proof of [LPP01, Theorem 6.1]. Recall that u n = P n (0, 0). The only facts we need about P n are
and
= 1 for all u, v, z, w ∈ Z and j, k ∈ N .
That the transition probabilities satisfy (25) and (26) is easily seen from a local central limit theorem, for example [Woe00, Theorem 13.10].
Proof of Proposition 3.2. For
define the linear estimator
, where we define
Since lim k→∞
= 1 for all z, it follows that lim k→∞ p t,k (ϕ) = p t (ϕ) and
The strategy of the proof is to find sequences {m i } and {n i } so that
We prove (29) by showing that Cov(Z j , Z k ) is small for |j − k| large, and consequently Cov(L m i ,n i , L mτ ,nτ ) is small for |i − τ | large.
For z ∈ Z s+1 and j ∈ N, define the event
Then by conditioning on positions of S,
Suppose that k > j + t 1 + · · · + t s . Notice that
Combining (31) and (32) shows that
By similar reasoning,
Because of the definitions of a and b in (15), if D ≥ |a| ∨ |b|, then for any z ∈ Z with |z| > D, we have ϕ(z) = 0.
Thus if D ≥ |a| ∨ |b|,
For any sequence {ǫ i }, and integer D, we will inductively define sequences {m i } and {n i } so that for
provided D ≥ |a| ∨ |b|. For now, assume that D is indeed chosen so that D ≥ |a| ∨ |b|. To begin, let m 1 = n 1 = 1. Now assume that the pair (m i , n i ) has already been defined. Pick m i+1 large enough so that if j ≤ n i and k > m i+1 , then
This is possible by (26). Next, pick n i+1 so that
where w(m) def = w(0, m). Combining (34) and (37) shows that
for j < n i and k > m i+1 . From the definition (35) and the bound (39) we have
Notice that
By (26), for each fixed k, we have lim j→∞ u j u j+k = 1, and hence u j+k ≤ C 3 u j for k = 0, 1, . . . , t 1 + · · · + t s . Consequently, since ϕ ∞ ≤ 1 and hence Z j Z k ≤ 1,
Since E[Z j Z k ] is equal to (33), we have
again by (26). Thus,
Now applying the Cauchy-Schwarz inequality yields
Plugging (44) into (43) yields
Then, using (45) and (42) in (41) yields
where M doesn't depend on i. If we choose ǫ i = i −3 , then a strong law for weakly correlated and centered random variables (see [Loè78, Theorem 37.7 .A]) applied to the sequence
To summarize, for each D we get a sequence of functions g
By a diagonalization argument, there is a sequence of integers {r n } so that for each D, the limit A(D)
. . , X rn ) exists, and moreover for each D,
From (46) it follows that A(D) = p t (ϕ) for D ≥ |a| ∨ |b|, and consequently a.s.
Proofs of Theorem 1.1 and Theorem 2.3
Here is an outline of the proof of Theorem 2.3: In the last section, it was shown in Proposition 3.2 that the parameters {p t } can be recovered from the data {X 1 , X 2 , . . .}. We transformed these parameters in Proposition 3.7 into the family {Q d }. Now we must show how to use this information to determine the laws {η(z)}. Before we prove Theorem 2.3 in its full generality, we offer the proof of Theorem 1.1, the case where the observable random variables are coin tosses. The exposition is much clearer in this special case. The proof is given in its full generality later in this section. Theorem 1.1. Let S be a symmetric and aperiodic random walk, and label each z ∈ Z with a coin having bias θ(z). If only finitely many vertices have θ(z) = 0, then there exist a sequence {θ n } ∞ n=0 with θ n measurable with respect to σ(X 1 , . . . , X n ), and a shift and reflection T (depending on η) so that
Let us first introduce some notation.
Definition 4.1. Let (x 1 , x 2 , . . . , x n ) be a finite, ordered sequence. 
can be uniquely determined from {p k (I)}, where I is the identity map.
Proof. We will write Q
, where I is the identity map. By Proposition 3.7 it is enough to construct (48) using only {Q k }. Our method will be to first determine the biases at a and b, and then work inwards. In the case where k = 1 and d = (ℓ), we have
as the only pairs (z 1 , z 2 ) with |z 2 − z 1 | = ℓ and with θ(z 1 )θ(z 2 ) = 0 are (a, b) and (b, a).
and so θ(a)
Now we move on to the unordered pair {θ(a + 1), θ(b − 1)}. Notice that
Hence, 
and so
can be written as a function of the {Q k }. Continuing in this way, we work down to the center to obtain (48), using only {Q k }.
Proof of Theorem 1.1. If ℓ is given, then by Proposition 4.2, it is clear that the theorem holds. That is, for each ℓ, we can construct a scenery θ ℓ n depending only on σ(X 1 , . . . , X n ) measurable random variables, and so that θ ℓ n → θ • T . Then by Lemma 3.8, the sequence θ ℓn n will satisfy the requirements of the Theorem.
We now provide a proof of our result in its full generality. Recall the notation given in Definition 3.4: As η(z) is a probability measure on R for each z ∈ Z, ϕ(z) = R ϕdη(z) , and ϕ 0 = ϕ − R ϕdα .
Proof of Theorem 2.3. We will show how to use the collection Q def = {Q k (ϕ)} ϕ∈Φ 1 ,k∈N and ℓ to construct a stochastic scenery which is a shift and/or a reflection of η. The conclusion of the Theorem will then follow from applications of Proposition 3.2, Proposition 3.7, and Lemma 3.8 similarly to the proof of Theorem 1.1.
Fix a bounded and measurable ϕ. We have that
Assume first that ϕ 0 (a)ϕ 0 (b) = 0. In this case, we can solve in (49) to obtain
We use the identities in (50) to get
We proceed inductively: assume we have determined, for k ≤ ℓ/2,
By assumption, ϕ 0 (a)ϕ 0 (b) = 0, so we can solve in (53) (using (50)) to get
Thus, similarly to (51), we can determine
as a function of elements of Q.
If there is no such j, there is no problem in finding
from (52) and (54), so without loss of generality, assume such a j exists. Now notice that
and hence
From the two unordered pairs (which we already know)
we can get two possible pairings:
From these two pairings we can compute the values
Since we have written f bad in (56) as a function of elements of Q, we can use these elements to discard the pairing F bad in (57) from which it comes. If f bad = f good , we cannot determine the proper pairing. But this happens if and only if
Since m was defined so that ϕ 0 (a + m) − ϕ 0 (b − m) = 0, we conclude that (59) is valid if and only if ϕ 0 (a + k) = ϕ 0 (b − k). But in this case, it is clear that (55) can be found from (52) and (54). Otherwise, we can pick out F good from (57), and hence we can determine (55). Thus, by induction, we can determine {(ϕ(a), . . . , ϕ(b)), (ϕ(b), . . . , ϕ(a))} .
To summarize, we have just shown for any bounded measurable function ϕ obeying the condition ϕ 0 (a)ϕ 0 (b) = 0 we can determine 
Now suppose that ϕ 0 (a)ϕ 0 (b) = 0. Recall that the elements of Φ 1 are enumerated as (h 1 , . . . , h n , . . .). If we define n * as the smallest n so that {h n (a)− R h n dα, h n (b)− R h n dα} has distinct non-zero elements, then Lemma 3.9 guarantees that n * < ∞. Let ψ def = h n * . There is a c ∈ Q small enough so that ϕ 0 + cψ 0 (a) = 0 and ϕ 0 + cψ 0 (b) = 0 . .
But the end points of the second expression are nonzero for c small enough, while at least one endpoint in the first express is zero. Thus we can pick out the first expression, which allows us to determine (61).
The careful reader will have noticed that our use of Lemma 3.9 requires that η(a) = η(b). If this is not the case, then ϕ 0 (a) = ϕ 0 (b) = 0. We can then apply the entire procedure with ℓ − 2, a + 1, b − 1 replacing ℓ, a and b respectively. Now we have shown that we can determine 
There are two possible extensions of (63) using (64): We want to guarantee that we can pick out G good from {G good , G bad } given in (65).
Suppose there is some j so that (ϕ 1 (a + j), . . . , ϕ k−1 (a + j)) = (ϕ 1 (b − j), . . . , ϕ k−1 (b − j)) .
This is without loss of generality, since if there is no such j, then of course we can extend (63) to obtain [(ϕ 1 (a), . . . , ϕ k (a)) , . . . , (ϕ 1 (b) , . . . , ϕ k (b))] .
Since the linear functionals on R k−1 separate points, there exist c ∈ R k−1 so that if T c (x) = c, x , then
