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Abstract
Laminar-Turbulent Transition in a plane Poiseuille flow can occur at Re s 1000,
with the appearance of turbulent spots. This Reynolds number is much lower than the
critical Reynolds number for linear instability (Recr7 itca = 5772.22). The turbulent spot
in a plane Poiseuille flow is modelled as a region of increased Reynolds stress, which
travels with a prescribed speed through the surrounding laminar flow. The Reynolds
averaged Navier-Stokes equations are solved at subcritical Reynolds numbers by using a
spectral method. The travelling Reynolds stress acts as a forcing term in the equations.
The modelled turbulent spot modifies the large scale velocity field in the surround-
ing laminar flow. There exit regions outside the turbulent spot with highly inflexional
velocity profiles. The properties of these large scale perturbations can be related to the
eigenmodes of the normal vorticity equation. Small scale wave perturbations can be
introduced. These waves, then, grow in the areas destabilized by the large scale pertur-
bations. The computational results agree well with existing experiment and numerical
simulations.
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Chapter 1
Introduction
The laminar-turbulent transition process in a shear flow is one of the most studied
subjects in fluid mechanics. In his pipe flow experiment, Reynolds (1883) showed that
two types of flows existed - laminar and turbulent, the transition from the former
type to the latter type taking place when a non-dimensional parameter exceeded an
critical value. This non-dimensional parameter is now called the Reynolds number. At
the critical Reynolds number, he found that the flow had an intermittent character -
localized turbulent regions which are separated by laminar regions appear in the pipe.
These are the earliest evidences of turbulent spots. He speculated that the breakdown of
laminar flow was due to instability of the flow to disturbances. Although a century has
passed, the study of transition, initiated by Reynolds (1883), is still being extensively
pursued.
This chapter briefly reviews the previous studies on this subject, paying special
attention to the investigations in localized disturbances and also giving an outline to
the present work. Since most discussions are related to Blasius boundary layer and
plane Poiseuille flows and involve references to Reynolds numbers and length scales etc,
we will define these quantities below.
The Reynolds number is based on the displacement thickness and edge velocity for
Blasius boundary layer flows and on the channel half-depth and channel centre-plane
velocity for plane Poiseuille flows unless otherwise stated. All the length scales, velocity
scales and time scales are non-dimensionalized with these quantities in their respective
cases. For example, a downstream distance of 10 in a plane Poiseuille flow implies
10 times the channel half-depth and a velocity of 0.5 means half of the edge velocity
for Boundary layer or half of the centre-plane velocity for plane Poiseuille flow. Non-
dimensionalization for plane Poiseuille flows will be explained in more detail later in
this thesis. For this chapter, the above descriptions are sufficient.
1.1 Two dimensional instability
The study of instability mechanisms leading to turbulence began with the analysis
of perturbations to simple flows. Rayleigh (1887) was the first to study the stability
properties of fluid motions by analyzing the evolution of infinitesimal wave-like distur-
bances in an inviscid parallel shear flow. He derived the governing equation, which
bears his name today, and showed that a necessary condition for an inviscid parallel
flow to become unstable was that the mean velocity profile had an inflexion point. A
stronger form of this condition was obtained much later by Fjortoft (1950), which re-
quires, loosely speaking, not only an inflexion point in the mean velocity profile, but
also maximum vorticity at the inflexion point. Examples of shear flows with inflexional
points can be found in boundary layers in adverse pressure gradients.
In flows which are not inflexional, e.g. plane Poiseuille flow, viscous effects are impor-
tant in causing the instability. Orr (1907) and Sommerfeld (1908) independently derived
the equation governing the linear stability of viscous parallel flows - the Orr-Sommerfeld
equation. The asymptotic solution of Heisenberg (1924) to the Orr-Sommerfeld equa-
tion showed that inviscidly stable flows can be unstable at large but finite Reynolds
numbers. Tollmien (1929, 1935) and Schlichting (1933) developed Heisenberg's theory
and estimated, for the Blasius boundary layer, a value for the critical Reynolds number
( the Reynolds number above which some infinitesimal disturbances grow) and obtained
the normal variation of the wave disturbances. These infinitesimal wave disturbances
are called Tollmien-Schlichting waves. Squire (1933) showed that the first wave to
become unstable as the Reynolds number was increased was always two-dimensional.
Consequently, two-dimensional perturbations had been extensively studied.
The experimental verification of the existence of the Tollmien-Schlichting waves was
first done by Schubauer & Skramstad (1948), who used the vibrating ribbon technique
in a low turbulence wind tunnel and showed that Tollmien-Schlichting waves were ex-
cited in a Blasius boundary layer. They experimentally determined that the stability
boundary and critical Reynolds number agree, on the whole, with linear stability theory.
This experiment demonstrated that Tollmien-Schlichting waves are indeed responsible
for the initial stages of laminar-turbulent transition in boundary layer flows. Gaster
(1974), among others, took into account the growth of the boundary layer, leading to
even better agreement between theory and experiment.
In contrast to the boundary layer flow, whose Reynolds number increases as a dis-
turbance is followed downstream because of the boundary growth, the plane Poiseuille
flow is an exact parallel flow and has constant Reynolds number everywhere in the
flow field. Orszag (1971) developed an accurate numerical method for solving the Orr-
Sommerfeld equation by expanding the eigenfunctions in Chebyshev series. For plane
Poiseuille flow, he showed, among other things, that the critical Reynolds number was
5772.22. Experiments by Nishioka, Iida & Ichikawa (1975) approximately confirmed the
numerical results. They studied the stability of plane Poiseuille flow using a channel
of rectangular cross section with an aspect ratio (the ratio of width to depth of the
channel) of 27 and very low background turbulence level (0.05 %) and showed that un-
der very carefully controlled conditions, small amplitude waves excited by a vibrating
ribbon became unstable at a Reynolds number of about 6000. They also demonstrated
that finite amplitude waves could grow at subcritical Reynolds numbers.
In order to understand the early stage of the laminar-turbulent transition following
the initial growth of the infinitesimal waves and to explain the subcritical instability ob-
served in certain parallel parallel flows, finite amplitude disturbances must be analyzed.
The nonlinear stability theory for finite amplitude disturbances was first considered by
Landau (1944). When the Reynolds number of the flow is in a small neighbourhood of
the critical Reynolds number, unstable waves are confined to a small band of wave num-
bers close to the most unstable wave. Since other waves are stable and decay relatively
fast, this most unstable wave will soon become dominant and will generate its harmonics
and cause distortions to the mean flow. Landau gave an equation ( Landau equation)
governing the growth of the amplitude of the dominant waves. A parameter in this
equation, called the Landau constant, determines the nonlinear stability characteristics
of the flow. Meksyn & Stuart (1951) and Stuart (1960) showed that plane Poiseuille
flow was subcritically unstable to finite amplitude disturbances, i.e. disturbance grows
when the disturbance amplitude exceeds a threshold and the Reynolds number is lower
than the critical value. They found that this instability occurs when the Reynolds
number exceeded about 2800 with a threshold of about 8%. Orszag & Kells (1978) nu-
merically solved the Navier-Stokes equations and found nonlinear instability first set in
at Reynolds number 2800. Rozhdestvensky & Simakin (1984) computed this Reynolds
number to be 2855.
Herbert (1977) computed the threshold amplitudes above which two-dimensional dis-
turbances grow for various subcritical Reynolds numbers ( Re < 5772). His results agree
qualitatively with the experimental data of Nishioka et al. (1975) at low disturbance
frequencies. At high frequencies, the computation showed that the threshold increases
monotonically with frequency. On the other hand, the experiment showed that, at high
frequencies, the threshold reached a local maximum before dropping rapidly on further
increase of the frequency. This may have been due to three-dimensional effects present
in the experiment.
1.2 Three-dimensional instabilities
Turbulence is a three-dimensional phenomenon. The investigations of flow instabil-
ity leading to turbulence have to include the study of the three-dimensional evolution
of the disturbances to laminar flows. Many three-dimensional instability mechanisms
have been analyzed over the years. Klebanoff, Tidstrom & Sargent (1962) experimen-
tally investigated the three-dimensionality of the boundary layer transitions using the
vibrating ribbon technique. Below the ribbon tapes were regularly placed to produce a
controlled spanwise variation. The resulting flow showed peak and valley patterns along
the wave crests. The lambda vortices that were found to form from the these struc-
tures quickly broke down to turbulence. Herbert (1983) investigated the instability
of plane Poiseuille flow to subharmonic and three-dimensional disturbances. He su-
perposed three-dimensional small disturbances on the periodic, finite amplitude waves
at subcritical Reynolds numbers and found that the peak and valley structures can
develop rapidly. Orszag & Patera (1980, 1981, 1983) analyzed subcritical transition
to turbulence and showed that two-dimensional primary finite amplitude waves were
exponentially unstable to three-dimensional linear secondary waves along the crest of
the primary waves. By effectively using "frozen" primary disturbances ( since neutral
solutions do not exist for the primary waves at about Re < 2800), they found that
secondary waves can grow above Re s 400. They also used numerical simulation to
study the growth of the secondary waves, allowing the primary waves to decay with
time, and showed that the "critical" Reynolds number of the secondary wave growth is
around 1000.
A different three-dimensional growth mechanism was analyzed by Gustavsson &
Hultgren (1980) and Gustavsson (1981) - resonant growths in plane Couette and plane
Poiseuille flows respectively. At subcritical Reynolds numbers, the resonance between
velocity and vorticity normal to the walls causes the disturbance to grow linearly for
some time before decaying at subcritical Reynolds numbers. At Re = 1000, Gustavsson
(1981) found that the resonant growth can last about 15 nondimensional time units in
plane Poiseuille flow (based on channel half-depth and centre-line velocity).
Since the Reynolds number is large in many fluid dynamic problems of interest, the
inviscid analysis may be used to approximate the evolution of perturbations in non-
inflexional flow fields for some time before viscous effect become important. Landahl
(1975) showed that a major part of the streamwise momentum was retained when a
fluid particle was displaced across the shear layer in an inviscid flow . He showed that
this "permenant scar" does not decay. Using piecewise linear profiles to approximate a
boundary layer, Gustavsson (1978) considered the development of a three-dimensional
initial perturbation. He found analytically that the solution could be identified as
consisting of two parts - one dispersive part which travelled at speeds according to
the dispersion relations and one advective part which travelled with the local velocity
of the unperturbed flow and did not decay, consistent with Landahl (1975). Landahl
(1980) showed that, subject to certain constraints, the perturbation energy following a
three-dimensional initial disturbance in an inviscid flow would grow and it had a lower
bound which grew linearly with time.
1.3 Localized disturbances and turbulent spots
In addition to the investigations focused on the global instabilities discussed above,
the response of a shear flow to local disturbances are also of interest because globally
uniform disturbances are unlikely to occur in reality. Gaster & Grant (1975) exper-
imentally investigated the formation and development of a wave packet in a laminar
boundary layer created by a pulsed disturbance at a point on the boundary. Their ex-
perimental results were compared with the theoretical model of Gaster (1975), in which
the wave packet resulting from a pulsed disturbance was modeled as a superposition of
solutions to the Orr-Sommerfeld equation, and good agreement was found. From these
results, one concludes that linear theory will predict that a linear wave packet in a shear
flow will grow only at supercritical Reynolds numbers so that such a calculation would
not be able to explain the observed growth of turbulent spots at subcritical Reynolds
numbers in plane Poiseuille flow.
Henningson (1988) used the approach of Gustavsson (1978) to analyze the time evo-
lution of a small localized disturbance in an inviscid plane channel flow with a piecewise
linear profile to approximate the parabolic velocity profile of plane Poiseuille flow. He
showed that the velocity component normal to the walls is largely dispersive and de-
caying, and that the velocity components parallel to the walls are dominated by the
advective part and do not decay, due to the "permanent scar" effect (Landahl, 1975).
Breuer & Haritonidis (1990) studied the evolution of localized, weak disturbances in a
laminar boundary layer both theoretically and experimentally. Their calculations based
on linear inviscid theory showed that the advective part of the solution took the form
of an inclined, elongating shear layer and did not decay. The amplitude of the ad-
vective part of the solution exceeds by far that of the dispersive part. These findings
were confirmed by their experiments for some distance downstream before the viscous
effect caused the advective part to decay. The corresponding evolution of strong dis-
turbances were analyzed by Breuer & Landahl (1990). They solved the Navier-Stokes
equations with the localized initial disturbance located at Re = 950 (based on displace-
ment thickness). They found that the dispersive part of the solution evolved according to
Tollmien-Schlichting instability theory and the advective part grew much more rapidly
than the dispersive part, giving rise to two distinct nonlinear effects which, respectively,
produced streamwise low speed streaks and caused secondary instabilities on the vertical
shear layer formed as a result of spanwise stretching of the mean vorticity.
The appearance of turbulent spots in the surrounding laminar flows is a localized
mechanism by which the laminar turbulent transition can occur. Emmons (1951) ex-
amined a thin layer of water running down an inclined plane and observed localized
regions of turbulence - the turbulent spots. Subsequently, turbulent spots are found
in other flows such as boundary layer and plane Poiseuille flows. Wygnanski, Sokolov
& Friedman (1976) studied the growth of turbulent spots in a Blasius boundary layer
and found that the rate of spreading of the spot is very nearly independent of Reynolds
number. Wygnanski, Haritonidis & Kaplan (1979) measured the laminar flow outside
such a turbulent spot and found wave packets consisting of Tollmien-Schlichting waves
trailing the spot and concluded that the breakdown of the these waves to turbulence
caused the enlargement of the spot. Gad-el-Hak, Blackwelder & Riley (1981) showed
that "growth by destabilization" was responsible for the spreading of the spot, i.e. the
flow field outside the turbulent spot was destabilized.
Carlson, Widnall & Peeters (1982) were the first to present a flow visualization study
of the growth of turbulent spots in plane Poiseuille flow using a water channel of width-
to-depth ratio of 133 and observed that both natural and artificially-triggered turbulent
spots could grow at Reynolds numbers as low as 1000. They obtained photographs of
the turbulent spots showing strong oblique waves in the laminar flow surrounding the
spot. The spot expands into the flow with a spreading half-angle of about 8 degrees.
The front of the spot travelled with a speed of about 2/3 the centerline velocity and
rear at about 1/3. After growing to a size of some 35 times the channel half-depth at
a downstream distance of about 130 from the trigger, the spot began to split into two
spots, accompanied by strong wave activity. They suggested that wave propagation
and breakdown play a crucial role in transition to turbulence in a plane Poiseuille flow.
Bullister & Orszag (1983) numerically simulated the turbulent spot in plane Poiseuille
flow at Re = 6000 with a computational box of 20 x 5 x 2 in the streamwsie, spanwise
and normal directions respectively. A turbulent spot was generated by using a localized
force to drive a jet of fluid vertically, then allowing the disturbance to develop. However,
since the Reynolds number used was above the critical value predicted by linear stability
theory, the simulation does not offer an explanation to the transition phenomenon at
subcritical Reynolds numbers in plane Poiseuille flow. Their computational box had a
spanwise dimension of the same order as the wavelength of the experimentally observed
waves outside the turbulent spot, hence it was too small to show the observed turbulent
spot features which is, at least, ten times larger in spatial extent. A flow visualization
experiment of turbulent spots in plane Poiseuille flow was done by Alavyoon, Henningson
& Alfredsson (1986) in the Reynolds number range 1100 to 2200, waves were observed
outside the turbulent spot. The spreading half-angle varied approximately linearly from
6 to 12 degrees in this Reynolds number range (smaller than that observed by Carlson et
al., 1982). The speeds of propagation of the front and rear of the spot were, respectively,
larger than those found by Carlson et al. Splitting of spots occurred only at low Re.
Henningson & Alfredsson (1987) experimentally investigated the wave packets generated
by the turbulent spot in plane Poiseuille flow by hot film anemometry. They found
that the streamwise velocity disturbance associated with the waves was anti-symmetric
with respect to the channel centre-line, and showed that the wave packet consisted of
the locally, least-stable Tollmien-Schlichting modes. A symmetric disturbance in the
spanwise velocity was found directed towards the spot downstream of the spot and
away from the spot upstream, indicating a blockage effect, consistent with the idea
of Widnall (1984). They also did a linear stability analysis of the modified velocity
profiles measured in the experiment and found, by considering the eigenvalues of the
Orr-Sommerfeld equation, that the modified flow field was slightly unstable. A full
Navier-Stokes simulation was carried out by Henningson, Spalart and Kim (1987) for
both the plane Poiseuille flow and flat plate boundary layer flow. They found that, at
Re = 1500, the spot travelled with a speed of 0.8 at the front and 0.54 at the rear, and
the side of the spot expanded into the surrounding laminar flow at a speed of 0.12. This
is in agreement with the flow visualization results of Alavyoon et al. (1986), but has,
respectively, larger streamwise and lower spanwise spreading rates than those found by
Carlson et al. The "wing-tip" region consists of large amplitude waves. The simulation
results were further analyzed by Henningson (1989). He studied two possible ways in
which waves around the turbulent spot can grow and break down -the exponential wave
growth as a result of the "cross-flow" instability due to the highly inflexional spanwise
velocity profiles and the wave energy focusing mechanism analyzed by Landahl (1972).
He found that the exponential growth is dominant throughout most of the regions
where waves were found, although both exponential growth and wave energy focusing
are present close to the edge of the turbulent spot. The turbulent characteristics inside a
turbulent spot in a plane Poiseuille flow were analyzed by Henningson and Kim (1990).
They found that the mean and r.m.s fluctuations as well as the internal shear-layer
structures in a turbulent spot are similar to those in a fully turbulent channel flow. The
shear-layer structures in the wave regions outside the spot show similarities to those in
the secondary instability of two-dimensional Tollmien-Schlichting waves.
In exploring the findings of Carlson et al. (1982), Widnall (1984) raised the following
questions. First, how is the turbulent spot able to grow in a stable viscous background
where all linear and weakly nonlinear free waves decay? Second, how and why are the
waves generated? Is there a preferred wavelength? Finally, what role do the waves
play in the growth of the localized turbulence? Widnall proposed that the turbulent
spot acts as a region of disturbance which generates waves in a manner similar to
that of a ship moving on a free surface and forces the oblique waves to amplitudes
such that they become unstable to three-dimensional secondary disturbances. These
instabilities break down further into small-scale turbulence which increases the size of
the region of disturbance and the cyclical process continues. A mathematical model
was constructed which modelled the region of disturbance as a steady travelling delta-
function, leading to a non-homogeneous Orr-Sommerfeld equation. Unlike the solution
of a pulsed disturbance in a subcritical shear flow which would decay downstream at the
Reynolds number considered (Re = 1000), a solution forced by a travelling disturbance
will retain its form. A far-field solution was obtained using the method of stationary
phase which showed qualitative agreement with the experiment of Carlson et al. (1982).
Further work along this line was done by Li & Widnall (1989). They modelled the
turbulent spot as a region of increased Reynolds stress and used it as a forcing term in
the linearized Navier-Stokes equations to solve for the wave field so generated. They
found that the waves around the disturbance had approximately the same wavelength as
those found in experiments (Carlson et al., 1982 and Henningson et al., 1987). When the
forcing was antisymmetric ( resulting in antisymmetric perturbations to the streamwise
velocity about the channel centre-plane), a wave packet is generated. Whereas, when
the forcing was symmetric, no obvious wave crests could be seen and the effect of the
forcing was simply to distort the velocity profiles of a plane Poiseuille flow. The forcing
was made to travel at different speeds and it was found that the most effective wave
generation was achieved when the forcing travelled at about 0.4 of the channel centre-
plane velocity at Re = 1000. Since this velocity (0.4) was approximately the phase speed
of the least damped Tollmien-Schlichting mode, they suggested that the most effective
wave generation was due to near-resonance of the forcing with the Tollmien-Schlichting
mode.
1.4 Motivation for the present study
A turbulent spot in a boundary-layer eventually travels into regions where the
Reynolds number is above critical, and the linear instability helps its growth. It is
quit another story for a plane Poiseuille flow where the Reynolds number is constant,
subcritical growth of a turbulent spot is certainly not a consequence of the linear in-
stability of the parabolic velocity profiles. The secondary instability theory can not be
applied directly to explain the breakdown of the waves at Reynolds numbers of about
1000 since neutral primary waves with finite amplitudes do not exist at these Reynolds
numbers. The numerical solution of Orszag et al. (1983) showed that secondary insta-
bility could grow on decaying finite amplitude primary waves at about Re > 1000, but
the rate of growth was small since Re e 1000 was the boundary between growing and
decaying secondary waves. The resonance-growth mechanism ( Gustavsson, 1981) indi-
cates that the streamwise and spanwise velocity perturbations could grow for some time
at Re = 1000, but the normal velocity should decay. Therefore, it alone does not explain
the observed strong waves in the normal velocity. Likewise, other theories discussed in
the last section which predict growth only in the streamwise and spanwise velocities
cannot alone explain the growth of strong waves in the normal velocity around a tur-
bulent spot in plane Poiseuille flow. The "cross-flow" instability mechanism in regions
of modified flow field outside the spot analyzed by Henningson (1989) is responsible for
the wave growth outside of the turbulent spot.
Some important differences in the known experiments of plane Poiseuille flow spot
should also be noted. Flow visualizations of artificially triggered turbulent spots by
Carlson et al. (1982) and by Alavyoon et al.(1987) and experiment of Henningson et al.
(1987) all showed the presence of waves with approximately the same wavelengths, phase
speeds at later stages of the spot development. However, photographs of turbulent spots
taken by Carlson et al. (1982) showed strong oblique waves all around a turbulent spot
in the early stages of the spot development, whereas those by Alavyoon et al. (1987)
showed strong wave activities mainly near the "wing tips". The numerical simulation of
Henningson et al. (1987) showed that the waves outside the turbulent spot look much
like those in Alavyoon et al. (1987). In Carlson et al. (1982), the spots with strong waves
all around were early stage spots photographed at distances of 32, 50 and 64 downstream
of the trigger. In Alavyoon et al. (1987), the spot was photographed at distances of
above 100 downstream of the trigger. In the later stages of the spot development (i.e. at
downstream distances of above 100 from the trigger), the results of Carlson et al. (1982)
and Alavyoon et al. look very similar - strong wave activity near the destabilized "wing
tip" regions, where the spanwise velocity profiles are highly inflexional. Following the
asymmetric triggering of the turbulent spot in an experiment, e.g. by the injection of
a small amount of fluid into the flow from a hole on one of the walls of the channel,
the turbulent spot wound take some time to become symmetric across the channel in
a statistical sense (i.e. the ensemble averaged streamwise and spanwise velocities are
symmetric across the channel). This asymmetry may well generate forced waves in the
same manner as does a ship moving on a free surface (see Widnall, 1984 and Li &
Widnall, 1989). Further downstream, the spot becomes statistically symmetric. The
linear analysis of Li & Widnall (1989) showed that a modelled symmetric spot does
not produce waves of wavelengths comparable to those of the experimentally observed
waves, but rather has the effect of distorting the flow around it. Therefore, the waves in
the regions outside a well-developed turbulent spot cannot be forced waves, they must
arise from the instability of the modified flow field (Henningson, 1989).
We now list the major known facts about a turbulent spot in a plane Poiseuille flow:
* A turbulent spot in a plane Poiseuille flow can grow at Reynolds numbers of
about 1000, much lower than the critical Reynolds number predicted by linear
theory and nonlinear theory. Hence, a plane Poiseuille flow can undergo transition
subcritically (Carlson et al., 1982, and Alavyoon et al., 1986)
* The spot travels downstream and grows in size. The front of the spot travels at
about 80 % of the channel centre-line velocity and rear at about 54 % at Re = 1500.
The rate of spreading increases as Reynolds number increases (Henningson et al.,
1987). The lateral spreading of the spot increases approximately linearly with
Reynolds number (Alavyoon et al., 1986)
* The presence of a turbulent spot in a plane Poiseuille flow modifies the surrounding
laminar flow to create instabilities. The regions outside the turbulent spot where
the distorted mean velocity profiles are highly inflexional (i.e unstable), as a result
of the presence of the spot (Henningson, 1989).
* Waves which consist of locally unstable Tollmien-Schlichting modes are found in
these unstable regions. (Henningson et al., 1987). The exponential growth of
these waves and their breakdown are mainly responsible for the spreading of the
turbulent spot although the wave energy focusing is also important close to the
edge of the spot and the subsequent breakdown of these waves show characteristics
of the secondary instability (Henningson et al., 1989).
* The wave field outside an asymmetrically triggered spot in experiments looks
different in early stages from later stages of its development. In the early stage
waves are found all around the spot, whereas in later stages they are found only
near the front of the spot (compare Carlson et al., 1982 and Henningson et al.,
1987). Wavenumbers (non-dimensionalizd with the channel half-depth) of typical
waves are just under 2.0 (Henningson, 1989).
* The statistical characteristics of the turbulence inside the spot are similar to those
of the fully developed turbulence in a channel (Henningson et al., 1989).
The mechanism of the growth of the turbulent spot in plane Poiseuille flow is sum-
marized in Figure 1.1: (1) The turbulent spot acts as a partial blockage and modifies
surrounding laminar mean flow. (2) The modified laminar mean flow is unstable to
small perturbations, resulting in wave growth. (3) The waves grow to large enough
amplitudes and become susceptable to secondary instability. They break down to tur-
bulence and hence enlarge the spot. (4) The laminar mean flow is not modified by the
spot alone. The finite amplitude waves could also modify the mean flow before the
waves break down.
In this thesis, the turbulent spot in Figure 1.1 is replaced by a simple model. Ef-
fects (1) and (2), i.e. mean flow modifcations by the model and linear wave growth,
are analyzed in some detail. Effect (3) is examined for finite amplitude wave growth.
Secondary instability and wave breakdown are are outside the scope of this thesis.
Some questions can still be raised about the transition in plane Poiseuille flow via
turbulent spots:
* What is the nature of the destabilized regions outside a spot? In other words,
can the modified velocity profiles in these regions be best represented by a few
eigenmodes of some fundamental fluid dynamics equations?
* If so, which modes are most responsible of the destabilization of the flow field?
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Figure 1.1: Schematic diagram of the turbulent spot growth cycle
* Why does the turbulent spot travel downstream at a speed lower than the channel
centre-line speed?
* Why is the appearance of the wave field different in early and later stages of the
development of the spot? Can the nature and origins of these different waves be
identified?
Analyses designed to answer the above questions forms the basis of this thesis.
1.5 Organization of this thesis
Chapter 2 discusses the assumptions about the Reynolds stress, and the modelling
of the turbulent spot.
WAVES
LAMINAR MEAN
FLOW
I I
Chapter 3 introduces the numerical method used in this thesis to solve the incom-
pressible Navier-Stokes equations in a channel.
Chapter 4 shows the results for the large scale flow field modifications by the mod-
elled spot, i.e. Effect (1) shown in Figure 1.1.
Chapter 5 shows the decomposition of these modifications into the normal vorticity
modes.
Chapter 6 discusses how linear waves behave in the unmodified flow and how the
modification of the flow field drastically changes the stability properties of the linear
waves, i.e Effect (2).
Chapter 7 demonstrates how finite amplitude wave behave in the unmodified and
modified flows, i.e. Effects (3) and (4).
Chapter 8 is a summary of this thesis.
Chapter 2
Formulation
In this chapter, the geometry of the channel, the orientation of the axes, the gov-
erning equations and the model for the turbulent spot are presented.
2.1 The geometry and the orientation of axis system
Plane Poiseuille flow is a flow between two parallel plates of infinite extent separated
at a distance of 2h and driven by a constant, unidirectional pressure gradient. The flow
is parallel to the walls and has a parabolic velocity profile in the steady state. The
z-axis is in the direction of the flow. The z- axis is perpendicular to the walls. The
direction normal the z - z-plane is the y-direction which is parallel to the walls and
normal the flow direction. Three axes in these directions form a right-handed coordinate
system. This system of axes are allowed to travel with specified constant speeds in the
z-direction to facilitate the computation and the presentation of results. The z, y and
z-directions are also called the streamwise, spanwise and normal directions, respectively.
The velocity components in these three directions are u, v and w, respectively. Figure 2.1
shows the geometry of the channel and the axes described above.
Z, W
Normal
Figure 2.1: The geometry of the channel and the axis system
e
2.2 Governing equations
Viscous, incompressible flows such as flows in a channel are governed by the Navier-
Stokes equations. The velocity and pressure fields can be split into mean and random
fluctuating quantities. Taking an ensemble average of the Navier-Stokes equations, we
obtain a new set of equations - the Reynolds averaged Navier-Stokes equations. There
are additional terms in these averaged equations, the Reynolds stresses, representing
the "apparent" stresses due to turbulent fluctuations.
Before presenting the governing equations, we first non-dimensionalize the velocity
vector, pressure and Reynolds stresses by appropriate quantities. All components of
the velocity vector vi, - (u, v, w) in the z, y and z directions, respectively, are non-
dimensionalized with Uo, the channel centreline velocity of the unperturbed parallel
flow. The pressure and the Reynolds stresses are non-dimensionalized with pU02, p being
the density of the fluid. All length scales are non-dimensionalized with the channel half-
depth, h. The Reynolds number is,
Re = pUoh
where u is the viscosity of the fluid.
The non-dimensional Reynolds-averaged Navier-Stokes equations in rotational form
are as follows:
-U 1
-= x - Vn + oa- '+ , (2.1)at Re
V .V = 0, (2.2)
where & = V x Vi, H = p + '6. - V (the fluid density, p, has been absorbed into
the non-dimensional pressure). The vector F represents the nondimensional Reynolds
stress:
BU12 + ,+ aus s
au'w Bav'w' awB
19s B y + a +Bz J
The frame of reference is made to travel at a constant speed, c,, in the streamwise
direction. Thus, non-slip conditions at the walls give V "= c,i at z = 1 and z = -1 as
boundary conditions.
If the whole flow field is laminar, the Reynolds stress term given by (2.3) vanishes. If
part of the flow field is turbulent, e.g there is a turbulent spot present, (2.3) is non-zero
within the turbulent region, but vanishes elsewhere. We will use this fact to the model
the turbulent spot, i.e. to assume a simple form for (2.3).
2.3 Modelling the Reynolds stress
Our aim is to investigate the laminar flow field outside the turbulent spot, i.e the
wave field and the distortions to the mean velocity profiles caused by the presence of
the spot, but not the turbulence within the spot itself. This will guide the assumptions
and simplifications made in this section.
The system of equations (2.1) to (2.3) is not closed because there are more unknowns
than there are number of equations ( the Reynolds stress term (2.3) is considered un-
known). In order to complete the closure of the equations, we have to assume some
form for the Reynolds stresses in Equation (2.3).
2.3.1 Fully turbulent flow in a channel and the turbulent character-
istics within a turbulent spot
In order to model the turbulent region, we will review some known facts about fully
turbulent channel flows and the turbulence within a turbulent spot.
The averaged quantities in a fully turbulent channel flow are well known (see, for
example, Landahl & Mollo-Christensen, 1986). Since the averaged flow quantities are
independent of z and y, the only possible non-vanishing terms in Equation (2.3) are
the z-derivatives of u'w', v'w' and w'2 . If the second term were to be non-vanishing, it
is necessary that there be a spanwise mean shear. In a fully turbulent, uni-directional
channel flow, the required spanwise mean shear is absent and therefore v'w' vanishes.
Henningson & Kim (1990) examined the turbulence within the turbulent spot using
numerical simulation and found that the flow structures within a turbulent spot at
Re = 1500 bear a strong resemblance to those found in the fully turbulent channel
flows. They plotted the Reynolds shear stress u'w' with respect to z, showing the
maximum occurs at about z = +0.7. 1 They also evaluated the r.m.s. values of u'2, v'2
and w'2, showing that w'2 is much smaller than u' 2 and that it varies much less rapidly
across the channel than either u'2 or v'2 . This may suggest that we can model the
turbulent spot using the turbulent properties in fully turbulent flows and that 8aw2/az
can be neglected compared with u'w'l/8z.
2.3.2 Assumptions
Except for u'w' from the the simulation of Henningson et al. (1990), we do not
known very much about the Reynolds stresses in a turbulent spot at Reynolds numbers
of the order of 1000. However, they found that the turbulent structures within a spot
very much resemble those in a fully turbulent channel flow in which u'w' is dominant.
Hence we assume that this is also true in a spot. We can also base this assumption
on the experimental results of Carlson et al. (1982) and numerical simulation results of
Henningson et al.(1987), which showed that a well-developed turbulent spot typically
has a z - y length scale of about 20 times the channel half-depth. Therefore, the the
1In their convention, this stress is denoted iI-'
variations of the Reynolds stresses with respect to z and y are negligible compared to
those with respect to z. Thus, the terms with z and y derivatives in (2.3) will be set to
zero. This gives 8W, aAWI and a 2 as the only remaining terms to be considered.
The first term is non-zero everywhere inside the turbulent spot. The term v'w'
is non-zero since there is mean spanwise shear. However, since the spanwise shear is
small compared with the streamwise shear, we assume that v'w' is also negligible. The
amplitude of the w' fluctuations was shown to be an order of magnitude smaller than
that of u' near the walls, where turbulence is most intensive. Hence, the third term is
also assumed negligible.
The assumption about slowly varing Reynolds stresses with respect to x and y may
or may not be accurate at the sharply defined edge of the spot where turbulent flow
changes to laminar flow. Also the effect of neglecting w'2 is not clear. However, since we
are only interested in the development of waves outside the turbulent spot, we may use
these assumptions. The comparison of results based on this model with full numerical
simulations of Henningson et al. (1990) in the wave regions outside the turbulent spot
will judge the validity of these assumptions.
2.3.3 Modelling the turbulence within a turbulent spot
After these assumptions, the only non-vanishing term left in Equation (2.3) is, aU
Again since we are only interested in the flow field outside the turbulent spot, we will give
the remaining Reynolds stress term a simple form similar to that used by Li & Widnall
(1989). Since the rate at which the spot spreads is relatively small (see, for example,
Carlson et al., 1982), we assume the spreading of the turbulent spot is negligible and that
the modelled Reynolds stress is independent of time in a frame of reference travelling
with the spot.
Since the turbulent spot is localized, we assume that the Reynolds stress distribution
is Gaussian in z- and y-directions in the traveling frame, we have,
1 z2 + y2
Trz = -- w' - T f(z)ezp(- ,2  (2.4)
where f(z) represents the normal variation of the Reynolds stress and E is a measure of
the horizontal size of the modelled spot. Integrating Equation (2.4) over a fixed (z, y)-
plane, the total strength of the forcing in this plane is found to be 4rf'(z), independent
of E. In that sence, Equation (2.4) models the integrated strength of turbulence in the
spot.
The Reynolds stress appear in the form of its z-derivative in (2.3). Since the dis-
tribution of the Reynolds shear stress in z is odd, and so its z- derivative is even.
Experimetal results, e.g. Eckelmann (1974), and theoretical models, e.g. Haritonidis
(1989), of the z-variation of the Reynolds stress are available. However, we will use
a simple model that takes into account of the qualitative features of the z-variation
of the Reynolds stress. The assumed f'(z) should vanish at the walls and two interier
points (maximum stress). These requirements can be satisfied by the symmetric part
of the fourth order polynomial as given below:
df(z) = (ci(4z 2 - 1) + C2Z)(1 - Z), (2.5)
dz
where ci and c2 give the strength of, respectively, the symmetric and antisymmetric2
parts of the z-derivative of the Reynolds shear stress. In a well developed turbulent
spot C2 is zero since the turbulence inside the spot symmetrically fills the channel.
At very short distances downstream of the spot trigger position the turbulence is not
symmetric and non-vanishing c2 is needed.
From the Reynolds shear stress at Re = 1500 shown in Figure 3 of Henningson et
al. (1990), we deduced the maximum value of au'wl/az, which is about 0.01 in the
nondimensional units of the present work. Supposing we have a spot of area 20 in the
(z, y)-plane, we find that the integrated strength is 0.2. Equating this to the maximum
of ?rf'(z) with c2 = 0, we obtain Cl s 0.1. This is just a very rough estimation,
which gives the order of magnitude of cl. Calculations done in the course of the present
research show that, when cl = 0.1, the maximum spanwise velocity perturbation reaches
about 10 percent of the channel centre-plane velocity in agreement with the numerical
simulations of Henningson (1989).
The size of the forcing in a (x, y)-plane is proportional to E. Although a turbulent
spot grows as it travels downstream, its shape and the modified flow field around it
remain self-similar. Therefore, the size of the spot is unimportant in determining the
flow outside the spot. We choose E = 2 throughout this thesis unless otherwise stated
2 See next section for the definition of symmetry
(i.e. the modelled spot has roughly the size of the channel depth).
2.4 Symmetry
The assumed forcing term appears as the z-derivative of the Reynolds stress. If we
let C2 vanish and cl be non-zero in Equation (2.5), the forced streamwise and spanwise
velocities, u and v, will be symmetric with respect to the channel centre-plane, while
the normal velocity w will be antisymetric. On the other hand, if we let cl vanish and
c2 be non-zero, the reverse it true. In the present work, we adopt the convention that
the symmetry properties of the flow is the same as that of the streamwise velocity u,
i.e. when we say a flow is symmetric, u and v are symmetric, but w is antisymetric
and vice verse. In following chapters, the words "even" and "odd" are used to describe
the properties of certain eigenfunctions and are not to be confused with the symmetry
properties of the flow field.
Chapter 3
Numerical Methods
The Fourier-Chebyshev spectral method is used to solve the Reynolds averaged
Navier-Stokes Equations (2.1) to (2.5) and the time splitting scheme of Orszag & Kells
(1980) is implemented. The time-integration is done in three separate steps and the
nonlinear term, 2t x w, in (2.1) is evaluated using the pseudo-spectral method. This
chapter describes this method in some detail.
3.1 Chebyshev polynomial approximations
The Chebyshev polynomial of degree n, is the solution of the differential equation
z2~ + n2Tn = 0, (3.1)dz dz
where z E [-1, 1] c R and T,(z) e R. T,(z) is given by
Tn(cos 0) = cos nO, (3.2)
where 0 = cos- 1 z . Hence To(z) = 1, Ti(z) = z, T2 (z) = 2z 2 - 1, T3(z) = 4z 3 - 3z,
T4(z) = 8z 4 - 8z 2 + 1 and so on. These polynomials are orthogonal in the following
sense:
f_ Tn(z)Tn(z) dz en (3.3)
1 2 n, (3.3)
where eo = 2, en = 1 for n > 0.
A given complex function f(z) E C can be expressed as an infinite sum of Chebyshev
polynomials I
f(z) = C cnTn(z), (3.4)
n=O
where c, E C can be found by making use of the orthogonal relation (3.3).
If the function f(z) is known only at N + 1 discrete points, zi = cos f (j = 0, 1,
......, N), it can be expressed as a finite sum of Tn's
N N
fj= = c Tn (zi) = E cn cos -n (3.5)
n=O n=O N
where fj = f(zi), c' E C is, in general, not the same as cn and is given by
2 Nf rjn
c1 = f cos n (3.6)
n Nen, =0 ej N
Equations (3.5) and (3.6) can be evaluated using the Fast Fourier Transform tech-
nique (FFT).
'In general, f(z) must satisfy certain conditions, which will not be discussed here. The same holds
for Fourier transforms discussed later.
The first derivative of f(z) at the discrete points is given by
df "N( E d cos Nrj n (3.7)
n= o
where
d' = 0
d'N-_ = 2Nc'
and
endn = dn+2 + 2(n + 1)cn+1 , (3.8)
for 0 < n < N - 2, where eo = 2 and en = 1 for n > 0. Higher derivatives of f(z) can
be obtained by repeated application of Equation (3.8).
If the (k - 1)'th derivative of f(z) is continuous and the k'th derivative integrable,
the error in the approximation in (3.5) is asymptotically smaller than 1/Nk. Detailed
descriptions of the Chebyshev approximation can be in Gottieb & Orszag (1977).
3.2 Fourier series approximations
We now discuss the more familiar Fourier series approximations. A given periodic,
complex function g(x) E C of period L, can be expressed as
00
g(X) ane L (3.9)n=-oo
where x E (0, L) c R and Inversely
= g()e (3.10)
an = g(L)e - ' . (3.10)
If g(x) is known only at discrete points zi = Lj/N (j = 0, 1, ...... , N - 1), Equations
(3.9) and (3.10) become
N/2-1
gj = g(xi) = a'nei N , (3.11)
n=-N/2
N-1
an N= gie N. (3.12)
i=o
The error in (3.11) as a function of N is asymtotically smaller than 1/Nk if the func-
tion, g(z), has k - 1 continuous derivatives.(see Section 3 of Gottlieb & Orszag,1977).
Equation (3.11) and (3.12) can be evaluated using FFT technique. The periodic solu-
tions of the Navier-Stokes Equation analyzed by Orszag & Kells (1980) were represented
with accuracy by only a few terms in the Fourier series .
3.3 Spectral representation of flow variables
Let Q(x, y, z, t) be any flow variable (u, w,......). The Fourier-Chebyshev represen-
tation of Q is
1  f_"Q (, y, z, t) = 2 0 Q (a, , z, t)ei(az+~Y) daddp, (3.13)
Q(a, p, z, t) = Q (a, P, n, t)T,(z), (3.14)
n=O
where a and 8 are x- and y- components of the wave number vector and Tn(z) is the n'th
order Chebyshev polynomial. The hat quantities are in Fourier-physical space (a, f, z)
and the double hat quantities are in Fourier-Chebyshev space (a, P, n).
Fourier transforming Equation (2.4), we get the expression for the Reynolds stress
in the Fourier-space,
u-w' = -rf (z)exp[- ( ]. (3.15)
3.4 The time splitting scheme
In this section we briefly introduce the time splitting scheme used for the time
integration of Equations (2.1) and (2.2).2 The integration from time, t, to a later time,
t + St, is done in three steps. Starting from step, p, through two intermediate steps,
p + 1 and p + 2, the calculation is completed at the final step, p + 1.
The first step is done explicitly in Fourier-Physical space using the 2-step Adams-
Bashforth method. Only nonlinear convective terms are involued
v -v 3 -P 1 1
2 -G G (3.16)St 2 2
where G is the 2-dimensional Fourier transform of G = i~ x W + F given by (3.13). No
boundary conditions are applied at this step.
The second step is the implicit pressure correction step
i+  - j+• = - t IIP+ , (3.17)
2For more detailed description, the reader is referred to Orszag & Kells (1980)
vv a = 0. (3.18)
The boundary conditions applied at this step is the inviscid condition of no normal
flow through the walls
wn+2(s,y,+l)= 0. (3.19)
This is done in Fourier-Chebyshev space, so that (3.17), (3.18) and (3.19) become
, , (a, ,n)= u +(a,,n) - ia6st (a, P,n),
A p+
P+
2  p+I 2p+2(,+ , , n) 3(+ (a, #, n) -stlI (ca, fl, n),
+2 ) 2 p +2
iC a (c, f, n) + ip (a), (, n) + tW (a, I n) = 0,
(3.20)
(3.21)
(3.22)
(3.23)
(3.24)
(3.25)
"+ ( C, n) = 0,
n=O
-1n=O P+
n=o
(a,P,,n),= 0
Ap+ 3 A.
where +2 a +2 are the Fourier-Chebyshev Transforms of the ' and respec-
Equations (3.20) to (3.25) can be re-organized and an equation is obtained for ti of
the form,
--P+ -Ap+
2 2A ^p(-+Cn-2Wn-2+_ - (I + .,, ^  Cn+2W n+2 = fA, (3.26)
tively.
where the Cs are positive real numbers dependent on a, P and n, and f, is dependent
on variables at fractional step, p + ½, as well as a, f and n. This, together with
boundary conditions (3.24) and (3.25), form two systems of equations for odd and even
Chebyshev modes respectively. Total pressure HP and other velocity components can
be easily obtained.
The final step is the implicit viscous correction step:
- -+1 1 2Ii,
S- 2 V- 1, (3.27)St Re
V+l(x, y, -1) = ±, (3.28)
where V± is the velocity at walls respectively. This step is evaluated in Fourier-
Chebyshev space. Equation (3.27) can be written in the form of Equation (3.26).
The nonlinear term is obtained by evaluating the cross product, GP+l = v-P+l x P+1,
in physical space and then transformed into Fourier-Chebyshev space for use in the first
fractional step, Equation (3.16)
This scheme has global error of the order O(St 2) + O(-)
Chapter 4
Modifications of the Flow Field
A turbulent spot modifies its surrounding flow field. In the experiment of Henningson
& Alfredsson (1987), perturbations to the streamwise velocity are about 10 percent of
the unperturbed centre-plane velocity in the channel and highly inflexional spanwise
velocity profiles were also found around the turbulent spot.
This chapter examines the modifications of the mean flow created by a concentrated
disturbance of the kind described in Chapter 2. We will pay special attention to the
regions outside the modelled turbulent spot where the streamwise perturbation velocity
is positive. These regions appear in the contour plots in (z, y) plane as two sets of nearly
circular curves on either side of the modelled turbulent spot. As will be shown later,
these are responsible for the destabilization of plane Poiseuille flow.
4.1 General patterns of flow around the disturbance
We recall that, in Chapter 2, the turbulent spot is modelled as a steady Gaussian
distribution of Reynolds stress in a frame of reference travelling with speed c,. Constants
cl and c2 represent the strengths of its symmetric and antisymmetric distributions
in the normal (z) direction, respectively. The ensemble averaged turbulent spot is
symmetric with respect to the channel centre-plane in the sense that it creates symmetric
u-perturbations in the flow field. We shall now examine the response of the flow field to
symmetric forcing travelling with the speed c, = 0.8. We use 64 x 64 Fourier modes in
the z- and y- directions and 33 Chebyshev modes in the z- direction, respectively. The
computational domain is 40 x 30 in the (z, y) - plane. The coordinate system travels
with the modelled spot.
At time, t = 0, the symmetric forcing is switched on, and the flow is allowed to
develop. The forcing strength used is small, cl = 0.00001, in order that the perturbed
flow field is linear. The Reynolds number used is 1000. Figure 4.1 shows the contour
plots of the u-perturbation velocity at t = 10 in aframe of reference travelling at the
same speed as the forcing (c, = 0.8). Contour values of u-perturbation plotted start
from -0.000005, in increments of 0.000002. In the channel centre-plane, z = 0, the
perturbation is negative in the neighbourhood of the point, (z,y) = (0,0), where the
forcing is centered. In the plane = 0.556, a positive perturbation is seen around (0, 0).
This is an indication that the modelled Reynolds stress smears out the velocity gradients
in the z-direction by slowing down the fast flow in the centre-plane and speeding up the
slow flow closer to the walls.
At t = 30, there is one region of positive perturbation on each side of the modelled
spot, much like that found by Henningson (1989). The u-velocity field looks typically
like those shown in Figure 4.2, for time t = 30. The contour values plotted start at
-5 x 10- 5, with increments of 2 x 10- 5. These perturbation patterns are of relatively
large scale (10 to 20 times the channel half-depth).
Now we look at the effect of stronger symmetric forcing on the flow field. The
symmetric forcing strength is set at, cl = 0.05 (5000 time larger than the value used
in the linear case). The forcing speed is c, = 0.8, the same as in the linear case, and
Re = 1000. Figure 4.3 shows the contour plots of u-perturbation velocity in planes,
z = 0 and z = 0.556, at t = 30. The contour values start from -0.025, in increments
of 0.01. The comparison between Figure 4.2 and Figure 4.3 shows that the patterns
of the u-perturbation field are very similar in the two cases. The regions with positive
u-perturbation velocity on both sides of (z, y) = (0, 0) are clearly seen. At larger time,
t, the basic patterns shown in Figure 4.3 remains approximately the same, but the
perturbation velocity becomes larger.
The fact that strong forcing does not greatly alter the perturbation patterns is
an indication that a linear analysis may be employed to study flow field outside the
turbulent spot for moderately large t.
4.2 Flow fields forced at different speeds
A real turbulent spot grows in size as it travels downstream. The front of a spot
travels at approximately 0.75-0.85, and its rear travels at approximately 0.6-0.5, in a
range of Reynolds numbers, Re = 1000-3000 (see, Henningson et al. (1987)). In the
present formulation, the modelled turbulent spot can be made to travel at different
speeds c,. Four cases are presented: (i) c, = 0.95, (ii) c, = 0.8, (iii) c, = 0.7 and (iv)
c, = 0.6 with Re = 1000 and the symmetric forcing strength cl = 0.05 in all cases. The
coodinate system travels with the modelled spot with speed c, in respective cases.
We look at the flow patterns in two planes parallel to the channel walls - one is the
centre-plane (z = 0) and the other is a plane between the channel centre and the walls
(z = 0.556). We are interested mainly in two properties of the perturbation flow field
at different forcing speeds - (i) the amplitudes of u-perturbation velocities and (ii) the
positions at which the regions of positive u-perturbation velocity appear, since these
are the regions where the growth and breakdown of waves are found (see Henningson
et al (1987)).
Figure 4.4 shows the contour plots of the u-perturbation velocity at the channel
centre-plane, z = 0, at time, t = 45. The contour values plotted are ±0.005, ±0.015
and ±0.025 in each of the contour plots in Figure 4.4. The forcing is made to travel at
C, = 0.95, c, = 0.8, c, = 0.7 and c, = 0.6 in respective cases. The flow patterns
look similar in all four cases - a region of negative perturbation is found around
(z,y) = (0,0), where the modelled spot is located, because the increased Reynolds
stress slows down the flow. One region of positive perturbation is found away from
(z, y) = (0, 0) on each side. The positive perturbation amplitude is largest for c, = 0.95,
and is notably smaller for c, = 0.8, c, = 0.7 and c, = 0.6.
Thus, it is found that, in the channel centre-plane, z = 0, the amplitude of positive
u-perturbation velocity on each side of the modelled spot increases when the speed, c.,
of the forcing increases.
By inspection of Figure 4.4 (a), (b), (c) and (d), we find that the regions of positive
perturbations appear at different streamwise locations for different forcing speeds. At
time t = 45, they are located at roughly z = 0, z = 5, z = 7.5 and z = 12 for c, = 0.95,
c, = 0.8, c, = 0.7 and c, = 0.6, respectively. At some later time, these regions remain
roughly where they are for c, = 0.95, c, = 0.8 and c, = 0.7, but not for c, = 0.6. For
c, = 0.6, the region of positive perturbation actually travels downstream and moves
out of the computational domain, and, at the same time, the amplitude decays. This
may be best explained with the ship-wave analogy. When a ship moves steadily on
the water-surface, the only wave modes that can keep up with the ship and appear
steady in the co-ordinate system fixed to the ship are those whose phase velocities in
the direction of the ship motion are equal to the velocity of the ship. It is a little
more complicated in the present case of the modelled steady "spot". The perturbations
created by the spot will eventually settle to a steady state (at least in the linear case)
since the "spot" is assumed to be constant with respect to time. If we assume that the
perturbations consist of some free modes yet to be specified, then the only modes that
can be found around the "spot" in steady state are those with the phase speed equal to
the speed of the "spot" c,. There is also an additional effect in the case of the steady
"spot". If the free modes making up the velocity perturbations have complex dispersion
relations, the least damped modes (assumming all free modes are damped) will attain
large amplitudes following the initial excitation by the "spot". If these modes have
phase speeds much larger than c,, they will travel out of the "zone of influence" of the
"spot". The fact that, at c, = 0.6, the regions of positive perturbations evetually move
away from the "spot" is an indication that these regions are associated with some fast
free modes.
We now look at the plane, z = 0.556, between the channel centre and the walls. The
amplitude of the perturbation is smallest for c, = 0.95 and larger for c, = 0.8, c, = 0.7
and c, = 0.6. Therefore, if the forcing is slow moving, the amplitude of the positive
perturbation is large, in contrast to what happens in the channel centre-plane (z = 0).
The regions of positive perturbations appear roughly at streamwise positions z = -3,
z = 0, z = 3 and z = 4 for c, = 0.95, c, = 0.8, c, = 0.7 and c, = 0.6 respectively. These
regions remain roughly where they are for c, = 0.8 and c, = 0.6 at some later time, but
are left behind and decay for c, = 0.95. This is again in contrast to what happens in
the channel centre-plane. This indicates that the regions of positive perturbations are
associated with some slow free modes. When it is slow moving, the forcing continuously
causes these slow modes to grow, whereas when it is fast moving, it leaves these modes
behind to decay.
The differences in speeds and locations of the modified flow regions in the planes
z = 0 and z = 0.556 suggest that the perturbation to the mean flow consists of two types
of modes - (i) a fast type that has maximum amplitudes at the channel centre-plane
and (ii) a slower type that has maximum amplitudes near the walls.
We can also look at the distribution of spanwise velocity, v, across the channel depth
in the regions of positive u-perturbation ( Figure 4.6). We chose a spanwise position,
y = 4.22, which approximately corresponds to the y-position of the region of maximum
positive streamwise perturbation, and plot the spanwise velocity v as a function of z
at 5 different streamwise positions (z = 0, x = 1.25, z = 2.5, z = 3.75 and z = 5), at
t = 35. Highly inflexional profiles can be seen. The profiles with large amplitudes near
the centre-plane, z = 0, for c, = 0.8 shown in Figure 4.6 (a) very much resemble those
obtained by Henningson et al. (1987) and Henningson (1989). The profiles for c, = 0.6
(Figure 4.6 (b)) resemble those for c, = 0.8 near the walls, but lack the large amplitudes
near the centre. For even slower forcing speed, the spanwise velocity profiles remain
inflexional near the walls, but all have smaller amplitudes near the centre-plane, z = 0.
The numerical results for the cross channel profiles of the streamwise velocity do not
show noticable inflexion.
Having examined the perturbation patterns in the two (z, y) -planes , z = 0 and
z = 0.556, we may conclude the following:
* The perturbations found by using a modelled turbulent spot show similar features
to existing experiments and numerical simulations. On either side of the modelled
spot, there is a region of positive u-perturbation.
* The spanwise velocity profiles are inflexional.
* The regions of positive u-perturbations on each side of a turbulent spot may consist
of several kinds of free modes - some fast-moving modes and some slow moving
modes
* The amplitudes of the fast-moving modes are largest near the centre of the channel
(z = 0).
* The amplitudes of the slow-moving modes are largest away from the centre of the
channel (z $ 0)
In order to check the effect of increasing Reynolds number on the flow field, another
case is run with Re = 2000, c, = 0.7, and cl = 0.05. The flow patterns are the same
as those for Re = 1000. In fact, no noticeable difference can be shown in the contour
plots of streamwise perturbation velocities. Even at, t = 60, the differences are small.
The insensitivity of the flow field to increasing the Reynolds number may be due to the
fact that the perturbations are of such large scale that viscosity plays a relatively small
role even at Reynolds numbers of the order 1000.
In the next chapter we will analyze the linear modes which contribute to the velocity
perturbations by considering the eigenfunctions of the normal vorticity equation.
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Chapter 5
Origins of the modified flow field
In this capter, we will discuss the eigenfunction decompositions of the streamwise
and spanwise velocities. We will not attempt to find all the eigenmodes to describe
the flow field modifications exactly, but rather to analyze the first few eigenmodes that
contribute the most to the flow field modifications.
5.1 Eigenvalue problem of the normal vorticity equation
If we linearize the Reynolds averaged Navier-Stokes equations (2.1) around the un-
perturbed plane Poiseuille flow U(z) = 1 - z2 , the following equations are obtained by
eliminating the presure p from the momentum equations:
a a 1( ) d2 UB w 8 3 u'wa V2 w + Ua (V2W) _ I V 
_ a '  (5.1)
at 4z Re dz2 aX azaz2'
+ U(z) i2 W = U'(z) + ay (5.2)a z a Re By Byaz
where w3 = - is the normal component of vorticity and ulw is the only Reynolds
stress term retained. The boundary conditions are
w(, y, , t) = (s, y, ±1, t) = 0, (5.3)
ws(z, y,-I1) = 0. (5.4)
These equations completely describe the linear perturbation flow field. The second
equation is the normal vorticity equation which governs the perturbations in the zy-
plane. We will discuss the eigenfunctions of Equation (5.2) with zero right hand side
and later use these functions to express the u and v velocity perturbations.
We use the normal mode analysis in (5.2) by letting 03 = P(z) exp[i(az + By - act)]
and set the right hand side of (5.2) to zero to obtain the following eigenvalue problem:
(D2 - k2) - iacRe(U - c)l = 0, (5.5)
4(l1) = 0, (5.6)
where k2 = Q2 + •2, a and P are real wave numbers, D = d/dz and c is the complex
eigenvalue. Equation (5.5) with boundary conditions (5.6) for plane Poiseuille flow
was analyzed by Gustavsson (1981). Since solutions to this equation are important in
understanding the modifications of the flow field, we will analyze it in some detail.
Following Davey & Reid (1977), we multiply Equation (5.5) by V*, the complex
conjugate of 4', integrate with respect to z from z = -1 to z = 1 and normalize the
solution so that f 1 I 1 12 dz = 1. We obtain the following,
c = c, + ic = U I 12 dz- ( I D 2 dz + k). (5.7)
_1 -Re --
Hence, we find the U,i, < cr < U,,a and c, < 0. In plane Poiseuille flow with
U(z) = 1 - z 2, we have, 0 < c, < 1.
Equation (5.5) is a regular ordinary differential equation, therefore its solutions are
entire functions of not only z, but also of the parameters a, P and Re. For convenience,
we make the following transformations
R = -iRe, (5.8)
k2 k2
c'= c -k = c + k2 , (5.9)iatRe aR$
A = -aRc'. (5.10)
Equation (5.5) becomes
D2' + (aRU(z) + A)4 = 0. (5.11)
Since / is absorbed into A, Equation (5.11) shows that the eigenfunction, #, is
independent of P.
Suppose R is real (i.e, we have an imaginary Reynolds number), Equation (5.11)
subject to boundary conditions (5.6) is a Sturm-Liouville boundary value problem. We
state the following mathematical theorem useful for the purpose of this section. (For
proof see Hartman (1982), page 337).
Theorem I:
There exist a countable set of real numbers Ao < A1 < .... < An.... such that,
(i) Equation (5.11) subject to boundary conditions (5.6) has a nontrivial solution if
and only if A = A. for some n;
(ii) If A = An, the corresponding nontrivial solution, ,n(z), is unique up to a
multiplicative constant, and en(z) has exactly n zeros on the open interval (-1,1).
(iii) If n Z m then
- , 4n,,dz = 0;
(iv) If A $ An there exist a unique solution, O(z) to the following equation
D2¶ + (acRU(z) + A)tk = h(z)
with boundary condition 0(+1) = 0;
(v) If A = An, then the above equation has a solution if and only if
Sn(z)h(z)dz = 0
(vi) 0o(z), l(),...., , (z), .... form a complete orthonormal basis for functions that
are square-integrable in the close interval [-1,1].
The eigenvalues and eigenfunctions are entire functions of the parameter, R, there-
fore, Theorem I can be generalized to include complex R. The statements about the
ordering of the eigenvalues and the zeros of the eigenfunctions would have to be modified
since the An's and In's are now complex numbers and functions, respectively.
Let us now find An and the corresponding ,n(z) when n is large. We expand 4n(z)
and An in powers of 1/A', where A' is some large number approximately equal to An, so
that we have
Pn(Z) = -(o)(z) + 1 (1)() + O( ), (5.12)
X, = A' + + O(,), (5.13)
where 1/A' < - < A'. By substituting Equations (5.12) and (5.13) into Equation (5.11)
and balance the terms, we get,
D20(0) + A'qS( ) = 0, (5.14)
with boundary conditions 0(o)(±l) = 0 and
D2 +(1)  A'(k) = -A'(aRU(z) + E)(0o), (5.15)
with boundary conditions (1))(±1) = 0.
We only deal with solutions that are even about z = 0 (odd solutions can be obtained
in similar ways). The solution to Equation (5.14) is 0(o) = cos((A')2z), with A' =
7r2 n2/4 (n = 1, 3, 5, ....) in order that the boundary conditions are satisfied. A first
approximation to An is thus found. n must be large for the solution to be asymptotically
valid.
We proceed to find An to the next order. We observe that the A' on the left hand
side of Equation (5.15) is an eigenvalue of the corresponding homogeneous equation,
therefore, the solvability condition in Theorem I (iv) requires
(•( RU(z) + 6)(( 0o))2dz = 011-
We know that q(O)(z) = cos((A') z). Integration by parts of the above expression gives
(aR(1 - z2) + -)dz + ( 0 ) = 0.
Hence we obtain 7 = -eaR + O(h). Combining the first and second approximations
to the large eigenvalues and using Equations (5.8), (5.9) and (5.10), we obtain the n'th
eigenvalue of Equation (5.5)
2 . 2 n 2 + 4k2  1
c 2 x2n 2 + 4 + 0( ), (5.16)3 4aRe n2
where n is odd. The eigenfunctions obtained this way have the correct oscillating
behaviour, but the phase angles are incorrect. This is due to the fact that the phase
difference between the real and the imaginary parts of the eigenfunctions is small for
large A'.
For small n's, Equation (5.16) is not valid. Numerical methods must be used to
find the small eigenvalues. The Tau-spectral-integration method is used to solve the
eigenvalue problem associated with Equation (5.5).
Figure 5.1 show the eigenvalues, c, in the complex c-plane for Re = 1000, a = 0.3
and P = 0. The eigenfunction for P3 0 is the same provided a is fixed as explained
earlier. The symbols s and a indicate even and odd mode respectively. We can see
that eigenvalues with large imaginary parts lie on a line c,7 = as shown in Equation
(5.16). We analyze only the even modes. Modes sl is a fast mode and Mode 82
(indistinguishable from a2 1) is slow, while Mode s3 is somewhere in between. The
1The solution is not degenerate since two eigenfunctions are found for this eigenvalue - one is even
and the other is odd
eigenmodes alternate from even to odd down the line cr = 2/3. Figure 5.2 show the
eigenfunctions of these three modes over half the channel from z = 0 to z = 1. The
eigenvalues are functions of parameters aRe and k2 = a2 + P-2, and the eigenfunctions
are functions of the parameter aRe only (see Gustavsson, 1981). We choose to show
these three modes at a = 0.3 just to demonstrate the qualitative properties of these
eigenfunctions.
* Mode sl has eigenvalue c = 0.959 - i0.041. The eigenfunction of Mode sl has
maximum modulus at the centre-line of the channel and monotonically decreases
as z increases.
* Mode s2 has eigenvalue c = 0.460 - i0.238. The eigenfunction of Mode s2 has
maximum modulus near the wall, its real and imaginary parts oscillate as z in-
creases.
* Mode s3 has eigenvalue c = 0.796 - i0.203. The modulus of the eigenfunction has
its maximum between the channel centre, z = 0, and the wall, z = 1. and its real
and imaginary parts cross 0 once in interval (0, 1).
For wavenumbers different from a = 0.3, the eigenvalue spectrum is similar to
Figure 5.1. As a is reduced, the positions of Modes sl, al, s3 and a3 move down along
the line joining these modes, while modes s2 and a2 move toward their lower right. If
a is increased, the opposite occurs.
5.2 Eigenmodes contributing to flow field modifications
We linearize the Navier-Stokes equations about the unperturbed plane Poiseuille flow
and let u, v, w and p be the perturbation quantities. We write the Fourier-transformed
linearized equations in the following form to facilitate the analysis:
(D' - k2)2) + ii[U(D - k2) ]- d] - I(D2 - k2)2  = iM (5.17)at dz2  Re 8z2
2p 2= WdU 8u'w'D - k  = -2ia -ia a ' (5.18)dz 8z
a8 1 2dU au'w'
-+ iaUi - (D2 - k2)U = -ic W - - (5.19)
at Re dz az '
a8 1S+ iaU^ - (D2 - k')0 = -ivf, (5.20)t Re
where D = a/az and 0 is the Fourier transform of u, etc. The left hand side differential
operators in Equations (5.19) and (5.20) are the same as that of the normal vorticity
equation (5.2) in Fourier-space. This fact enables us to express solutions to f and 0 in
terms of the eigenfunctions of the normal vorticity equation.
The boundary conditions at the walls become:
u (C,, 1,+ ,t) = 0(a,P, ±1,t) = Wi%(a, , 1, t) = 0, (5.21)
(a, f, f1, t) = 0, (5.22)
a, 1 a2 (cD(,,fl1, t)S(a,, , , t) = 2  (5.23)
z Re z2
We note that Equations (5.17) and (5.18) are uncoupled with Equations (5.19) and
(5.20). Therefore, we can first solve for wt and p before using the solutions as known
driving terms on the right hand side of Equations (5.19) and (5.20).
In Equation (5.18), the differential operator, D2 - kI, is independent of time and
the right hand side has two parts - (i) a time-dependent part -2iactrU'(z) and (ii) a
time-independent part -ia8a(u•I)/az. Because of linearity we can write i as the sum of
pi and ^2 which represent time-independent and time-dependent solutions respectively:
P =1 +P2. (5.24)
The boundary conditions on p1 and P2 are, respectively,
-0 (a,), l,t) = 0, (5.25)
aP2  1 t I8 2t(a,8f,±1,t)(a, , fl1, t) = (5.26)CIz Re 4z2
Henningson (1991) solved an linear initial value problem in plane Poiseuille flow by
expanding the normal velocity in eigenfunctions of the Orr-Sommerfeld equation and
the normal vorticity in eigenfunctions of the normal vorticity equation. Here we are
interested in the eigenfunction compositions of u and v, hence we will apply eigenfunc-
tion expansions to u and v only. Supposing we have already solved Equations (5.17)
and (5.18) so that the right hand sides of Equations (5.19) and (5.20) are now known
functions, we can proceed to solve Ui and 0. The eigenfunction expansions for Ui and 0
are given below,
00
S= Ai i, (5.27)
j=o
00oo
Et = Bi i, (5.28)
j=o
where iP is the jth eigenfunction of Equation (5.5), which are normalized so that
Pf#dz = 1.
By substituting Equations (5.27) and (5.28) into Equations (5.19) and (5.20), and
making use of the orthogonality relation of Theorem I (iii), we obtain:
dAi + ia(ci - c,)Ai = Qi + qi, (5.29)
dB
d- + ia(ci - c,)Bj = Ri + ri, (5.30)
where ci is the j'th eigenvalue and #, is the corresponding eigenfunction. Qi, qj, Ri
and ri are given, respectively, by the following:
Q=i (z)(-i - z )dz, (5.31)
qi= i (z)(-i,1j 2 - tbU'(z))dz, (5.32)
R = f 4 (z)(-ifp)dz, (5.33)
i= x (z)(-ifO2)dz. (5.34)
It is clear from Equations (5.31) to (5.34) that Qi and Rj are time-independent, and
qi and ri are time-dependent.
We assume that there is no disturbance initially, the modelled forcing is switched on
at time, t = 0, and the flow is allowed to develop. Equations (5.29) and (5.30) are first
order ordinary differential equations with constant coefficients, whose solutions can be
easily obtained. They are, respectively,
S= (1 - e-(ci )t)+ e-a(-ct I. (r)ea(c ,)rdr, (5.35)
Bi = Ri (1 - e-+i - ,)  eia(•_ic)tf ot (r)e'(-)dr. (5.36)ia(ci - ,) (5.36)
In order to evaluate the integrals in Equations (5.35) and (5.36), we need to calculate
qj(r) and ri(r) for all values of r E [0,t]. However, if t is large, the integrals can be
approximated by replacing qi(r) and ry(r) with qj(t) and ri(t), respectively, so that the
integrations can be done analytically. The errors caused in making these approximations
decay faster than or equal to O(te- at) for large time, where a is a positive constant 2.
The approximate expressions for Ai and B, are, respectively,
A Q + qj(t) (1 - e-ia(cj-c,)t), (5.37)
B R + ri(t) (1 - eia(i-c)t). (5.38)
B , (c - C,)
We solve for tW and y with a 4th-order finite difference method, and then use Equa-
tions (5.31) to (5.34) to obtain Qi(r), qi(r), Ri(r) and ri(r) at r = t. Equations (5.37)
and (5.38) give Aj and B, respectively. Once Aj(a, fP) and Bj(a, P) are found for all
values of (a, P), the inverse Fourier transforms will give the solutions to u(z, y, z, t) and
v(x, y, z,t).
The streamwise perturbation velocity contours at t = 35 and z = 0 with c, =
0.8 otained from the eigenfunction expansions are shown in Figure 5.3. The essential
2See Appendix for proof
features of perturbation is already captured with only one eigenmode, namely, the s1
mode. Adding the 82 and s3 modes to the 81 mode reduces the amplitudes of the
perturbations in these region regions. The contour values plotted are the same as in
Figure 4.4. It appears that the amplitude of the perturbation at t = 35 obtained with
three eigenmodes is comparable to that obtained from running the Navier-Stokes code
at t = 45 (Figure 4.4 (b)), indicating an over-prediction of the perturbation amplitude.
There may be two main reasons for this over-prediction. Firstly, t = 35 may be too
small for the approximations made in Equations (5.37) and (5.38) to hold. Secondly,
the non-orthogonality of the normal vorticity modes could lead to an over-prediction of
the energy in the flow if the number of modes used is insufficient. The latter of these
will be discussed in the next section.
The spanwise perturbation velocity profiles are shown in Figure 5.4. Using the sl
mode only, we find that the spanwise perturbation velocity away from the walls are
captured and other modes are needed to account for the perturbations near the walls.
With two eigenmodes, s1 and 83, the inflexional features of the v profiles are captured.
The velocity profiles look similar to those shown in Figure 4.6. The addition of the 83
mode, however, makes the profiles close to the walls oscillatory, but does not significantly
change the profiles near the centre-plane of the channel. By adding the s4, s5 and s6
modes, we find that the oscillation amplitude near the walls becomes consecutively
smaller.
5.3 Energy in the spanwise modes
Henningson (1989) showed that the "cross-flow" instability due to the inflexional
spanwise profiles is responsible for the exponential growth of waves outside the tur-
bulent spot. In this section, we will analyze the energy contribution to the spanwise
perturbation due the the first few normal vorticity modes. The kinetic energy in the
spanwise velocity is given by,
E = - I O(a, , z) 2 dzdaddp. (5.39)
By substituting Equation (5.28) into (5.39), we obtain the following:
00 00
E = En, (5.40)
m=l n=1
where
Emn = -f J B,(a,P )Bn(a, f)'m , •i,#, z)#*1(a, f, z)dzdadj. (5.41)2 -oo -oo -1
The integration of (5.41) is done by Simpson's rule and the numerical value of the energy
component, En,, is listed in Table 5.1 for the first six modes of the normal vorticity
equation. These modes are not orthogonal, i.e. fl ~~m(z)V(z) 0 0 for m 0 n, hence
En $ 0. Since E,n = En*,, resulting in cancellations of the imaginary parts in
the summation (5.40), only the real parts of the E+,s are shown in Table 5.1. E, n
is normalized so that Ell = 1. From Table 5.1, we can get an idea of the relative
importance of these modes. The energy associated with mode 86 ( i.e. summing the last
row and the last column of Table 5.1) is small (-0.003). We may assume that the sum
of the numbers in Table 5.1 is a rough estimate of the total energy in v, E = 2.117. If
- 11 83 82 4 s1 5 1 6 I
sl 1 0.258 -0.094 -0.016 -0.005 -0.002
s3 0.258 0.510 -0.180 0.078 -0.033 -0.007
s2 -0.094 -0.180 0.441 -0.032 0.012 -0.012
s4 -0.016 0.078 -0.032 0.260 -0.074 0.018
a5 -0.005 -0.033 0.012 -0.074 0.067 -0.013
86 -0.002 -0.007 -0.012 0.018 -0.013 0.041
Table 5.1: Energy component, E,,,, due to normal vorticity modes sm and sn in the
spanwise velocity for the first four modes. The energy components are
that E1 1 is unity.
normalized so
we use only two modes to represent v, namely the sl and s3 modes, the energy due to
these modes is, E' = El1 + E2 2 + E1 2 + E2 1 . From Table 5.1, we find that E' = 2.026,
which is 96% of the total energy. As more modes are included in the summation(5.40),
E' as a percentage of E may change slightly. However, sl and 83 modes will still have
major contributions to the spanwise velocity perturbation. It should be noted that the
addition of modes s5 and s6 reduces E from 2.239 to 2.117. Therefore, if only 4 modes
were used, the total energy would be over-predicted.
As we see in Figure 4.2, the length scale of the perturbations is about 20, which
translates to a wave number of about 0.3 in Fourier space. The eigenvalues along c, =2
_· · ·
shown in Figure 5.1 are large, and so (€-.,) is small. For the 85 mode, the "exact"
(numerical) eigenvalue is, c = 0.67137 - i0.63643, and the asymptotic approximation
(5.16) gives c = 0.66667-i0.66650. The error of the approximation is about 5%. Further
down the line cr = 2/3 the error is even smaller. The magnitude of 1 for the am
mode should be of order (2m - 1)-2 according to (5.16). Hence, for large m, the sm
mode does not contribute significantly to Ai and B, given by (5.37) and (5.38). Major
contributions come from modes having small imaginary parts. The three representative
modes, 81, 82 and 83 at a = 0.3, have eigenvalues 0.959 - i0.041, 0.460 - i0.238 and
0.796 - i0.203, respectively. If we let the modelled turbulent spot travel at a speed equal
to the real part of one of these eigenvalues, i.e c, =Real(ci), then the denominator in
Equations (5.37) and (5.38), , is smallest and we have a large contribution from
this mode.
Now, we may speculate why the turbulent spot front travels at a speed of about 0.6
to 0.8 as shown by the experiments and numerical simulations (Henningson, et al 1987
and Henningson 1989). The waves in the destabilized regions grow and break down into
small scale turbulence which makes the spot larger. This, in turn, destabilizes more
regions in the flow and the cyclic process continues. Suppose the spot front travels at
the phase speed of mode s3 (0.796), then the highly inflexional velocity profiles of mode
s3 and other slower modes are large in the perturbed regions of the flow field. Certain
waves are unstable in this region and their growth will keep the growth-breakdown
process going. If, instead, the spot travels at an increased speed, say, the phase speed of
mode sl (0.959), then mode 81 will dominate the perturbed flow field and the perturbed
velocity profiles may not be as unstable as before. Even though the perturbation may be
large ( since mode l1 has the smallest imaginary part), the flow field is perturbed, but
not destabilized. The growth-breakdown process cannot be maintained. The turbulent
spot, therefore, has to travel at some speed lower than the phase speed of mode sl. The
above hypothesis is supported by the the results of Chapter 5.
It is important to mention that all eigenmodes of the normal vorticity equation
are stable modes, i.e. Im(ci) < 0. Without the Reynolds stress forcing, any small
initial perturbation to the streamwise and spanwise velocities will eventually decay.
The turbulent spot forces these modes to grow to large amplitudes and hence modifies
the flow field.
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Figure 5.1: Eigenvaules of the normal vorticity equation. Re = 1000, a = 0.3, f = 0.
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Chapter 6
Linear Waves in Plane Poiseuille Flow
The breakdown of the waves seen outside the turbulent spot in plane Poiseuille flow
ultimately results in the enlargement of the turbulent spot as shown by Henningson
(1989). We will analyze both linear waves in both unmodified and modified plane
Poiseuille flow to examine how the modification affects waves.
6.1 Linear waves in unmodified flow field
Plane Poiseuille flow has a parabolic streamwise velocity profile. Linear stability
theory shows that a particular 2-dimensional wave with wavenumber a = 1.021 phase
speed c = 0.264 first become unstable at Reynolds number Re = 5772 (Orszag, 1971).
For other wavenumbers, the corresponding waves are stable. This represents a maximum
in the the growth rate wi = wi(a). If the Reynolds number is continuously lowered, this
maximum still exists ( at least locally) although wi (a) is now negative for all values of a.
The value of a at which maximum wi occurs also changes continuously with Reynolds
number. At the Reynolds number of interest to the present work, Re = 1000, this
maximum occurs at about a = 1.25 with growth rate wi = aci = -0.045, phase speed
c, = 0.4 and group velocity c9 = 0.55.1 In the following numerical calculations, we will
use 64 x 64 Fourier modes in the x- and y- directions and the computational domain is
40 x 30 in the (z, y)-plane and 33 Chebychev modes.
We introduce a perturbation to the flow by switching on the antisymmetric forcing
term given by Equation (2.5) at time, t = -5, and switching it off at time, t = 0.
The forcing travels with speed, c, = 0.55. This, in effect, perturbs the streamwise
pressure gradient and drives the perturbation velocity field. Since the forcing is very
weak (c2=0.0001), the resulting perturbation is linear. After the forcing is switched off
at t = 0, a free wave packet develops. The least-stable eigenmode is even in the normal
velocity, w, and the maximum amplitude occurs at the channel centre-plane. The frame
of reference travels with the forcing speed, c, = 0.55. Figure 6.1 (a) shows the contour
plots of the normal velocity at the channel centre-plane at the moment the forcing is
switched off, t = 0, and subsequent plots in Figure 6.1 follow the development of the
wave packet. The contour values plotted are ±5 x 10- 7, ±1.5- 6 and ±2.5 x 10- 6. If
we follow each wave crest in the wave packet through time, we find that wave crests
move to the left of the contour plots since the phase speed of the dominant wave is
slower than the speed of the frame of reference, while the whole wave packet remains
roughly in the same position. The dominant mode of this wave packet has an absolute
wavenumber of about 1.1 and is oblique, - not 2-dimensional mode with a = 1.25. The
appearance of more wave crests is due to dispersion effects. The normal perturbation,
1Here c, and ci are, respectively, the real and imaginary parts of the eigenvalue of the Orr-Sommerfeld
equation. They should not be confused with the notations of Chapter 5. The group velocity based on
the real part, ac,, of the complex frequency still makes sense because ci is small.
w, starts to decay as soon as the forcing is switched off at t = 0. This is consistent with
the linear stability theory, which shows that all linear waves are stable at Re = 1000.
The decay of streamwise perturbation takes longer. Figure 6.2 shows its development
in a plane z = -0.556. Initially, at t = 0, the perturbation to the streamwise velocity
field is just an area of negative perturbation. It soon develops into a wave packet,
which grows until t = 45 approximately. This could be due to the resonance or near-
resonance between the normal velocity and the normal vorticity (see Gustavsson et
al., 1980; Gustavsson, 1981 and Henningson, 1990). Another interesting feature is the
lengthening of the u-perturbation along the line of symmetry (y = 0) as shown in
Figure 6.2 (d). This is very likely to be a manifestation of the algebraic instability
mechanism analyzed by Landahl (1980). The wave crests are fairly straight and the
oblique angles of these wave crests at large time range from about 54 to 70 degrees.
The waves become more oblique as time increases. The u-perturbations appear to
extend farther in the streamwise direction than in the spanwise direction.
It is interesting to compare these results with those of Henningson, Johansson &
Lundbladh (1989). They used Reynolds number, Re = 6000, slightly above the critical
Reynolds number of 5772, and two pairs of localized vortices as the initial condition,
and as a result, the wave packet thus developed consists of very oblique waves from the
start. Their contour plots of the normal velocity show that most of the perturbation
modes decay rapidly. After some time, only the least-stable ones remain. They also
found that the streamwise perturbation velocity grows if the initial perturbations satisfy
the condition for algebraic growth (Landahl, 1980). In the present work the initial
wave packet was created by a concentrated disturbance whose amplitude in the Fourier
spectrum is largest at / = 0 for fixed ac. Therefore, the wave packet initially consists of
both 2-dimensional and oblique waves. The numerical results in Figure 6.1 suggest that
the wave packet shows strong oblique wave activities. The different appearances in wave
patterns between the these two cases are mainly due to the different initial conditions.
The streamwise perturbation grows for quite some time before it finally decays, showing
that the algebraic growth may be important even at Reynolds number as low as 1000.
6.2 Importance of oblique waves at subcritical Reynolds
numbers
In this section, we will show that 3-dimensional waves are prominant feaure for plane
Poiseuille flows at low Reynolds numbers in general.
6.2.1 Eigenvalues of the Orr-Sommerfeld Equation at Re = 1000
The Squire's theorem for a viscous flow only states that 2-dimensional waves will be-
come unstable first as the Reynolds number is increased. It does not imply 2-dimensional
waves are always more unstable or less stable than 3-dimensional waves. Let a and P
represent the streamwise and spanwise wavenumbers respectively. For each set of fixed
a, 8 and Re, the Orr-Sommerfeld equation has an infinite number of discrete eigenval-
ues, one of which has the largest imaginary part. The eigenmode associated with this
eigenvalue is either referred to as the most unstable mode if Re is above critical or as
the least-stable mode if Re is below critical. Figure 6.3 shows the imaginary part, w~
(the growth rate), of the eigenvalue of the least-stable mode at Re = 1000, as functions
of a for fixed values of P. Since the Reynolds number is below the critical value of
Re = 5772, all linear waves are stable (i.e wi < 0). For these modes, the closer wi
is to zero, the less stable they are. We first trace the curve for 8 = 0 (2-dimensional
waves). As a decreases from some large value towards zero, wi(a) increases to a local
maximum at about a = 1.25 and then decreases to a local minimum before rising again
monotonically. At some finite a, wi will pass the local maximum wi(1.25), indicating
that long waves (small a) are less stable. Therefore, globally least-stable 2-dimensional
eigenmode does not exist in the a interval (0,oo) at Re = 1000. Similarly, we can trace
curves for the 3-dimensional waves ( 0). For small values of P, the curves look sim-
ilar to the 2-dimensional case. For B greater than about 1.0, even the local maximum
disappears and 3-dimensional modes are less stable than the 2-dimensional modes. For
each fixed 8, the maximum wi occurs at a = 0. Therefore, oblique waves decay slower
than 2-dimensional waves.
6.2.2 Longitudinal linear perturbations
We take the extreme case of an oblique wave in which a = 0, i.e. the perturbations
are independent of the streamwise co-ordinate, z. We define a perturbation stream
function i as follows
alp (6.1)
and
w = (6.2)ay
Normal mode analysis of the linear problem leads to the Orr-Sommerfeld equation
for c = 0:
(D' - f2)2O + iwRe(D 2 - p2)0 = 0, (6.3)
with boundary conditions
flo-(l) = DO(11) = 0, (6.4)
where D = d/dz and 4 is defined by 4 = ei (CY - wt ). Multiply Equation (6.3) by 0*, the
complex conjugate of 4, and integrate between z = -1 and z = 1. We can show that
w is imaginary and its imaginary part wi < 0. Equation (6.3) is an ordinary differential
equation with constant coefficients subject to homogeneous boundary conditions (6.4).
The eigenrelations and the eigenfunctions of Equation (6.3) are easily obtained. Let
A = (-.. - wiRe)2 ( this is a real number since -wiRe > /2), the eigenvalue wi for
even modes satisfy the following relation
A tan A + p tanh P = 0, (6.5)
The eigenfunction for the even mode is given by
cosh /S= cosh(f/z)- cos(Az), (6.6)
cos A
and the eigenvalue and eigenfunction for the odd mode are obtained, respectively, by
replacing the tangent functions in Equation (6.5) with cotangent functions and the
cosine functions in Equation (6.3) with sine functions, and likewise for the hyperbolic
functions. Figure 6.4 shows the wave growth rate as a function of P for a = 0. For
p = 0, wiRe = -r2 s -9.8696. It increases slowly as P increases until reaching a
global maximum of wiRe s -9.2702 at P ; 1.2. Noting the scale of the wiRe - axis in
Figure 6.4, we find that this maximum is relatively flat. The wave at this wavenumber
is less, but not much less stable than waves with smaller wavenumbers. wiRe rapidly
decreases toward -oo on further increase of 3. At Reynolds number, Re = 1000, the
smallest decay rate is -wi = 0.00927 at P = 1.2. We can think of these waves of
90 degree oblique angle as streamwise vortices. Over one wavelength, 2r/p, there is
one pair of counter-rotating vortices. The "preferred" wave at Re = 1000 is one of 90
degree oblique angle with wavelength 5.24 (or 8 = 1.2). From the wiRe .vs. 8 curve
in Figure 6.4, we can obtain decay rates of these streamwise vortices at all Reynolds
numbers. As Reynolds number increases, the decay rate becomes smaller and tends to
zero as Re tends to positive infinity.
The problem discussed above is not a 2-dimensional one since there is also a stream-
wise perturbation velocity, u, driven by the normal perturbation velocity w = -al/ay.
This is governed by the following equation
ul 1 2 T8
at -Re V2 u = -U'(z)w = U'(z) , (6.7)
where V2 = a2/ay2 + a2/az 2 The boundary conditions are
u(z = ±1) = 0. (6.8)
The corresponding inviscid problem was analyzed by Ellingsen and Palm (1975).
They showed that a small streamwise perturbation velocity grows linearly with time.
Here, we will illustrate that, even in viscous flow of very low Reynolds number, small
streamwise perturbation can grow rapidly for a considerable amount of time.
We consider Equation (6.7) with zero right hand side and boundary conditions (6.8).
Let u = fei(PY-0t). Subsitituting into Equations (6.7) and (6.8), we can show that a is
imaginary and its imaginary part, ai < 0. We obtain the following eigenvalue problem
i - e(D2 - 2) =0, (6.9)
and
^(-1) = 0, (6.10)
where D = d/dz. The eigenvalues for the odd modes are given by
r" ) R e = -r2n2 -n P, (6.11)
where n is any non-zero integer The eigenfunctions for these modes are given by
U = sin(lrnz). (6.12)
Solutions to Equation (6.7) with boundary conditions (6.8) can be expanded in terms
of these eigenfunctions. We assume that, initially, 4 on the right hand side of Equation
(6.7) is purely the least-stable even mode given by Equation (6.6) with w1Re = -9.2702
at / = 1.2 and corresponding eigenfunction f(z),
0 = O(z)ew't cos(fly). (6.13)
Since U'(z) is odd for plane Poiseuille flow, the right hand side of Equation (6.7) is odd.
We can express the solution of Equation (6.7) as sums of the odd eigenfunctions given
by Equation (6.12)
00
U B,(t) sin(rnz ) .  (6.14)
n=1
It is easy to show that equations for B,(t)'s are
dB. -_ aiB, = -Fene ' t sin(fly), (6.15)
where n = 1,2, 3.... and Fn's are given by
F= sin(rnz)U'(z)#(z)dz, (6.16)
where 0 is give by 0 = ei( Py-wt). We assume that initially there is no streamwise
perturbation, i.e Bn(O) = 0, and solve Equation (6.15) for Bn(t), we get,
# sin(fly)Fn (n)Bn(t)= (n) (ewit - e t), (6.17)
Wi - •i )
and hence the solution for u is,
Bsin(B)Fnet a")t"
= sin() (ew - e )sin(rnz). (6.18)
n=1 Wi - •i
Therefore, it is easy to see from Equation (6.18) that u grows linearly for small
time, t. Since wi and ai's are negative, u(t) eventually decays to zero. The question is
how long the initial growth lasts. We can answer this by roughly estimating where u(t)
reaches a maximum. Since | a 1) is the smallest among all ain)'s, we expect that the
first term (n = 1) in the sum (6.18) will dominate after some time. Differentiating the
first term in Equation (6.18) with respect to time, t, and letting the derivative equal to
zero, we find the time, t*, at which u(t) reaches a maximum
= 1 ((61)
t* = 1  '- )In (6.19)W(i - qi Wi
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Furthermore, let al = wiRe and a2 = a•1)Re, we notice from Equations (6.5) and
(6.11) that a, and a2 are functions of f only, independent of Re. We have, therefore,
Re a2t* = Re n(). (6.20)
al - a2 al
Hence, t* is proportional to the Reynolds number. Since we have chosen P = 1.2 where
the driving term,w, decays the slowest and al = -9.2702 and a2 = -8.4296, we have
t* ; 0.113Re. (6.21)
This implies that for Re = 1000 - the Reynolds number of interest in the present
work, the perturbation in u will grow for a duration of the order t* = 100. Recall that
we nondimensionalized time with the channel centre-plane velocity, U(0), and channel
half-depth, h, this growth duration is relatively long.
We can check the estimated duration of the growth, t*, by numerically solving the
an initial value problem. At t = 0, let u = 0 and the perturbation, 0, is assumed to
be the eigenfunction given by Equation (6.6). We define the amplitude, A, of 0 to be
0(0). We also define the total kinetic energy per unit streamwise distance, Et, and the
partial kinetic energy, Ep, as follows:
Et = ( + + w)dydz, (6.22)
21-1 J- 2 +
and
E= f fJ (v- + w')dydz. (6.23)
We use an initial small forcing amplitude of A = 1 x 10-6 and solve the Navier-Stokes
equations for Re = 1000 from t = 0 to t = 200. We find that the partial energy, Ep,
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decays at a rate of I 20w 1= 0.0185, consistent with linear theory. The total energy,
Et, grows by 2 orders of magnitudes in a duration of about 100 before starting to
decay. Maximum Et occurs at t. P 98, showing that the rough estimation made earlier
(t* s 113) was reasonably good. The plots of energy with time are given in Figure 6.6.
The same result was obtained by Henningson (1991)from the complete eigenfunction
expansion. This large total growth at Re = 1000 is higher than the exponential growth
of classical 2-dimension Tollmien-Schlichting waves. Orszag and Patera (1982) point
out that maximum growth rate for Tollmien-Schlichting waves occurs at Re ; 48000,
with perturbations growing by a factor of only 10 in amplitude (or 100 in energy) in a
time of about 300. The relatively fast growth of the the streamwise perturbation is due
to the fact that I wi I and Ii j are small and close, although not equal to each other.
There is no exact resonance, but near-resonance is present.
6.2.3 Perturbations of finite extent
In reality, perturbations are of finite spatial extent. Such perturbations in a viscous
flow can be analyzed by the algebraic growth theory of Landahl (1980) with an added
viscous term. We linearize the Navier-Stokes equations around the parabolic velocity,
U(z). After some simple algebra, we get the following set of linear equations
av 2 w 1 8 V2 w d2U a
at w + + = 0, (6.24)at Re vz dzx2 8z
u _u 1 ap dU
+ U V' = -- (6.25)at az Re a dz '
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au av aw
+ T + = 0, (6.26)
dU 8w
v2 p = -2d (6.27)dz 8z'
where the V4 = V2 (V2 ), V2 being the 3-dimensional Laplacian operator. The boundary
conditions are
8w
u(x, y, il) = v(z, y, l) = w(z, y, ±l) = (Y, y, ±1) = 0. (6.28)
Following Landahl's procedure, we define a overlined quantity, Q, as follows
f= QdZ, (6.29)
where Q represents any perturbation variable, u, v, w, p etc., assuming that these vari-
ables are sufficiently localized such that integral (6.29) exists. We integrate Equations
(6.24) through (6.26) with respect to x, we obtain
ai V = 0, (6.30)
at Re
au 1 2 dUTt - T V2 U = -w (6.31)8t Re d - z '
a• 8d
-+ = 0, (6.32)
ay 8z
V2 3 = 0, (6.33)
where the overlined variables are streamwise integrated quantities and V2 = c2 /ay2 +
8 2/az 2. Boundary conditions are
a-0
u(y, il) = V(y, ±l) = A(y, il) = -(y, )l) = 0. (6.34)
The integrated flow system governed by Equations (6.30) through (6.32) are mathe-
matically equivalent to the longitudinal perturbation problem of the last subsection. If
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the x-averaged initial normal velocity -i : 0, then the z-averaged streamwise velocity
-i can grow rapidely for a relatively long time as analyzed in the last subsection. As
Reynolds number tends to infinity, the present viscous problem approaches the invis-
cid algebraic instability problem of Landahl (1980). In numerical simulations shown
in Figure 6.2, the streamwise velocity apparently grows for a duration of of about 45
non-dimensional time units. It should be stressed here that this growth mechanism only
exists if the perturbations are 3-dimensional since w0 would always be zero if there were
no spanwise variation in the perturbation field - a result consistent with the continuity
equation (6.32).
6.2.4 More on 3-dimensionality at low Reynolds numbers
The last two subsections have shown that, at Re = 1000, the most 'preferred' wave
in a plane Poiseuille flow is a longitudinal wave of wavenumber, P s 1.2. Furthermore,
there is not a 'most preferred' wave in a 2-dimensional problem at this Reynolds number.
We clearify this point in this subsection.
Supposing we continuously lower the Reynolds number from its critical value of
5772. At first, the 'most preferred' wave is a 2-dimensional one having the smallest
decay rate amongst all eigenmodes. At Re = 4810, the longitudinal wave with P = 1.2
takes over to become the globally slowest decaying wave. At Re = 4745, the 'most
preferred' wave no longer exists in a 2-dimensional problem, the 2-dimensional 'wave'
with wavenumber, a = 0, decays the slowest with decay rate I wi I= 7r2/Re. Figure 6.5
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shows the growth rate, wi(a), for Reynolds numbers of 1000, 2800, 4000 and 6000. At
Re = 6000, slightly positive growth rate exists around a = 1.02, where the ,i(a) curve
has a global maximum. At lower Reynolds numbers, this maximum becomes local and
the waves with small a are less stable.2
When the initial disturbance is localized, it usually consists of modes in a wide range
of a and 6. In certain studies, such as primary finite amplitude waves and the secondary
instability of these finite amplitude waves, in which the Reynolds number of interest
ranges from about 1000 to 2800, it may not be justified to consider only 2-dimensional
waves, since oblique waves may be the dominant feature of the primary disturbance at
Reynolds numbers much lower than about 4810.
The evolution of linear waves discussed so far shows possible growth in the stream-
wise and spanwise velocities for some time at low Reynolds numbers, but not in the
normal velocity. Yet, the numerical simulation (Henningson et al., 1987) of the tur-
bulent spot in plane Poiseuille flow shows strong growth in the normal velocity. This
implies that these mechanisms are not the only ones to play a role (if any role at all) in
the growth of the turbulent spot.
2 The determination of the Reynolds numbers Re = 4810 and Re = 4745 was done by trial and error
using a shooting method. The aim is to illustrate the points under discussion, not the determination of
accurate numbers. The error is within ±1
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6.3 Linear waves in modified flow field
When plane Poiseuille flow is modified by a turbulent spot, the stability properties
of the flow field around the spot is altered. The modified flow field is characterized
by highly inflexional spanwise velocity profiles, indicating the resulting instability is of
inviscid type, if there is instability. In this section, we will analyze how the modified
flow field changes the stability characteristics of the small perturbations.
We have discussed, in Chapter 4, that a symmetric Reynolds stress forcing pro-
duces distortions to the parabolic velocity profiles. The spanwise velocity profiles are
inflexional, indicating the possible existence of instability. Henningson (1989) showed
that the "cross-flow" inflexional instability is the dominating factor for the exponential
wave growth. We introduce a small perturbation to the modified flow field and observe
whether the perturbation will grow in this modelled problem.
Four cases of different forcing speed are represented: (i) c, = 0.6, (ii) ce = 0.8,
(iii) c, = 0.7 and (iv) c, = 0.95. In all three cases, Re = 1000 and forcing strength,
cl = 0.05.
Case (i) c, = 0.6
We switch on the symmetric forcing with strength cl = 0.05 at t = -35. It travels
with c, = 0.6. The flow field is already considerably modified at time t = -5. Then,
a very weak antisymmetric forcing, c2 = 0.0001, is switched on between t = -5 and
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t = 0 to create some linear disturbance. After c2 is switched off at t = 0, cl is kept as
it is to continue modifying the flow field. The perturbation is allowed to develop as a
free linear wave packet in the modified field. At t = 0, the initial perturbation in the
spanwise velocity, w, in the channel centre-plane, is roughly the same as in the case with
unmodified flow field. Figure 6.7 shows the contour plots of the normal velocity, w, in the
channel centre-plane. As before, the contour values plotted are ±5 x 10- 7, ±1.5- 6 and
±2.5 x 10-6. The wave patterns of the resulting wave packet look remarkably different
from those in the previous case of unmodified flow field. Instead of the bow-shaped
waves crests that decay, we now have wave crests that are fairly straight and are still
growing at t = 30. The waves near the origin (z, y) = (0, 0) ( the inner waves), where
the modelled turbulent spot is located, appear to have shorter wavelengths and are more
oblique than those further away from the origin (outer waves) (see, Figure 6.7 (d)), the
absolute wavenumber ranges from about k = 1.6 for outer waves at oblique angles of
about 55 degrees to about k = 2.1 for inner waves at oblique angles of about 72 degrees.
The analysis of the numerical simulation ( Henningson, 1988) gives a wavenumber of
about k = 1.88 at an oblique angle of about 68 degrees in regions where waves are most
unstable.
Case (ii) c, = 0.7
We repeat Case (i) with everything unchanged except now the forcing travels at
a higher speed, c, = 0.7. The growing waves in the destabilized regions become more
oblique than before. The typical absolute wavenumber is about, k = 2.0, and the oblique
angles range from about 64 to 80 degrees. There is another interesting feature in this
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case. The modelled turbulent spot leaves behind some decaying waves which very much
resembles those discussed before in unmodified flow field. Unable to keep up with the
modelled spot, these waves move out of the region of modified flow field and eventually
decay. Figure 6.8 show the contour plots of the w-velocity in the channel centre-plane,
z = 0, for this case.
Case (iii) c, = 0.8
We again repeat Case (i) with everything unchanged except that now forcing travels
at an even higher speed, c, = 0.8. Amplitudes of the wave crests on the sides of the
forcing appear to be smaller than in Case (i) and (ii), while the trailing waves are
stronger than in Case (ii). This case is shown in Figure 6.9 (a) and (b) for t = 20 and
t = 30. We find that the long wave crests at t = 20 have each split into two parts. One
part grows in the modified mean flow region and the other part breaks away to from
the trailing waves. The typical wavenumber of the growing waves is about, k = 2.2, and
the oblique angles range from about 70 to 75 degrees.
Case (iv) c, = 0.95
We repeat the calculations again with c, = 0.95. Figure 6.10 shows the contour plots
of the normal velocity, w in the the channel centre-plane, z = 0. Again oblique waves
appear on each side of the modelled spot. The slow trailing waves found in Cases (ii)
and (iii) are also present. The amplitudes of waves on the sides of the forcing appear
to be smallest amongst all four cases, while amplitudes of the trailing waves are largest.
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The waves on the sides of the forcing have typical wavenumber of about, k = 2.6. The
oblique angle of these waves is about 78 degrees.
We can make cross comparisons among Figure 6.7 (b), Figure 6.8 (b), Figure 6.9 (b)
and Figure 6.10 (b), showing the contour plots of the normal velocity, w, for these four
cases at t = 30. The amplitudes of the wave crests on the sides of the forcing decrease
as the forcing speed is increased from, c, = 0.6, in Case (i) to c, = 0.95 in Case (iv).
The streamwise positions in which the growing waves appear are approximately x = 4,
x =: 3, x = 0 and x = -3 for c, = 0.6, c, = 0.7, c, = 0.8 and c, = 0.95 respectively.
They correspond to the approximate positions of the slow modes of the large scale
modifications to the flow field (see Figure 4.5). No waves grow in positions where the
fast modes of large scale flow are located. This suggests that the destabilization of
the flow field is attributed to the slow modes of the large scale flows. These modes
travels at speeds slower than about 0.8 ( the phase speed of s3 mode of the normal
vorticity equation discussed in Chapter 4). The growth of a turbulent spot in a real
plane Poiseuille flow is maintained by the breakdown of oblique waves in the destabilized
regions, and if these regions travel with speeds smaller than about 0.8, the propagation
of the spot front is unlikely to exceed this speed. The preceding results show that as the
forcing speed is increased from c, = 0.6, the amplitudes of the waves on the sides of the
travelling forcing decrease while their oblique angles increase. The wavenumber, phase
speed and oblique angle of the waves are compared with the numerical simulation of
Henningson et al. (1987) and the experiment of Henningson et al. (1987). The agreement
is good (Table 6.1).
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-I I k IPhase speed Obli. ang. (0) ReI
1 0.7 2.0 0.60 64-80 1000
2 0.7 2.0 0.58 45-70 2000
3 0.69* 1.88 0.62 68 1500
4 - 1.89 0.53 64 1500
Table 6.1: Comparison between the present work (1 and 2) and the numerical simulation
of Henningson, Spalart & Kim, 1987 (3) and the experiment of Henningson & Alfredsson,
1987 (4). * The speed of the region where waves are most unstable.
The experiment of Carlson et al. (1982) showed wave activities in the rear of the
turbulent spot as well as in the destabilized regions on the sides at the early stages
of the spot development. The slow, decaying waves trailing the forcing seen in Cases
(ii) and (iii) may be related the waves in the rear of a early-stage spot. These waves
may be present early in the spot's development because the initial spot-triggering is
asymmetric (e.g inject of fluid from one wall). These waves eventually decay, leaving
only the growing waves the destabilized flow regions.
6.4 Wave growth at higher Reynolds numbers
In the last section, the Reynolds number used was 1000 in all cases. Alavyoon et
al. (1986) showed, by flow visualization, that the rate of spanwise spreading of the
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turbulent spot is proportional to the Reynolds number. In this section, we will examine
the waves at Reynolds number, Re = 2000.
The symmetric forcing strength is the same as that in the cases for Re = 1000
presented in the last section, cl = 0.05. This is switched on at, t = -35, and perturba-
tions to the mean flow take place. An antisymmetric forcing of strength, C2 = 0.0001
is switched on at, t = -5 and then switched off at, t = 0. The speed of the forcing
is chosen to be, c, = 0.7. As mentioned in Chapter 4, the distortions to the mean
flow at Re = 2000 is about the same as those at Re = 1000, only slight differences in
amplitude of the streamwise perturbation velocity can be noticed after time, t = 30 ( i.e
a duration of 65 nondimension time units after the start of the symmetric perturbation
at, t = -35). Figure 6.11 (b) shows the contours of the w -velocity at, t = 20, in plane,
z = 0. The Typical wavenumber is around, k = 2.0, and oblique angles range from 45
to 70 degrees. The amplitudes of these waves are larger than the corresponding case at
Re = 1000 shown in Figure 6.8 (a). The phase speed of the waves is about 0.58. In the
numerical simulation of Henningson et al. (1987) and Henningson (1989) for Re = 1500,
the "wing tip" regions where wave-growth are observed travel at speed of about 0.69
and the waves in these region have a phase speed of about 0.62.
In order to stress the fact that the growing waves on each side of the forcing are
riding on the large scale modifications to the mean flow, the streamwise perturbation
velocity contours, at t = 20, in the plane, z = 0.556, are shown in Figure 6.11 (a). We
notice that the positions of the growing waves coincide with the positions of the region
of large scale positive streamwise perturbations represented by the closed solid curves
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on either the of the forcing shown in Figure 6.11 (a).
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Figure 6.1: Normal velocity contours at z = 0. Contours start at -0.0000025, incre-
ment=0.000001. (a)t = 0.0, (b)t = 10, (c)t = 20, (d)t = 30, (e)t = 40, (f)t = 50.
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Chapter 7
Finite Amplitude Waves
Linear wave growth represents the initial stage of the transition process. As the
amplitude of the waves increases, nonlinear interactions between the waves and mean
flow takes place, i.e. the strong waves can now modify the mean flow. In this chapter
we examine finite amplitude waves in plane Poiseuille.
7.1 Finite amplitude waves in unmodified flow field
Here, we introduce a strong disturbance by switching on the antisymmetric forcing
with relatively large magnitude, c2 = 0.05, ( c2 was 0.0001 in the corresponding linear
case shown in Chapter 6) and travelling at speed, c, = 0.6, while keeping the symmetric
forcing zero. This is done at time, t = -30. At time t = 0, this antisymmetric forcing is
switched off. The large scale perturbations to the mean flow as discussed in Chapter 4
are not present, therefore, we can consider the perturbations so created as strong waves
in a parabolic background flow. Figure 7.1 follows the development of the perturbation
at t = 10 and 20. The resulting wave packet consists of very oblique waves. At t = 20,
the front waves of wave packet become almost 90' oblique, while rear waves are less so.
The front waves have a wavelength of about 2.5, therefore, the very oblique waves are
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unrelated to the slowest decaying longitudinal wave discussed in the last chapter, which
has a wavelength of about 5.2. Rather, they may be related to the least damped mode
on the P-branch of the eigenspectrum of the Orr-Sommerfeld equation as explained
by Henningson, Johansson & Lundbladh (1989). These waves do not seem to spread
rapidly into the surroundings, indicating that flow modification is necessary for rapid
growth even for strong waves.
7.2 Finite amplitude waves in modified flow field
We start by creating some very large symmetric modifications to the flow field and
at the same time perturbing the flow antisymmetrically to generate a wave packet.
At t = -30 we switch on a strong symmetric forcing with cl = 0.1 and a strong
antisymmetric forcing with c2 = 0.05. The forcing travels at speed, c, = 0.6. The
former serves to modify the large scale flow field, while the latter generate small scale
perturbations. The antisymmetric forcing is switched off at time, t = 0, while the
symmetric forcing is kept constant at cl = 0.1 as time advances to maintain the modified
large scale flow.
Figure 7.2 shows the contour plots of the normal velocity, w, at time, t = 0, 10,
20, and 30 at the channel centre, z = 0. The contour values plotted are w = -0.02
and w = 0.02. At time, t = 0, we already see strong, growing oblique waves in regions
with strong large scale modification of the flow field. At t = 10, more waves crests are
visible and they become more oblique. At t = 20 and t = 30, oblique angles of the wave
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crests do not seem to change by any significant amount with time. The waves crests
closer to (z, y) = (0, 0), where the forcing is centered, are slightly more oblique than
those farther away (from about 74 degrees to 67 degrees). The dominant wavenumber
is around 2.1 ( Numerical simulations of Henningson (1990) shows the wave number
is around 1.88). We identify some wave crests by numbering them. (see Figure 7.2
(d)). Amplitudes .vs. time is plotted in logarithmic scale in Figure 7.3, showing the
development of these wave crests between t = 10 to t = 55. The large amplitude wave
crests near the origin, (z, y) = (0, 0), grow slower than small amplitude waves away
from the origin. All waves crests seem to settle to a finite amplitude of approximately
0.1, indicating that there may be some neutrally stable state for these nonlinear waves,
although the computation has not proceeded for long enough to verify this point. No
breakdown of the waves is observed. The straight line for wave crest number 5 indicates
exponential growth. Growth rate of wave crest number 5 (the slope of line number 5),
is approximately 0.13 ( 13 percent growth in amplitude per unit time).
The growth rate discussed above is that of each individual wave crest. We can also
get an idea of how the amplitude of the wave group evolves. We will do the following
filtering operation whose purpose will become clear soon:
* Fourier-transform (wm2) -the root square of the normal velocity.
* Applied a low pass filter to the transformed quantity. The filter is given by:
f(a,)f) = 1, (7.1)
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if a < a and f < b; and
f( ) = e-(- -( , (7.2)
if a > a or / > b.
* Inverse Fourier-transform the filtered quantity.
The filter thresholds a and b are chosen to be, respectively, 0.471 and 0.628. There-
fore, the largest unfiltered wavenumber is k = a2 -- b2 = 0.785. The wavenumber of
the waves in the channel centre-plane is k • 2, hence the wave fluctuations are sup-
pressed. The filtered quantity should be close to the r.m.s. value of w and is loosely
referred to as the r.m.s. value of w in this thesis. This method was used by Henningson
et al. (1991) to find the r.m.s. value of the normal velocity inside a turbulent spot in
plane Poiseuille flow.
The contours of the r.m.s. value of w at z = 0 and t = 55 are shown in Figure 7.3 (a).
We notice that there is a maximum r.m.s. value on each side of the line of symmetry
(y == 0), represented by the peaks in Figure 7.3 (a). We will call this peak the r.m.s.
amplitude of the wave group. The true amplitude of the envelop bounding the wave
group should be larger than the r.m.s. amplitude. Contours of the r.m.s. values of w
are plotted for other instances t and the r.m.s. amplitudes are measured. Hence, we
obtained a measure of the growth of the whole wave group. The r.m.s. amplitude vs.
time is plotted in Figure 7.3. Initially, with both symmetric and antisymmetric forcing,
the wave group shows exponential growth. After the antisymmetric forcing is switched
off, the r.m.s. amplitude drops a little and then rises approximately exponentially from
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about t = 15 to t = 35. Eventually, the r.m.s amplitude settles to a value of about 0.1.
Between t = 15 and t = 35, the growth rate is about 0.045. Figure 8.(a) of Henningson
(1989) showed the growth of wave action along two rays defined by group-velocities
in the wave area outside the spot, from which the growth rates can be estimated by
measuring the slope of the growth curve. These are found to be about 0.12 for the inner
ray and 0.08 for the outer ray. Since the wave action is proportional the square of the
wave amplitude, the growth rates of the wave amplitude are 0.06 and 0.04 for the inner
and outer rays, respectively. The present result of 0.045 for the growth rate agrees with
Henningson (1989) in order of magnitude. The Reynolds number in Henningson (1989)
was larger (1500) than that used in the present calculation (1000). This may partially
explain the difference in the growth rates. If the position, xp, of r.m.s. peak is followed
downstream, we will find that zx lies close to a straight line with a slope of about 0.17
in a position-time plot. The reference frame is travelling at speed c, = 0.6, therefore
dx,/dt - 0.77.
In order to measure the spreading of the wave group with time, we take the 2 %
contour of the r.m.s. w as the boundary of the wave group. We measure the streamwise
positions of the front and the rear of the wave group xf(t) and xr(t), respectively, and
the spanwise position of the side of the wave group y,(t). The results are shown in
Figure 7.3. We can see that, between t = 30 and t = 55 1, xz and y, change linearly
with slopes of about 0.24 and 0.13, respectively. The rear position x,(t) does not behave
as well, but varies between -3 and -2. If a straight line is draw to approximate ox(t),
the slope of this line is about 0. Since the reference frame is travelling with streamwise
']Results for t > 55 is discussed in the next section
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speed c, = 0.6, therefore df /dt = 0.84 and dzr/dt = 0.6 in a fixed frame. dy,/dt is
still 0.13 since the reference frame does not travel spanwise. Figure 5 of Alavyoon et al.
(1986) indicated that, at Re = 1000, dzj/dt should be about 0.75 and dzr/dt about 0.65
for a turbulent spot. The present strong wave group is apparently spreading at a larger
rate. Two possible reasons account for the difference between the present calculation
and the results of Alavyoon et al. (1986). Firstly, the present "spot" is not turbulent,
but a group of strong laminar waves. Secondly, the positions xz and xr are measured
at t < 100, during which the spot travels a distance of about 60 downstream, whereas
in Alavyoon et al. (1986) the measurements were made at downstream distances of well
above 100.
We can apply the filtering function given by (7.1) and (7.2) to the Fourier transform
of the streamwise velocity u (not its root square) to suppress the wave fluctuations
and obtain the mean streamwise velocity. Figure 7.3 (b) shows contours of the mean
u-velocity (not the perturbation) in the centre-plane z = 0 at t = 55 with the r.m.s.
value of w shown in 7.3 (a). The u-contours look like those of streamwise mean velocity
in Figure 1 (b) of Henningson et al. (1991). The regions of increased u are clearly seen
out side of the strong wave region. These regions of increased u are not close to the
modelled forcing, which is located at (0,0) in the zy-plane, therefore the strong waves
must be chiefly responsible for creating these regions. This, incidentally, shows that the
laminar modifications to the mean flow outside the turbulent spot in plane Poiseuille
flow are insensitive to the detailed turbulence inside the spot since the strong laminar
waves in the present calculation also produce the same kind of modifications to the
mean flow.
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7.3 Breakdown of finite amplitude waves
In the last section we have seen that the wave crests appear to reach some neutrally
stable state. No breakdown of the waves is observed. The following calculations may
give some interesting insight to the relationship between wave breakdown and turbulent
spot growth.
The computation described in the last section is started at t = -30 with Re = 1000,
c, = 0.6, cl = 0.1 and c2 = 0.05. Having created the initial waves, the antisymmetric
forcing is switched off at t = 0 to allow the waves to develop freely in the flow field
modified by the presence of the symmetric forcing. Finite amplitude waves initially
grow and then reach some neutrally stable state without breakdown. This computation
is continued to t = 55 (Figure 7.2). We now also switch off the symmetric forcing
at t = 55 and observe what follows. The flow is now completely free of any assumed
inhomogeneity. The large amplitude waves created between t = 0 and t = 55 as a result
of the destabilization of the flow field are allowed to develop. Almost immediately, these
waves begin to break down to smaller scale structures - little islands in the contour plots
(Figure 7.7)2. The breakdown starts near the origin (z, y) = (0, 0) and extends gradually
into surrounding regions.
In order to show that the breakdown is due to the removal of the forcing at t = 55,
we run another case. With Re = 1000, c, = 0.6, cl = 0.1 and c2 = 0.05 just like in
2Use of the word "turbulence", is avoided here since the resolution of the present computation is too
low to represent most of turbulent scales.
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the last section, the flow is started at t = -30. At t = 0, both symmetric forcing and
antisymmetric forcing are switched off. The resulting wave packet grows in a similar
fashion to that in the last section. At t = 40, the wave packet starts to break down to
smaller scale structures.
It seems from the two runs above that wave breakdown occurs only after the as-
sumed forcing is switched off. The presence of the symmetric forcing appears to stablize
the finite amplitude waves, i.e to prevent or at least to delay the breakdown of the finite
amplitude waves. More detailed analysis is needed to understand the breakdown pro-
cess. However, some qualitative arguments may give a few clue as to what caused the
breakdown. We notice that the breakdown occurs along the wave crests, much like the
secondary instability analyzed by Orszag and Patera (1983). We will therefore convert
the present three-dimensional problem into a quasi-two-dimensional one and then use
the secondary instability theory of Orszag et al. (1983) to outline a possible explanation
for the breakdown.
Supposing we focus on a local region in the xy-plane over one wavelength, we can
consider the local properties of the waves. The mean flow is three-dimensional, having
both streamwise and spanwise mean velocities and the waves are very oblique. Hen-
ningson et al. (1989) showed that such a flow can be treated as a two-dimensional flow
with mean velocity,
U(z) + V (z) tan , (7.3)
where U(z) and V(z) are the local streamwise and spanwise mean velocities, respec-
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tively. 0 is the wave oblique angle. The stability of linear waves can be analyzed by
inserting (7.3) into the Orr-Sommerfeld equation as the velocity of the basic flow. An
unperturbated plane Poiseuille flow is driven by the constant pressure gradient, -2/Re,
whereas the flow (7.3) is driven by both the pressure gradient, -2/Re and the modelled
Reynolds stress. We re-normalize the problem so that the maximum value of the mean
velocity (7.3) is one and the Reynolds number is re-defined accordingly. This growth of
the small amplitude waves suggests that the quasi-two-dimensional flow (7.3) is linearly
unstable to two-dimensional disturbances. The fact that the amplitudes of these waves
eventually settle to some finite value indicates the existence of a stable neutral solution.
As analyzed by Orszag et al. (1983), two-dimensional finite amplitude waves are sus-
ceptible to three-dimensional secondary disturbances along the wave crests. Whether a
primary wave of wavenumber a is unstable to secondary disturbances depends on the
Reynolds number and the amplitude of the primary wave. Figure 7 in Orszag et al.
(1983) showed the growth rate contours of the secondary instability for plane Poiseuille
flow. This figure cannot be used to study the secondary instability of the primary
waves in the present problem since the flow (7.3) is not a plane Poiseuille flow. How-
ever, Orszag et al. (1983) pointed out that the secondary instability in different flows
had many common characters -the universality of the secondary instability. Therefore,
for a qualitative discussion, we will assume that the secondary instability contours in
the Reynolds number-amplitude plane for the present problem are similar in shape to
those for plane Poiseuille flow. Figure 7.8 shows a schematic drawing of the secondary
instability boundary in the Re - A plane, A being the amplitude of the primary wave
normalized with the maximum value of the mean velocity (7.3).
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Before the removal of the modelled Reynolds stress, the primary waves do not break
down. The "state" of the flow, (Rel, A1), is outside the region of secondary instability,
indicated by the dot in Figure 7.8. We now observe, from the numerical calculations,
what happens to the mean flow and the primary waves after the modelled Reynolds
stress forcing is switched off. The streamwise and spanwise mean velocity profiles are
examined and no significant differences are found before and after the on-set of the
breakdown except some changes in amplitudes. The streamwise mean velocity U(z) is
found to increase near the channel centre and decrease near the walls - a consequence
of the removal of the "Reynolds stress". The spanwise velocity V(z) decreases over the
whole channel depth. Because of the breakdown, measuring (numerically) the amplitude
of each wave crest is difficult. However, the waves which have not yet broken down do
not show any appreciable change in amplitudes before and after the forcing is switched
off and so we will assume that the primary wave amplitude is constant with respect
to time. Since the change in amplitude of the mean flow is slow, we assume the mean
flow is quasi-steady. At each instance the mean flow is different and so the secondary
instability boundary sketched in Figure 7.8 will, in general, change with time, but its
shape will remain similar, therefore we will use only one boundary in Figure 7.8. In any
case, this should not affect the qualitative analysis given below.
The amplitude of the quasi-two-dimensional mean flow given by (7.3) can either
increase or decrease depending on the relative rate of change of U(z) and V(z). An
increase in the amplitude of the mean flow represents an increase in the Reynolds
number and a decrease in the relative amplitude, A, of the primary wave since constant
amplitude primary wave must be re-normalized with a larger amplitude of the mean
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flow and hence the relative amplitude decreases. A decrease in the amplitude of the
mean flow has the opposite effect. Both cases could result in the migration of the flow
"state", (Re, A), across the secondary instability boundary shown in Figure 7.8. The
latter case (indicated by the arrow marked 2 in Figure 7.8) is more likely to be what
actually occurs. Orszag et al. (1983) showed that the energy is transferred from the
mean flow to the secondary waves with the primary wave acting as a "catalyst". The
energy transfer from the primary wave to secondary waves is very small. In the present
problem, the reduction to the amplitude of the mean flow could imply the loss of energy
to the secondary waves as well as to dissipation.
The scenario given in this section is not a proof, but offers a simplified sketch of
a possible mechanism by which the wave breakdown occurs after the removal of the
modelled Reynolds stress forcing. The point to be stressed is that the changes in the
mean flow, the relative amplitude of the primary wave and the secondary instability
boundary are such that the "state" of the flow moves inside the region of secondary
instability. More analysis is needed before this is fully understood. A plausible way to
tackle this problem would be to use the analysis of Orszag et al. (1983), with a two-
dimensional mean flow driven by not only a constant pressure gradient, -2/Re, but
also some kind of body force, F(z), that would produce mean velocity profiles similar
to those in the wave breakdown region. For example, F(z) = 12az2/Re, together with
-2/Re, wound produce a mean flow U(z) = 1 - a - z2 + az4 . After the body force
is removed, we could follow the changes in the mean flow, the primary wave and the
secondary waves to see if the scenario discussed above is true. However, this is outside
of the scope of the present thesis and is left to future studies.
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Figure 7.1: Contours of w in unmodified flow field. Re = 1000, cl = 0. Contours are
w = -0.02, -0.01, 0.01 and 0.02. (a) t = 10, (b) t = 20.
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Figure 7.2: Contours of w. Re = 1000, cl = 0.1, c, = 0.6. Contours plotted are
w = -0.02 and w = 0.02. (a) t = 0, (b) t = 10, (c) t = 20 and t = 30.
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Figure 7.3: Amplitudes of wave crests as functions of time. Numbers 1 to 5 indicate
different waves crests shown in the figure of the previous page
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Figure 7.4: The r.m.s. amplitude of w as a function of time
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Figure 7.5: Spreading of the strong wave group. El: front, Q: side and A: rear
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Figure 7.6: z = 0, t = 55. (a) R.m.s. value of w. Lowest contour value=0.02, high-
est=0.10, incr=0.02. (b) Streamwise mean velocity. Lowest contour=0.7, highest 1.06,
incr=0.02
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Figure 7.7: Contour plots of normal velocity, w. The symmetric forcing is turned off at
t = 55 and wave breakdown begins. (a) t = 70, (b) t = 80.
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Figure 7.8: Migration of the flow "state", (Re, A), into the unstable region from the
original stable "state", (Rex, A,). The solid curve is the secondary instability boundary.
In the direction marked 1, Re increases accompanied by a decrease in A. In direction
2, Re decreases and A increases
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Chapter 8
Conclusions and Further Discussions
The mechanisms of the growth of a turbulent spot in a plane Poiseuille flow at a
Reynolds number of 1000 have been considered by modelling the spot as a concentrated
region of Reynolds stress. Efforts have been made to analyze how the mean flow in a
channel is destabilized and what perturbation modes contribute most to the modified
velocity field. The results indicate that the turbulent spot acts as a patch of inho-
mogeneity forcing large scale modifications and hence destabilizing to the surrounding
laminar flow.
8.1 Linear free waves in plane Poiseuille flow
At Reynolds numbers much lower than the linear critical Reynolds number of 5772,
all linear perturbations eventually decay with time. At Re = 1000, it has been found
that the perturbations to the normal velocity, w, develop into a decaying wave packet af-
ter the initial perturbation, while the perturbations to the streamwise velocity, u, inten-
sifies for a relatively long time before they finally decay, indicating that near resonance
between the normal velocity and the normal vorticty may be present (see Henningson,
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1990). Along the line of symmetry (y = 0) the streamwise perturbation lengthens con-
siderably, which is consistent with the algebraic instability theory of Landahl (1980).
"Pure" waves of infinite extent with a single absolute wavenumber and oblique an-
gle are also examined. The following facts characterize their behaviour at subcritical
Reynolds numbers:
* For 2-dimensional waves at Reynolds numbers just below the critical value of 5772,
there exist a wave at a particular wavenumber that is least damped. Following
some 2-dimensional initial disturbance consisting of a range of wavenumbers, this
preferred wave decays slowest and will eventually dominate the perturbation flow
field. As the Reynolds number is lowered to below about Re = 4745, this preferred
wave is lost and the long waves with wavenumbers close to 0 are less stable.
* For 3-dimensional oblique waves at Reynolds number just below the critical value,
the preferred wave is the same as that in the 2-dimensional case. However, as
the Reynolds number is lowered to below about 4810. Another wave of 90 degree
oblique ange and absolute wavenumber of about 1.2 takes over as the least stable
wave.
This means that, at Re = 1000, the preferred wave has streamwise wavenumber, a = 0,
and spanwise wavenumber, fp g 1.2.
For an initial disturbence in the form of a cross-stream (a = 0) wave at a Reynolds
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number Re, the spanwise velocity v and normal velocity w will decay right away, while
the streamwise perturbation velocity, u, will grow for a duration of about 0.113Re non-
dimensional time unit before decaying, i.e even at Reynolds numbers as low as 1000, the
growth will persist for a duration of about 100 non-dimensional time unit, a consequence
of the algebraic instability (Landahl, 1980).
8.2 Mean flow modifications
When the modelled turbulent spot is introduced into a plane Poiseuille flow, the
mean velocity field is modified. The perturbation flow field consists mainly of the first
few eigenmodes of the normal vorticity equation. These modes are damped ones which
would normally decay with time in a flow field free of inhomogeneities. However, the
turbulent spot acts as a region of inhomogeneity and forces these large scale normal
vorticity modes to grow, leading to the destabilization of the mean flow field.
In agreement with the numerical simulation and analysis of Henningson (1989), the
modified flow field outside the modelled turbulent spot is characterized highly inflexional
spanwise profiles. These regions can be considered as consisting of the eigenmodes of
the normal vorticity equation. The flow field modifications near the centre-plane of the
channel is mainly attributted to the fast sl mode whose maximum amplitude is at the
centre. The the other slower modes contribute the the flow field modifications near the
walls. Among them, the s2, s3 and s3 modes are important because they are relatively
lightly damped in the viscous channel flow. When an inhomogeneity travelling with
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speed c,, such as the modelled turbulent spot, is present in the flow field, it forces
different eigenmodes to grow. The dominant mode has phase speed, Re(c) = c,, i.e if
the forcing travels with the phase speed of Mode sl, the perturbation to the mean flow
is mainly due to Mode sl as a result of near-resonance, and the same applies to other
modes. This is demonstrated by making the modelled turbulent spot travel at different,
prescribed speeds. The faster the forcing travels, the stronger the perturbation at the
channel centre-plane and the weaker the perturbation away from the centre-plane.
8.3 Growth of oblique waves riding on the large scale
modifications to the mean flow
When the large scale mean flow is modified by the presence of an turbulent spot,
some parts of the flow field is destabilized and small perturbations will grow there. When
an antisymmetric disturbance is introduced for a short time, smaller scale, growing
oblique waves start to develop in the destabilized regions. These waves always appear
to ride on the slower moving regions of the large scale disturbance. When the spot
is made to travel very fast, say at speed c, s 1, the amplitudes of the slower modes
will reduce, and so will the wave growth. This may be an explanation as to why the
turbulent spot fronts travel at a speed less than 0.8.
The wavelength and oblique angles agree well with existing experiments and numer-
ical simulations. When the forcing travels at speed, c, = 0.6, waves in the destabilized
regions have wavenumber, k, ranging from 1.5 to 2.1 and oblique angles ranging from
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55 to 72 degrees. Henningson (1989) showed waves have k = 1.88 at oblique angle of
about 68 degrees in the most unstable region.
Increasing the Reynolds number from, Re = 1000, to, Re = 2000, only slightly
changes that large scale perturbations. The amplitudes of the waves on each side of the
forcing increase with Reynolds number.
In the case of small scale finite amplitude waves riding on the large scale pertur-
bation to the mean flow with the forcing travelling at speed, c, = 0.6, the wave group
amplitude grows approximately exponentially, and then settle to a value of about 10
percent of the unperturbed maximum free stream velocity. This is a consequence of the
modelling of the turbulent spot. Recall that the spot is modelled as a non-spreading
region of increased Reynolds stress, which distorts the surrounding laminar flow and
causes instability to set in. Hence, the regions under the influence of the modelled spot
is limited to the neighbourhood of the modelled spot. If, somehow, the spreading of the
spot were incorporated into the model, the destabilized regions would be continuously
extended into the surrounding flow, causing the a succession of newly generated waves
crests to appear.
It has been found that, with the modelled spot in the flow field, the waves riding
on the large scale perturbations to the mean flow do not break down. As soon as the
modelled spot is removed from the flow field, the breakdown of waves into smaller scales
starts. A possible explanation of the breakdown is that the changes in the mean flow
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and primary wave moved the "state" of the flow into the region of secondary instability.
8.4 Advantages and disadvantages of using the modelled
spot
Modelling the spot as a region of increased Reynolds stress has the advantage of
saving computer time. A full Navier-Stokes simulation would require very fine compu-
tational grids and, given the large size of a turbulent spot, large number of spectral
modes would have to be used in order to resolve the small scale turbulence within the
turbulent spot. In their numerical simulation of the turbulent spot, Henningson et al.
(1987) used 256 x 256 x 33 spectral modes. In the present work, our aim is to analyze
the laminar wave field outside the turbulent spot and, with the model discussed in this
thesis, relatively few spectral modes are used (64 x 64 x 33). Computational results of
wave field and mean flow modifications showed good agreement with existing numer-
ical simulations ( see Henningson et al. (1987)), especially at the early stages of the
development of the wave packets.
Furthermore, the modelled spot can be made to travel at prescribed speeds to distort
the mean flow to various degrees. This enables us to find that the slower modes are most
likely to be responsible for the destabilization of the flow field outside the turbulent spot
and hence speculate the reasons why the spot front and rear travel at certain speeds at
fixed Reynolds numbers.
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The very fact that relatively few spectral modes are used in the computations has
also disadvantages. Given a fixed number of spectral modes, the fineness of the grids is
inversely proportional to the size of computation "box" (i.e the length and width of the
computational domain). There two scales involved in the computations: (i) the large
scale modifications to the mean flow, (ii) the small scale wave field. To resolve the wave
field, we need a small computational domain, but will poorly represent the large scale
mean flow modifications since the large scale flow may not have negligible amplitudes at
the edges of the box. This can cause instabilities which initiates from the edges of the
box and propagate into the inner regions of the box. Conversely, if a large box is used,
the mean flow modifications are well represented, but the small scale waves can not be
resolved. In the present work with 64 x 64 x 33 spectral modes and a computational
box of 40 x 30 x 2, the computational can be continued to about 70 - 80 nondimensional
time units after the symmetric forcing is swiched on without significant stability and
resolution problems. Increasing the number of modes is the obvious solution in the
expense of comutational time.
154
Appendix A
Approximations to the integrals
In chapter 5, we made the following approximations for large t,
I = ] qi(r)eia(cj-c')rdr a qi(t) eia(ci-c)rdr, (A.1)
12 = t rj(r)eia(ci-c,'dr - r(t) eia(c-c')rdr, (A.2)
where qi(t) and rj(t) are, respectively,
qj(t) = (z)(-ia 2 - U'(z))dz, (A.3)
ri(t) = / i,(z)(-ifh62)dz. (A.4)
We will show that the approximation made in Equation (A.2) has an error whose
magnitude at large t decays faster than or equal to O(te-at), where a is a positive
constant. The proof for (A.1) can be done similarly. In order to do so, we need to
find the expression for ri (t) by solving the relevant equations analytically. The relevant
equations are,
a d2U - 1 2 a - 2w'
t(D - k) + [U(D - k) -d-z 2 ] - (D - k)2W= ia• 2 (A.5)
D 2- 2 - AdU .u'w'D2 - k 2 = -2icwd -O Lw , (A.6)
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where a and P are, respectively, the streamwise and spanwise wavenumbers, k2 =
a 2 + /2, D = 8/8z, tb is the Fourier transform of w, and P is the Fourier transform of
p.
The boundary conditions at the walls are,
i (a, B, ±1,t) = (a, , fl, t) = 0, (A.7)
81 1 82t(a, , ±1,t)
- (a, , ±1,t) = (A.8)8z Re 8z2  "
We express t as the sum of the eigenfunctions, {qm(z)}, of the Orr-Sommerfeld
equation,
oo00
w= EHm~t (A.9)
i=0o
By substituting (A.9) into (A.5) and making use of the orthogonality relation for the
Orr-Sommerfeld equation 1, we obtain the solution for H,(t) subject to the condition
that there are no perturbations at time, t = 0,
Hm = E- (1 - e-,a( c,), (A.10)(Cn - Cs)
where Em = J 1  a(z)82 (W ')/8z2 . nd c' is the eigenvalue corresponding to the
eigenfunction 'n.
'If •, is the eigenfunction of the Orr-Sommerfeld equation, then f..1 ~,(z)(D2 - k2 )9(z)dz = 6,,,
where #t the is eigenfunction of the differential equation adjoint to the Orr-Sommerfeld equation,
corresponding to On. See Drazin & Reid (1982).
156
Since ri(t) in Equation (A.2) is related to the time-dependent part of the solution
for the pressure (see Chapter 5), we will find the solution for p2 only, i.e,
dUD P2 - k2 1 2 = -2iath• . (A.11)dz
We let Pm(z) be the solution to the following equation,
D 2 m - k 2 P = -2iaE, ,dU (A.12)
subject to boundary conditions,
apm 1
S(a, , fl, t) = -Em•"(1). (A.13)8z Re
It is easy to see, from (A.8), (A.9) and (A.10), that,
2 (a, ,,t) = P(Z) (1 - e-ia~-(c )t). (A.14)
M=1 Cm - c8
From Equation (A.4), we obtain
ri(t) SCr (1 - e-i(ei -,)t), (A.15)
m=1 m
where Si, = f,1 -ifPm(z)#4(z)dz, #4 being the eigenfunction of the normal vorticity
equation.
Substituting Equation (A.15) into Equation (A.2), we get,
t 00 t (1 - eia(cl_,c, ) r)
12 = rj(r)(Teia(-c,)Tdr. = SjM i ea(ci-c)Tdr. (A.16)
m=O C -
Upon integration and factorizing some terms, we get,
(eiy-e)t- 1 1 - e-i0a(-n'*_)t  -i_(_,-_,)t
12 = x S'[ 8 + ) ](1 - c,), (A.17)iaci - c,) m=o c0 -c, cM - c,
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where
cE - ca e-ia(cl -C,)t - e-ia(c-c.)t
S- e-ia(ci - c.)t (A.18)
By comparing Equation (A.17) with Equation (A.15), we can show that
ot  1 0 e_-,,(c _ -e)t -c
12 = r(t) e=a(e-c,)'dr x (1 + .j.- iC1) (A.19)
m=1 Cn -- 8
The first term in the summation tends to zero exponentially for large t, since Im(ct)
is negative at Re = 1000. For the second term to vanish, we need to show that En -- 0
for large t. At Re = 1000, both ci and c', have negative imaginary parts. Therefore,
from Equation (A.18), we see that ej, -+ 0 for large t if ci $ c~'. When ci = c', the
expression for Ejm becomes,
i(te-ia(ci-c,)t
Ejm = (cj - c) 1 - eia(clC-e)t (A.20)
Gustavsson (1981) analyzed the resonant growth of three-dimensional disturbances
in plane Poiseuille flow. He found that ci = c• occurs only at discrete points in the
k - aiRe plane. We are mainly interested in the first three even modes of the normal
vorticity equation, i.e sl, s2 and s3 as explained in Chapter 5. Gustavsson (1981)
found that, at Re = 1000, only the s2 mode can resonate with the A2 mode of the
Orr-Sommerfeld equation, and that resonance occurs at a = 0.34576 and k = 1.0153
with cj = c, = 0.80942 - i0.19268, and also at a = 0.14507 and k = 5.7942 with c, =
c, = 0.69256 - i0.57474. In these two cases, perturbations will grow for, respectively,
15.01 and 11.99 nondimensional time units before decaying. Therefore, if t is much
larger than 15.01, ei, as given by Equation (A.20) is small.
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Hence, the approximation made in Equation (A.2) has an error whose amplitude
decays faster than or equal to O(te- at) at large t, where a is a positive constant.
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