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Abstract: RMPflow is a recently proposed policy-fusion framework based on dif-
ferential geometry. While RMPflow has demonstrated promising performance, it
requires the user to provide sensible subtask policies as Riemannian motion poli-
cies (RMPs: a motion policy and an importance matrix function), which can be a
difficult design problem in its own right. We propose RMPfusion, a variation of
RMPflow, to address this issue. RMPfusion supplements RMPflow with weight
functions that can hierarchically reshape the Lyapunov functions of the subtask
RMPs according to the current configuration of the robot and environment. This
extra flexibility can remedy imperfect subtask RMPs provided by the user, improv-
ing the combined policy’s performance. These weight functions can be learned by
back-propagation. Moreover, we prove that, under mild restrictions on the weight
functions, RMPfusion always yields a globally Lyapunov-stable motion policy.
This implies that we can treat RMPfusion as a structured policy class in policy op-
timization that is guaranteed to generate stable policies, even during the immature
phase of learning. We demonstrate these properties of RMPfusion in imitation
learning experiments both in simulation and on a real-world robot.
Keywords: Reactive motion generation, Structured end-to-end learning
1 Introduction
Motion planning and control are core techniques to robotics [1, 2, 3]. Ideally a good algorithm
must be both computationally efficient and capable of navigating a robot safely and stably across a
wide range of environments. Several systems were recently proposed to address this challenge [4,
5, 6] through closely integrating planning and control techniques. In particular, RMPflow [6] is
designed to combine reactive policies [7, 8, 9, 10, 11] and planning [12]. Based on differential
geometry, RMPflow offers a unified treatment of the nonlinear geometries arising from a robot’s
internal kinematics and task spaces (e.g. environments with obstacles). Given user-provided subtask
motion policies expressed in the form of Riemannian Motion Policies (RMPs) [13] (i.e. a second-
order motion policy along with a matrix function that acts as a directional importance weight),
RMPflow can synthesize a global motion policy for the full task in an efficient and geometrically
consistent manner and has desirable properties such as stability and being coordinate-free [6].
RMPflow has been successfully applied in many applications [14, 15, 16, 17, 18]. But RMPflow is
not perfect. Despite its advancement, practical usage difficulties remain. For instance, the user must
provide RMPs with matrix functions that properly describe the characteristics of subtask motion
policies in order to build an effective RMPflow system. Otherwise, the final global policy may
have unsatisfactory performance, though still being geometrically consistent (with respect to some
meaningless geometric structure). This poses a challenge for practitioners who are inexperienced in
control systems, or for designing policies of tasks where the full state is hard to describe.
In this paper we introduce a hierarchical Lyapunov function reshaping scheme into RMPflow to
remedy the requirement of providing high-quality subtasks RMPs from the user. The modified
algorithm, called RMPfusion, adds a set of multiplicative weight functions in the policy fusion
step of RMPflow, which can be manually parametrized or modeled by function approximators (like
neural networks). In a high level, these weight functions let RMPfusion adapt between multiple
versions of RMPflow according to the robot’s configuration and the environment. (RMPflow is
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(a) A snapshot of the experiment.
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(b) The RMP-tree* used for the Franka robot.
Figure 1: Franka robot navigating around an obstacle using RMPfusion with the RMP-tree*. Gray nodes show
task spaces, blue nodes show subtask RMPs, and weight functions are shown on the respective edges where
they are defined. See Section 4.2 for details.
RMPfusion with constant weights.) Therefore, an immediate benefit of our new algorithm is the
extra design flexibility added to RMPflow. Compared with RMPflow, RMPfusion allows the user to
start with simpler subtask RMPs and gradually build up more complex behaviors through the use of
weight functions.
Interestingly, these weight functions in general do not just linearly combine outputs of motion poli-
cies as in [19, 20]. Instead they hierarchically reshape the inherent Lyapunov functions of the pro-
vided subtask policies, overall giving a nonlinear effect on the global policy RMPfusion creates.
We prove that RMPfusion produces a policy that is Lyapunov-stable with respect to this reshaped
Lyapunov function given by the weight functions. Therefore, the overall the system is stable, as long
as the weight functions are non-negative and non-degenerate.
These properties suggest that we can treat RMPfusion as a structured policy class in reinforce-
ment/imitation learning and optimize the weight functions to improve the combined policy’s perfor-
mance. Importantly, as RMPfusion remains stable under minor restriction on weight functions, we
arrive at a policy class that is guaranteed to be stable, even during the immature phase of learning.
Thus, RMPfusion is suitable for learning with safety constraints; for example, we can ensure that
certain safe policies (like collision avoidance) are the only ones activated when the robot is facing
extreme conditions. These theoretical properties of RMPfusion are verified in imitation learning
tasks, in both simulations and on a real-world robot (Figure 1). Not only did RMPfusion learn to
mimic the expert policy, but it also yielded stable policies throughout the learning.
Notation We use boldface to denote vectors and matrices. For derivatives, we use both the sym-
bols,∇ and ∂, which are transpose to each other: for x ∈ Rm and a differential map y : Rm → Rn,
we write ∇xy(x) = ∂xy(x)> ∈ Rm×n. For convenience we use [·]·· to denote horizontal concate-
nation in composing a matrix; for example, we write M = [mi]mi=1 ∈ Rm×m for mi ∈ Rm. We use
Rm×m+ to denote symmetric, positive semi-definite matrices in Rm×m. We assume all manifolds
and maps are sufficiently smooth. Coordinates of manifolds mentioned here will be assumed local.
2 Background
2.1 Motion Policies
We treat a robot’s configuration as a point on some smooth manifold and model its motion through
differential equations. Assume the robot has been feedback linearized. We are interested in motions
that can be described by second-order differential equations. We call these differential equations,
motion policies, as they essentially define how the robot reacts given the current state (i.e. the config-
uration and the velocity). Suppose the robot lives on a d-dimensional manifold C (the configuration
space) with coordinate q ∈ Rd. We say a map pi is a motion policy on C if the robot travels according
to the differential equation q¨ = pi(q, q˙), where ˙ denotes time derivative.
While motion policies can be specified directly on the configuration space C, it is often more natural
to define them indirectly on the task space T (another manifold) that describes the target application
and then transform them back to the configuration space C. This is the central idea underlined in
operational space control [7]. For instance, suppose T has a coordinate x that is related to C through
a task map ψ (i.e. x = ψ(q)). A popular way to design motion policies is through the analogy of a
mass-spring-damper system [7, 8, 9, 10]. These policies can be written in the task space T as
M(x)x¨ + C(x, x˙)x˙ = −K(x− xg)−Bx˙ (1)
where M(x)  0 is the inertia matrix (this inertia might not necessarily be the physical inertia of the
robot), C(x, x˙)x˙ is the Coriolis term with respect to M, K  0 is the stiffness matrix, B  0 is the
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damping matrix, and xg is the goal in T . Using (1), the robot’s behavior can be easily understood:
it travels toward xg along a trajectory regulated by damper B.
2.2 RMPflow
However, specifying a global task-space policy, like above, can sometimes still be a daunting task,
as the task requirement becomes complicated. RMPflow is designed to address this issue [6]. Rather
than asking the user to provide a global task-space policy, RMPflow asks for only motion policies
for subtasks of the original problem. This potentially can be much simpler. For instance, directly
designing a reaching policy for a cluttered environment is non-trivial, but individually specifying
policies for obstacle-free goal reaching and collision avoidance is more straightforward.
Inspired by geometric control theory [21], RMPflow provides a rigorous framework for policy fu-
sion with theoretical guarantees, such as stability and geometric consistency. In implementation,
RMPflow is realized by a data structure called RMP-tree, and a set operations called RMP-algebra.
Below we highlight major features of each component.
RMP-tree An RMP-tree (e.g. Fig. 1b but without the weights w·) is a directed tree, which
expresses the task map ψ as a sequence of basic maps. The RMP-tree serves two major purposes:
(i) it provides a language for the user to specify the connections between different subtasks, and (ii)
it allows RMPflow to reuse those basic computations inside ψ to achieve efficient policy fusion. In
the RMP-tree, each node represents an RMP and its state; and each edge represents a transformation
between manifolds in the user given decomposition of ψ. Particularly, the leaf nodes consist of the
user-defined subtask RMPs, and the root node maintains the RMP of the global policy pi on C.
RMP-tree uses RMP [13] to describe motion policies on manifolds. Consider an m-dimensional
manifoldM with coordinate x ∈ Rm and a motion policy a onM (i.e. x¨ = a(x, x˙)). An RMP
pairs the motion policy a with an abstract inertia matrix M(x, x˙) ∈ Rm×m+ , a function of both x
and x˙ that describes the directional importance of a at the current state (x, x˙) (see [6] for details).
The RMP of a can be written in the canonical form (a,M)M or in the natural form [f ,M]M, in
which f = Ma is called the force map. Note that f and M are not necessarily physical quantities,
and that the motion policy in an RMP is not necessarily in the form of (1).
RMP-algebra RMPflow uses the RMP-algebra to combine the subtask policies at leaf nodes into
a global policy on the configuration space at the root node. RMP-algebra consists of three operators:
(i) pushforward propagates the state (x, x˙) of a node in the RMP-tree to update the states of its
K child nodes. The state of its ith child node is computed as (yi, y˙i) = (ψi(x),Ji(x)x˙), where ψi
is the transformation yi = ψi(x) and Ji = ∂xψi is the Jacobian matrix.
(ii) pullback propagates the RMPs from the K child nodes to the parent node as [f ,M]M with
f =
∑K
i=1 J
>
i (fi −MiJ˙ix˙) and M =
∑K
i=1 J
>
i MiJi (2)
where [fi,Mi]Ni is the RMP of the ith child node in the natural form.
(iii) resolve maps an RMP from its natural form [f ,M]M to its canonical form (a,M)M with
a = M†f , where † denotes Moore-Penrose inverse.
To compute the global policy pi at time t, RMPflow first performs a forward pass by recursively
calling pushforward. Then it performs a backward pass by recursively calling pullback and
computes [fr,Mr]C at the root. Finally, the global policy pi = ar is generated by using resolve.
Loosely speaking, the global policy pi can be viewed as a weighted combination of the subtask
policies. This can be seen by rewriting (2) as a = Mf = (
∑K
i=1 J
>
i MiJi)
−1J>i (Miai −MiJ˙ix˙)
(which is linear combination of child policies ai plus some curvature correction due to J˙i).
2.3 Theoretical Properties of RMPflow and GDSs
RMPflow is proved to be Lyapunov stable and coordinate-free, when the subtask policies belong to
Geometric Dynamical Systems (GDSs) [6]. GDSs are a family of dynamical systems on manifolds
that generalizes (1) to have velocity-dependent inertias. LetM be an m-dimensional manifold with
coordinate x ∈ Rm. Let G : Rm × Rm → Rm×m+ be a metric matrix, B : Rm × Rm → Rm×m+ be
a damping matrix, and Φ : Rm → R be a potential function, which is lower bounded. A dynamical
system onM is said to be a GDS (M,G,B,Φ) if it follows
M(x, x˙)x¨ + ξG(x, x˙) = −∇xΦ(x)−B(x, x˙)x˙, (3)
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in which M(x, x˙) := G(x, x˙) + ΞG(x, x˙), ΞG(x, x˙) := 12
∑m
i=1 x˙i∂x˙gi(x, x˙), ξG(x, x˙) :=
x
G(x, x˙)x˙− 12∇x(x˙>G(x, x˙)x˙), and
x
G(x, x˙) := [∂xgi(x, x˙)x˙]
m
i=1. The term M is again called the
inertia matrix, despite being a function of both x and x˙. The curvature terms Ξ(x, x˙) and ξ(x, x˙)
are generated from the dependency of G(x, x˙) on x and x˙; if G(x, x˙) = G(x), then G(x) = M(x)
and ξG(x, x˙) = C(x, x˙)x˙ in (1). In view of this, a GDS extends (1) to have general potentials and
velocity-dependent metrics, which is useful in modeling collision avoidance behaviors [6].
The behavior of a GDS (M,G,B,Φ) is characterized by the Lyapunov function
V (x, x˙) = 12 x˙
>G(x, x˙)x˙ + Φ(x). (4)
It can be shown that the stability property of RMPflow is governed by a Lyapunov function in a
similar form [6], when the leaf-node policies are GDSs. An RMP (a,M)M is a GDS if its motion
policy is a = M(x, x˙)−1(−∇xΦ(x)−B(x, x˙)x˙− ξG(x, x˙)).
Theorem 1. [6] Suppose an RMP-tree has K leaf nodes of GDSs (Tk,Gk,Bk,Φk) with Lyapunov
function Vk in (4), for k = 1, . . . ,K. Let Vr =
∑K
k=1 Vk be a Lyapunov candidate.
1. If Mr of the root-node RMP on C is positive definite, then V˙r = −
∑K
k=1 x˙
>
k Bkx˙k ≤ 0.
2. If further
∑K
k=1 J
>
k GkJk  0 and
∑K
k=1 J
>
k BkJk  0, the system converges forwardly
to {(q, q˙) : ∇qΦr(q) = 0, q˙ = 0}, where Jk = ∂qxk and Φr(q) =
∑K
k=1 Φk(xk(q)).
3 RMPfusion
RMPflow provides a control-theoretic framework for combining subtask policies. However, certain
limitations exist. Particularly, it requires the user to provide sensible inertia matrices (cf. Section 2.2)
to describe the subtask policies’ characteristics in the leaf-nodes RMPs; failing to do so may result
in a global policy with undesirable performance, albeit still being geometrically consistent with the
meaningless geometric structure induced by the bad inertia matrices.
In this work, we propose a modified algorithm, RMPfusion, which adds extra flexibilities into
RMPflow to address this difficulty. The main idea is to introduce an additional set of weight func-
tions as gates to switch on and off the child-node policies in the RMP-tree, based on the current state
of the robot and the environment. These functions can either be designed by hand, or be parameter-
ized as function approximators (like neural networks) which are then learned end-to-end from data
(see Section 3.4). As a result, RMPfusion can combine simpler/imperfect subtask RMPs into a better
global policy, lessening the burden on the user to directly provide high-quality subtasks RMPs.
RMPfusion modifies RMP-tree and RMP-algebra into RMP-tree* and RMP-algebra*, respectively.
RMP-tree* augments each node in RMP-tree with extra information and each edge with a weight
function; RMP-algebra* replaces pullback with pullback*. Below we define these modifica-
tions. In addition, we show that RMPfusion retains the nice structural properties of RMPflow: under
mild conditions on the weight functions, the global policy of RMPfusion is Lyapunov stable. Later
in Section 3.4, we will show how to learn the weight functions in RMPfusion from data.
3.1 RMP-tree* and RMP-algebra*
Modified node In addition to the RMP and its state, each node in RMP-tree* also stores the values
of a scalar function L and the metric matrix G. When a leaf-node RMP is a GDS, G is defined as (3)
and L = 12 x˙
>Gx˙− Φ(x) (analogue of the Lagrangian in mechanical systems).
Modified edge Each edge in an RMP-tree* has in addition a weight function. This weight is a
function of the parent-node configuration and some auxiliary state (which describes the task at hand,
e.g., the location of the goal in a reaching task).
Modified pullback We modify pullback into pullback* to use the weight functions on edges
to combine child-node RMPs. For the parent and child nodes given in (2), we set instead
f =
K∑
i=1
wiJ
>
i (fi −MiJ˙ix˙) + hi, M =
K∑
i=1
wiJ
>
i MiJi, G =
K∑
i=1
wiJ
>
i GiJi, L =
K∑
i=1
wiLi (5)
where hi = Li∇xwi − (x˙>∇xwi)J>i GiJix˙. From (5), we see that pullback* does not simply
linearly combine child-node motion policies. It adds a correction term hi, which is designed to
anticipates the change of weighting wi so that the system remains stable. When applied recursively
in policy generation, it would hierarchically reshape the Lyapunov functions (see Section 3.3).
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3.2 Stability
We show RMPfusion is also Lyapunov stable like RMPflow. To state the stability property, let us
introduce additional notation to describe the functions in the RMP-tree*. We will use (i; j) to denote
the ith node in depth j of an RMP-tree* and we use C(i;j) to denote the indices of its child nodes.
For example, node (1; 0) denotes the root node (also denoted as r). In addition, we will refer to the
functions on the edges using the indices of the child nodes, e.g., the Jacobian of the transformation
to the ith node in depth j is denoted as J(i;j). We show the stability property of RMPfusion when
all the leaf nodes are of GDSs, like Theorem 1. The proof is given in Appendix A.
Theorem 2. Suppose an RMP-tree* has leaf-node policies as GDSs with Lyapunov functions given
as (4). Define V(i;j), B(i;j), and Φ(i;j) on the RMP-tree* through the recursion
V(i;j) =
∑
k∈C(i;j) w(k;j+1)V(k;j+1), B(i;j) =
∑
k∈C(i;j) w(k;j+1)J
>
(k;j+1)B(k;j+1)J(k;j+1)
Φ(i;j) =
∑
k∈C(i;j) w(k;j+1)Φ(k;j+1)
(6)
in which the boundary condition is given by the leaf-node GDSs. Let Vr be a Lyapunov candidate.
1. If Mr  0, then V˙r = −q˙>Brq˙ ≤ 0.
2. If further Gr,Br  0, the system converges forwardly to {(q, q˙) : ∇qΦr(q) = 0, q˙ = 0}.
Theorem 2 shows that the system is Lyapunov stable with respect to Vr. To satisfy the conditions
required in Theorem 2, a sufficient condition is to select leaf-node GDSs with certain monotone
metrics [6, Theorem 2] and have positive weight functions on edges. Therefore, in addition to the
conditions needed by RMPflow, RMPfusion only imposes mild constraints on the weight functions.
This is a useful feature when the weight functions are learned from data, because Theorem 2 essen-
tially guarantees the output policy is always stable even in the premature stage of learning.
Note that it is straightforward to extend RMP-tree* to include, in (2), an extra time-varying term that
vanishes as t → ∞ (like the one used in DMPs [10]) and to consider time-varying potentials (e.g.
in tracking applications). We omit discussions about these generalizations due to space limitation.
3.3 Advantages of RMPfusion over RMPflow
RMPfusion strictly generalizes RMPflow. When each weight is constant one, RMPfusion becomes
RMPflow (i.e. pullback* is the same as pullback and Theorem 2 reduces to Theorem 1). More
generally, RMPfusion allows mixing policies through reweighting their Lyapunov functions, while
retaining the nice structural properties of RMPflow, as shown in Theorem 2.
In comparison, RMPfusion has a more flexible way to express policies and compose the subtask
Lyapunov functions into the Lyapunov candidate Vr in (7). Whereas Theorem 1 uses the simple
summation of subtask energies Vr =
∑K
i=1 Vi, Theorem 2 effectively uses the Lyapunov function
Vr =
∑
k1∈C(1;0) w(k1;1)
∑
k2∈C(k1;1) · · ·
∑
kD∈C(kD−1;D−1) w(kD;D)V(kD;D) (7)
for a depth-D RMP-tree* (cf. (6)) and each weight w(i;j) can be a function of the configuration and
auxiliary state of the parent of node (i; j). Therefore, from (6) and (7), RMPfusion can be viewed as
a form of hierarchical Lyapunov function reshaping scheme along the hierarchy structure induced
by the RMP-tree*. Consequently, the recursive formulation of RMPfusion allows the user only to
provide basic subtask policies and gradually increase their expressiveness by the weight functions.
In contrast, using RMPflow requires directly specifying subtask policies with complicated behaviors.
We include a concrete example to illustrate the benefit of this extra flexibility in Appendix B.
3.4 Learning RMPfusion
We presented a new computational graph, RMPfusion, which supplements RMPflow with a set of
multiplicative weight functions to achieve extra flexibility in policy fusion. In Appendix C, we show
these weight functions can be learned by back-propagation, and therefore RMPfusion can be treated
as a parameterized policy class in policy optimization by using computational graph libraries like
tensorflow [22] or pytorch [23]. Finally, it is important to note that we do not have to learn all the
weight functions in a RMP-tree*. If we know that certain leaf-node RMPs have to be turned on,
we can adopt a semi-parametric scheme of weight functions. For example, we can design parame-
terization of the weight functions such that only collision avoidance RMPs are turned on, when the
robot is extremely close to an obstacle. This property is due to the structure of RMP-tree*, which
is interpretable, unlike policies purely based on general function approximators. Interpretability al-
lows for prior knowledge (like constraints and preferences) to be easily incorporated into the policy
structure. This feature is particularly valuable for policy learning with safety constraints [24].
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cj
<latexit sha1_base64="TVMBOl0kcWLo3QgnFz5OvNVnIIw=">AAA Dm3icfZJLb9NAEMe3MY/i8mjhiJAMFVLFIbK5wLGiHBACUQRpK8VRNN6snW33pd11SWTlwp0rfDa+Bp+AcRIh1g2MZOmv38x4ZmemMII7n6Y/t 3rRtes3bm7findu37l7b3fv/onTtaVsQLXQ9qwAxwRXbOC5F+zMWAayEOy0uDhq/aeXzDqu1Wc/N2wkoVK85BQ8ok90fD7e3U/76dKSqyJbi/ 3DnV+vCNrxeK/3NZ9oWkumPBXg3DBLjR81YD2ngi3ivHbMAL2Aig1RKpDMjZplr4vkKZJJUmqLn/LJkv6d0YB0bi4LjJTgp67ra+Em37D25ct Rw5WpPVN0VaisReJ10j48mXDLqBdzFEAtx14TOgUL1ON4giqY77DVgFUWzJTTWUgpmHaMIXR1sZHLWnhu9ZcNFKcQUo07M5yG0GqPW1NVpwfuw 5k3mFtgoAwpiErjs6f/wt1qeGKdpkqhwYeoCP82nFxy49YLn602Hsf5a4Z3Ytl73NkHwyx4bZ81OdhKwmyBd1Plj/NW/i+Sqz+RKGO82qx7o1 fFyfN+lvazj3i+B2Rl2+QheUIOSEZekEPyhhyTAaGkIt/Id/IjehQdRW+jd6vQ3tY65wEJLBr8BrkbOT8=</latexit><latexit sha1_base64="9x2YNqW4r9OTpulN6Brxzd3Z1u0=">AAA Dm3icfZJNb9NAEIa3MdDi8NHCESEZKqSKQ2RzgWNFOSAEogjSVoqjaLzZOEv3S7vrksjKhTNc4bfxNzhzYJxEiHUDI1l69cyMZ3ZmCiO482n6Y 6sTXbl6bXvnety9cfPW7d29OydOV5ayPtVC27MCHBNcsb7nXrAzYxnIQrDT4vyo8Z9eMOu4Vh/83LChhFLxCafgEb2no4+j3f20ly4tuSyytd g/7P58vt398ut4tNf5nI81rSRTngpwbpClxg9rsJ5TwRZxXjlmgJ5DyQYoFUjmhvWy10XyCMk4mWiLn/LJkv6dUYN0bi4LjJTgp67ta+Am36D yk2fDmitTeaboqtCkEonXSfPwZMwto17MUQC1HHtN6BQsUI/jCapgvsNWA1ZaMFNOZyGlYJoxhtBVxUYuK+G51Z82UJxCSDXuzHAaQqs9bk2Vr R64D2deY26BgTKkIEqNz57+C7er4Ym1mpoIDT5ERfi3wfiCG7de+Gy18TjOXzC8E8ve4M7eGmbBa/u4zsGWEmYLvJsyf5A38n+RXP2JRBnj1W btG70sTp70srSXvcPzPSAr2yH3yENyQDLylBySl+SY9AklJflKvpHv0f3oKHoVvV6FdrbWOXdJYFH/N5G5Otk=</latexit><latexit sha1_base64="9x2YNqW4r9OTpulN6Brxzd3Z1u0=">AAA Dm3icfZJNb9NAEIa3MdDi8NHCESEZKqSKQ2RzgWNFOSAEogjSVoqjaLzZOEv3S7vrksjKhTNc4bfxNzhzYJxEiHUDI1l69cyMZ3ZmCiO482n6Y 6sTXbl6bXvnety9cfPW7d29OydOV5ayPtVC27MCHBNcsb7nXrAzYxnIQrDT4vyo8Z9eMOu4Vh/83LChhFLxCafgEb2no4+j3f20ly4tuSyytd g/7P58vt398ut4tNf5nI81rSRTngpwbpClxg9rsJ5TwRZxXjlmgJ5DyQYoFUjmhvWy10XyCMk4mWiLn/LJkv6dUYN0bi4LjJTgp67ta+Am36D yk2fDmitTeaboqtCkEonXSfPwZMwto17MUQC1HHtN6BQsUI/jCapgvsNWA1ZaMFNOZyGlYJoxhtBVxUYuK+G51Z82UJxCSDXuzHAaQqs9bk2Vr R64D2deY26BgTKkIEqNz57+C7er4Ym1mpoIDT5ERfi3wfiCG7de+Gy18TjOXzC8E8ve4M7eGmbBa/u4zsGWEmYLvJsyf5A38n+RXP2JRBnj1W btG70sTp70srSXvcPzPSAr2yH3yENyQDLylBySl+SY9AklJflKvpHv0f3oKHoVvV6FdrbWOXdJYFH/N5G5Otk=</latexit><latexit sha1_base64="iokvyp8BATxD7CHzwyjmJXx7Zwk=">AAA Dm3icfZJLb9NAEMe3MY9iXi0cEZIhQqo4RDYXOFZqDwiBKIK0leIoGm82ztJ9aXfdJrJy4c4VPhvfhnFiIdYNjGTpr9/MeGZnpjCCO5+mv3Z60 Y2bt27v3onv3rv/4OHe/qNTpytL2ZBqoe15AY4JrtjQcy/YubEMZCHYWXFx1PjPLpl1XKsvfmnYWEKp+IxT8Ig+08nXyV4/HaRrS66LrBV90t rJZL/3LZ9qWkmmPBXg3ChLjR/XYD2ngq3ivHLMAL2Ako1QKpDMjet1r6vkBZJpMtMWP+WTNf07owbp3FIWGCnBz13X18BtvlHlZ2/GNVem8kz RTaFZJRKvk+bhyZRbRr1YogBqOfaa0DlYoB7HE1TBfIetBqy0YOacLkJKwTRjDKGriq1cVsJzq6+2UJxCSDXuzHAaQqs9bk2VnR64D2deY26Bg TKkIEqNz57/C3er4Yl1mpoJDT5ERfi30fSSG9cufLHZeBznxwzvxLIPuLOPhlnw2r6sc7ClhMUK76bMn+WN/F8kV38iUcZ4tVn3Rq+L01eDLB 1kn9L+4UF7v7vkCXlODkhGXpND8packCGhpCTfyQ/yM3oaHUXvoveb0N5Om/OYBBYNfwMrITfA</latexit>
i
<latexit sha1_base64="LzO0Yo1ifRQx/SDMApuEp0oovC8=">AAADmXicfZJLb9NAEMe3M Y9iXi0cezFESBWHyOYCN4rgUCEhWiBtpTiqxpu1s+q+tLsuiaxcuHKFr8GZr8K3YZxEiHUDI1n66zczntmZKYzgzqfpr61edO36jZvbt+Lbd+7eu7+z++DE6dpSNqRaaHtWgGOCKzb03At2Ziw DWQh2Wly8bv2nl8w6rtUnPzdsLKFSvOQUPKJjfr7TTwfp0pKrIluL/ssfPz8QtKPz3d6XfKJpLZnyVIBzoyw1ftyA9ZwKtojz2jED9AIqNkKpQDI3bpadLpInSCZJqS1+yidL+ndGA9K5uSwwU oKfuq6vhZt8o9qXL8YNV6b2TNFVobIWiddJ++xkwi2jXsxRALUce03oFCxQj8MJqmC+w1YDVlkwU05nIaVg2iGG0NXFRi5r4bnVnzdQnEJINW7McBpCqz3uTFWdHrgPZ95gboGBMqQgKo3Pnv4 Ld6vhgXWaKoUGH6Ii/NtocsmNWy98ttp4HOdvGN6JZe9wZ+8Ns+C1fdrkYCsJswXeTZU/ylv5v0iu/kSijPFqs+6NXhUnzwZZOsiO0/7BPlnZNtkjj8k+ychzckAOyREZEkoY+Uq+ke/RXvQqO ozerkJ7W+uchySw6ONvZxU44A==</latexit><latexit sha1_base64="m/HE0ZgfFmB3fIRSTBG/PM33h08=">AAADmXicfZLNbtNAEMe3M R/FfLVwrIQMEVLFIbJ7gVuL4FAhIRpB2kpxVI03a2fV9e5qd90msnJB4sQVXoNzX4Vn4CUYJxFi3cBIlv76zYxndmYyLbh1cfxzoxPcuHnr9uad8O69+w8ebm0/OraqMpQNqBLKnGZgmeCSDRx 3gp1qw6DMBDvJzt80/pMLZixX8pObaTYqoZA85xQcoj4/2+rGvXhh0XWRrER3/8dV/9eXJ1dHZ9udz+lY0apk0lEB1g6TWLtRDcZxKtg8TCvLNNBzKNgQpYSS2VG96HQePUcyjnJl8JMuWtC/M 2oorZ2VGUaW4Ca27WvgOt+wcvmrUc2lrhyTdFkor0TkVNQ8Oxpzw6gTMxRADcdeIzoBA9ThcLwqmG+xVY8VBvSE06lPKehmiD60VbaWl5Vw3KjLNRSn4FOFG9Oc+tAohzuTRasH7vyZ15ibYWD pUxCFwmdP/oXb1fDAWk3lQoHzUeb/bTi+4NquFj5dbjwM07cM78Sw97izD5oZcMq8qFMwRQnTOd5NkT5NG/m/SC7/RKIM8WqT9o1eF8d7vSTuJf24e7BLlrZJdsgzsksS8pIckENyRAaEEka+k m/ke7ATvA4Og3fL0M7GKucx8Sz4+BtIATsl</latexit><latexit sha1_base64="m/HE0ZgfFmB3fIRSTBG/PM33h08=">AAADmXicfZLNbtNAEMe3M R/FfLVwrIQMEVLFIbJ7gVuL4FAhIRpB2kpxVI03a2fV9e5qd90msnJB4sQVXoNzX4Vn4CUYJxFi3cBIlv76zYxndmYyLbh1cfxzoxPcuHnr9uad8O69+w8ebm0/OraqMpQNqBLKnGZgmeCSDRx 3gp1qw6DMBDvJzt80/pMLZixX8pObaTYqoZA85xQcoj4/2+rGvXhh0XWRrER3/8dV/9eXJ1dHZ9udz+lY0apk0lEB1g6TWLtRDcZxKtg8TCvLNNBzKNgQpYSS2VG96HQePUcyjnJl8JMuWtC/M 2oorZ2VGUaW4Ca27WvgOt+wcvmrUc2lrhyTdFkor0TkVNQ8Oxpzw6gTMxRADcdeIzoBA9ThcLwqmG+xVY8VBvSE06lPKehmiD60VbaWl5Vw3KjLNRSn4FOFG9Oc+tAohzuTRasH7vyZ15ibYWD pUxCFwmdP/oXb1fDAWk3lQoHzUeb/bTi+4NquFj5dbjwM07cM78Sw97izD5oZcMq8qFMwRQnTOd5NkT5NG/m/SC7/RKIM8WqT9o1eF8d7vSTuJf24e7BLlrZJdsgzsksS8pIckENyRAaEEka+k m/ke7ATvA4Og3fL0M7GKucx8Sz4+BtIATsl</latexit><latexit sha1_base64="zXfoOoZZ1e512Ft1JklTdNk1yqA=">AAADmXicfZJLb9NAEMe3M Y9iXi0cezFESBWHyOYCxyI4VEiIVpC2UhxV483aWXVf2l2XRFYuXLnCh+PbME4sxLqBkSz99ZsZz+zMFEZw59P0184gunX7zt3de/H9Bw8fPd7bf3LmdG0pG1MttL0owDHBFRt77gW7MJaBLAQ 7L67etf7za2Yd1+qLXxo2lVApXnIKHtEpv9wbpqN0bclNkXViSDo7udwffMtnmtaSKU8FODfJUuOnDVjPqWCrOK8dM0CvoGITlAokc9Nm3ekqeYFklpTa4qd8sqZ/ZzQgnVvKAiMl+Lnr+1q4z Tepfflm2nBlas8U3RQqa5F4nbTPTmbcMurFEgVQy7HXhM7BAvU4nKAK5jtsNWCVBTPndBFSCqYdYghdXWzlshaeW/11C8UphFTjxgynIbTa485U1euB+3DmDeYWGChDCqLS+Oz5v3C/Gh5Yr6l SaPAhKsK/TWbX3Lhu4YvNxuM4f8/wTiz7iDv7ZJgFr+3LJgdbSVis8G6q/Fneyv9FcvUnEmWMV5v1b/SmOHs1ytJRdpoOjw67+90lB+Q5OSQZeU2OyDE5IWNCCSPfyQ/yMzqI3kbH0YdN6GCny 3lKAos+/wZrRDbp</latexit>
|{z}
W
<latexit sha1_base64="RqYq82SkdUPnYVMs7kTI3ygBjPc=">AAA DqXicfZLNbtNAEMe3MR/FfDSFIxdDhVSBFNlc4FipHLggWok0EXEUjddrZ9X17mp33SaycuE1OAIPxJG3YZxEiHUDI1n66zczO+OZybTg1sXxr 71ecOv2nbv798L7Dx4+OugfPr6wqjaUDakSyowzsExwyYaOO8HG2jCoMsFG2eVp6x9dMWO5kp/cUrNpBaXkBafgEM36B2ktc2YyA5Q1q9lo1j +KB/Haopsi2Yqjk+Tbz4gQcjY77H1Jc0XriklHBVg7SWLtpg0Yx6lgqzCtLdNAL6FkE5QSKmanzbrzVfQCSR4VyuAnXbSmf2c0UFm7rDKMrMD NbdfXwl2+Se2Kt9OGS107JummUFGLyKmoHUOUc8OoE0sUQA3HXiM6B5yCw2F5VTDfYqseKw3oOacLn1LQ7VB9aOtsJ69q4bhR1zsoTsGnCjeoO fWhUQ53KMtOD9z5M28wN8PAyqcgSoW/Pf8X7lbDg+s0VQgFzkeZ/9okv+Labhe+2Gw8DNN3DO/EsA+4s4+aGXDKvGxSMGUFixXeTZk+S1v5v0 gu/0SiDPFqk+6N3hQXrwdJPEjO8XyPycb2yVPynByThLwhJ+Q9OSNDQklNvpLv5EfwKjgPxsHnTWhvb5vzhHgW0N/pvj9n</latexit><latexit sha1_base64="YYAxomaKytTQNT7ZA1ZgaTXQI8g=">AAA DqXicfZLNbtNAEMe3MR/FfDSFIxdDi1SBFNm90GMlOCAkRCuRJiKOovFm7ay63l3trttEVi68BkfggTjyNoyTCLFuYCRLf/1mZmc8M5kW3Lo4/ rXTCW7dvnN39154/8HDR3vd/ccXVlWGsj5VQplhBpYJLlnfcSfYUBsGZSbYILt80/gHV8xYruQnt9BsXEIhec4pOEST7l5aySkzmQHK6uVkMO kexL14ZdFNkWzEwWny7efh++zwbLLf+ZJOFa1KJh0VYO0oibUb12Acp4Itw7SyTAO9hIKNUEoomR3Xq86X0Qsk0yhXBj/pohX9O6OG0tpFmWF kCW5m274GbvONKpefjGsudeWYpOtCeSUip6JmDNGUG0adWKAAajj2GtEZ4BQcDsurgvkWW/VYYUDPOJ37lIJuhupDW2VbeVkJx4263kJxCj5Vu EHNqQ+NcrhDWbR64M6feY25GQaWPgVRKPzt2b9wuxoeXKupXChwPsr810bTK67tZuHz9cbDMH3L8E4M+4A7+6iZAafMyzoFU5QwX+LdFOmztJ H/i+TyTyTKEK82ad/oTXFx3EviXnKO53tE1rZLnpLn5Igk5DU5Je/IGekTSirylXwnP4JXwXkwDD6vQzs7m5wnxLOA/gZr5UA7</latexit><latexit sha1_base64="YYAxomaKytTQNT7ZA1ZgaTXQI8g=">AAA DqXicfZLNbtNAEMe3MR/FfDSFIxdDi1SBFNm90GMlOCAkRCuRJiKOovFm7ay63l3trttEVi68BkfggTjyNoyTCLFuYCRLf/1mZmc8M5kW3Lo4/ rXTCW7dvnN39154/8HDR3vd/ccXVlWGsj5VQplhBpYJLlnfcSfYUBsGZSbYILt80/gHV8xYruQnt9BsXEIhec4pOEST7l5aySkzmQHK6uVkMO kexL14ZdFNkWzEwWny7efh++zwbLLf+ZJOFa1KJh0VYO0oibUb12Acp4Itw7SyTAO9hIKNUEoomR3Xq86X0Qsk0yhXBj/pohX9O6OG0tpFmWF kCW5m274GbvONKpefjGsudeWYpOtCeSUip6JmDNGUG0adWKAAajj2GtEZ4BQcDsurgvkWW/VYYUDPOJ37lIJuhupDW2VbeVkJx4263kJxCj5Vu EHNqQ+NcrhDWbR64M6feY25GQaWPgVRKPzt2b9wuxoeXKupXChwPsr810bTK67tZuHz9cbDMH3L8E4M+4A7+6iZAafMyzoFU5QwX+LdFOmztJ H/i+TyTyTKEK82ad/oTXFx3EviXnKO53tE1rZLnpLn5Igk5DU5Je/IGekTSirylXwnP4JXwXkwDD6vQzs7m5wnxLOA/gZr5UA7</latexit><latexit sha1_base64="Nf96OVGq+UgsHPY2WniIh0QFvzo=">AAA DqXicfZLNbtNAEMe3MR/FfDSFIxdDhFSBFNlc4FipHLggWok0EXEUjdcbZ9X17mp33SaycuE1uMJD8TaMEwuxbmAkS3/9ZmZnPDOZFty6OP510 Avu3L13//BB+PDR4ydH/eOnl1ZVhrIRVUKZSQaWCS7ZyHEn2EQbBmUm2Di7Omv842tmLFfyi1trNiuhkHzBKThE8/5RWsmcmcwAZfVmPp73B/ Ew3lp0WyStGJDWzufHvW9prmhVMumoAGunSazdrAbjOBVsE6aVZRroFRRsilJCyeys3na+iV4hyaOFMvhJF23p3xk1lNauywwjS3BL2/U1cJ9 vWrnF+1nNpa4ck3RXaFGJyKmoGUOUc8OoE2sUQA3HXiO6BJyCw2F5VTDfYqseKwzoJacrn1LQzVB9aKtsLy8r4bhRN3soTsGnCjeoOfWhUQ53K ItOD9z5M68xN8PA0qcgCoW/vfwX7lbDg+s0tRAKnI8y/7Vpfs21bRe+2m08DNMPDO/EsE+4s8+aGXDKvK5TMEUJqw3eTZG+SBv5v0gu/0SiDP Fqk+6N3haXb4dJPEwu4sHpSXu/h+Q5eUlOSELekVPykZyTEaGkIt/JD/IzeBNcBJPg6y60d9DmPCOeBfQ3xI09Yg==</latexit>
..................| {z }
FC + ReLU
<latexit sha1_base64="JkKsPP WLNC/ScGv1AnjepmlXnc4=">AAAD2XicfZJNbxMxEIbdLh8lfDSFIxd DhVSBFO32AjcqFSEOIAoibaVsFHmdycaq17Zsb5totQc4Ia78BMSv4 YQEB/4Ns0mEcBIYaaVXj2fs2XknM1I4H8e/NjajS5evXN261rp+4+at 7fbO7WOnS8uhy7XU9jRjDqRQ0PXCSzg1FliRSTjJzg6b85NzsE5o9c5 PDfQLlisxEpx5RIP207RUQ7CZZRyqdHZfdTEWHurOStSDKvUw8dXzQ /qIvoWX3boetHfjTjwLuiqShdg92P/ynRJCjgY7mx/SoeZlAcpzyZzr JbHx/YpZL7iEupWWDgzjZyyHHkrFCnD9atZZTR8gGdKRtvgpT2f074q KFc5NiwwzC+bHbvmsgevOeqUfPelXQpnSg+Lzh0alpF7TZmx0KCxwL 6coGLcCe6V8zHBqHocbvIL1DlsNWG6ZGQs+CSlnpjEhhK7M1vKilF5Y fbGG4hRCqtFxI3gIrfboucqXemisDgjWZphYhJTJXONvj/+Fl1/DBV1 qaiQ18yHKwtt6w3Nh3MLwydzxVit9BrgnFl6hZ68NWOa1fVilzOYFm 9S4N3l6L23k/zKF+pOJsoVbmyzv6Ko43u8kcSd5g+u7R+axRe6S+2SP JOQxOSAvyBHpEk6+km/kB/kZ9aL30cfo0zx1c2NRc4cEEX3+DVlhUB4 =</latexit><latexit sha1_base64="5pgRkH ZH+L6t/rArYKzBway9JQ0=">AAAD2XicfZJNixNBEIZ7M36s8SurRy+ ju8KiEGb2ojcXVkREcRWzu5AJoadTM2m2p7vp7tlNGOagJ/HqTxB/j SdBD/4ba5IgdhItGHh5uqq7pt5KteDWRdGvjVZw4eKly5tX2levXb9x s7N168iq0jDoMSWUOUmpBcEl9Bx3Ak60AVqkAo7T04Pm/PgMjOVKvnN TDYOC5pJnnFGHaNh5kpRyBCY1lEGVzO6rzsfcQd1diXpYJQ4mrnp2E D4M38LLXl0PO9tRN5pFuCrihdje3/vyfedFunM43Gp9SEaKlQVIxwS1 th9H2g0qahxnAup2UlrQlJ3SHPooJS3ADqpZZ3V4H8kozJTBT7pwRv+ uqGhh7bRIMbOgbmyXzxq47qxfuuzxoOJSlw4kmz+UlSJ0KmzGFo64A ebEFAVlhmOvIRtTnJrD4XqvYL3FVj2WG6rHnE18yqhuTPChLdO1vCiF 40adr6E4BZ8qdFxz5kOjHHou86UeGqs9grUpJhY+pSJX+Nvjf+Hl13B Bl5rKhKLOR6l/W390xrVdGD6ZO95uJ08B98TAK/TstQZDnTIPqoSav KCTGvcmT+4mjfxfJpd/MlG2cWvj5R1dFUd73Tjqxm9wfXfJPDbJHXKP 7JKYPCL75Dk5JD3CyFfyjfwgP4N+8D74GHyap7Y2FjW3iRfB59/beVD y</latexit><latexit sha1_base64="5pgRkH ZH+L6t/rArYKzBway9JQ0=">AAAD2XicfZJNixNBEIZ7M36s8SurRy+ ju8KiEGb2ojcXVkREcRWzu5AJoadTM2m2p7vp7tlNGOagJ/HqTxB/j SdBD/4ba5IgdhItGHh5uqq7pt5KteDWRdGvjVZw4eKly5tX2levXb9x s7N168iq0jDoMSWUOUmpBcEl9Bx3Ak60AVqkAo7T04Pm/PgMjOVKvnN TDYOC5pJnnFGHaNh5kpRyBCY1lEGVzO6rzsfcQd1diXpYJQ4mrnp2E D4M38LLXl0PO9tRN5pFuCrihdje3/vyfedFunM43Gp9SEaKlQVIxwS1 th9H2g0qahxnAup2UlrQlJ3SHPooJS3ADqpZZ3V4H8kozJTBT7pwRv+ uqGhh7bRIMbOgbmyXzxq47qxfuuzxoOJSlw4kmz+UlSJ0KmzGFo64A ebEFAVlhmOvIRtTnJrD4XqvYL3FVj2WG6rHnE18yqhuTPChLdO1vCiF 40adr6E4BZ8qdFxz5kOjHHou86UeGqs9grUpJhY+pSJX+Nvjf+Hl13B Bl5rKhKLOR6l/W390xrVdGD6ZO95uJ08B98TAK/TstQZDnTIPqoSav KCTGvcmT+4mjfxfJpd/MlG2cWvj5R1dFUd73Tjqxm9wfXfJPDbJHXKP 7JKYPCL75Dk5JD3CyFfyjfwgP4N+8D74GHyap7Y2FjW3iRfB59/beVD y</latexit><latexit sha1_base64="YlAMV6 JUSWZkLmES/jm9Zt4Rtg8=">AAAD2XicfZJNixNBEIZ7M36s8SurRy+ jQVgUwowXvbmwIh4UVzG7C5kQejqVSbM93U13zW7CMAc9iVd/g7/Gq x78N9YkQZwkWjDw8nRVd029lVolPUbRr51WcOnylau719rXb9y8dbuz d+fYm8IJ6AujjDtNuQclNfRRooJT64DnqYKT9OywPj85B+el0R9wbmG Y80zLiRQcCY06z5NCj8Gljgsok8V95cVUIlS9jahGZYIww/LlYfg4f A+v+1U16nSjXrSIcFPEK9Flqzga7bU+JWMjihw0CsW9H8SRxWHJHUqh oGonhQfLxRnPYEBS8xz8sFx0VoUPiYzDiXH0aQwX9O+Kkufez/OUMnO OU79+VsNtZ4MCJ8+GpdS2QNBi+dCkUCGasB5bOJYOBKo5CS6cpF5DM eU0NaThNl6hek+tNljmuJ1KMWtSwW1tQhP6It3K80KhdOZiC6UpNKkh x60UTegMkuc6W+uhtrpBqDalxLxJucoM/fb0X3j9NVrQtaYmynBsorR 522B8Lq1fGT5bOt5uJy+A9sTBG/LsrQXH0bhHZcJdlvNZRXuTJfeTW v4vU+o/mSTbtLXx+o5uiuMnvTjqxe+i7sH+an932T32gO2zmD1lB+wV O2J9Jtg39p39YD+DQfAx+Bx8Waa2dlY1d1kjgq+/ATEkThg=</latex it>
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Figure 2: (a) Shows the network used for learning with RMPfusion, specifically for any node i on the RMP-
tree*, with children c0, . . . , cj . If i is a leaf node, then it is evaluated from the designed RMP policy. The
global policy is obtained by applying resolve on the root node RMP. RMP-tree* used in experiments for (b)
2d1level and (c) 2d2level.
4 Experiments
We validate our approach with experiments of imitation learning. The goal is to show that RMPfu-
sion with an RMP-tree* that is parametrized by randomly initialized neural networks (as in Fig-
ure 2) is able to mimic the expert policy’s behavior by observing expert demonstrations. This
setup simulates the situation where the user of RMPfusion only provides imperfect subtask poli-
cies. We also use these experiments to validate the stability properties of RMPfusion by studying
if the Lyapunov function of the policies generated by RMPfusion (even the premature ones ob-
tained before learning converges) decay monotonically over time. We perform these experiments
with a 2D particle robot and with a Franka Panda 7-DOF robot (video of experiments is available at
https://youtu.be/McSrpW-mIq4).
As our aim it not to invent a new imitation learning algorithm, we adopt the most basic approach,
behavior cloning [25], in which the demonstrations are purely generated by running the expert policy
alone without any active intervention from the learner. The objective of these experiments is to study
how well RMPfusion can recover the behaviors of an expert that is within its effective policy class,
and therefore we use a known RMP-tree* with fixed weights as the expert policy. We choose this
setting to rule out bias due to mismatches between policy classes, because properly handling policy
class biases in imitation learning is a non-trivial research question on its own right [26, 27, 28,
29]. Note that any policy optimization technique can be used to train RMPfusion, including online
imitation learning and policy gradient methods, etc.
4.1 2D Robot
We first validate our approach on two problems where a 2D robot is tasked with reaching a goal
while avoiding one obstacle (2d1level) or two obstacles (2d2level). The RMP-tree* for these
problems are shown in Figure 2b-2c and are detailed in Appendix D. The tree structure here is
heuristically chosen based on the problem domain, as in RMPflow and typically follows the robots
kinematic chain and then extends into the workspace and abstract task spaces. In the 2d1level
problem, the aim is to show near-perfect recovery of the weights given that the problem is convex
in the weight functions. The 2d2level problem adds extra complexity to the learning process. It
introduces multiplication between weights so the weights cannot be uniquely identified. The aim
here is to show that close-to-expert behavior can still be achieved.
Data For each problem, the expert policy is generated by the respective RMP-tree* with some
fixed assigned weights, which are unknown to the learner. The training data consist of 20 randomly
selected environments with varying placements and sizes of obstacles. In each environment, the
expert is run to generate 50 trajectories from unique initial states, and 60 temporally equidistant data
points on each trajectory are recorded. Each data point is a pair of input and output: the input consists
of the state (position and velocity) of the 2D particle and the auxiliary state (obstacle location and
dimension, goal location) i.e. the meta information about the environment; the output consists of
the action (acceleration) as specified by the expert given the input state visited by running the expert
policy. Test data are collected by repeating this process with 5 new environments with 10 trajectories
in each environment.
Unstructured network For 2d2level we also compare our RMPfusion learner-rmp with
an unstructured neural network learner-un. This is a fully connected feed forward network with
similar number of learnable parameters compared to learner-rmp. This network takes robot
state and auxiliary state as the inputs, and outputs the acceleration. Our aim with this comparison is
to show that an unstructured approach cannot offer any stability or safety guarantees, and with the
same amount of data and training underperforms compared to the structured approach.
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Figure 3: Trajectories generated in by (a)-(b) learner-rmp and (e) learner-un, compared to the expert
are shown. Initial state is a black circle for position and black arrow for velocity. The environment has obstacles
(red and blue) and goal (orange square). (c) shows the corresponding Lyapunov function for learner-rmp
trajectories in (b) while (d) shows its learning curve.
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Figure 4: Improvement of the behavior produced by learner-rmp at various stages during training for
2d2level. The top row shows the trajectories and the bottom row shows the corresponding Lyapunov func-
tion. From left to right these plots correspond to the red dots from left to right on the training curve in Figure 3d.
Training We use the mean squared error between the action generated by any learner and the
action specified by the expert as the loss function for imitation learning. All learners are trained
using RMSprop [30] with a minibatch size of 200 for 20,000 iterations. The number of iterations
were chosen such that learning roughly converged and over-fitting had not happened.
Results We report two types of test loss: the batch-loss is the average loss on the entire test dataset
generated by the expert policy, and the online-loss is the average loss at every time step (1 second
interval) on the trajectories generated by the learner’s policy starting from the initial states in the
test dataset. In 2d1level, the batch-loss is 5.42 × 10−5 and the online-loss is 5.82 × 10−5. In
2d1level, for learner-rmp the batch-loss is 2.45× 10−4 and the online-loss is 2.78× 10−4,
while for learner-un the batch-loss is 0.111 and the online-loss is 12.203. The higher batch-loss
for learner-un indicates that with the same amount of data and training the network is unable to
learn the policy from the expert, while the much worse online-loss indicates that it cannot generalize
well and succumbs to covariate shift problems.
Figures 3a, 3b and 3e show the evaluation of the trained networks on an example test environment.
These results show that RMPfusion can perfectly match the behavior of the expert in the convex case
(2d1level), while achieving near-expert performance in the non-identifiable case (2d12evel).
From the overall results we also observe that learner-un is never able to reach the goal and also
has a collision rate of 28% (e.g. Figure 3e), whereas learner-rmp successfully finishes the task
100% of the time. We also tried a unstructured network with 5.8 times the number of learnable
parameters. While the loss values improved with a small drop in collision rate, it was still never
able to complete the task (please see Appendix D for more details). Figure 4 shows the improving
progression of learner-rmp during training, in which each snapshot corresponds to an associated
point on the training curve in Figure 3d. This verifies that with training we can progressively improve
the behavior of the learner. In addition, we verify that the stability properties of RMPfusion in the
associated Lyapunov functions in Figure 3c and Figure 4. We see that, regardless of the setting,
the Lyapunov functions always decays monotonically as indicated by Theorem 2. This suggests
RMPfusion produces a stable policy even when the learned weight functions are premature before
the learning has converged (Figure 4). On the other hand, learner-un does not always avoid
collision or provide any stability during or after training (see Figure 7 in Appendix D).
4.2 Franka Robot
We also validate our approach in a more realistic setup with a Franka Panda 7-DOF robot arm. In
these experiments, the task is to reach a goal while navigating around an obstacle. The RMP-tree*
used is shown in Figure 1b, where the configuration space of the robot is the root node, and weights
functions are shown on the edges where they are defined. Please see Appendix D for details.
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Figure 5: (a) An example from the training dataset (left) and the test dataset (right). The robot is shown in its
start configuration with an obstacle (cylinder) and a goal (sphere). (b) Learner’s performance with respect to
the expert on the test dataset for the experiments with the Franka robot.
Data and training The expert policy is given by the RMP-tree* with some fixed but unknown
weights, while the learner’s policy is defined by the RMP-tree* with neural network weight functions
that will be learned through behavior cloning. For training data we place an obstacle in a fixed
location near the robot and sample different start configurations and goal locations that are in a
region in front of the obstacle from the robot’s perspective, so that the robot is forced to interact with
the obstacle while trying to reach the goal. We run the expert to generate 110 unique trajectories for
the training data. The trajectories are 5-10 seconds long and data is collected every 0.1 seconds; a
data point consists of the state (configuration position and velocity of the robot), the auxiliary state
(distances to goal and obstacle), and the expert action (acceleration). In a new environment with
a different placement of the obstacle, this process is repeated to gather the test dataset where the
expert is used to generate 20 unique trajectories. An example from the training and test dataset is
shown in Figure 5a. The loss function is the same as in the experiments with the 2D robot and we
train the policy using ADAM [31] with a minibatch size of 200 for 1500 iterations. The number of
iterations were chosen such that learning roughly converged and over-fitting had not happened.
Results We compare the performance of the learner, against the expert, at various stages of
training: learner-0 at no training (the neural network is initialized with random weights),
learner-300 at 300 iterations, and learner-1200 at 1200 iterations when the learning con-
verges. We record the following metrics on the test dataset for the expert and all the learners: (i)
time: the time to reach within a precision of 0.05m of the goal; we time-out the execution at 10 sec-
onds, (ii) conf length: the distance traveled in configuration space, (iii) end eff length: the distance
traveled by the end effector in workspace, and (iv) goal distance: the distance to the goal from the
end effector at the end of an execution.
Figure 5b shows the performance of the learners relative to the expert on the test dataset (it plots the
mean and the standard deviation of the ratios of the learner’s metric and the expert’s metric across
trajectories; the expert is shown as the dotted horizontal baseline). From these results we see that,
when the learner is not trained, the robot does not move much and incurs a high goal distance before
timing out. With more training, the goal error reduces as the robot start traveling towards the goal
but it still often times out. As the learning converges so does the performance of the learner towards
the expert’s performance. In all the trajectories across all the learners there are no collision, which
verifies that constraints like safety can be incorporated through the structured learning approach
that RMPfusion allows. We do a qualitative comparison on an example execution with the expert
and the learners and also verify the stability properties of RMPfusion (even during learning) with
the monotonically decreasing Lyapunov functions on these executions. Please see Appendix D and
Figure 9 therein for details.
5 Conclusion
We introduce extra parametrization flexibility into RMPflow and propose a new algorithm called
RMPfusion. RMPfusion features a set of learnable weight functions that specifies the importance of
subtask policies based on the robot’s configuration and the environment. Consequently, RMPfusion
can combine imperfect subtask policies into a global policy with good performance, where the orig-
inal RMPflow fails. We demonstrate the ability of RMPfusion to learn weight functions for policy
fusion in experiments, and further theoretically prove that RMPfusion inherits the Lyapunov-type
stability from RMPflow with only mild conditions on the weight functions. These structural proper-
ties and encouraging experimental results of RMPfusion suggest that RMPfusion can be treated as a
class of structural policies suitable for policy learning with safety and interpretability requirements.
Important future work includes designing more expressive policies based on RMPfusion, e.g., we
can modify RMPfusion slightly to also learn part of the subtask policies and extra perturbations.
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Appendix
A Proof of Theorem 2
We provide the proof of Theorem 2 for completeness. We use [6, Thoerem 1] as the main lemma in
our proof.
A.1 Background
We first recall the definition of structured GDS [6], which augments a GDS with the information on
how the metric matrix G factorizes, in order to state [6, Thoerem 1].
Definition 1. [6] Suppose G has a structure S that factorizes G(x, x˙) = J(x)>H(z, z˙)J(x), where
z : x 7→ z(x) ∈ Rn and H : Rn × Rn → Rn×n+ , and J(x) = ∂xz. The tuple (M,G,B,Φ)S is a
structured GDS, if
M(x, x˙)x¨ + ηG;S(x, x˙) = −∇xΦ(x)−B(x, x˙)x˙ (8)
where ηG;S(x, x˙) := J(x)>(ξH(z, z˙) + (H(z, z˙) + ΞH(z, z˙))J˙(x, x˙)x˙). Given two structures, Sa
is said to preserve Sb if Sa has the factorization (of H) made by Sb.
As noted in [6], GDSs are structured GDSs with a trivial structure (i.e. z = x), and structured GDSs
reduce to GDSs if G(x, x˙) = G(x), or if the manifold is one-dimensional.
Lemma 1. [6, Thoerem 1] Suppose the ith child node follows (Ni,Gi,Bi,Φi)Si and has coordinate
yi. Let ai = (Gi+ΞGi)
†(−ηGi;Si−∇yiΦi−Biy˙i) and Mi = Gi+ΞGi . Suppose a of the parent
node is given by pullback with {(ai,Mi)NiC }Ki=1. Then a follows the pullback structured GDS
(M,G,B,Φ)S , where G =
∑K
i=1 J
>
i GiJi, B =
∑K
i=1 J
>
i BiJi, Φ =
∑K
i=1 Φi ◦ yk, S preserves
Si, and Ji = ∂xyi. That is, the parent node is (a,M)MC such that M =
∑K
i=1 J
>
i (Gi + ΞGi)Ji
and a = (G + ΞG)
†
(−ηG;S −∇xΦ−Bx˙).
Lemma 1 shows that the original pullback operator preserves structured GDSs. Consequently,
when all the leaf nodes are GDSs, the root node is a structured GDS, which implies the type of
Lyapunov stability in Theorem 1.
A.2 Proof of Theorem 2
We prove the stability of RMPfusion using similar techniques as [6]. Using the recursive property,
it is sufficient to show that pullback* preserves a family of structured GDSs, which are specified
by the weight functions. Then the statement of Theorem 2 follows directly as in [6].
We proceed by first decoupling the pullback* into two steps. Let u be a parent node on manifold
M and {vk}Kk=1 be its K child nodes on manifold {Nk}Kk=1 in an RMP-tree*. Between u and
each vk, we add an extra node v˜k on manifoldM to create a new graph. In this new graph, u has
K child nodes {v˜k}Kk=1 with identity transformation and the original weight function wk, and v˜k
has a single child which is vk with the original transformation from u to vk and an identity weight
function. Under this construction, the pullback* operator in the original graph can then be realized
in the new graph as
1. a pullback* operator from vk to v˜k for each k
2. a pullback* operator from {v˜k}Kk=1 to u.
To verify this we rewrite (5) as
f =
∑K
i=1 wiJ
>
i (fi −MiJ˙ix˙) + hi =:
∑K
i=1 wif˜i + h˜i
M =
∑K
i=1 wiJ
>
i MiJi =:
∑K
i=1 wiM˜i
G =
∑K
i=1 wiJ
>
i GiJi =:
∑K
i=1 wiG˜i
L =
∑K
i=1 wiLi =:
∑K
i=1 wiL˜i
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where we also has hi = h˜i = L˜i∇xwi−(x˙>∇xwi)G˜ix˙. That is, node v˜k has the RMP (f˜i, M˜i)MC ,
the metric matrix G˜i, and the Lagrangian L˜i. From the equalities above, we verify the two-step
decomposition of pullback* is valid.
Next we show that each step in the two-step decomposition yields a structured GDS like Lemma 1,
which is sufficient condition we need to prove Theorem 2. In the first step from vi to v˜i, because the
weight is constant identity, pullback* is the same as pullback. We apply Lemma 1 and conclude
that v˜i follows (M, G˜i, B˜i, Φ˜i)S˜i , where S˜i preserves Si.
Then we show the second step from {v˜i}Ki=1 to u has similar properties. This is summarized as
Lemma 2 below.
Lemma 2. If v˜i follows (M, G˜i, B˜i, Φ˜i)S˜i , then u follows (M,G,B,Φ)S , where S preserves S˜i,
G =
∑K
i=1 wiG˜i, B =
∑K
i=1 wiB˜i, and Φ =
∑K
i=1 wiΦ˜i.
Proof of Lemma 2. This can be shown by algebraically comparing the dynamics of (M,G,B,Φ)S
and the result of (5). Let x be a coordinate ofM and, without loss of generality, let us consider wk
to be a function of only x (we ignore the dependency on the auxiliary state). By Definition 1, the
dynamics of (M,G,B,Φ)S satisfies
M(x, x˙)x¨ + ηG;S(x, x˙) = −∇xΦ(x)−B(x, x˙)x˙ (9)
We first show the recursion of f of pullback* satisfies (9). To this end, we rewrite ηG;S by
Definition 1 as
ηG;S(x, x˙) =
∑K
i=1 ξwiG˜i(x, x˙)
=
∑K
i=1 wi(x)ηG˜i(x, x˙) + (x˙
>∇xwi(x))G˜i(x, x˙)x˙− 12∇xwi(x)x˙>G˜i(x, x˙)x˙
where in the first equality we use the trick we made that the transformation from u to v˜k is identity
and we use the fact S˜i preserves Si, so the structure S that preserves S˜i has a clean structure
G = [I . . . I]
w1G˜1 . . .
wKG˜K

I...
I

Similarly, we rewrite ∇xΦ(x) =
∑K
i=1 wi(x)∇xΦ˜i(x) + Φ˜i∇xwi(x). Substituting these two
equalities into (9), we can write (with input dependency omitted)
Mx¨ = −∇xΦ−Bx˙− ηG;S
=
∑K
i=1−wi∇xΦ˜i − Φ˜i∇xwi − wiBix˙ +
∑K
i=1−wiηG˜i − (x˙>∇xwi)G˜ix˙ + 12∇xwix˙>G˜ix˙
=
∑K
i=1 wif˜i +
1
2∇xwix˙>G˜ix˙− Φ˜i∇xwi − (x˙>∇xwi)G˜ix˙
=
∑K
i=1 wif˜i + hi
where we use the fact that f˜i = −∇xΦ˜i − B˜ix˙ − ηG˜i;S˜i as v˜i follows (M, G˜i, B˜i, Φ˜i)S˜i with S˜i
preserving Si. This is exactly the recursion of f when pullback* is applied between v˜i and u, i.e.
f = Mx¨ =
∑K
i=1 wif˜i + hi.
To establish the equivalence of the other recursions, we next rewrite M by definition in (3) as
M(x, x˙) = G(x, x˙) + ΞG(x, x˙)
=
∑K
i=1 wi(x)
(
G˜i(x, x˙) + ΞG˜i(x, x˙)
)
=
∑K
i=1 wi(x)M˜i(x, x˙)
where we use the fact that wi does not on the velocity x˙. The recursion for G and L can be derived
similarly, so we omit them here. 
So far we have shown that pullback* of RMPfusion retains the closure of structured GDSs as
pullback in RMPflow. In addition, we show that the structured GDS created by pullback* has
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a linearly weighted metric matrix, damping matrix, and potential function (cf. Lemma 2). By
recursively applying the two-step decomposition above, from the leaf nodes to the root node, we
conclude that the root node policy will be a structured GDS with a Lyapunov function given by the
recursion in (6). The rest of the statement of Theorem 2 follows from the properties of structured
GDSs as shown in [6].
B Benefits due to the Extra Flexibility of RMPfusion
We use an example to illustrate the extra flexibility offered by RMPfusion. Consider a simple Y-
shape RMP-tree* with a root node and two child nodes with weight functions w1 and w2. For the
child nodes, suppose they are GDS (Ni,Gi,Bi,Φi) and have coordinate yi, for i = 1, 2. For
simplicity, let us assume Gi only depends on the configuration yi. From Theorem 2, we see that
the root node has an energy function Vr = 12 q˙
>Grq˙ + Φr, where Gr(q) = w1(q)G1(y1(q)) +
w2(q)G2(y2(q)) and Φr(q) = w1(q)Φ1(y1(q)) + w2(q)Φ2(y2(q)) Because wi is a function of
q not yi and the Lyapunov function of RMPflow only allows summing child-node functions, this
example root node policy does not admit a tree structure decomposition in the original RMP-tree
and can only be implemented as a single large node. Conversely, because of the weight function on
the edges, RMP-tree* can further exploits potential sparsity inside the policy representation so that
building complicated global polices with only basic elementary policies becomes possible.
We note that the example above does not imply that RMPfusion can generate more expressive poli-
cies than RMPflow. More precisely, RMP-tree* allows representing the same global policy using
more basic leaf-node policies. This property has two implications: it suggests (i) RMPfusion can
be more efficient to compute and (ii) RMPfusion can offload the difficulties of designing leaf-nodes
policies into the weight functions, which are learnable.
C Learning RMPfusion
To show the weights are learnable, it is sufficient to check if we can differentiate through the output
of the final policy pi = ar with respect to the parameters that specify the weight functions. As
the computation of ar is accomplished recursively in the backward pass using pullback*, we
will only illustrate that pullback* is differentiable. This can be seen by treating pullback* as
a computation graph, as illustrated in Figure 2. Take the nodes in (5) as an example. pullback*
receives fi, Mi, Gi, Bi, Ji, J˙i, Li from the edges to the child nodes, the current state (x, x˙) and the
auxiliary state to define the weight function wi and the correction term hi. As these inputs values
do not depend on the weight functions {wi} at the current node (i.e. they do not form a loop), the
derivative of ar with respect to the weight functions in the RMP-tree* can be computed recursively
by back-propagating the derivatives through each pullback* operator.
D Experimental Details
D.1 2D Robot
2d1level consists of a 2D particle that aims to reach a goal while avoiding an obstacle. The
RMP-tree* for 2d1level is of depth one (see Figure 2b), where the root node q (configuration
space of the robot) has one child obstacle RMP node (ormp) and one child attractor RMP node (armp).
2d2level consists of a 2D particle that aims to reach a goal while avoiding two obstacles. The
RMP-tree* for 2d2level is of depth two (see Fig 2c), where the root node (q) has one child
attractor RMP node (armp) and one all-obstacle RMP (o) that is meant to combine two child obstacle
RMPs (ormp, one for each obstacle). The respective weight functions are shown on the edges of both
these trees. The tree structures here are heuristically chosen based on the problem domain, as in
RMPflow and typically follow the robots kinematic chain and then extend into the workspace and
abstract task spaces.
Figure 7 shows the progression of learner-un during training, in which each snapshot corre-
sponds to an associated point on the training curve in Figure 6a. We see that learner-un is never
able to reach the goal and often ends up in collision during and after training. We also compared
with a unstructured network, learner-un-large, that has 5.8 times more learnable parameters
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Figure 6: (b) Trajectories generated in 2d2level by learner-rmp-large compared to the ex-
pert is shown. Initial state is a black circle for position and black arrow for velocity. The environment
has obstacles (red and blue) and goal (orange square). Learning curves for (a) learner-rmp and (c)
learner-rmp-large on 2d2level is also shown.
Expert
Learner
Figure 7: Trajectories produced by learner-un at various stages during training for 2d2level. From left
to right these plots correspond to the red dots from left to right on the training curve in Figure 6a.
Expert
Learner
Figure 8: Trajectories produced by learner-un-large at various stages during training for 2d2level.
From left to right these plots correspond to the red dots from left to right on the training curve in Figure 6c.
compared to learner-un. We see improvement over loss values where the batch-loss is 0.065
and the online-loss is 0.393, and the collision rate decreases to 16%. However, it is still never able
to complete the task (e.g. see Figure 6b). Figure 8 shows the progression of learner-un-large
during training, in which each snapshot corresponds to an associated point on the training curve in
Figure 6c.
D.2 Franka Robot
From the root node we have various task spaces, like the end-effector position (ee) on which the
attractor space (a) is defined by a change of coordinates such that the goal position is at the origin.
The attractor RMP (armp) is then defined on the attractor space for a goal reaching subtask. Each
joint of the robot is mapped to a one dimensional upper (ujli) and lower (ljli) joint limit space where
a joint limit RMP (jlrmp) is defined for joint limit avoidance subtasks. The root node is also mapped
to a pre-specified number of control points on the robot (cpi) such that they collectively approximate
the robot’s body and can be used for collision avoidance. On any control point space we add a
distance space to the obstacle (di) where the obstacle RMP (ormp) is defined. Note that when multiple
obstacles are present we can add distance spaces and the obstacle RMPs for each obstacle on every
control point. Now, since the tree structure can change with the number of obstacles, in practice,
shared weights can be specified across all obstacles on a given control point, such that training can
be performed with only one obstacle to learn the weight function and then can be applied to arbitrary
number of obstacles during execution. Finally, there are also native RMPs defined on the root node
like a constant damper RMP (qd) and an RMP which is just an identity metric (qmi) with no learnable
weight function to ensure the resolve operator is numerically stable.
Figure 9 shows a qualitative comparison on an example execution with the expert and the learn-
ers. We verify the stability properties of RMPfusion (even during learning) with the monotoni-
cally decreasing Lyapunov function plots on these executions. Note that the scale on the plot for
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Figure 9: (a)-(d) An example execution (left to right) from the test dataset, comparing (a) the expert with (b)
learner-0, (c) learner-300, and (d) learner-1200. (e) The respective Lyapunov function of the
learners’ trajectories (learner-0 (left), learner-300 (middle), learner-1200 (right)).
learner-0 is very small and the tiny kink on the plot is due to numerical issues with Euler inte-
gration.
D.3 Discussion
The experiments shown here were designed to study if RMPfusion can combine imperfect subtask
RMPs, whose inertia weight functions are incorrectly specified while motion policies are sensibly
designed with domain knowledge. While this setup does not emulate the full generality where
everything is unknown, we think that it captures a representative and important scenario that often
happens in practice. Weve had extensive literature in designing motion policies, whereas designing
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the associated metrics/inertias for these policies is a fairly new and nontrivial concept, which is a
major user burden imposed by RMPflow.
We address this issue by learning the weight functions, and show in the experiments that imperfect
subtask RMPs with poorly designed metrics can still be compensated by our framework. Impor-
tantly, we emphasize that RMPfusion is designed for generality and does not assume the knowledge
that only the inertias are wrongly specified. Therefore, though not tested in the current experiments,
we do believe RMPfusion can be used in more general setups, so long as the user provides suf-
ficiently rich subtask RMPs such that there exists a fusion that can generate the desired behavior.
However, how to choose the subtask RMPs to start with is a domain specific problem, similar to
specifying the size and structure of a neural network in general. Therefore, we consider it beyond
the scope of the current paper, because our main focus here is to study and validate the theoretical
benefits of RMPfusion (like stability during immature learning).
Generally, an RMPfusion policy with constant weights (not a function of the parent state, etc.) can
be reduced into an RMPflow policy with the same tree structure. This can be seen from (5); when
the weights are constant, we can effectively push all the weights of an RMP-tree* to the leaf-nodes
to define modified inertia matrices on an RMP-tree (the motion policy doesn’t change). In other
words, in the experiments, the expert can be viewed as an RMPflow policy with some unknown
inertia matrices and therefore RMPflow wasn’t directly compared.
Using neural networks to parameterize the weight functions maybe is an overkill in our experiments.
The reason for using general function approximators here is to show that our framework is practically
feasible and can support situations where this will become necessary. For example, this allows
for learning general differentiable representation for the weight functions, e.g., using images for
auxiliary states. However, one should note also that while using expressive function approximators
would add representation to the whole policy it could also potentially make learning more difficult.
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