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We present numerically exact results from sign-problem free quantum Monte Carlo simulations for a spin-
fermion model near an O(3) symmetric antiferromagnetic (AFM) quantum critical point. We find a hierarchy
of energy scales that emerges near the quantum critical point. At high energy scales, there is a broad regime
characterized by Landau-damped order parameter dynamics with dynamical critical exponent z = 2, while the
fermionic excitations remain coherent. The quantum critical magnetic fluctuations are well described by Hertz-
Millis theory, except for a T −2 divergence of the static AFM susceptibility. This regime persists down to a lower
energy scale, where the fermions become overdamped and concomitantly, a transition into a d−wave supercon-
ducting state occurs. These findings resemble earlier results for a spin-fermion model with easy-plane AFM
fluctuations of an O(2) SDW order parameter, despite noticeable differences in the perturbative structure of the
two theories. In the O(3) case, perturbative corrections to the spin-fermion vertex are expected to dominate at
an additional energy scale, below which the z = 2 behavior breaks down, leading to a novel z = 1 fixed point
with emergent local nesting at the hot spots [Schlief et al., PRX 7, 021010 (2017)]. Motivated by this prediction,
we also consider a variant of the model where the hot spots are nearly locally nested. Within the available tem-
perature range in our study (T ≥ EF /200), we find substantial deviations from the z = 2 Hertz-Millis behavior,
but no evidence for the predicted z = 1 criticality.
I. INTRODUCTION
Quantum criticality in itinerant many-fermion systems is
of great importance in the study of strongly correlated ma-
terials. Due to strong inherent correlations, many classes of
materials, such as the cuprates [1], iron-pnictides [2], organic
superconductors [3], and heavy-fermion compounds [4] host
rich phase diagrams with magnetic order, non-Fermi liquid
regimes, and strange metal transport. It is generally believed
that quantum critical points (QCPs) at T = 0 are playing a role
in these systems [5–8]. Perhaps the most prominent feature in
those materials is an extended phase of high temperature su-
perconductivity, which is generally observed in the vicinity
of antiferromagnetic order. It has been proposed [9–16] and
numerically demonstrated [17–21] that nearly-quantum criti-
cal fluctuations can mediate unconventional superconductivity
and anomalously enhance the transition temperature Tc. How-
ever, an in-depth understanding of this universal mechanism
still remains highly desirable.
Despite of numerous analytical attempts over the past
decades [5, 7, 15, 22–25] few definite statements about
the critical properties could be made due to the inherently
non-perturbative nature of the interactions between gapless
bosonic (magnetic) and fermionic (electronic) degrees of free-
dom. An audacious line of research [26–28] carried out by
Sung-Sik Lee and collaborators, however, has recently made
notable progress in identifying a route to a controlled expan-
sion in an emergent control parameter to compute the prop-
erties of a strongly coupled fixed point at the O(3) antifer-
romagnetic QCP in an exact manner. One concrete predic-
tion of this non-perturbative analysis is a low temperature
regime exhibiting a dynamical scaling exponent z = 1 [26–
28]. At this fixed point, the tendency towards superconduc-
tivity is strongly suppressed. This general prediction calls for
a complementary numerical study inspecting the hierarchy of
energy scales in the vicinity of an antiferromagnetic metallic
QCP.
It is the purpose of this manuscript, to provide precisely
this type of comprehensive numerical insight for an elemen-
tary microscopic model – the spin-fermion model [24, 28, 29]
capturing the interplay of itinerant electrons and quantum crit-
ical fluctuations of an antiferromagnetic O(3) spin density
wave (SDW) order parameter. We employ large-scale quan-
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FIG. 1. Fermi surface with hot spots across the Brillouin zone.
The black lines correspond to the Fermi surfaces of the two fermion
flavors ψx (solid), ψy (dashed). One band has been shifted by Q =(pi,pi) such that hot spot pairs (red) occur at crossing points. The
energy of the ψx band is shown as background (color shading).
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2tum Monte Carlo simulations, using a controlled and unbi-
ased Monte Carlo flavor, determinant quantum Monte Carlo
(DQMC) [30–34], which does not suffer from the infamous
sign problem [35]. On a technical level, it is the presence of an
antiunitary symmetry [36] (similar to time reversal) that ren-
ders the effective “Boltzmann weights” in the partition func-
tion strictly positive semidefinite. Building upon this insight,
we calculate numerically exact results for the O(3) antiferro-
magnetic QCP in a two-dimensional metal.
Mapping out the phase diagram (shown in Fig. 5 below),
we find an extended region of d-wave superconductivity while
other electronic orders, like charge density wave (CDW), do
not proliferate. Above Tc, we find a broad temperature regime
characterized by quantum critical scaling with dynamical ex-
ponent z = 2 and overdamped dynamics of the SDW or-
der parameter, while the fermionic excitations remain under-
damped. As in the case of the recently studied easy-plane
XY order [17, 37], the antiferromagnetic susceptibility fits a
Hertz-Millis form [24, 25], except for its temperature depen-
dence, which is consistent with T −2. This is remarkable as it
is well understood that Hertz-Millis theory is a formally un-
controlled approach [15, 23]. At temperatures directly above
the QCP, the imaginary part of the fermionic self-energy is ap-
proximately constant at as a function of frequencies and tem-
peratures, indicating a breakdown of Fermi liquid theory.
Finally, we search for the regime described by Schlief et al.
[26], which is characterized by a z = 1 dynamical scaling and
strongly spatially anisotropic SDW order parameter correla-
tions. To that end, we conduct an ultra-low temperature (down
to T ∼ EF /200) DQMC study for a Fermi surface tuned close
to local nesting at the hot spots – a scenario that is expected
to bring us closer to the z = 1 fixed point [26, 27]. Indeed, we
observe strong deviations in the Matsubara frequency and mo-
mentum dependence of the SDW propagator from the Hertz-
Millis form. However, we neither observe a dynamical criti-
cal exponent z = 1 nor a momentum-anisotropy in the prop-
agation of magnetic modes for our model parameters. This
leaves us with the conclusion that, within the resolution of our
DQMC simulations for systems of linear size L ≤ 14 and tem-
peratures T ≥ EF /200, we cannot numerically observe the
new fixed point discovered by Schlief et al. [26] in our O(3)
spin-fermion model.
Our current study expands a recent line of (predominantly)
numerical efforts that have been made to extract the low-
energy properties of metals at the verge of quantum phase
transitions [38]. Among others, QCPs related to the break-
ing of antiferromagnetic Z2 [39, 40] and XY [17, 37], ferro-
magnetic Z2 [41–43], charge density wave [21], and nematic
[19–21, 44] order have been investigated. Other recent stud-
ies focused on deconfined QCPs where fermionic matter fields
are coupled to Z2 [45–48] and U(1) [49] lattice gauge theo-
ries.
Our discussion in the remainder of the manuscript is orga-
nized as follows. In Section II we introduce a spin-fermion
model for a metal hosting an antiferromagnetic QCP. In Sec-
tion III we provide an overview of the theoretical background
from the perspective of a perturbative expansion in the spin-
fermion coupling. We discuss a hierarchy of relevant energy
FIG. 2. Electron hopping and local interactions on the square
lattice. Illustration of nearest (green), next-nearest (blue), and next-
next-nearest neighbor (red) hopping processes (a) and local Yukawa
interaction (dashed lines) of the two fermion flavors ψx, ψy and the
magnetic order parameter φ (b) present in model (1).
scales separating different physical scaling regimes and high-
light, in particular, the role of vertex corrections in this con-
text. We then turn to an extensive DQMC analysis in Sec. IV
in which we map out the phase diagram of the metal for
different coupling strengths before examining magnetic and
metallic correlations near the critical point in detail. In Sec-
tion V we investigate the effect of local Fermi surface nest-
ing on scaling properties by means of ultra-low temperature
DQMC simulations. Finally, we close by discussing our find-
ings and commenting on potential future research directions
in Section VI.
II. MODEL
In the vicinity of a metallic SDW quantum critical point,
the relevant low-energy degrees of freedom [7, 23, 50] are the
antiferromagnetic collective modes and electrons at the hot
spots, a set of points on the Fermi surface where spin-fermion
scattering is resonant, see Fig. 1. To describe the interplay
between these gapless fermionic and bosonic modes, we con-
sider a low-energy effective action S = Sψ + Sλ + Sφ on the
two-dimensional square lattice, in which two flavors of spin- 1
2
fermions are coupled to an isotropic three-component SDW
order parameter φ⃗ which tends to order [35] at a commensu-
rate antiferromagnetic ordering wave vector Q = (pi,pi),
Sψ = ∫ dτ ∑
r,r′∑s,αψ†αrs [(∂τ − µ) δrr′ − tαrr′]ψαr′s ,
Sλ = λ∫ dτ∑
r
∑
s,s′ e
iQ⋅rφ⃗r ⋅ (ψ†xrsσ⃗ss′ψyrs′ + h.c.) , (1)
Sφ = ∫ dτ∑
r
[ 1
2c2
(∂τ φ⃗)2 + 1
2
(∇φ⃗)2 + r
2
φ⃗2 + u
4
(φ⃗2)2] .
Here r, r′ are coordinates on the square lattice, s ∈ {↑, ↓} de-
notes spin, α ∈ {x, y} is a fermion flavor index, σ⃗ is a vector
of the Pauli matrices, and ∇ is the lattice gradient. Imaginary
time is denoted as τ and the corresponding integrals implicitly
go from zero to inverse temperature β = 1/T .
The first part, Sψ , describes the kinetic energy of the
fermions ψαs. SDW ordering is modelled by a canonical
φ4-theory, Sφ, which couples to the fermion spin density via
3a Yukawa coupling in Sλ. We set the bare velocity of the
bosonic collective mode to c = 3, the quartic coupling to
u = 1, and the fermion-boson Yukawa coupling to λ = 1 (un-
less stated otherwise). The parameter r, related to the mass
of the order parameter field, allows us to tune through a SDW
transition.
Specifically, unless otherwise noted, we consider nearest
neighbor hopping amplitudes txh = tyv = 1, tyh = txv = 0.5
where subscripts h, v indicate horizontal and vertical lattice
directions, respectively. The chemical potential has oppo-
site sign for the two fermion flavors, µx = −µy = −0.5.
The resulting Fermi surface is displayed in Fig 1. Note
that for this choice of parameters model (1) has a two-fold
rotational symmetry, consisting of a combination of a pi/2
real-space rotation, shifting the momentum by Q, a particle-
hole transformation, and interchanging fermion flavors, i.e.
ψαrs → seiQ⋅rψ†−αRpi/2(r)−s. This symmetry implies that hot
spots occur on the momentum diagonals, kx = ky .
III. THEORETICAL BACKGROUND
We start our discussion of the spin-fermion model (1) by
providing a brief overview of its relevant energy scales, sum-
marizing some essential aspects of its theoretical background
along the way. To identify a number of crossover regimes
and to understand the basic impact of the spin-fermion in-
teractions, it is instructive to perform an analysis for small
Yukawa couplings λ – despite the fact that, strictly speaking,
the Yukawa coupling is a relevant parameter in the sense that
conventional perturbation theory becomes unreliable at suffi-
ciently small energy scales.
Focusing on the antiferromagnetic order parameter first, we
can extract an energy scale Ωb, at which the nature of the dy-
namics of collective spin excitations changes due to interac-
tions with surrounding fermions. To leading order in λ, the
propagator of the bosonic field φ takes the renormalized form
χ−1(q, iωn) = r˜ + q2 + ω2n
c2
+ γ∣ωn∣ + . . . , (2)
in which r˜ is the renormalized tuning parameter and
γ = Nλ2
piv2F sin θ
(3)
is a damping constant. Here, N = 4 is the number of hot
spot pairs, θ ∈ [0, pi] is the angle between the Fermi velocities
(of magnitude vF ) at the hot spots (Fig. 4). By estimating
when the dynamically generated contributions to the action
dominate over bare ones one then finds [5, 15, 18, 22] for the
energy scale Ωb
Ωb = Nλ2c2
piv2F sin θ
. (4)
At frequencies small compared to Ωb the dynamics of collec-
tive magnetic modes is overdamped. Because of the emer-
gence of the Landau-damping term γ∣ωn∣ in Eq. (2) the dy-
namical critical exponent z is found [5, 7, 15, 18, 22] to in-
crease from 1 (at the Wilson-Fisher fixed point) to 2.
Next, we consider the lowest-order effect of the renormal-
ized bosons on the fermion dynamics at the hot spots. To lead-
ing order in λ one finds [15, 22] that, at zero temperature, the
fermions acquire a self-energy
Σ(iωn) ∼ inbλ√sin θ√
N
√∣ωn∣ , (5)
where nb = 3 is the number of order parameter components.
This implies that the fermions become strongly damped by the
coupling to SDW fluctuations, with a damping rate that scales
as
√
ω, indicating a distinct deviation from ordinary Fermi liq-
uid character (ω2 log(1/ω) in two spatial dimensions). Taking
the same approach as above, we estimate the energy scale Ωf
at which this breakdown occurs as
Ωf ∼ n2bλ2 sin θ
N
. (6)
For frequencies ω ≪ Ωf the feedback from ‘dressed’ bosons
on fermion excitations at the hot spots is strong and leads
to quasi-particle decoherence. Apart from entering a non-
Fermi liquid regime, the system may eventually become un-
stable against superconductivity at sufficiently low tempera-
tures. Close to the critical point collective spin fluctuations
can generate attractive pairing interactions and facilitate the
formation of Cooper pairs [17, 28]. At the hot spots, and for
small λ, one can estimate the energy scale of the onset of su-
perconductivity, Tc, by solving the Eliashberg equation for the
superconducting vertex in the Landau-damping regime, where
self-energy corrections are negligible. For our model (1) this
predicts [18] the superconducting susceptibility to diverge at
a scale
Tc ∼ n2bλ2 sin θ
N
. (7)
(Wilson-Fisher)
(Landau damping)
FIG. 3. Scaling regimes suggested by perturbation theory. There
is a parametrically large (in the number of hot spot pairs N ) Landau
damped regime. For the spin-fermion model (1) with a Fermi surface
as in Fig. 1, N = 4.
4FIG. 4. Effect of nesting on the vertex energy scale Ωλ given in
Eq. (8). Here, θ is the relative angle between the Fermi velocities (as
indicated in the insets). Perfect local nesting corresponds to θ = 0
and anti-nesting to θ = pi.
Note that the energy scales Tc and Ωf are both of the or-
der O(λ2
N
) and thus there is a priori no parametrically large
separation between a non-Fermi liquid and a superconducting
regime.
We summarize this hierarchy of energy scales obtained
from a small λ analysis in Fig. 3. We note that the scales
Ωb and Ωf are both of order λ2 in the Yukawa coupling. This
is in stark contrast to the case of an Ising-nematic QCP (where
Ωb ∼ λ and Ωf ∼ λ4) which shows a parametrically large win-
dow of Landau-damped physics (with z = 3) [19, 38]. How-
ever, the energy scales are separated by their dependence on
the number of hot spot pairs, N = 4, which may serve as a
control parameter for an extended Fermi liquid regime with
relaxational boson dynamics.
Finally, we inspect first-order corrections δΓ to the spin-
fermion vertex itself. Following a similar procedure, one can
extract an energy scale Ωλ at which the dynamically generated
higher-order interactions becomes comparable to the bare ver-
tex, δΓ ∼ λ. One obtains [15]
Ωλ = Ωuv exp(− piN
pi − θ) , (8)
where Ωuv is an ultra-violet cutoff and 0 < θ < pi. Note Ωλ
does not depend on the coupling strength λ – the naive λ2 is
compensated by the Landau-damping constant γ. Instead, for
a fixed number of hot spot pairs, the scale Ωλ is only sensi-
tive to the relative angle θ between the Fermi surfaces at the
hot spots. We illustrate the dependence of Ωλ on θ in Fig. 4.
In particular, we see a moderate increase of Ωλ in the limit
of (local) nesting, θ → 0. Let us remark that Eq. (8) is spe-
cial to the case of an O(3) symmetric SDW order parameter.
Generically, the leading order correction to the boson-fermion
vertex scales as δΓ ∼ 2 − nb, and thus precisely vanishes for
easy-plane antiferromagnetism.
Despite the general guidance provided by such a perturba-
tive treatment of the Yukawa coupling, this approach is for-
mally uncontrolled and must be complemented by a more so-
phisticated analysis. Many intensive analytical efforts have
been made to get a handle on strong interactions and gain con-
trol over calculations. These include various 1/N -expansions
[5, 15, 22] and extensions of the problem to fractional di-
mensions [27, 51]. One of the more striking developments
has been a recent, self-consistent and non-perturbative study
which has been put forward by Schlief et al. [26]. It utilizes
an emergent control parameter – the degree of local nesting
at the hot spots – to compute critical exponents in an exact
manner. Notably, the identified strong coupling fixed point is
characterized by the following form of the SDW susceptibil-
ity:
χ−1 ∼ γ′∣ωn∣ + ∣qx + qy ∣ + ∣qx − qy ∣ , (9)
where γ′ is a parameter. Note that the SDW correlations are
highly anisotropic in space, and have a dynamical exponent
z = 1. In this regime, the fermions remain underdamped.
Clearly, a confirmation of those predictions with an unbi-
ased method would be highly desirable and the motivation for
the numerical studies to be reported in the following. A cen-
tral open question is whether the revealed z = 1 fixed point is
a generic property of a SDW QCP, in the sense of an exten-
sive basin of attraction, or rather limited to a narrow parameter
range.
IV. DETERMINANT QUANTUM MONTE CARLO
We investigate the physics of model (1) by means of exten-
sive finite-temperature DQMC [30–34] simulations. The key
feature of these quantum Monte Carlo methods is that they are
numerically exact - given sufficient computation time both the
statistical Monte Carlo error and the systematic Trotter error
can be made arbitrarily small - and do not rely on the small-
ness of any expansion parameter. Provided the absence of the
famous sign-problem, they allow us to explore the relevant
region of the exponentially large configuration space in poly-
nomial time. For our two-flavor spin-fermion model, it has
been proven that probability weights are strictly positive be-
cause of the presence of an antiunitary symmetry similar to
time reversal [35].
A. Phase diagram
Before turning to quantum critical properties, we show the
phase diagram of model (1) for coupling, λ = 2, in Fig. 5.
In two dimensions, the O(3) symmetry present in Sφ cannot
be spontaneously broken at finite temperatures according to
Mermin and Wagner’s theorem [52]. Magnetic correlations,
indicated by the SDW susceptibility
χ0(q) = ∫
τ
∑
r
e−iq⋅r ⟨φ⃗r(τ) ⋅ φ⃗0(0)⟩ , (10)
in which we measure momenta relative to the antiferromag-
netic ordering wave vector Q = (pi,pi), are therefore bound
to be finite-ranged at any nonzero T and there is no classi-
cal phase transition originating from the QCP at T = 0. An-
ticipating that, at large length scales, the susceptibility is of
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FIG. 5. Phase diagram of the spin-fermion model, Eq. (1), for λ = 2 (left) and λ = 1 (right). The correlation length ξAFM is shown for a
L = 12 system (color coding, paramater grid indicated by grey points). In accordance with the Mermin-Wagner theorem there is no magnetic
phase transition at finite temperatures but only a crossover originating from the QCP at r = rc. For large tuning parameter values r ≫ rc
the system is in an ordinary Fermi-liquid phase. In the opposite limit, r ≪ rc the SDW correlation length diverges as T → 0. For λ = 2, an
extended dome-shaped d-wave superconducting phase is masking the QCP (blue). The maximal Tc is of the order of EF /20. For λ = 1, the
system stays non-superconducting down to the lowest considered temperature, T = 0.025. Depending on the coupling strength, the quantum
critical point, marking the onset of SDW order at T = 0, lies at rc ≈ 3.85 (λ = 2) or rc ≈ −1.89 (λ = 1), respectively.
Ornstein-Zernike form [53], we can define a correlation length
of antiferromagnetic fluctuations [53, 54]
ξAFM = L
2pi
¿ÁÁÀ χ(q = 0)
χ(q = 2pi/L) − 1 , (11)
with q = 2pi/L, the smallest non-vanishing momentum of a fi-
nite system. In Fig. 5 we display ξAFM across the (r, T )-plane
using a linear interpolation between a discrete set of r values
and temperatures (indicated by dots in the figure). As can be
clearly seen, the data manifestly reveals a finite-temperature
magnetic crossover culminating into a quantum critical point
marking the onset of SDW order at T = 0.
While the Mermin and Wagner theorem also holds for the
continuous U(1) symmetry associated with superconductiv-
ity there is the possibility of a Berezinskii-Kosterlitz-Thouless
(BKT) transition for the two dimensional superconducting
order parameter. We determine the superconducting transi-
tion temperature Tc(r) as the temperature where the super-
fluid density of the system surpasses the universal BKT value
∆ρs = 2T /pi [17, 32]. The resulting phase transition is shown
in Fig. 5. For λ = 2, we observe an extended dome-shaped
superconducting phase that shows its peak critical tempera-
ture Tmaxc ≈ 0.09 close to the QCP. We find that the value for
Tmaxc is in good agreement with an independent self-consistent
Eliashberg calculation which gives T Elc ≈ 0.08. The nature of
the superconducting state reveals itself in the uniform pair-
ing susceptibility Pη = ∫ dτ ∑i⟨∆†η(ri, τ)∆η(0,0)⟩, with
∆η(ri) = ψ†xi↑ψ†xi↓ − ηψ†yi↑ψ†yi↓ and η = ±1. Note that under
a pi/2 rotation ∆η → η∆†η . Hence, ∆− has d-wave character
while ∆+ is of s-wave nature. In Fig. 6 we show the momen-
tum resolved pairing susceptibilities Pη across the first Bril-
louin zone. The strong peak in the sign-changing symmetry
channel is evidence for a d-wave superconducting state.
In principle, quantum critical fluctuations can also promote
other electronic orders like CDW formation [16, 55, 56]. For
particle-hole symmetric electron dispersions, d-wave super-
conductivity and d-wave CDW are degenerate due to an emer-
gent SU(2) symmetry [57]. Inspecting the relevant suscepti-
bilities (see App. C), we find that CDW correlations are mildly
enhanced at low temperatures, most strongly in the vicinity of
the QCP, but are only weakly dependent on system-size. In-
terestingly, this amplification seems to be irrespective of the
onset of superconductivity at T = Tc, indicating the absence
of a competition between CDW and SC.
d-wave s-wave
FIG. 6. Nature of the superconducting state. Momentum resolved
equal-time pairing correlations across the first Brillouin zone with d-
wave (left) and s-wave symmetry (right) close to the quantum critical
point for λ = 2, β = 20, and L = 12. While the s-wave correlations
are featureless there is a distinct peak in the d-wave channel.
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β = 40 and λ = 1.0. The different colors indicate different momenta.
The solid lines are linear low-frequency fits.
B. Quantum critical correlations
To extract the critical properties of model (1) we suppress
the superconducting transition by studying the system for
smaller Yukawa coupling λ = 1 where the critical tempera-
ture Tc < 1/40 is below the lowest accessible temperatures.
Simulations are then performed in the vicinity of the QCP
and above any possible ultralow-temperature superconducting
phase.
1. Magnetic correlations
We investigate the system’s magnetic correlations by ana-
lyzing the bosonic SDW susceptibility
χ(q, iωn; r, T ) = ∫
τ
∑
r
eiωnτ−iq⋅r ⟨φ⃗r(τ) ⋅ φ⃗0(0)⟩ (12)
at momenta q, taken relative to the ordering wave vector Q,
and Matsubara frequencies ωn = 2pinT .
First, the dependence of the inverse susceptibility
χ−1(q, iωn) on Matsubara frequency in the vicinity of the
QCP is illustrated in Fig. 7. The data very visibly has lin-
ear character for small Matsubara frequencies ωn, both for
q = 0 and small finite momenta q > 0, with an apparent cusp
at ωn = 0. To establish the presence of a ∣ωn∣-term in χ−1
we perform a linear regression for the small frequency data.
The resulting fits to the form a1∣ωn∣ + a0, displayed in Fig. 7
as black lines, are in good agreement with the data and con-
firm the linear Matsubara frequency dependence. This finding
suggests overdamped dynamics of the boson field φ due to in-
teractions with the fermions. At finite Matsubara frequencies,
finite-size effects are negligibly small (within error bars), as
evident in the data collapse of χ−1(q = 0, iωn) for different
system sizes, 8 ≤ L ≤ 14.
Turning to the momentum dependence of χ−1(q, iωn) next,
we find that the momentum dependence shown in Fig. 8 is
consistent with a quadratic form q2 for small momenta q.
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FIG. 8. Momentum dependence of the magnetic susceptibility χ
close to the quantum critical point (r = −1.74) at inverse temperature
β = 40 and λ = 1.0. The different colors indicate the lowest few
Matsubara frequencies. The solid lines are linear fits.
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FIG. 9. Tuning parameter dependence of the inverse magnetic sus-
ceptibility, Eq. (12), close to the quantum critical point at inverse
temperature β = 40 and λ = 1.0. We show a linear fit of the data
(light green line) with root rc ≈ −1.89, an estimate for the location
of the QCP.
This holds both for ωn = 0 and small non-vanishing Matsub-
ara frequencies ωn. Similar to above we establish the pres-
ence of a q2 term in χ−1(q, iωn) by fitting the data to the
form a1q2 + a0. The results are indicated in Fig. 8 as black
lines, showing good agreement with the DQMC data. In com-
bination with the observed linear Matsubara frequency depen-
dence, this provides strong evidence for a dynamical critical
exponent z = 2.
Next, we illustrate the dependence of the inverse suscepti-
bility χ−1(q = 0, iωn = 0) on the tuning parameter r in Fig. 9.
For tuning parameter values r ≥ r0 ≈ −1.89 we find that the
data for different system sizes follows a linear dependence.
Due to finite-size and finite-temperature effects the onset of a
finite value of χ−1 does not appear to be as abrupt but instead
is moderately continuous [37].
Finally, we inspect the temperature dependence χ−1(T )
close to the critical point in Fig. 10. Within the limits of our
numerical accuracy, we find that the DQMC results are con-
sistent with a T 2 term at low temperatures. We highlight this
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FIG. 10. Temperature dependence of the magnetic susceptibility χ
at r ≈ −1.86, close to the quantum critical point, for λ = 1.0. The
black line is a quadratic fit, f(x) = a2x2+a1x+a0 with a2 ≈ 0.366,
a1 ≈ −0.005, and a0 ≈ 0.009, for system sizes L > 8.
point by fitting the data to a second degree polynomial (black
line) which is able to adequately capture the temperature trend
over a broad range 0.025 < T ≲ 0.5. At higher temperatures,
the situation changes and we find a linear T -dependence, as
shown in the inset of Fig. 10.
Taken together, these findings indicate that the inverse
SDW susceptibility near the metallic QCP (at low tempera-
tures) has the form,
χ−1(q, iωn; r, T → 0) = cω ∣ωn∣ + cqq2 + cr(r − r0). (13)
Remarkably, this is precisely the functional dependence pre-
dicted by Hertz-Millis theory, in which fermion degrees of
freedom are integrated out – despite their gapless nature –
to obtain an effective critical theory for φ [24, 25]. How-
ever, our DQMC simulations also suggest certain deviations
from Hertz-Millis theory, specifically in terms of the observed
quadratic temperature dependence (in lieu of a linear scaling).
Interestingly, this general comparison to Hertz-Millis theory
is in full analogy to what has been observed for anO(2) order
parameter in Refs. [17, 37].
Let us close this section by noting that it is always a pos-
sibility that the character of the onset of magnetism is first
order rather than continuous. When we turn off the quartic
boson coupling in model (1), i.e. u = 0, we indeed observe
a region of coexistence of magnetic and non-magnetic states.
This is indicated by a jump-like tuning parameter dependence
(App. A) of the magnetic susceptibility χ−1(q = 0, iωn = 0)
and an apparent double-peak structure in its distribution func-
tion. Keeping u finite and positive should, however, generally
favor a continuous transition.
2. Single fermion correlations
Upon approaching the QCP from the disordered phase, the
fermions at the hot spots lose their coherence. This is man-
ifested in a substantial growth of the imaginary part of the
(Matsubara) self-energy, defined as Σk(ωn) = iωn − k −
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FIG. 11. Imaginary part of the fermionic self-energy as a function
of Matsubara frequencies for λ = 1 and L = 12. The dotted line in-
dicates the non-Fermi-liquid crossover scale −ImΣ(ωn) = ωn. The
solid lines represent the self-energy at the hotspots, k = khs, and
solid lines represent the self energy at Fermi point at ky = 0, namely
Σ(k = kx = (kf ,0). The data points are averaged over different
twisted boundary conditions, while the width of the line is the stan-
dard deviation of ImΣ between the different boundary conditions,
thus representing the uncertainty due to finite-size effects, see text.
G−1k (ωn), shown in Fig. 11. At the QCP, r ≈ rc, the self-
energy at the hotspots is very weakly dependent on both tem-
perature and frequency. We identify the lowest temperature
studied here (T = 0.05) as the non-Fermi-liquid crossover
temperature, at which the self-energy begins to dominate the
bare frequency dependence of the Green’s function, namely
ImΣk(ωn = piT ) = piT . For r < rc the imaginary part of the
self-energy tends to diverge, indicating the gapping out of the
hot spots. The self energy away from the hotspots remains
small, and tends to vanish at low frequencies.
On a technical note, we mention that the leading cause of
uncertainty in the numerical estimation of the self-energy are
finite size effects. To minimize these effects we used data
from several sets of twisted boundary conditions, as explained
in more detail in Appendix B. The time discretization error in
Gk(ωn) is reduced by using the ‘Filon-Trapezoidal’ rule [58].
V. LOCAL NESTING
The recent non-perturbative calculations by Schlief et al.
[26] revealed a z = 1 fixed point with characteristics very
much different from our findings above. As an attempt to pro-
mote a flow to this self-consistent critical theory, we modify
our original spin-fermion model to host a Fermi surface with
(almost) perfect local nesting near the hot spots. Some of the
low-energy properties of this system close to criticality are
then extracted in ultra-low temperature DQMC simulations.
Specifically, we introduce higher order hopping processes
into Eq. (1) and choose txh = 1 = tyv , t′′xv = 0.45 = −t′′yh,
where t′′xh and t′′yv are second neighbor hopping amplitudes
for ψx in horizontal and ψy in vertical direction, respectively
(Fig. 2). All other hopping amplitudes, as well as the quartic
boson coupling u are set to zero, whereas µx = −µy = −0.47.
The resulting Fermi surface is illustrated in Fig. 12. Note that
the relative angle between the Fermi velocities for this set of
parameters is θ ≈ 8.5○ whereas the Fermi surface in Fig. 1 has
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FIG. 12. Fermi surface close to local nesting near the hot spots
across the Brillouin zone. The black lines correspond to the two
fermion flavors ψx (solid), ψy (dashed). One band has been shifted
by Q = (pi,pi) such that hot spot pairs (red) occur at crossing points.
θ ≈ 36.9○ (the magnitude of vF does not change significantly).
We start off by discussing a potential superconducting tran-
sition. In an almost locally nested system antiferromagnetic
fluctuations will only slightly enhance Tc [5, 18, 26]. As in-
dicated in Eq. (7), the energy scale associated with supercon-
ductivity is expected to decrease as a function of the angle,
Tc ∼ sin θ. This relation has been numerically confirmed for
a generic Fermi surface coupled to an O(2) order parameter
in Refs. [18, 37]. Anticipating that superconductivity arising
from fermions at the hotspots, Eq. 7, is independent of the pre-
cise band structure [18] we expect a fourfold reduction of Tc
for the Fermi surface shown in Fig. 12 compared to the one
considered in Sec. II. Indeed, we do not observe supercon-
ductivity in our DQMC simulations for temperatures as low
as Tc = 0.01.
In Fig. 13, we show the Matsubara frequency dependence
of the inverse SDW susceptibility χ−1(q = 0, iωn). In the
interval 0 < ωn < 1 a distinct curvature can be seen, which
is more pronounced at smaller Matsubara frequencies. To re-
solve this nonlinearity, simulations have been performed at
ultra-low temperatures, β = 100. For ωn > 0, data points ob-
tained from DQMC simulations of differently sized systems
fall on top of each other, indicating the absence of significant
finite size effects. To understand the origin of the curvature,
we consider the non-interacting fermionic susceptibility Π0.
As illustrated in Fig. 13, Π0(ωn) qualitatively shows the same
trend as χ−1(ωn) for small Matsubara frequencies. This sug-
gests that the observed nonlinearity in the SDW susceptibility
is likely due to low-energy features of the band structure.
Finally, we show the dependence of the inverse SDW sus-
ceptibility on squared momentum in Fig. 14. For finite q > 0
the DQMC results for χ−1(q, iωn = 0) are consistent with a
q2 term, while a noticeable drop is visible at q = 0. We per-
form a linear regression to establish the quadratic momentum
dependence, illustrated in Fig. 14, and find good agreement
with the numerical data over the range 0 < q2 ≤ 2. Impor-
tantly, all finite-q data points collapse onto a single line and
do not branch out as a function of squared momentum. The
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FIG. 13. Frequency dependence of the magnetic susceptibility χ
close to the quantum critical point (r = 1.625) at ultra low temper-
ature T = 1/100 and λ = 1.0 for the almost locally nested Fermi
surface in Fig. 12. The solid line is the non-interacting fermionic
susceptibility Π0.
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FIG. 14. Momentum dependence of the magnetic susceptibility χ
close to the quantum critical point (r = 1.625) at ultra low tempera-
ture T = 1/100 (T = 1/40 in the inset) for the almost locally nested
Fermi surface in Fig. 12 with λ = 1.0. The solid lines are linear fits.
isotropic behavior of the boson propagator lies in stark con-
trast to an anisotropic ∣qx + qy ∣+ ∣qx − qy ∣ term predicted at the
z = 1 fixed point [26]. However, the apparant discontinuity at
q = 0 indicates there are features at low momenta that cannot
be resolved for the available system sizes. In particular, the
z = 1 anistropic behavior may emerge at smaller values of q.
We note that the momentum dependence is similar at higher
temperature (T = 0.025, see inset to Fig. 14).
VI. DISCUSSION
In this work, we have deployed large-scale DQMC simula-
tions to explore the phase diagram of itinerant fermions cou-
pled to an isotropic antiferromagnetic order parameter in an
unbiased and rigorous manner. By inspecting fermionic and
bosonic correlations in the vicinity of the QCP, which marks
the onset of SDW order, we were able to unveil the critical
low-energy behavior up to numerical accuracy.
9Our main finding is that, over a broad range of temperatures
and the tuning parameter near the QCP, the critical SDW fluc-
tuations are remarkably well described by Hertz-Millis the-
ory, in which one naively integrates out the fermions [24, 25].
The dynamical exponent in this regime, within our accuracy,
is z = 2. This is surprising in view of the fact that Hertz-
Millis theory neglects infinitely many marginal couplings that
are generated when integrating over the gapless fermion de-
grees of freedom at the Fermi surface [23]. Qualitatively sim-
ilar observations have been made for metals with easy-plane
XY [37] and Z2 antiferromagnetic order [39], despite notice-
able differences in the perturbative structure [15], which hints
towards a generic property of the SDW QCP.
A further important aspect of our DQMC results is that,
away from perfect local nesting at the hotspots, the QCP al-
ways appears to be shadowed by high-temperature supercon-
ductivity. We find that the superconducting order parameter
is unambiguously of d-wave character, i.e. changes sign un-
der pi/2 rotations. The observed maximal critical tempera-
ture Tmaxc ≈ EF /20 for λ = 2 is in good agreement with
Eliashberg theory. Anticipating that the energy scale asso-
ciated with superconductivity due to fermions at the hotspots,
Eq. 7, is independent of the band structure parameters [18]
our Tc can be compared to Ref. [17, 37], which considers a
very similar model with easy-plane AFM fluctuations. We
find TO(3)c /TO(2)c ≈ 2.2, consistent with a quadratic depen-
dence of Tc on the number of order parameter components.
In much of the “quantum critical” regime above the super-
conducting Tc, the fermions at the hot spots remain under-
damped, in the sense that their self-energy is smaller than their
energy, except at the lowest temperatures approaching Tc.
Above the QCP, the imaginary part of the self-energy at the
hot spots is only weakly dependent on Matsubara frequency,
in stark contrast to the behavior expected within Fermi liquid
theory. On the ordered side of the QCP the self-energy seems
to be diverging, which is consistent with a gapping out of the
hot spots.
Motivated by the recent prediction of a novel z = 1 fixed
point [26–28] by Sung-Sik Lee and collaborators, we consid-
ered a variant of the model where the hot spots are (nearly)
locally nested. In this case, the superconducting Tc is strongly
suppressed below the lowest temperature available in our
study, T ≈ EF /200. Above this temperature, we find substan-
tial deviations from the z = 2 Hertz-Millis behavior, but no
evidence for the predicted z = 1 criticality. Notably, the mo-
mentum dependence of the SDW order parameter is isotropic
up to numerical accuracy.
A further investigation of the possibility of a z = 1 fixed
point manifestation at even lower temperatures and with dif-
ferent band structures is desirable. Moreover, directly extract-
ing the renormalized vertex function from DQMC simulations
and analyzing its Matsubara frequency dependence seems like
a viable approach to shed important light onto why Hertz-
Millis theory is capable of capturing large parts of the criti-
cal physics correctly, despite being formally uncontrolled. On
a different front, the recent advances in the field of quantum
machine learning [59–63] provide a new exciting route to ac-
cessing transport properties [64] and might provide a compu-
tationally efficient way to identify and map out an extended
non-Fermi liquid regime.
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Appendix A: First order transition for u = 0
It is always a possibility that the onset of magnetism is first
order in character rather than continuous. If one turns off the
quartic boson couplings in model (1) one indeed observe a
coexistence of phases. In this case, as shown in Fig. 15, the
inverse SDW susceptibility χ−1(r) is still continuous at tem-
peratures T ≥ 0.1 but very visibly becomes discontinuous at
lower temperature. The fact that this jump-like tuning parame-
ter dependence indeed stems from coexisting phases of similar
energy can be established by inspecting χ-histograms which
clearly reveal a double-peak structure (not shown).
Being interested in quantum critical properties we stayed
away from this first-order transition in the work presented in
the main text. Note that the almost locally nested system of
Sec. V has u = 0 and might be argued to exhibit a first-order
transition on general grounds [65], but nonetheless our nu-
merics shows a continuous onset of SDW correlations down
to temperatures as low as T = 0.025, as evident in Fig. 16.
Appendix B: Applied magnetic field and twisted boundary
conditions
To reduce finite size effects in our simulations we thread
a single magnetic flux quantum φ0 through our system by
introducing Peierls phases into the fermion kinetic energy
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FIG. 15. First order transition occurring at low temperatures for
u = 0. Shown is the tuning parameter dependence of the inverse
magnetic susceptibility χ−1 close to the quantum critical point at a
couple of temperatures.
[17, 37, 66],
H = −t ∑⟨i,j⟩ eiAαsij c†icj + h.c. (B1)
Here, Aαsij = 2piφ0 ∫ ji Aαs ⋅ dl and we choose a vector potential
in Landau gauge, Aαs(r) = −Bαsyxˆ. To retain the antiuni-
tary symmetry, which renders our model sign-problem free,
we choose flavor and spin dependent amplitudes,
Bx↑ = By↓ = φ0
L2
= −Bx↓ = −By↑. (B2)
Note that this choice explicitly breaks the SU(2) spin rota-
tion symmetry of the model. However, the symmetry break-
ing field scales as L−2, rendering it unimportant as long as the
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FIG. 16. Continuous tuning parameter dependence of model (1)
for the locally nested Fermi surface in Fig. 12 with vanishing quartic
coupling, u = 0, at inverse temperature β = 40.
antiferromagnetic correlation length is ξ ≲ L. Numerically,
we find that the parallel and perpendicular components of the
magnetic susceptibility agree (up to error bars) for r > rQCP
and only start to diverge at low temperatures on the ordered
side of the QCP.
Explicitly, we implement the following phases for nearest,
next-nearest, and next-next nearest neighbor hoppings (Fig. 2
in the main text).
Nearest neighbor
Aαsij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 2pi
φ0 αs
Biy, ← hopping,+ 2pi
φ0
Bαsiy, → hopping,
0, ↑, ↓ hopping,− 2pi
φ0
BαsLix, ↑ boundary hopping,+ 2pi
φ0
BαsLix, ↓ boundary hopping.
(B3)
Next-nearest neighbor
Aαsij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 2pi
φ0
Bαs (iy + 12) , hopping,+ 2pi
φ0
Bαs (iy + 12) ,  hopping,− 2pi
φ0
Bαs (iy + 12) , hopping,+ 2pi
φ0
Bαs (iy + 12) ,  hopping+ 2pi
φ0
Bαs (Lix + 12) , hopping (boundary crossing),− 2pi
φ0
Bαs (Lix + 12) ,  hopping (boundary crossing),+ 2pi
φ0
Bαs (Lix − 12) ,  hopping (boundary crossing),− 2pi
φ0
Bαs (Lix − 12) , hopping (boundary crossing).
(B4)
Next-next-nearest neighbor
Aαsij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 4pi
φ0
Bαsiy, ⇠ hopping,+ 4pi
φ0
Bαsiy, ⇢ hopping,
0, ⇡, ⇣ hopping,− 2pi
φ0
BαsLix, ⇡ hopping (boundary crossing),+ 2pi
φ0
BαsLix, ⇣ hopping (boundary crossing).
(B5)
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FIG. 17. Charge-density correlations across the phase diagram for
λ = 2 (top panel) and λ = 1 (bottom panel). Shown is the temperature
dependence of the maximum (excluding q = 0) of the correlations
defined in Eq. (C1) for different tuning parameter values r ≪ rc
(purple), r ≳ rc (green), and r ≫ rc (pink). For λ = 2, the dashed,
grey line indicates the temperature at which superconductivity sets in
(for r = 4.3 ≳ rc).
To study the fermionic Green’s function in momentum
space, we cannot apply such a flux, but rather use twisted
boundary conditions. Here, too, to avoid the sign problem,
the twist angles ϕ have an orbital and spin dependence
ϕx↑ = ϕy↓ = −ϕx↓ = −ϕy↑. (B6)
We use ϕ = 2pin/4 for n = 1...4 to increase the set of avail-
able momenta 16 fold. To study the self-energy on the Fermi
surface, as in Fig. 11 we combine the data from the different
boundary conditions, as mentioned above, and identify the lo-
cal maxima of the Gk(τ = β/2) at T = 0.2 as the Fermi sur-
face. The hot spots are the closest point to the intersection of
the Fermi surfaces of the two bands ψx and ψy . We take the
self energy to be the average of the self-energies at the hotspot
and the 4 adjacent momenta (which correspond to different
boundary conditions). The error is taken to be the standard
deviation across the aforementioned momenta. We follow a
similar procedure for Σkx.
Appendix C: Charge-density correlations
In order to investigate the possibility of the presence of
charge-density wave (CDW) fluctuations we inspect the sus-
ceptibilities
C±(r) = ∫ dτ⟨∆˜†±(ri, τ)∆˜±(0,0)⟩, (C1)
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FIG. 18. Temperature dependence of the superfluid density of
model (1) for λ = 2. The colors indicate three different tuning pa-
rameter values r = 4.2 ≈ rTmaxc (blue), r = 5.1 > rTmaxc (orange),
and r = 6.0 ≫ rTmaxc (green). The dashed line indicates the critical
BKT value ∆ρs = 2T /pi.
where
∆˜η = ∑
σ=↑,↓ψ
†
xiσψxiσ + ηψ†yiσψyiσ. (C2)
In Fig. 17 we show the temperature dependence of the maxi-
mum of C±(q), omitting q = 0, for three different tuning pa-
rameter cuts through the phase diagrams shown in Fig. 5. Both
C+ and C− are peaked close to (but not quite at) the corners of
the Brillouin zone at momentum q = (pi, qmax ≈ 0.83pi). First,
we notice that C+ < C− consistently for all chosen parame-
ters. Second, we observe that while C+ is suppressed with
decreasing temperature for r ≪ rc, indicating a competition
with SDW fluctuations, C− is enhanced for all tuning param-
eter values. Focusing on C−(T ), we observe that the amplifi-
cation is most pronounced close to the QCP, r ≳ rc, and seems
insensitive to the onset of superconductivity at T = Tc. This
behavior is different from that of an easy-plane antiferromag-
netic QCP, where the C− was found to drop sharply below
Tc [17]. Despite this mild enhancement of CDW correlations
at low temperatures in the O(3), we find that their system
size dependence across the phase diagram is very weak (not
shown), indicating that there is no CDW long-range order.
Appendix D: Superfluid density
To study the onset of superconductivity we apply the cri-
terium by Scalapino et al. [32]. In particular, we compute the
superfluid density of the system from imaginary time current-
current correlations, readily accessible in our quantum Monte
Carlo simulations, and associate the superconducting transi-
tion with those points in the phase diagram where the su-
perfluid density surpasses the BKT value ∆ρs = 2T /pi (see
Ref. [17] for details). In Fig. 18 we show the temperature de-
pendence of the superfluid density for three values of the tun-
ing parameter r. The biggest source of error is the limitation to
finite-size systems. However, based on the available data we
anticipate that deviations originating from finite system sizes
are typically ≲ 10% of the determined transition temperature.
