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Abstract—This paper investigates the use of distributed processing on the problem of emotion recognition  from physiological 
sensors using a popular machine learning library on distributed mode. Specifically, we run a random forests classifier on the  
biosignal-data, which have been pre-processed to form exclusive groups in an unsupervised fashion, on a Cloudera cluster 
using Mahout. The use of distributed processing significantly reduces the time required for the offline training of the classifier, 
enabling processing of large physiological datasets through many iterations.       
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1 INTRODUCTION 
 
 here is a lot of interest today in emotion recognition, 
as it is an area with very broad applications to a large 
number of systems, such as human-computer interaction 
(HCI) systems, machine emotional intelligence, health 
industry etc. Emotion recognition is intrinsically a very 
challenging problem, with its main difficulties stemming 
from the fact that the problem itself is very subjective and 
hard to quantify. There are many popular emotion defini-
tions and models, both in terms of discrete emotion sub-
sets, as well as mappings in two- and three-dimensional 
spaces. In this work, we assume a 3D emotional model. 
With increasing interest in the area, new and large da-
tasets are being collected, enabling new insights to be 
discovered in the area. These datasets necessitate  distrib-
uted processing for enhanced scalability and perfor-
mance. Popular distributed machine learning libraries can 
augment the process of training accurate classifiers of-
fline, to build prediction models based on large amounts 
of data. We used Mahout on distributed mode to train a 
random forest classifier, on the DEAP dataset. Using a 
distributed approach allowed us to both process the data 
in reasonable time and conduct many iterations to exper-
iment with different model parameters and convergence 
criteria. 
2 METHODOLOGY OVERVIEW 
2.1  Dataset 
 
The DEAP dataset is a large dataset from a controlled 
setup experiment, where each subject is exposed to a 
number of pre-rated one-minute extracts of music videos, 
selected to provoke different emotional states. During the 
experiment, the electroencephalogram (EEG), peripheral 
physiological sensors and video, in some cases, are col-
lected, along with the individuals’ rankings on valence, 
arousal, dominance, familiarity and liking. The biosignals 
for the preprocessed part contain 40 physiological chan-
nels (EEG and peripheral signals). The preprocessing in-
cludes artifact and baseline removal, filtering, reordering 
and down-sampling. A detailed description of the dataset 
can be found in the DEAP-dataset description.   
 
2.2 Problem Setup 
 
Figure 1 shows a typical block diagram of the standard 
classification flow in the training phase, where the labels 
are used to tune the algorithm’s parameters and to build 
the model, as well as in the prediction phase, where the 
labels are regenerated for each new data sample. Note 
that unsupervised learning can be used to augment fea-
ture extraction and the output of the unsupervised model 
can be used as the input to the classification module. 
 
 
 
 
 
 
 
       
          Fig.1. Typical block diagram for a classification problem. 
 
 In our case, the data have been preprocessed, so there is 
no need to use additional denoising methods. In lieu of 
feature extraction, we used the output of a hard clustering 
K-means model. The cluster assignments from K-means 
was then be used as input to the random forests classifier.  
Our input is the physiological data for 32 subjects on 40 
one-minute music videos, from 40 bio-signal channels; 
leading to an input vector greater than 10 million rows, 
(8064 x32 subjectsx40 clips),  of 40 columns each (one for 
each physiological sensor), and creating an input file of 
several Gigabytes. We processed the input file in an un-
supervised fashion, using K-means clustering and used 
its output to augment the classification process.  
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    Fig.2. Classification block diagram for distributed processing. 
 
This process is illustrated in Figure 2. A lot of data pro-
cessing, data conversions and file joining is required, to 
convert the data into Mahout-compatible, as well as hu-
man-readable formats.   
The self-assessments of the subjects are used to generate 
the labels for the classification module. As ground-truth 
here, we use the self-assessments of the subjects; i.e. the 
rankings they gave to each video. The rankings, reported 
on a scale of 1 to 9, for the 3D problem of va-
lence/arousal/dominance are used to generate 8 labels, 
corresponding to the binary representations for all com-
binations of whether the corresponding value for each of 
the three dimensions is greater than the mid point, (4.5), 
which would lead to a value of (1) or not (0), in the corre-
sponding location of each axis binary representation. The 
reason behind this mapping is to simplify the problem, 
while still maintaining the 3D information, in addition to 
being intuitive and easy to formulate mathematically. A 
3D map of emotion in these projections can be seen in 
Figure 3. In the xy plane, the horizontal axis is valence 
and the vertical one is arousal.  The axis of dominance 
corresponds to the dotted-lined diagonals. 
 
 
                        
 
 
                             Fig.3. 3D map of emotion. 
 
 
3 RESULTS 
3.1 K-Means Clustering 
 
In the first stage, the input was pre-processed to merge 
the independent data files in two files. The first file con-
tained the combined data from all subjects and the second 
file had all the combined data, as the first file, and, addi-
tionally, the corresponding labels. As the clustering algo-
rithms require comparable inputs (for convergence, per-
formance and accuracy reasons), the input data are nor-
malized (with respect to each subject and channel) to 
have zero mean and unit variance. 
Consequently, the input files are vectorized to be compat-
ible with the Mahout input format. The vectors are dense 
vectors, due to the nature of the data. 
The K-means clustering is a hard clustering algorithm, 
that assigns each vector to one cluster exclusively, based 
on some similarity criterion. The number of clusters is 
pre-defined, considered to be one of the algorithm’s in-
puts. Other parameters include the number of iterations, 
the convergence threshold and the distance (similarity) 
metric. 
We chose the number of clusters to be equal to the num-
ber of labels (8) and experimented with different distance 
measures (Tanimoto, Manhattan, Euclidean, Cosine and 
Squared Euclidean). The clusters were initialized random-
ly, based on the input samples. Due to the large number 
of dimensions, it was hard to visualize the output. More 
accurate classification results were obtained via the Eu-
clidean distance measure. Regarding the performance of 
the distributed clustering, 10 iterations on our 5-node 
cluster required only 25 min, 2 min for each iteration plus 
5 min overhead. Each machine has 50 GB disk and 10 GB 
memory.  
The output of the Mahout implementation of the K-means 
algorithm (centroids and clustered points) was post-
processed (bash scripting) to get the human-readable 
format from the Mahout dense vectors, while storing the 
centroids and the corresponding data points separately. 
Furthering processing was required to convert the pro-
cessed K-means output to a format equivalent to the one 
of the second input file, so that eventually the two files 
could be merged and used as input to the random forests 
classifier. For all the coding parts of this analysis Java7 
was used, as Mahout is a Java-based library. 
  
3.2 Random Forest Classification 
 
The Random Forest classifier builds its model by training 
a large number of decision trees and makes decisions tak-
ing a majority vote from all the trees.   The Out-Of-Bag 
error (OOB) is used to evaluate the classification error on 
the training set, in lieu of the prediction error on a test set. 
The reason is that its training is based on a randomly 
sampled subset of the data, different for each tree and 
each seed (initialization) and each sample is classified by 
taking a majority vote on the trees, for which it was ex-
cluded for training. In this manner, the OOB corresponds 
to the mean prediction error of the confusion matrix. 
Before using the output of the K-Means Clustering algo-
rithm, we need to add the label of each data sample to the 
clustered points file. This is illustrated in Figure 4. Each 
line corresponds to an input data sample. The first file 
(rectangle) contains the cluster assignment and the se-
cond one the labels, which are represented as integers in 
  
the last columns, respectively. The joining operation 
should match the data of each file and add the label in-
formation, in addition to the cluster assignment. 
 
 
 
 
 
                Fig.4. Joining of K-means assignments and labels. 
 
The process of joining these two files, based on their 
(common) data-field, can take O(n) in the best case, where 
we find the line we look for with one search only, (i.e. it is 
the first line every time) up to O(n2), where we have to 
look up the entire second file for each line of the first file, 
(i.e. it is the last line), with n the number of input lines. 
This is because there are no rules we can take advantage 
of on how these files were written, so we have to look 
exhaustively for each line of the first file in all the lines of 
the second file, until we match each line of the first file. In 
our case n is larger than 107 and this task takes several 
days to be completed locally.  
Processing these files on Hadoop with MapReduce is fin-
ished in less than 8 minutes, as shown in Figure 5. In par-
ticular, using the <key, value> paradigm, the files are 
joined based on their key, which is the common data field 
for each input example and the value of the output file is 
the joining of the two values from the individual input 
files (namely the cluster and the label). 
 
 
 
      Fig.5. Time for completion for joining two files (>10M inputs). 
 
 
Finally, in Table I, random forest classification results are 
presented, in terms of accuracy and reliability and in Ta-
ble II the accuracies for the individual classes. Given that 
only unsupervised clustering results were used as input 
features and the problem was formulated as an 8-label 
problem, the results demonstrate satisfactory accuracy, 
compared to literature results. The classification can be 
augmented with additional input features and a simpli-
fied setup. From Table II, we see that the lowest percent-
age accuracy is observed for the highest values of va-
lence/arousal/dominance. The classes are numbered in 
increasing order, with respect to their binary representa-
tion, namely {0,0,0} is Class1 and {1,1,1} is Class8. The 
numbering starts from 1. In the binary form, each digit 
represents whether the corresponding value of {valence, 
arousal, dominance} is smaller than the midpoint of rank-
ing or not. Regarding the class accuracies, we see that 
there is large difference among classes. The classes that 
are more difficult to predict correspond to a smaller 
number of training samples, in most cases. This is ex-
pected, as Random Forest tends to favor the majority clas-
ses. Additionally, these classes (i.e. the ones correspond-
ing to all high values for 3D emotion mapping) can be 
thought of as outliers in the classifying process.  
 
 
              Table I: Random Forests Classifier Results  
Accuracy        63.3%  
Reliability       46.7%  
Std. Dev. (Reliabil)       0.33  
    
                 
                             Table II: Individual Class Accuracies 
 
 
4   SUMMARY 
 
In this work, we analyze the data from the DEAP dataset 
for emotion recognition, using EEG and peripheral physi-
ological signals. The data were analyzed in distributed 
mode with Mahout. All processing was done on Hadoop 
and the problems were formulated in a way that would 
fit the MapReduce framework for parallel processing. 
Unsupervised methods were used to generate the inputs 
to the random forests classifier, achieving an (OOB-based) 
accuracy of ~63% on the training set for 8-label classifica-
tion. The performance in terms of time is not even compa-
rable to the local setting, as operations that take days to 
execute locally conclude in minutes in a small cluster. 
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