A new unstructured-grid model and its application to the North Sea and Baltic Sea are described. 26
1.
Introduction 42
The North Sea and Baltic Sea ( Sill and the Bornholm Channel. Although this resolution was not sufficient for the Sound and 86 inadequate for the Little Belt, the idealized simulations of the authors allowed determination of 87 the pathways of salt transport during medium-intensity inflow events (see also Meier, 2007) , 88 demonstrating a reasonable consistency with the observations. However in these publications 89 some problems with the open boundary conditions at the Kattegat, and also with the initialization 90 strategy have not been resolved; e.g., forced with the climatological condition, the model did not 91 fully recover this condition in an annual simulation (Meier, 2007) . 92 Motivated by the above challenges we (1) address the resolution problem by enabling sufficient 93 resolution in the straits, and (2) avoid inconsistencies in some earlier studies. Some of these 94 inconsistencies are associated with either the forcing being prescribed in the NBTZ, or with the 95 one-way or two-way nesting techniques, which are not seamless. Therefore we describe in the 96 present paper an application of an unstructured-grid model for the coupled basins starting from 97 the English Channel in the South up to the Shetland Islands to the North. This configuration 98 enables the seamless propagation of the large-scale forcing into the NBTZ (see Danilov, 2013 for 99 a review of recent developments and practices on using unstructured meshes in ocean modelling 100 and for more references). Unlike other applications of unstructured models for this region (e.g. 101 Kliem et al. 2006 ), we use a 3D baroclinic set up. This presents a third challenge because it has 102 never been shown before how unstructured-grid models can adequately simulate the complex 103 thermohaline structure of two basins. If the adequacy is demonstrated, the model could be used 104 also for other similar ocean areas. 105
It's our hope that our research will shed new light on the pros and cons of the current model vs 106 other more traditional models (including both structured-and unstructured-grid models). The 107 major differences include: implicit time step (which avoids splitting errors and enables efficiency 108 and robustness), and treatment of momentum advection with Eulerian-Lagrangian Method 109 (ELM, which further boosts efficiency and robustness) (although central-difference scheme has 110 also been implemented). While the use of Galerkin Finite Element Method (GFEM) is not new, 111 the combination of it with the previous two features seems to have achieved a good balance in 112 terms of numerical diffusion and dispersion, as the numerical diffusion inherent in an implicit 113 method and ELM is balanced out by the numerical dispersion inherent in GFEM. This is very 114 5 different from other earlier finite-volume models such as ELCIRC (Baptista et al. 2005) where 115 numerical diffusion is dominant (another major advantage in this regard is SCHISM's ability to 116 handle very skew elements and be completely free of orthogonality constraint). As a result, the 117 model can be effectively used to simulate cross-scale processes with both accuracy and 118 efficiency. However, as an unstructured-grid model, it's not immune to some common issues 119 such as sensitivity to grid generation. The latter does not have an easy answer as the quality of 120 model results is clearly tied to the grid used, and while there are some generic guidelines about 121 mesh quality, ultimately the issue is application dependent. We are in the process of carefully 122 testing and documenting this issue for a variety of barotropic and baroclinic applications 123 including baroclinic instability (eddies and meanders), and comparing our results with those 124 from structured-grid models (Zhang et al. submitted) . 125
The research questions and novelties can be briefly summarized as follows. 126 1. Describe a new model and its application to a very specific region, which is 127 dominated by tides and shelf processes, baroclinic processes driven by fresh water 128 fluxes in the Baltic Sea and very specific (shallow) transition zone. Addressing all 129 these needs good quality of simulation of both barotropic and baroclinic processes. 130 2. Quantify how well the model replicates the temporal and spatial variability of 131 physical processes in the studied area. 132 3. Make available a reproducible reference set-up for this model to be used in further 133
studies. 134
While deeper analysis of processes will be addressed elsewhere, this paper is focused on 135 validating the new model. In section 2 we describe the model used. Section 3 describes the 136 dynamics of sea level and the inter-comparisons with observations. Section 4 addresses the 137 simulations of thermohaline fields, and Section 5 describes the quality of simulations of water 138 mass structure. Short conclusions are formulated at the end. Because the processes in the two 139 basins differ greatly, the validation presented here is not fully symmetric for the two basins; the 140 baroclinic part of the Baltic Sea is presented in more detail along with the issue of water mass 141 structure. 142 Finite Volume approach grounded on unstructured grids in the horizontal dimension. The 164 efficiency and robustness of SCHISM are mostly attributed to the implicit treatment of all terms 165 that place stringent stability constraints (e.g. CFL) and the use of Eulerian-Lagrangian method 166 for the momentum advection. The vertical grid has recently been extended from the original SZ 167 (i.e. partially terrain-following S-and partial Z-coordinates) to a highly flexible LSC 2 (Localized 168 Sigma Coordinates with Shaved Cell) grid. Zhang et al. (2015) demonstrated the superior 169 performance of LSC 2 in cross-scale applications. LSC 2 is also applied in the current study and 170 we'll demonstrate its capability to maintain sharp stratification in the Baltic Sea (cf. Fig. A1 ). The turbulence model used in this paper is k-kl (Umlauf and Burchard 2003) , with a background 207 diffusivity of 10 -6 m 2 /s. 208 A time step of 120s is used in the simulation which translates to a maximum CFL number of 209 16.7 (found in the NBTZ and some parts of the Norwegian North Sea coast). The transport of 210 salinity and heat is done using a 2 nd -order TVD method for depths deeper than 8m, and a more 211 efficient upwind method for shallower depths (i.e., the limiter functions are zeroed out for 212 shallower depths); the finer resolution used in shallow-depth areas effectively mitigates the 213 numerical diffusion in upwind method. The simulation period presented in this paper is from 214
July 1, 2011 to Nov. 13, 2012, or 500 days in total. tide gauge data has been performed. In the following we will focus on some specificity of sea-239 level dynamics in the both basins, as well as in the NBTZ. The latter zone is of particular 240 importance not only because tidal amplitude reduces strongly (this is known for a long time) but 241 also because tidal pumping can play the role of a possible driver affecting the straits exchange 242 (Feistel et al. 2003b ). Bendtsen et al. (2009) found that the tidal mixing was primarily 243 concentrated to shallow areas around Kattegat and in the Great Belt. However these authors 244 focused only on the NBTZ prescribing the tidal conditions at its boundaries. Furthermore, the 245 horizontal resolution of their model was 2′×2′ minute and 30 vertical sigma layers, which is 246 much coarser, compared to the resolution in the present study, thus justifying the revisit of this 247 modelling issue using a coupled North Sea-Baltic Sea model with a very fine resolution in the 248 straits. 249 250
The North Sea 251
The numerical simulations reveal the well-known anti-clockwise rotation associated with the 252 Kelvin waves. The simulated tidal range reaches ~9m in the English Channel. One representative 253 illustration of the spring-neap tide modulation is shown in Fig. 3a for the station of Jersey 254 ( Fig.1) . At other stations, such as Helgoland this modulation is much less pronounced ( Fig. 3b ). The contrast between the points in the three different areas in Fig. 4 demonstrates that the straits 308 are the most difficult part to simulate correctly even with the high resolution used here. 309 However, the temporal evolution of sea level presented in Appendix 2 demonstrates that the 310 overall performance of the model is good also in the NBTZ. Note that some 'errors' are due to 311 some suspicious outliers in the observations, which remained in the validation data set despite 312 our effort to eliminate obvious outliers; Fig. A2 shows some of these suspicious data at some 313 stations. We did not filter out those data because their quality is dubious. 314 With the increasing distance from the straits, the inflow increasingly resembles the gravity flows 347 ( Fig. 6b, d accompanied tilting of isotherms toward the Swedish coast and upwelled CIL there are clearly 403 seen in the model results also (not shown). Therefore the bias in these areas is clearly negative 404 ( Fig. 7b ). Other potential error sources include the lack of an ice model (especially for the Bay of 405 Bothnia), or the wind stress parameterization. 406 15 407
The Water Masses 408
The question of whether or not the simulated water mass structure is correct under the variable 409 horizontal resolution as found in unstructured grids is a critically important issue to be addressed 410 when estimating the performance of a new (unstructured-grid) model setup for such a complex 411 area. In the following 3 subsections, three aspects of this issue will be analyzed using the 412 example of the formation of CIL, the two-layer exchange in the NBTZ and the propagation of 413 bottom water into the Gotland Basin. 414
The Cold Intermediate Water 415
The vertical stratification in the Baltic Sea is dominated by salinity ( Fig. 8b) , which provides 416 enormous stability, decreases vertical diffusion (Stigebrandt, 1987; Meier, 2001; Stanev, 1997; 417 Omstedt, 2014) and therefore prevent the permanent halocline from being destructed by the 418 winter cooling. The vertical salinity gradient at ~150 m only changes slightly, mostly in winter, 419 as a result of the convective cooling. The small-scale oscillations at the interface, separating 420 surface and deep waters, reveals the model representation of the oscillations of pycnocline. 421
The cold water mass formation starts in fall, first in a shallow part of the upper layer (Fig. 8a) ; in 422 January-February the cooling reaches depths of ~60 m. This value varies in space reaching in 423 some areas depths of ~65 m. The 25 years-long simulations of Meier (2007) showed also a 424 pronounced inter-annual variability of winter convection. In March-April the re-stratification 425 starts to form and the cold water is overlain by waters from the seasonal thermocline. As the time 426 progresses after the maximum cooling, the cold water content of the CIL starts to decrease, 427 which is seen in Fig. 8a as a decrease of its thickness. The refill and thickening of the CIL in 428 winter and the decrease of its cold water content in summer repeats in an almost periodic way 429 every year. These results demonstrate that the model replicates some of the known features and 430 processes associated with the temporal evolution of thermohaline circulation in the Baltic Sea. 431 432
The Two-layer Exchange in the NBTZ 433
The widths of the straits in the NBTZ, i.e. the Great Belt, the Sound and the Little Belt, are 16-32 434 km, 4 km and 1 km respectively. The comparison of the straits widths with the internal 435 16 (baroclinic) Rossby radius of deformation (~5 km in the Kattegat) indicates that the Great Belt 436 could be rotationally dominated. However all Baltic Sea straits are shallow and mostly friction-437 dominated. Furthermore the narrower ones are shaped by sills and contractions, which make the 438 understanding of processes there difficult. In the following the simulations results are illustrated 439 along three transects in the straits (Fig. 9a ) for temperature and salinity sampled from the model 440 outputs at 00:00, Jan. 17, 2012 and at 00:00, Feb. 18, 2012, for outflow and inflow conditions 441 respectively. The bottom relief changes very differently along the three sections. The main sill 442 for the Great Belt is the Darss Sill (383 km on the section). However it is not only this sill, which 443 is practically outside the strait, but also the narrows that constrain the two-layer exchange. In the 444 Little Belt the shallowest depths along the sections are close to the corresponding narrowest 445 section. However in the Drodgen Sill is located at the southern entrance of the Sound whereas 446 the narrowest section is located in the northern part of Sound between Helsingör and 447
Helsingborg. 448
The overall conclusion from the cross-sections in Fig. 9 is that the straits decouple the water 449 masses, which is better seen in the field of salinity under the outflow condition ( Fig. 9 b, d, f) . 450 This is well pronounced in the Great Belt and the Sound by the tongue of Baltic Sea water 451 propagating into the direction of Kattegat. In the Sound this tongue propagates with relatively 452 low values north of the strait while the mixing along the wide and shallow Great Belt reduces 453 substantially the salinity contrast. Therefore the salinity distribution is smoother in this strait and 454 the isohalines rather vertical and the gravity flow-like pattern (high salinity at the bottom, not 455 reaching the sea surface) is seen only beyond the Darss Sill. Unlike this strait, the Sound shows 456 more classic estuarine patterns with far reaching intrusions in the Kattegat, and a gravity flow-457 like pattern just after the sill only during inflow situation (Fig. 9l) . The situation in the Little Belt 458 is rather different from the two wider straits. Here the water south of the sill is more stagnant, 459 which enables higher salinity values south of the sill. However the salinity contrast peaks around 460 the sill (Fig. 9b ). Note that because the very narrow section of this strait the back-and-forth 461 oscillations of salinity front in the Little Belt are not in phase with the ones of the main straits. 462
For the outflow period analyzed above the temperature in the Baltic Sea is higher or comparable 463 with the one in Kattegat (Fig. 9c, e, g) . The absolute maximum is below the sea surface, which 464 again demonstrates that the strong salinity stratification is the main stabilizing factor. Another 465 clear evidence of the dominant role of salinity is that the along-channel separation of temperature 466 17 follows the maximum extension of the Baltic plume. During the inflow phase the North Sea 467 water is clearly identifiable by the warmer temperature; the temperature patterns ( Fig. 9i, k, m ) 468 are very similar to the ones of salinity ( Fig. 9 h, j, l) . 469 470 5.3 The Water Mass Formation 471
The Cascading of Mixed North Sea Water into the Gotland Basin 472
The water mass formation in the Baltic Sea reflects the balance between the heat and water 473 fluxes at the surface and in the straits. The latter is illustrated in Fig. 10a The surface ocean processes are presented by the temperature distribution in winter (Fig. 10b ) 499 and summer (Fig. 10d) . The seasonal thermocline starts to form at the beginning of April as the 500 warmer surface water overlies the cold surface water formed by previous winter cooling. The 501 temperature continuously increases up to 22° C in August, but this surface layer never gets 502 thicker than 20-40 m. Very close to its upper boundary, at about 40-50 m, is the core of CIL with 503 temperatures lower than 3 °C. It extends towards the NBTZ where it flattens. In this area the 504 CIL is subject to periodic back-and-forth oscillations caused by the inflowing-outflowing straits 505 circulation. The CIL mixes with saltier water in the straits, and depending on the season 506 propagates with the inflow as the warm bottom water in summer ( Fig. 10d ) or cold bottom water 507 in winter (Fig. 10b ). This mixed water mass cascades from one to the next "retention" basin on 508 its way to the Baltic proper. 509
The formation of cold intermediate water along the analyzed cross-section starts first at the 510 surface of the Gotland Deep and at the end of September the CIL outcrops. Local traces of 511 anomalous (warmer or colder) waters entrapped below the CIL propagate down-slope as seen by 512 the temperature pattern in the area between the Bornholm Basin and Gotland Deep (Fig. 10  513   b&d) . Noteworthy is the sequence of cold and warm water intrusions at different depths in winter 514 ( Fig. 10b ). Obviously the dominant stratification caused by salinity limits the depth of 515 propagation of waters from the CIL. Below these cold intrusions, warm intrusions are 516 propagating with the gravity currents at the bottom. The variety of intrusions of temperature 517 compared to the patterns of salinity demonstrates again that temperature over most of the basin 518 can be roughly considered as a passive tracer. 519
The refill of the Baltic Sea with cold water continues until the end of February. During this time 520 part of the cold water is formed not only in the interior of the sea. In the shallower zone 521 convection reaches the bottom and cold plumes propagate towards the deeper part of the basin. 522
Because of the low salinities on the shelf their density is not high enough to reach deeper levels. 523 Therefore these cold waters propagate in the direction of Gotland Deep as horizontal intrusions 524 above the halocline contributing to additional cooling of the basin interior. 525 526 6. Conclusions 527
We have described here a new unstructured-grid model and its application to the North Sea and 528 Baltic Sea, a region dominated by tides, inflows, shelf and baroclinic processes. The focus was 529 on the NBTZ (North Sea -Baltic Sea Transition Zone) which is the most difficult area to 530 simulate in the studied region because it requires very good quality of simulations of both 531 barotropic and baroclinic processes. This zone is crucial for the processes developed on either 532 side of straits (the Skagerrak and Norwegian Trench on one side, and the Baltic Sea on the other 533 side). The specificity of the NBTZ in comparison to other similar zones is that its dynamics are 534 controlled by multiple straits, the narrowest one being only 1km wide and the widest being about 535 16 km wide. With the setup of the presented model we resolved in a reasonable way these straits 536 which ensured realism in the simulations of the exchange flows. 537
The model overcame some inconsistencies in earlier simulations that either covered only one sea 538 (only Baltic or only North Sea) or used non-seamless one-way or two-way nesting techniques. 539
The placement of the open-boundary conditions far from the straits made it possible that the 540 model developed its own dynamics which appeared consistent with the tide gauges and 541 temperature-salinity observations. Thus the presentation of the model validation appears one 542 substantial part of the present research because this is a prerequisite for establishing some 543 confidence in the interpretation of numerical simulations. 544
The statistical analysis of the simulated sea levels demonstrated that most of the analyzed North 545
Sea stations tend to tightly follow the observations; the tidal variability is very well simulated. 546
The dynamics of sea levels in the Baltic Sea are mostly driven by the evolution of weather 547 systems although the responses greatly differ over different areas of the sea. Eigen oscillations 548 also seem to have an important contribution to the Baltic Sea dynamics. The model captured all 549 these important responses well. 550
The NBTZ presents an interesting case of reduction of the tidal range when the tides propagate 551 through the straits. On the other hand, in this zone, the relative contribution from the weather 552 systems (which is part of the barotropic forcing) increases because the straits amplify the sea-553 level contrasts between the Baltic Sea and North Sea. The reversal of the atmospherically driven 554 barotropic gradient triggers the temporal change of surface-to-bottom salinity difference. This is 555 clearly revealed in the variability of the vertical mixing and re-stratification, and is very well 556 20 validated by the similar variability seen in the observations. It is noteworthy that in this zone 557 reversal of transports (inflow-outflow conditions) is well illustrated by the increased difference 558 between the surface and bottom salinity values. With increasing distance from the straits other 559 topographic features such as small basins (Arkona, Bornholm) start to play the role of reservoirs 560 for denser water which under specific conditions propagates to the next (deeper) basin on its way 561 to the Gotland Deep. In these areas the inflow resembles the gravity overflows. The individual 562 inflow events were well captured by the model. 563 data. Furthermore, the evolution of CIL near the straits was also realistically simulated. This was 570 illustrated by the realistic simulation of the mostly salinity-dominated vertical stratification and 571 the cascading of inflowing water from the straits area down to the Baltic proper; the cascading 572 inflow process is one important mechanism in maintaining the vertical conveyor belt (Döös et 573 al., 2004) . 574 575 Acknowledgements 576
We are grateful to the two anonymous reviewers for their constructive comments. S. few months due to a combination of PGE and diapycnal (numerical) mixing. Increasing the 608 number of vertical levels to 51 only delayed the erosion by a few months, and adjusting the 609 stretching parameters used in S did not significantly affect the results either (not shown). On the 610 other hand, the new LSC 2 grid, despite having fewer number of levels on average, is able to 611 maintain the stable stratification over multi-year simulations (also cf. Fig. 8b We group the validation into 2 regions: NBTZ and Baltic Sea. The station coordinates can be 616 seen in Table 1 . Exemplary time series over a 14-day period and low-pass filtered signals are 617 shown in Fig. A2 . Some error statistics at 14 NBTZ stations are shown in Table 2 , which can be 618 compared with those in Fu et al. (2012) . Tidal harmonics at North Sea stations are reported in 619 Table 3 . A mini-storm can be seen at the end of the 14-day period at most NBTZ stations, as a 620 response to a weather system that dominated the region. No pronounced spring-neap cycle is 621 found anywhere in the 2 regions, and while NBTZ stations exhibit some similarities among each 622 coefficients are shown on the full sector line (increasing from "North" to "East"). The purple star 648 is the 'truth'. Black circles are the North Sea stations, red ones the NBTZ and the blue ones the 649 Baltic Sea stations. The average correlation is 0.8837, and average scaled RMSE is 0.19. The 650 stations used for this validation are shown in Table 1 . 651 
