Abstract. The theory of weight distributions of irreducible cyclic codes over a finite field has been extensively developed by R. J. McEliece and others. We apply that theory to compute the weight enumerators of some binary codes which have hitherto not been possible. In so doing, we correct an error by McEliece and describe his process in somewhat more detail.
1. Introduction. Given a prime p and a natural number N not a multiple of p, let k be the order of p modulo N, denoted k = ord^p. Set q = pk and n = (q -1)/N.
Then there is an irreducible polynomial of degree k over GF(q) which has N cycles of length n (and the zero cycle of length 1). These cycles are equivalence classes of «-tuples of the form (Ttt),TU6),T(t62),...,T(t6"x)) under the equivalence relation generated by the cyclic shift operator. Here £ e GF(<¡r), 6 is a primitive «th root of unity in GF(q), and T(t) = è + èp + tp2 + ••■ +P"1 is the trace function from GF(q) to GF(p). These «-tuples form an («, A:) irreducible cyclic linear error-correcting code. We wish to find the weight enumerator of the code, or the weights of the cycles. For each codeword, the frequency of occurrence of the element y e GF( p ) will be the coefficient of $y in the expression for rj(£). The frequencies will be the same for each of the « codewords in any equivalence class, since they are only cyclic shifts of each other, so we need only find the values of 17, for 0 ^ i < N. This will give us the value for one codeword from each equivalence class.
The 7), values can be determined if we can determine the generating function H(x) modulo xN -1. This can be done if H(x) is known modulo ^d(x), the cyclotomic polynomial of order d, for each divisor d of N, by Moebius inversion. The hardest part of this is for d = N. This can be determined if we know H(x) evaluated at any primitive Nth root of unity, for example, ß. Thus we seek to determine H(ß). As a first step in that direction, we compute the ideal (H(ß)) in the ring of integers of a certain algebraic number field of small degree, as defined below. This can be done using Stickelberger's theorem. Next, we can give a short list of possibilities for the actual value of H(ß) by considering the units in the ring. Finally, we can shorten the list of possibilities by using the integer coefficient criterion of Baumert, together with the known H(x)'s for divisors of N. Each of these possibilities remaining will lead to a possibly different generating function H(x), but all will finally give the same weight enumerator for the code. In fact, there will be an isomorphism of the code which will carry any generating function found in this way into any other, which is induced by a change in the choice of the «th root of unity 6. then H(ß) lies in a subfield ß of Q(ß) whose degree over Q is K = <b(N)/k. In fact, ß is merely the fixed field of the Frobenius automorphism of Q(ß) over Q defined by Xp(ß) = ßp. More precisely, H(ß) lies in the ring of integers of the field ß, which we denote by Oa.
Another useful fact given by Baumert and McEliece [1, Corollary to Theorem 1] is that H(ß)H(ß) = pk. This implies that the prime ideal divisors of the ideal (H(ß)) in the ring On are among the prime ideal divisors of the ideal ( p). We are thus interested in knowing what the decomposition of ( p ) into prime ideal factors in Oq might be. Once again, Baumert and McEliece give the answer to this question [1, Theorem 3] . In Oü, (p) decomposes into a product of K distinct prime ideal factors. They can be labelled PX,P2,...,PK in such a way that under the automorphism Xa of ß over Q defined by \a(ß) = ßa, the P/s are permuted according to the rule \a(P¡) = Pj if Aa = A_aAa . Here the a/s are a complete set of K coset representatives of the cyclic subgroup generated by p in the multiplicative group of units modulo TV, which is isomorphic to the Galois group of Q(ß) over Q. The quotient group is isomorphic to the Galois group of ß over Q.
Here we must call attention to a misprint in [1] , which gives a different numbering than the above, defined by \a = \a\a . This slip would have no effect at this point, but would make the application of Stickelberger's theorem incorrect whenever one of the elements of the Galois group had order greater than two.
We have now established sufficient notation to state Stickelberger's Theorem. There is a labelling of prime ideals consistent with the above notation such that K (H(ß))= Y\py,"V<p-i), 1=1 where, if z = IZz^', with 0 < z, < p, then w (z) = Hz¡. Now let us describe the computational procedure we use to solve those cases we can with these tools.
Start with the given values of N and p. Compute k, q, n, (b(N), and K. Next we want to know the structure of the Galois group of ß over Q, so we find the subgroup generated by p of the multiplicative group of units modulo N, and a complete set {a¡: 1 < i < A'} of coset representatives. The group structure of the Galois group is then apparent, since the parameters we have chosen insure that its order K will be small (usually 4 or 6). We then construct the lattice of subfields of ß, and attempt to factor the ideal (p) in the rings of integers of an increasing tower of subfields by applying Kummer's Theorem. Let E be a separable simple field extension of F, E = F(u), f(x) the minimal polynomial of « over F, {1, w,..., w"-1} an integral basis for 0E over Of, and let P be a prime ideal in Of. Then the irreducible factorization of f(x) over 0F/P is of the form
where r is the number of prime ideals Q¡ lying over P in Oe, G¡(x) =£ GÁx) for i ¥= j, deg G¡(x) is the degree of Qt over P, and e¡ is the ramification index of Q¡ over P. Moreover, if g¡(x) e 0F[x] is a monic polynomial such that g,(x) = G¡(x) (mod P), then poE= nc.&i«)) /=i is the factorization of POE into prime ideals in 0E [3, 4-9-1, p. 168].
The application of this theorem takes the following form. Start in Q, and pass to a quadratic extension. Find a simple generator of the field, call it co. Find the minimal polynomial of w and factor it modulo p. Find a monic polynomial with coefficients in Z which is congruent to each factor modp. Use each of these polynomials together with p as generators of all ideals lying over (p). This gives the prime ideals in a quadratic extension of Q. Next, try to extend each of these ideals by the same process to the next level of extension also using Kummer's theorem. For quadratic extensions, this is no problem, but for higher degrees, one must verify that an integral basis of powers of « exists, which may be false.
If this fails, the next fall-back is to cast about in Oa for random elements, looking for a z whose norm
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (which lies in Z) contains p to exactly the first power in its prime factorization. Then the ideal / = (z, p)0Q must have norm nq/q(i)= riM/), /=i exactly ( p )Z, a prime ideal in Z, and hence be a prime ideal Px = I. The remaining prime ideals P¡ can then be obtained by applying the automorphisms from the known Galois group. In either case, the numbering is assigned according to the scheme described above.
Notice that here we have a A"-fold ambiguity in the choice of Px, corresponding to applications of the K automorphisms of the Galois group.
Once we have successfully identified the prime ideals P¡, we can multiply their appropriate powers given in Stickelberger's theorem and obtain a representation for the ideal (H(ß)) in terms of its generators. Unfortunately, although we know in advance that the ideal is principal, in general we are left with a set of K generators, and no good way to find a single generator of which they are all multiples.
An alternative is to borrow an idea from Dedekind via an example in Weiss [3, p. 170] . Search for principal ideals with norms of the form p" for some a. First we want to find an integral basis for Oa over Q. We can begin by considering the basis of integers B= {Xfl|(z):l </<*-}, and triangularize it by an integral row-reduction process, to get a new version of B.
Next we construct all the characters of the Galois group of ß over Q and their conductors, whose product is then the absolute value of the discriminant of ß over Q, Aß/Q. Given this number, we can test whether the basis of integers B forms an integral basis. This has been successful in all examples worked so far, though a proof is lacking. If B is not an integral basis, we can find what rational prime factors are missing from the denominators of the integers in a triangularized version of B, and find a true integral basis. Say B = {bf. 1 < / < K}. Now we can take
as generators for principal ideals (z) and compute their norms, selecting those whose norms are of the form p". We then factor the ideal (z) into powers of the prime ideals P¡ by using the following technique. Compute Atj e Z such that Xa(z) = At] (mod/0/) for some moderate value of t (say 16). Now oo-rW License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Once a long enough list of useful factorizations of ideals has been compiled, the matrices Mx and M-,
whose rows contain the elements z¡ and the corresponding exponents eJ and a, hold much information concerning products of powers of the prime ideals P¡ which are principal. Now, addition or subtraction of two rows of M2 corresponds to multiplication or division of the corresponding principal ideals, and hence, to multiplication or division of their generators z¡ appearing in the same row of Mx. An interchange of two rows of A/j and M2 corresponds to an interchange of the ideal generators z¡. Thus we can perform additive row operations on M2 as long as we perform the corresponding multiplicative row operations on Mx. We do this in such a way that we create a row in M2 of the form
and then the corresponding generator in Mx is a principal generator of the required ideal (H(ß)).
3. Resolving the Unit Ambiguity. Given that we know a generator z of (H(ß)), we wish to calculate the value of H(ß) itself. In general, this is not possible without some ambiguity. Recall the K-fo\d ambiguity which was available in our choice of the prime ideal Px. This is equivalent to an ambiguity in the choice of z in that a conjugate of z, Aa(z), will also work (so far). This gives us a list of at most K possibilities for the value of z. We do know that the equation H(ß) = uz must hold, where « is a unit in Oü.
In order to proceed, we need some detailed information about what the units in On are. They form a group U about whose structure we know a few facts. U can be decomposed into a direct sum of its torsion subgroup T (consisting of all elements of finite order) with a free group U'. In the case at hand, T is the set of all units of absolute value one, viz., ± the elements of the cyclic group of all (p -1, N)fh roots of unity. The remaining part U' is a free group of rank R = r + s -1, where K = r + 2s, and j = 0 if ß ç R. Here r is the number of real isomorphs of ß, and s is the number of conjugate pairs of complex isomorphs of ß. This is the Dirichlet unit theorem [3, p. 207] . Thus, we must find what is called a system of fundamental units for the ring of integers of the algebraic number field ß, that is, a set of generators of U '.
In general, this is a nontrivial task. Much effort has been spent in calculating fundamental units for various algebraic number fields. One can start with units in any of the subfields of ß. We have employed two techniques for finding units. The first is not particularly elegant or efficient, but has served its purpose. We simply search for integral linear combinations of the integral basis with small coefficients and having norm ±1. The second is to use the matrices M¡ above and to create as many all-zero rows in M2 as possible. Then the corresponding generators in Mx will be units. Once some units are found, others may be generated by multiplying positive or negative powers of known ones together. Redundant ones can be removed from the set until the number of generators remaining is equal to the rank we need.
Actually, as long as we are "close" to having a system of fundamental units, that is good enough for our purposes. We do need to have R independent units, but it suffices to have a set which generates a subgroup of the unit group U ' of small finite index. Let E = {ex,..., eR} be the set of independent units that are known. There may be units not in the subgroup generated by E, e.g., a square root of e,. Then
where e0 is a unit of absolute value one. We can take absolute values of both sides and then logarithms to any convenient base, and obtain the following Diophantine equation with real coefficients:
Now we can use another result of Baumert and McEliece [1] : \H(ß)\ = q1/2. The solution we seek consists of an (R + l)-tuple of integers (x0,...,xR).
x0 must be a divisor of the index of the subgroup of U' generated by E. If E generates U', this guarantees that each x¡/x0 will be an integer.
The solution of this Diophantine equation may be accomplished by a direct search, since the x/s tend to be small (and x0 is usually 1). Another technique which we have used is based on a generalized continued fraction algorithm to find approximate solutions, i.e., sets of integers x¡ which make our equation nearly true. With the proper choice of algorithm, we quickly arrive at the correct solution.
There remains the ambiguity in the choice of the torsion unit e. There are The idea is to apply these theorems according to the following process. First, compute the values of H(ßN/d), where d ranges over all divisors of N. This is the place that we use the semiprimitive and quadratic residue cases (and possibly the table given by Baumert and McEliece [1] of all H(x) for N < 100 with p = 2). We then know what H(x) is congruent to modulo $d(x), call it Hd(x). Next, we apply the integer coefficient criterion to eliminate some of the possibilities for H(ß).
Lastly we reconstruct H(x) modulo xN -1 by applying the Chinese Remainder Theorem and Moebius inversion:
The result of this procedure may still be a short list of possibilities for H(x). It can happen that not all the ambiguities in the value of H(ß) can be removed. This is not a problem, however, as the weight enumerators calculated in the next section will be independent of the remaining choice of H(x).
5. Finding the Weight Enumerator. At this point we know the values of tj, for 0 < /' < TV -1. They are polynomials in f, say
where a, is the number of occurrences of the field element / in the /'th codeword. Thus the weight of codeword /' is W:, = n -a,0. We can compute the coefficients al0 in the following way. Let a-for 1 <y < p -1 be the automorphism of Q(f ) over Q defined by ay(f ) = ¡¡J. Then 6. An Illustrative Example. As an exercise of this method, we solve the case with TV = 187, p = 2. First we readily find that k = ord1872 = 40, q = 240, and n = 5,879,741,325. Let ß = e2"'/187. its minimum polynomial is <¡>xg7(x) which has degree 0(187) = 160. Since p = 2 and N\q -1, we have (q -l)/(p -1) = 0 (mod TV), so H(ß) lies in a subfield ß of Q(ß) of degree over Q, K = 160/40 = 4.
We wish to know exactly what the Galois group of ß over Q is, and we can do this by explicitly constructing the automorphisms.
They are defined by the equations \a(ß) = ßa, where (a, 187) = 1. Since A JAi>(ß)] = ^ab(ß)> tne Galois group is isomorphic to the multiplicative group of units modulo 187 modulo its subgroup of powers of 2. The cosets have representatives 1, 3, 9, and 27 (among other choices), so it is cyclic, and is generated by À3.
We next construct the lattice of fields contained in ß and containing Q. Since the Galois group has only one element of order two, there must be exactly one subfield which is a quadratic extension of Q. Since the Legendre symbols (2/11) = -1 and (2/17) = +1, that quadratic extension must be Q(fïï) = Q(w), where u2 + u -4 = 0. We introduce to here because {l,w} is an integral basis of Or}(!^) over Z = Oq. Thus the lattice must look like the following diagram. ß I Q(io) I Q Next we must try to factor the ideal (p) in the ring 0Q. Here we can use Kummer's theorem, since each extension field is quadratic over the last, and each ring of integers has a basis consisting of powers of a single element. In fact, if we express ß as a quadratic extension of Q(w), we find that we can get ß by adjoining a" where u\ + ux + 22w + 58 = 0.
Once again, we introduce ux here because {1, Wj} is an integral basis of Oq over°0 <U) = zt"]-Thus °a = ztw-«il-Now in °oa^ we have (2) = (« + 2)(« -1), and in Oa, (2) = (ux,u + 2)(ux,u -l)(ux + l,w + 2)(w! + l,w -1).
Kummer's theorem guarantees that these are all prime ideals in Oa. Now we arbitrarily pick Px = (ux + l,u + 2). We now compute the effect of \3, the generator of the Galois group: , and since ß is not a subfield of R, r = 0 and 5 = 2. The rank of the group of units in 0Q is thus R = 1. In the subfield Q((o), a real quadratic number field, the units also have rank one, and a fundamental unit can be found from the solution of the Pellian equation x2 -11 y2 = -4. In this case, we find that in Oq(c0), a fundamental unit is 2w + 5. We suspect that this is also a fundamental unit in 0Q, but, as indicated above, as long as we allow the parameter x0 to be bigger than one, we do not really care. At any rate,
We need to solve the Diophantine equation xx log|2co + 51 = jc0(log24 -log|(0(o, + 4ux -28w -721).
When we substitute in the complex values of w = 1.561552813 and to, = -.5 + 9.597091324/', we obtain the equation xx = -x0. Thus we may take the solution x0 = 1 and xx = -1. Therefore,
Next we need to express both w and w, in terms of ß. The first part is easy, using a famous theorem of Gauss: where f = e2'ni/p. In our case this takes the form 8 vT7 = E/5U/, 7 = 1 whence to = -ß154 -ß132 -ßX2X -ßxxo -ß11 -ß66 -ß55 -ß33 -1.
We cannot repeat this process in the next higher extension field ß, but we can compute 39
which is an element of ß. Then we use linear algebra to find the minimal polynomial of z over Z[w], which must be monic and of degree 2. It is then simple to compute what linear combination of (1, z} our w, must be and thus find cox as a polynomial in ß modulo $187(/J). In fact, «, = ß159 -2/i158 -2/i155 + ß154 + ß153 -2ß144 + ß143 + ß142 -2ß141 -2/J140 + 2ßX31 -2ß133 + ß132 + 2ßx3X -2/J129 + 2/3126 + ß125 -2ß124 -2ß123 -2/3122 + 2/i120 -2ßlu + 2/i115 -2/i112 -2/J111 + 2ß109 + ßxm -2ß101 -2/3106 + 2/i103 -2/i101 -2/i100 + 2/J98 -2ß96 -2/i95 + 2ß92 + ß9x -2ß90 -2ßs9 + 2ßsl + 2/i86 -ß*5 -2/J84 + 2/i81 -2ß19 -2ß™ + 2ßlb
-ß44 + 2ß43 -ß40 -2ß39 -2ß34 -ß33 + 2ß32 -2ß2* -ß23 -2ß22
-ßxl -2ß12-ßxx -ß6 -2ß5 -1.
Direct Substitution will now yield an explicit expression for H(ß):
-ß143 + 8^142 -ß141 -4ß140 -3/3138 + 10/i137 -3ß136 -ß133 Also, H(x) = -1 (modO^x)). Now we apply the integer coefficient criterion. We can eliminate the " -" sign in this way for each j, leaving four possible choices for H(ß), namely +fj(ß). Lastly we apply Moebius inversion, and reconstruct the function H(x) modulo x187 -1, obtaining its coefficients. Recall that r/, = r/2/, so that the tj,'s are equal for any two subscripts whose quotient is a power of 2 modulo 187. For no particular reason we work with the last of these. We introduce co here because {1, co} is an integral basis of 0Oajx-^[) over Z = 00. Now ß is a quadratic extension of Q((o), and we may take ß = Q(to, co,). Now we need to find an integral basis of Oa over Z. As a first approximation we try the set B = (l,co, co^coco,}. These are certainly linearly independent integers, but they may not generate the set of all integers in Oa. Now the discriminant of this set is computed to be 11272, and the discriminant of the field ß is 1612, there being an extra factor of 72 present. This implies that B is not an integral basis, and that there exists an integer of the form y = (coco, + /'co, + ju + k)/l, where 0 < /', j, k < 6. This integer must satisfy a monic quartic polynomial equation, and congruence considerations modulo 7 then lead us to the unique solution i = 4, j = 4, k = 2, satisfying the equation y4 + y3 -16y2 + 12y + 144 = 0. We change the set B to B = {l,co, co,, y), and now we have an integral basis. We can express each of these in terms of ß by using Gauss's theorem:
co, = ß23 + /i46 + /i92, (o2 = ß1 + /i14 + ß2X + /i28 + /i42 + ß5b + /i63 + /i84 + /i91 + /i112 + /i126,
Next we try to factor (2) in Oa. We can observe tha (2) = (co + 7)(co -6) and that (2) = (to, + l)(co,). Likely candidates for prime ideals are the greatest common divisors of any two of these principal ideals, one from each equation. These work, as can be readily verified by checking norms, and all four possible choices form the four prime ideal divisors of (2). We arbitrarily select We can now compute that co, = 10 and co2 = 6 (mod/3,4), to, = 5 and co2 s 6 (modP4), co, = 5 and co2 = 9 (modP34), co, = 10 and to2 = 9 (modP44).
We have the following factorizations into prime ideals:
(<o + 7)-/y>3, (co -6) = P2P4, (CO, + 1) = P2P" (co,) = PXP4, and a short search reveals that (y + 4) = P3P2P4, (y + 2) = PXP22P¡, (y -2) = PXP4P2, (y -4) = PX%P4. Now we apply Stickelberger's theorem, and obtain (H(ß)) = PXiPX5P¡*P¡*. Using the matrices Mx and M2 we can get the following:
(H(ß)) = 218(y + 2)/(y -2)(y + 4) = 215(1 -co2), and we can also find the unit e = -58co, -32co2 -45.
The only units of absolute value 1 are +1. As above, the group of units U' has rank 1, so that e or some root of it will generate it. We have the following equation:
H(ß)= +21V'/ï«(l -co2).
We need to solve the Diophantine equation
x,log|e| = x0(log23/2 -log|l -co2|).
When we substitute in the complex values of co,, co2, and e, the result is xx = 0. Next we apply the integer coefficient criterion to determine which of these values is correct. Reducing modulo 23 and $7(x), we find that the upper sign holds in both equations. Reducing modulo 7 and $23(x), we find that only the second equation holds. This implies that H(x) = 32768(x126 + xxxl + x9X + x84 + x63 + x56 + x42 + x28 + x21 + x14 + x1 + 2) (mod0,6,(x)).
We use the known generating functions H(x) for codes with TV = 7 and TV = 23 to compute that H(x) = -32768 -28672(x18 + x16 + x13 + x12 + x9 + x8 + x6 + x4 + x3 + x2 + x1) (mod$23(x)), and that H(x) = -45056 + 47104(x4 + x2 + x1) (mod<D7(x)). 
