Introduction
Turbulence at very large Reynolds numbers is generally considered to be one of the happier provinces of the turbulence realm, as it is widely thought that two of its results are well-established and have a chance to enter, basically untouched, into a future complete theory; these results are the von K arm an-Prandtl logarithmic law in the wall region of wallbounded turbulent shear ow 24], 37] and the Kolmogorov-Obukhov scaling laws for local structure 28], 36]. In addition, an elaborate statistical theory of turbulence has arisen in the last four decades, employing the powerful machinery of statistical eld theory, and it is widely believed that, though this statistical theory has not been particularly fruitful in other contexts, it provides a good and su cient explanation of the Kolmogorov-Obukhov scaling law and it is only a matter of time before it is equally successful elsewhere.
Our goal in the present paper is to explain why this well-known and widely quoted set of beliefs is in error. In particular, the appropriate scaling law for the wall region must be sought in a di erent direction, and the statistical theory must be built on di erent principles. It is satisfying to be able to say in the present venue that the correct direction and principles are intimately connected with work by Peter Lax on waves in integrable systems and on zero viscosity and zero dispersion limits.
We proceed as follows: We rst present a brief discussion of the di erent kinds of scaling. We then discuss the vanishing-viscosity limit in hydrodynamics and its statistical version. The theory is then applied to the scaling of the wall region and of the inertial range in turbulence, with an excursion through the overlap principle in the analysis of the wall region.
Scaling laws and similarity
Consider rst the heat equation (2:1) @ t u = @ xx u where u = u(x; t) is the unknown function, @ denotes a derivative with respect to its subscript, t 0 is the time, x is a space variable, ?1 < x < +1, and is a constant conductivity, with initial condition u(x; 0) of compact support. Asymptotically, as t ! 1, the solution can be represented as Here, however, the self-similarity is very di erent. The exponents i cannot be obtained from dimensional analysis or from simple group-theoretical considerations; more important, though the parameters A i , and thus c i , are, as was shown by Lax 29] , functionals of the initial data and thus integrals of the motion; they cannot be derived as simply as Q and M in the previous problem.
Another example will serve to show that such di erences are ubiquitous. Consider the pair of problems:
(2:7) @ t u + u@ x u = @ xx u; with initial data u(x; 0) = u 2 for x 0, u(x; 0) = u 1 for x a > 0, and u 2 > u 1 , u(x; 0) monotonically decreasing between 0 and a. In contrast to (2.7), consider the equation u(x; t) = F(x ? t + c) but while in the case of equation (2.7) = 1 2 (u 1 + u 2 ), as can be easily deduced from global conservation of u, in the case of equation (2.8) the determination of (and of c as well) requires the solution of a nonlinear eigenvalue problem of substantial complexity and cannot be guessed from simple considerations. It is obvious that a change of variables of the form (2.5) will map the solutions (2.9) on a form usually associated with scale invariance.
This distinction between waves whose properties can be deduced from simple properties of integrals of the motion and those for which this is not possible corresponds exactly 1] to the distinction between complete and incomplete similarity. Consider a physically meaningful relation between physical variables: (2:9) y = f(x 1 ; x 2 ; : : : ; x k ; c) where the arguments x 1 ; x 2 ; : : : have independent dimensions while the dimensions of y and c are monomials in the powers of the dimensions of the x i : Consider now what happens when the variable 1 is small, 1 << 1. In such cases one is accustomed to tell undergraduates that the function can be replaced by the constant C = (0) and the problem is greatly simpli ed. The strong implicit assumption here is that as 1 ! 0, tends to a constant non-zero limit C. If this is indeed true, then for small enough 1 one can replace equation (2.9) by the simpler relation (2:14) y = Cx p 1 : : : x r k ; The parameter c completely disappears from the equation for small 1 . The powers p; : : : ; r can be found by simple dimensional analysis. When this situation holds, one says that one has complete similarity in the parameter 1 . However, it is obvious that in general complete similarity does not hold; in general, there is no reason to believe that has a nite non-zero limit when 1 ! 0, and the parameter 1 , far from disappearing, may well become essential, even when, or particularly when, it is small.
Here there is however an important special case. Assume that has no non-zero nite limit when 1 tends to zero, but that in the neighborhood of zero one has the power asymptotics i.e., the power relations are of the same general form as in (2.14), but with two essential di erences: The powers of the variables x i ; i = 1; : : : ; k cannot be obtained by dimensional analysis and must be derived by an additional, separate analysis, and the argument c has not disappeared from the resulting relation. We refer to such cases as cases of incomplete similarity in the parameter 1 : A scaling law (2.17) is obtained, 1 does not disappear but enters that law only in a certain well-de ned power combination with the parameter . In this case, the problem has an asymptotic invariance with respect to an additional group, more complicated than (2.11):
where is the parameter of the new group. This is special case of the \renormalization group" 1], 20]. Contrasting the two kinds of group invariance we have examined, we see that while in (2.11) we have (2:19) c 0 = c; y 0 = y; x 0 1 = x 1 ; : : : ; x 0 k = x k ; in (2.18) we have c 0 = c; y 0 = y; x 0 1 = x 1 ; : : : ; x 0 k = x k :
Although the the determination of the parameter requires an e ort beyond dimensional analysis, the relation (2.17) has a \scaling" (power) form. Such scaling relations have a long history in engineering, where a widely-shared opinion held, until recently, that since they cannot be obtained from dimensional considerations, they were nothing more than empirical correlations. In fact they are merely a more complicated case of similarity.
3. The near-equilibrium statistical theory of turbulence.
Before applying the foregoing similarity theory to turbulence we have to examine the behavior of turbulence, i.e., of ensembles of solutions of the Navier-Stokes equations, as the viscosity tends to zero. As is well-known from the work of Lax 30] , if one adds to a hyperbolic system a viscous term with a small viscosity coe cient, one may expect, under wide conditions, that in the limit of vanishing viscosity one would recover appropriate entropy solutions of the hyperbolic system. On the other hand, if one adds to the hyperbolic equation a dispersive term, the limit of vanishing dispersion is certainly not well-behaved when the hyperbolic equation has non-smooth solutions 32]. Due to the interaction and self-interaction of vortices, the three-dimensional Navier-Stokes equations partake of both hyperbolic and dispersive properties: For example, the motion of vortex lines can be described, in a certain approximation, by an equation of Schroedinger type 21]. (For a extended analogy between turbulence and dispersive systems, see 23]). One cannot expect individual solutions of the Navier-Stokes equations to be well-behaved in the limit of vanishing viscosity, but one can expect the vanishing-viscosity limit of certain well-de ned features of ensembles of solutions of the Navier-Stokes equations to be well-de ned. To explain why this is so one has to make a short detour through the statistical theory of turbulence.
The goal of the statistical theory of turbulence is to understand and quantify the behavior of ensembles of solutions of the Navier-Stokes equations; experience in other parts of physics suggests that this goal may be achievable while the goal of computing individual solutions is not. The possibility of considering solutions of the Navier-Stokes equations as random is anchored in their chaotic nature 12, page 36].
It is natural to focus rst on stationary random solutions of the Euler or Navier-Stokes equations, just as it is natural in the kinetic theory of gases to focus rst on stationary distributions of the momenta and positions of particles. A stationary random solution in turbulence is the obvious generalization of a statistically steady state in a system of N particles; it is a collection (\ensemble") of functions, in which one has identi ed subsets, each with an attached probability that a function in the space belong to the subset, that probability being invariant in time (see e.g 34], 44]).
Stationary solutions are important because they may attract others | i.e., one may be able to replace long-time averages of non-stationary solutions by averages over a stationary statistical solution (i.e., over the appropriate ensemble of solutions with its timeindependent probabilities), and also because non-stationary solutions depend on initial conditions and few general conclusions can be reached about them. When time averages can replaced by averages over a stationary statistical solution, the latter is called ergodic. It is understood that stationary solutions may provide only a partial description of real solutions; in turbulence, this partial description often applies to the small scales, but not exclusively so; for example, the large-scale ow outside the viscous sublayer in the center section of a long pipe can be viewed as stationary.
Statistically stationary ows come in two avors: equilibrium and non-equilibrium. An equilibrium is what one nds after a long time in an isolated system or a portion of an isolated system. In an isolated system with only energy as an invariant, equilibrium can be characterized by a \micro-canonical" distribution, i.e., equipartition over the set of appropriate equal-energy systems; it can also be characterized by the Gibbs probability distribution, in which the probability of a collection of states is the integral of Z ?1 e ? H , where the inverse \temperature", H the Hamiltonian (or a suitable generalization), and Z, the \partition function", is a normalizing factor. One often thinks of the Gibbs distribution as describing a system in contact with a \heat bath", but it is also possible to identify the heat bath with the remainder of the system when one considers only a portion of it. Note that the temperature, energy, entropy, etc., to be discussed, refer to the properties of the macroscopic solutions of the Navier-Stokes or Euler equation and are not necessarily related to the temperature or other thermodynamic properties of the ensemble of molecules that makes up the underlying uid. In particular, the macroscopic \temperature" is related to the kinetic energy of the turbulence. A full discussion of such \temperatures" and entropies is given in 11].
Non-equilibrium steady states are the analogs of what one obtains in kinetic theory when one considers, for example, the distribution after a long time of velocities and momenta of gas particles between two walls at di erent temperatures. That distribution of momenta and locations is stationary but not Gibbsian. Unlike a Gibbsian equilibrium, it allows for the irreversible transport of mass, momentum and energy across the system.
The great discovery of Onsager, Callen, and Welton (see 10]) is that in a system not too far from a Gibbsian equilibrium, non-equilibrium properties (e.g., transport coe cients) can be evaluated on the basis of equilibrium properties. An example is heat capacity, which is perfectly well de ned at equilibrium, but measures the response of the system to outside (i.e., non-equilibrium) perturbations. Most of the theory of non-equilibrium processes deals with systems not far from equilibrium; its machinery, for example the Langevin formalism, is not applicable except near equilibrium. Clearly, turbulence is not in Gibbsian equilibrium, in particular because it features an irreversible energy transfer from large to small scales or of momentum from the interior to the walls. The interesting question is: Can turbulence be viewed as a small perturbation of a suitable Gibbsian equilibrium? The key word here is \suitable". and, contrary to common assumptions, the answer is \yes".
There are two reasons why one usually thinks of turbulence as being far from equilibrium: the identi cation of equilibrium with the Hopf equilibrium and the historical interpretation of the Kolmogorov spectrum.
In 1952 and can be viewed as a microcanonical distribution. The formal limit K ! 1 produces a measure on a function space. Completely analogous constructions can be carried out for the two-and three-dimensional incompressible Euler and even Navier-Stokes equations.
The result is a measure on a space of functions, which is formally invariant under Euler ow (\formally" means that all questions of existence and convergence are disregarded). A typical \ ow" in this limiting collection of ows is almost nowhere di erentiable, and the energy density is in nite. Indeed, suppose that one keeps the energy E of the system constant as K increases; then a K , the average energy per \degree of freedom", is a nonnegative monotonically decreasing function of K; it has a limit, which is either zero or positive; if the limit is zero the limiting ensemble has zero energy, and if the limit of the a K is positive the limiting ensemble has an in nite energy density. This is indeed a special case of a general theorem on the non-existence of su ciently well-behaved measures on in nite dimensional spaces 19, page 359]. The natural reaction is: If this is equilibrium, real ow must be far from it. However, one should note that this cannot be the appropriate equilibrium. In particular, if one considers ensembles of solutions of the Navier-Stokes or Euler equations for which the energy density is initially nite, the \equipartion ensemble" cannot be ergodic. At least equally disturbing from the point of view of statistical mechanics, the truncated systems do not have the same constants of motion as the original di erential equations; for our one dimensional model, the energy is a constant of motion of the truncated system but not of the original equation, while the original equation has two constants of motion that do not survive the truncation.
Another source of the belief that turbulence is far from equilibrium is the usual interpretation of the Kolmogorov-Obukhov law; that law states that in the inertial range of scales, across which energy \cascades" from the stirring scales to the dissipation scales, the energy spectrum E(k), i.e., the energy E per wave number k, has the form
where C is an absolute constant and is the rate of energy transfer across thr spectrum.
Neither the idea of a cascade nor the dimensional analysis that leads to this law prejudges the issue of distance from equilibrium. However, the presence of in the spectral law creates the impression that it is the energy transfer that creates the law. An alternate interpretation can be produced, according to which the amount of energy dissipated depends on the amount of energy present, i.e., = (E(k)) 3=2 k 5=2 , when E(k) may be determined by equilibrium considerations. For a further discussion, see 14]; there are many systems which dissipate energy in an appropriately de ned neighborhood of equilibrium. Be that as it may, the idea that irreversibility dominates the small scales of turbulence leads naturally to a particular formalism. The dominant e ect is assumed to be the provision of energy at large scales and its removal by viscosity at small scales. Both can be represented by a linear Stokes equation with forcing, which can readily be solved. The nonlinear terms in the Navier-Stokes equations can then be formally represented as a perturbation expansion ordered by the Reynolds number R. The various terms in this expansion can be represented by Feynman diagrams, and the panoply of perturbative eld theory can be used in the attempt to extract useful information. This is an awesome and uncompleted task, as the jump from R = 0 to R = 1 is large, and it would be desirable to avoid it by constructing perturbation expansions on other premises.
More important from our present point of view, the identi cation of equilibrium with the Hopf-Lee equilibrium has implications for what happens to turbulence as the viscosity tends to zero. The assumed ergodicity of the Hopf-Lee \probability" (the quotes are here because this is not in fact a probability measure) introduces the need for a nite viscosity to generate the Kolmogorov spectrum. The intuitive picture is that the Euler equations strive to ll all the states available to the Hopf-Lee measure, while a nite viscosity drains the states with large wave numbers, setting up a cascade and a Kolmogorov spectrum. In this picture, the small-viscosity limit of turbulence must be very singular.
We now set out to look for other, more reasonable equilibria for the Euler equations, in the hope that turbulence can be found in their vicinity ( 12] , 13]). First, we should discuss why it makes any sense at all to look for equilibria. After all, turbulence is a fairly evanescent phenomenon; unless stirred, for example by shear, it soon dissipates. The relevant question is however: How fast do the small scales adjust compared to the time available to them, and do they have time enough to settle down to a statistical equilibrium. We shall give an a rmative answer in section 6 below, after we exhibit the appropriate scaling relation.
Here too, as above, we start with a discretization of the equations of motion and plan to take an appropriate limit at the end.
A general procedure for doing so would be as follows: Assume the turbulence lives in a nite volume V ; divide V into small pieces of side h and volume h 3 ; construct a nite number of variables by integrating appropriate continuum variables, for example, the components of the vorticity vector , over the small volumes. (The condition div = 0 must be enforced, and gauge invariance provides a machinery for doing that.)
The hydrodynamic energy E discretizes into a sum E h over the boxes, and for each h, one can construct an equilibrium Gibbs distribution Z ?1 h exp(? E h ), where is an inverse \temperature". The question is: what happens to these equilibria as h ! 0? This question does not touch upon the dynamics generated by the Euler equations, to which we shall return below. First note that the question can be asked and answered for the discretized spectral equilibria of the previous section. Given a cut-o K, standard methods show that the temperature T = ?1 is proportional, for constant energy E, to E=(K d ), where d is the dimension of the space. Thus T ! 0 as one approaches the continuum limit. This is consistent with the remarks above about the limit K ! 1: If the energy is not in nite, than in the limit of vanishing T the probability of any state with a positive energy is zero.
For the systems discretized by chopping up the vorticity in physical space several things can happen. In two dimensions generally T increases as h decreases, and then T goes beyond into the \negative" (trans-in nite) region 12]. In three space dimensions a more interesting behavior may appear. A reminder of some properties of phase transitions is needed here. At a phase transition point the correlation length of a physical system is in nite (or else the thermodynamic properties of the system are analytic in parameters such as T). Furthermore, at a critical phase transition a system is \scale invariant", which roughly means the following: If the system is discretized, or is already discrete to start with and its variables are collected into groups in a way that preserves energy, then the properties of the system are invariant under changes in the scale of the discretization or of the grouping. The relation between scale invariance and phase transition comes about because scale invariance can occur only when the correlation length is in nite.
The question whether alternate equilibria in turbulence can be found now becomes:
Does the family of equilibria with parameters and h have multiple phases with a curve separating them in the ( ; h) plane? If yes, the intersection of this phase transition line with the h = 0 axis is our candidate for a \reasonable" value of , and the corresponding equilibrium is our statistical equilibrium. Note that this is where the fact that we are looking for probability distributions over continuous ows impinges on the analysis. For a discrete collection of particles, invariance under a change of discretization is usually not a relevant consideration; here, however, we have to make sure that our systems have a meaningful continuum limit, and this forces us to consider systems invariant under a re nement of the discretization, and thus forces us towards phase transition points.
Statistical equilibria in vortex systems and their limiting behavior have been studied by a variety of numerical and analytical methods, some of which exploit an analogy with the vortex-dominated phase transitions that occur in super uid and superconducting systems 12]. We will not survey this literature here; it is still lacks a completely rigorous version consistent with knowledge about the Navier-Stokes equations and their vanishing-viscosity limits. A major conclusion of the available analyses is that the postulated \other" equilibria exist, and exhibit velocity correlation and structure functions up to order 3 that are consistent with the Kolmogorov scaling (see section 6 below). Note that the construction of these measures makes no use of the Navier-Stokes equations. To construct the time evolution of measures under the Navier-Stokes equations or their vanishing viscosity limits (which of course are likely to be di erent from the Euler equations with zero viscosity, in particular near walls), one can proceed by perturbation methods, for example in powers of vortex fugacity. One expects that the perturbation does not a ect spectral exponents nor the asymptotic small-scale behavior of structure functions. In the perturbation process, energy cascades appear naturally as the small-scale equilibria are subjected to an energy input from the larger scales and act as energy sinks. A consequence of this construction is that one can expect correlation and structure functions of low order for Navier-Stokes ows to have a well-behaved limit as the viscosity tends to zero. Note that it is not claimed that individual solutions of the Navier-Stokes equations converge to an Euler limit (and indeed, in the case of wall-bounded ow, this is clearly false 26]). Further, the nature of the convergence of the probabilities as the viscosity tends to zero remains open; all that is asserted is that certain second and third order moments (and thus also rst order moments) have a limit as the viscosity tends to zero.
The scaling of wall-bounded shear ow
We start with the fundamental scaling relation for the intermediate region of ow in a pipe (Fig 1): (4:1) @ y u = u y ( ; Re) where Re is a properly de ned Reynolds number, for instance, for pipe ow Re = ud= , where u is the mean velocity (discharge rate divided by the cross-section area), d is the diameter of the pipe, is the kinematic viscosity of the uid, = u y= is the nondimensional distance to the wall, u is the \friction velocity" u = p = , is the stress at the wall, is the density, and is an unknown dimensionless function of two dimensionless arguments. This is the exact counterpart, in the case of two independent variables with dependent dimensions, of equation (2.13) above. If one assumes that the limit of the function in (4.1), when both arguments tend to in nity, exists and is nite and di erent from zero, (in the language of section 2, this is an assumption of complete similarity), then one can de ne = 1= (1; 1) and and an integration leads to the well-known "universal" von K arm an-Prandtl law of the wall: (4:2) u u = 1 log + B where, by the very logic of the derivation, and B are universal constants, independent of Reynolds number, which cannot be adjusted as the Reynolds number changes. In particular, the assumption of complete similarity causes the parameters d and to drop from the expression for the velocity gradient at high enough Re. The opposite self-similarity assumption, (\incomplete similarity"), leads to general scaling laws; the form suggested by the absence of a characteristic length scale is: Both the law (4.3) and the universal logarithmic law (4.2) have precise and equally justi ed theoretical foundations; both are based on the assumption of self-similarity, but the logarithmic law is based on the assumption of complete similarity whereas the scaling law is based on the assumption of incomplete similarity. The question is, which of these assumptions, if any, is correct. This question can be answered in full only by further advances in the theory of Navier-Stokes equations and/or by further experimental studies, as is also the case for the local structure discussed below. The di erence between the cases of complete and incomplete similarity is signi cant. In It is important to note that the analysis below does not depend on the speci c values of the constants (4.5) that have been obtained by comparison with experiment; it is the form of the scaling law that matters, in particular, the fact the is inversely proportional to ln Re. We now set out to extract from the scaling law (4.4) predictions for what happens at very large Reynolds number, beyond the range to which the constants were tted. The success of this extrapolation is a validation of the scaling law (4.4). The main tool we use is vanishing-viscosity asymptotics, based on the idea explained above that, as long as one deals with not-too high moments of the velocity eld, their limits as the viscosity tends to zero are well-de ned. We have already explained the importance of assumptions about the asymptotic behavior of in (4.1). Consider again equation (4.1), and its special case, equation (4.4) . If one stands at a xed distance from the wall, in a speci c pipe with a given pressure gradient, one is not free to vary Re and independently; the viscosity appears in both, and if is decreased, both arguments of will vary. The appropriate limit is the limit of vanishing viscosity, whose existence we have asserted; note that here its existence can be checked independently of the statistical argument. When one takes the limit of vanishing viscosity, one e ectively considers ows at ever larger at ever larger Re; the ratio 3ln 2 ln Re tends to 3=2 because appears in the same way in both numerator and denominator. To show this in more detail, using only physically meaningful quantities, proceed as follows: Note that in experimental measurements using any probe, including the Pitot tube used by Nikuradze 35] , it is impossible to approach the wall closer than a certain distance , say the diameter of the Pitot tube. Consider the experimental possibilities for a certain member of the family (4.7). It was shown in 7] that the experimental points presented by Nikuradze are close to the envelope. So we assume that up to some distance > the experimental points are close to the envelope. What happens farther? Consider the combination 3 ln =2 ln Re. It can be represented in the following form .9) is asymptotically small, of the order of ln lnRe, and can be neglected at large Re. The crucial point is that due to the small value of the viscosity the rst term ln(u = ) in both the numerator and denominator of (4.9) should be dominant, so that 3 ln =2 lnRe is close to 3/2 (y is obviously less than d=2). Note that this law has a nite limit independent of Re. At the same time it can be easily shown that for the envelope of the power-law curves the asymptotic relation is should have the form presented schematically in Figure 2 . Recently an experimental paper by Zagarola et al. 45] presented new data obtained in a high-pressure pipe ow. High pressure creates a large density and therefore a low kinematic viscosity. The experimentalists were thus able to enlarge the range of Reynolds numbers in comparison with Nikuradze's 35] . The Reynolds number is varied in these experiments by changing the pressure and thus the kinematic viscosity, exactly as is done mathematically in our our vanishing-viscosity asymptotics.
The experimental data are presented in Fig. 3 , which is reproduced with permission from Fig. 4 of 45]; these data agree well with our vanishing viscosity results: At small y the deviation from the envelope is too small to be noticed (part I of the curve in Figure 2) ; for larger y, up to a very close vicinity of the maximum of achieved in the experiments, the data are split. To each Reynolds number corresponds its own curve with a pronounced linear part having a slope clearly larger than the slope of the envelope; the ratio of the slope of the curves of the family to that of the envelope is always larger than 1.5. Contrary to the opinion of Zagarola et al., we consider this graph to be a clear con rmation of the scaling law, and a strong argument against the universal logarithmic law according to which all the points up to a close vicinity of maxima should lie on the universal logarithmic straight line. The prediction of a di erence of p e between the slopes of the individual velocity pro les and the slope of their envelope provides an easily veri ed criterion for assessing the agreement between the experimental data and the scaling law. Note that at high Re the di erence between the proposed law and the universal logarithmic law is large enough to have a substantial impact on the outcome of engineering calculations. We have proceeded so far by considering self-similarity assumptions and their consequences. It is also necessary to inquire about the mechanical processes that may lead to one or the other of the two kind of self-similarity. We shall now brie y show that the scaling law (4:4) arises because the transverse vorticity in the wall region is intermittent; this intermittency, associated with the vorticity bursting process, is well-documented in the experimental and numerical literature 9], 27], 41].
Indeed, a natural measure of the length scale of the cross-section of the transverse vortical structures near the wall, which are responsible for the vertical variation in the velocity u, is`= (@ y u=u ) ?1 ; The scaling law ( 4.7) gives Note that`is proportional to y 1? rather than to y, showing that the transverse vortical structures are not space lling if (4.2) holds; the universal logarithmic law produces anp roportional to y. In a viscous ow the vorticity can presumable vanish only on smooth surfaces, but one can de ne an essential support of the vorticity, (see 12]), as the region where the absolute value of the vorticity exceeds some predetermined threshold; according to (4.15) , the intersection of that essential support with a vertical line has fractal dimension 1 ? . If the essential support is statistically invariant under translations parallel to the wall, the essential support itself has dimension 3 ? . This conclusion agrees well with the data reported in 9], 27], where the more powerful streamwise vortices are indeed not space lling. One could even hypothesize that, as the streamwise vortices meander, the transverse vortices that produce u can be identi ed at least in part with transverse components of vortices that are mostly streamwise. An interpretation of these observations is suggested by the discussion in 41]. The process that occurs in a wall layer is a transfer of momentum or impulse from the outer regions to the wall, or, equivalently, a transfer of impulse of opposite polarity from the wall to the interior. This transfer is intermittent, concentrated in localized bursts which create the fractalization, and thus create a vorticity scale di erent from y and thus plausibly explains the power law (4.4). The analogy with the discussion of the inertial range in the section 6 will be obvious.
Overlap arguments.
We now examine in detail a well-known and beautiful argument for analyzing the structure of the ow in the region intermediate between the immediate vicinity of the wall and the region far from the wall. This argument is due to Izakson, Millikan and von Mises (IMM) (see e.g 16], 39]). In this argument, it is assumed that from the wall outward, for some distance,(see Figure 1) one has a generalized law of the wall, (5:1) = u=u = f(u y= ); where f is a dimensionless function; the in uence of the Reynolds number Re, which contains the external length scale (for pipe ow, the diameter d of the pipe) is neglected; heuristically, it is assumed that if the far wall is far enough, the wall one is near does not know about it. Adjacent to the axis of the pipe in pipe ow, extending to the sides, one assumes a \defect law", (5:2) u CL ? u = u g(2y=d); where u CL is the average velocity at the centerline and g is another dimensionless function. Here the neglect of the e ect of Re means that the e ect of viscosity is neglected; heuristically, one assumes that near the axis, where the velocity gradients are small, the e ect of a small enough viscosity is unimportant. Both assumptions taken together constitute an assumption of \separation of scales", according to which at large enough yet nite values of Re viscous scales and inviscid scales can be studied in partial isolation. Self-consistency then demands that for some interval in y the laws (5.1) and (5.2) overlap, so that (5:3) u CL ? u = u CL ? u f(u y= ) = u g(2y=d):
After di erentiation of (5.3) with respect to y followed by multiplication by y one obtains However, the experimental data (see e.g. gure 7 in 45]) do not support the assumption of separation of scales, nor do recent numerical studies of similar problems where it has been invoked 15]. We now examine what happens if one repeats the elegant but simplistic argument we have just described without dropping the e ects of Re near the wall or near the center of the pipe. We shall see that, when properly improved, much of it survives, and indeed supports our conclusions.
We begin by noting that in the nearly linear portion II of the graph of Figure 2 the ow can be described by a local logarithmic law with a Reynolds number dependent e ective von K arma n constant eff = (Re): Note several important consequences of this analysis: (i) Both linear parts of the piecewise linear chevron structure belong to the same scaling law; the constants obtained from data for the inner (i.e. closer to the wall) segment also describe the outer segment. (ii) The overlap region is the outer segment of the chevron; thus the outer segment belongs both to the wall region and to the defect region. (iii) There is no other possible locus for the overlap; as the slopes of the outer and the inner segments tend to two di erent constants as ! 0, one can never get them to overlap on the inner segment. (iv) The whole chevron constituting a single law, the possibility that the inner segment is described by the universal (i.e. Re independent) logarithmic law is excluded. (v) More generally, since the defect law must be a concave-downward function of y=d, the only way there can ever be a portion of the velocity pro le that is concave downward in the ( ; ln ) plane, given that there must be an overlap region, is is to make the overlap region be concave upward, as we are proposing, rather than straight.
Note also that the inner and outer portions of the ow \feel" each other for all nite values of Re; the coupling disappears only in the limit of vanishing viscosity. We shall draw a similar conclusion also in the case of local structure.
The scaling laws in the inertial range and their consequences
The analogy between the inertial range in the local structure of developed turbulence and the intermediate range in turbulent shear ow near a wall has been noted long ago (see e.g. 11], 43, pp.147 and 263]), and we appeal to it to motivate the extension of the scaling analysis above to the case of local structure, where the experimental data are much poorer. In the inertial range of local structure the general scaling law that corresponds to (2.1) is: function tensor which determines all the other components for incompressible ow, u L is the velocity component along the vector r joining two observation points x and x + r, " is the total rate of energy transfer across the spectrum, r = jrj is the length of the vector r, is an external length scale, e.g. the Taylor scale, and Re is a properly de ned Reynolds number, for example one based on the Taylor scale. The brackets h: : : i denote an ensemble average. By the logic of the derivation of (6.1) the function should be a universal function of its arguments, identical for all ows. Formula (6.1) is assumed to hold only at very high Reynolds numbers Re and very small r= . The classical \K{41" Kolmogorov theory 28] results from the assumption of complete similarity, in which, for r= small enough and Re large enough, can be taken as a constant di erent from zero, and one obtains D LL proportional to (h"ir) 2 3 . The spectral form of the Kolmogorov law cited in section 3 can be then obtained by a Fourier transform.
Various corrections to that law have been proposed; many of them involve the addition of an extra length scale to the problem, an addition that is hard to justify. We now explore what can be deduced from the much more plausible assumption of incomplete similarity. In real measurements for nite but accessibly large Re, 1 = ln Re is small in comparison with 2/3, and the deviation in the power of r in (4.2) should be unnoticeable. On the other hand, the variations in the \Kolmogorov constant" have been repeatedly noticed (see 38] , 42]). Complete similarity is possible only if A 0 6 = 0. If A 0 6 = 0 one has a wellde ned turbulent state with a 2/3 law in the limit of vanishing viscosity, and nite Re e ects can presumably be obtained by expansion about that limiting state. In the limit of vanishing viscosity, there are no corrections to the \K{41" scaling, as was also deduced in 12] by the statistical mechanics argument summarized in section 3 above. Kolmogorov 28] proposed similarity relations also for the higher order structure functions: In other words, at Re = 1 the classic \K41" theory would be valid, but the experiments were performed at Reynolds numbers too small to reveal the approach to complete similarity. If this explanation were correct, the coe cients p are negative starting with p = 4, and therefore the in uence of the external scale could be very strong.
As is well-known, for p = 3 the Kolmogorov scaling is valid, with no corrections. For p > 3, however, one must proceed with caution. A numerical study of the scaling laws for p > 3 will be presented elsewhere, as soon as it is completed. We would like however to present a simple argument that casts a doubt on the good behavior of the structure functions for integers p > 3 in the vanishing-viscosity limit. Indeed, as Re ! 1 the \active" regions of the ow shrink while energy is conserved. If V 0 is the portion of the uid where the kinetic energy u 2 is large, then u 1 p V 0 ; one can easily see that fourth moments such as hu 4 i diverge as V 0 ! 1. This makes it likely that fourth-order structure functions also blow up (no conclusion can be drawn for p = 3 because for odd powers p cancellations can occur and the integrals can remain nite). Note that p = 3 is the power where, if both the experimental data and the general scaling law are to be believed, the sign of the power of r in an expansion in powers of 1 ln Re would change.
The obvious conclusion is that, since the structure functions for p 3 are nite for nite viscosity , and their limit as the viscosity tends to zero does not exist. The simplest possibility is that the for p 4 the constants C p 0 are zero, but equation (6.4) is still valid. However, there may well be other possibilities that we have not yet explored; for example, the inclusion of the viscosity as an additional independent variable in the basic scaling law for p 4 . A further comment relates what we have just discussed to the statistical theory of section 3: It may well be that the higher moments of u require a longer time to relax to their equilibrium values than is available in a turbulent system; in this case the nearequilibrium theory does not apply to them and one cannot expect a valid small-viscosity limit. Indeed, according the Benzi's data 8] the time scale characteristic of moments of order p increases with p for p > 3.
Finally, the discussion in the present section allows us to explain why, in the statistical analysis of section 3, one can assume that the small scales of turbulence have enough time to settle to an equilibrium, at least as far as an analysis of the lower order structure functions is concerned. At large Re, one can conclude from eq. (4.1) that the characteristic velocity of an \eddy" of size r is proportional to r 1=3 ; the characteristic time (length/velocity) is thus proportional to r 2=3 and tends to zero for small enough scales. 6 . Conclusions.
The following conclusions have been reached above:
(i) The customary universal logarithmic law of the wall must be jettisoned and replaced by a power law; (ii) it is very likely that the corrections to the classical \K-41" scaling of the inertial range of local structure in fully developed turbulence are Reynolds-number dependent and disappear in the limit of in nite Reynolds number, at least for structure functions of order 3; (iii) small-viscosity asymptotics, based on a statistical description of fully-developed turbulence in which the zero viscosity limit is well-behaved, constitutes a powerful tool for the analysis of turbulence at high Reynolds numbers. We also wish to point out that our combination of similarity theory and of asymptotics based on a statistical theory represents a step forward in the e ort to derive the properties of turbulent ow from rst principles. 
