The use of self-organizing maps to analyze data often depends on finding effective methods to visualize the SOM's structure. In this paper we propose a new way to perform that visualization using a variant of Andrews' Curves. Also we show that the interaction between these two methods allows us to find sub-clusters within identified clusters. Perhaps more importantly, using the SOM to pre-process data by identifying gross features enables us to use Andrews' Curves on data sets which would have previously been too large for the methodology. Finally we show how a three way interaction between the human user and these two methods can be a valuable exploratory data analysis tool.
Introduction
In this paper, we show that two important data investigation tools, Kohonen's Self Organising Map (SOM) 9 and Andrews' Curves, 1 are mutually beneficial to each other in that some of the weaknesses inherent in each tool may be addressed by using it in conjunction with the other tool. A Self Organising Map (SOM) is a well known method for quantising data: it quantises in such a way that data points which are alike in some way (typically Euclidean distance is used) tend to be matched to neurons which are alike in some way (almost always in terms of Euclidean distance); also, if two data points are quantised to the same neuron or two neurons which are close to each other, the two data points must be close to each other (in the metric used to define closeness in the data space). The SOM imposes a strict structure on its output neurons: they will often lie on a line or on a two-dimensional grid. However, the important thing about the trained SOM is that its centres or model vectors lie in the data space which may be very high dimensional. Now if we take a black box approach we may simply take the clusters which the SOM has found. However if we are interested in exploratory data analysis such as data mining, we often wish to try to understand the shape of the data structure in its high dimensional space. This paper deals with this problem.
After training the SOM, the identification of clusters is not very difficult if we use an appropriate way to visualize the structure that the SOM has acquired. There are several ways to perform this visualization; in Ref. 13 a summary of such methods is presented. The visualization of the SOM enables us to perform an interactive type of data mining that has proven to be useful in exploratory data analysis. 4, 7, 10, 15 In this paper we analyze the use of Andrews' Curves as a visualization tool for the SOM's structure. We can use Andrews' Curves to visualize the model vectors or centres of the SOM, that in general are multidimensional and so difficult to comprehend by inspection. We can use the Andrews' Curves to identify subclusters within the data set projected to a neuron of the SOM. Finally, we can use the Andrews' Curves to cluster the SOM, that is to discover groups of model vectors that form clusters; and to construct dynamic projections of the SOM grid.
On the other hand, we can improve the use of Andrews' Curves if we reduce the number of points used to draw them; that is, instead of drawing the curves corresponding to all the points of a data set, we can train a SOM and use the Andrews' Curves of the model vectors or centres to discover the general structure of the data set.
Self Organising Maps
The most famous topology preserving mapping is that derived by Kohonen 9 in which input values are compared with the centres (also called model vectors or prototype vectors) of each output neuron and the neuron whose centre is closest to the input (the Best Matching Unit, BMU) is deemed to be the winner. Let this winner be c. In the SOM not only are the weights attached to the winning neuron, c, updated but weights of nodes that are neighbours to the winning node are also updated using the following equation:
where η is the learning rate, x j is the jth component of the input, and the neighbourhood function Λ(i, c) is the link between the ith neuron and the winning neuron c. The neighbourhood function is sometimes a monotonically decreasing function of the distance between i and c such as a Gaussian or often the "Mexican hat" function formed from a difference of Gaussians. This results in the network learning positions for the centres of its neurons -the model vectors -which cover the input space.
Andrews' Curves
Andrews 1 described his curves in 1972, early on in the computing era; it is an interesting observation that he thought it necessary to counsel "an output device with relatively high precision . . . is required". Current standard PC hardware and software are quite sufficient for the purposes. The method is another way to attempt to visualise and hence to find structure in high dimensional data. Each data point x = {x 1 , x 2 , . . . , x n } defines a function
and this function is then plotted for −π < t < π. Thus each data point may be viewed as a line between −π and π. The interesting thing is that this function representation preserves distances; that is, close points will appear as close curves and distant points as distant curves. If there is structure in the data, it may be visible in the Andrews' Curves of the data. The curves themselves can be considered as the projections of each point onto the vector w = √ 2, cos(t), sin(t), cos(2t), sin(2t), . . .
An example of Andrews' Curves on the well known iris data set (e.g., Ref. 11) is shown in Fig. 1 . The data set is four dimensional (only the first four terms of (1) are used). In varying the value of t in (1), we are moving along the curve; data points which are similar will behave similarly in that the locus of their movement will be similar. Thus in Fig. 1 , we see that t = 3 gives us a value for a linear projection of the data which differentiates one type of data from the other two but there is some difficulty in differentiating between these two.
Wegman and Shen 16 and Wegman and Solka 17 discuss the benefits of using a slightly different projection, namely that onto with the λ j linearly independent over the rationals. Clearly, (w 1 , w 2 ) form a set of 2 orthonormal basis vectors. If we define
then we have a two dimensional display on which to project x so that we can look for structure by eye. Visually from this projection, we can identify clusters of points which are nearby and whose trajectories as we change t (i.e., as we move along the Andrews' Curves) keep close together. When we use these curves in this way we obtain a two dimensional grand tour 2 of the data (to be more precise we obtain what Wegman and Shen 16 call a pseudo grand tour).
A grand tour is so-called since it attempts to take us through all possible projections of a data set something which is clearly an impossibility for any data set of substance but which may be approximated in a number of ways. We have proposed in Ref. 5 an extension of this idea that makes use of three different orthogonal vectors so that now w i = f (t, s) such as
where we have the implicit requirement that the number of terms in each expansion is a multiple of 3 rather than 2 as previously. Now instead of curves we have surfaces and we can construct a three dimensional pseudo grand tour. The λ i and µ i values in this paper revert to those of Andrews, consecutive integers; we get similar results if we use e.g., irrational values from [−1,1].
Note that these equations really give a surface in 3D space but this gives a diagrammatic representation which is very difficult to understand. Thus we prefer to change t and s independently and view the movement of the groups of points through 3D space. An alternative is to let t = s and view the equations as a curve moving in 3D space. One interpretation of this is that the first vector represents the (unit) tangent vector of the curve, the second the (unit) normal vector and the third the binormal vector so that these three vectors represent a natural local basis for that space.
Clustering algorithms are known to be sensitive to scaling of the variables. In addition, we should be aware that changing the order of the variables in Andrews' Curves can make a huge difference to the shape of the curves and hence their discriminatory power: the low frequency terms tend to dominate our visual response and so e.g., x 1 is much more obvious than x 9 in the display. This disadvantage does not carry over to our curves since there is no inherent low or high frequency imposed by the order of the terms in a data sample. The only pre-processing in any of the experiments in this paper is centering (removing the data mean).
The use of these curves as exploratory data investigation tools on a real data set can be seen at http://pisuerga.inf.ubu.es/cgosorio/Andrews/ exploratoryPage.htm. Note that the pages in this file are animated gifs which should view satisfactorily in Microsoft's Internet Explorer though we cannot guarantee other browsers. In these images, one can clearly identify groups of data points which are rotating together under the action of equation (3); a reviewer has pointed out, correctly, that we get depth perception from more clues than movement alone yet the illusion of groups of points rotating in synchrony is very strong in our experiments. It would be entirely possible to program e.g., size of dot to decrease as the data point is projected further along the axis 'into' the screen but this has not proved to be necessary to give human observers a strong impression of depth. The movement alone is sufficient for this.
Interactive Exploratory Data Analysis
In our implementation of these curves, we have two displays. The first projection shows the three dimensional positions of y = {y 1 , y 2 , y 3 } in which the dance of the groups of points can be identified. The second shows the individual curves for the three projections for all t, s ∈ [−π, π]. These are used simultaneously so that the pattern matching capabilities of the human eye for each is assisted by the information in the other.
The tool that we have developed to help us in the process of clustering is a MATLAB prototype program that lets the user visualize interactively different slices of our surface. The two directions of the surface slices are perpendicular to each other; we call the slices where s changes, S-slices which are thus slices which retain some specific but constant t value; similarly we call T-slices those slices where t changes, and in which s is constant. A vertical line indicates the point from which the current point representation is taken. It is possible to change between the two types of slices, and also it is possible to move interactively changing the s value of a T-slice, or the t value of a S-slice (that is, changing the point where we cut the surface to obtain the slices); this gives a kind of grand tour 16, 17 that is multidimensional, since in the slices we have a simultaneous view of all the projections in the
Finally, it is also possible to display the twodimensional projection of a three-dimensional grand tour that can be defined using these surfaces. In this grand tour, the user can decide to move in the direction where the s value changes or in the direction where the t value changes. In this grand tour it is also possible to select the points in which we are interested.
The algae data set
The data set comprises data from 118 samples of algae; some of the algae have been classified (by humans) into classes labelled 1 to 9 while the remainder have been left unlabelled (we give them a label 0). Some of the label 0 algae may be members of classes 1 to 9 while others may be a totally different type of algae. The data is 18 dimensional in which a typical dimension gives the quantity of pigment of a specific type which has been measured in the sample. We have pre-processed the algae data set by centering the samples, i.e., subtracting the mean of all samples from each sample.
This data set has the advantage that we can check if algae which have been identified as belonging to one group do, in fact, remain together throughout multiple values of the parameters (see below) while simultaneously investigating whether the algae labelled 0 are possibly members of existing groups or come from quite distinct groups of algae.
Initialising the clustering
Initially our tool shows the projection and the slices corresponding to the values s = 0 and t = 0. We can make an initial decision to concentrate on one of the slices and then (either by watching the evolution of the grand tour or by inspecting different slices of our surfaces) check if we can identify selected points which fall within the same cluster.
First cluster
For the algae data set, we start by focusing on the first T-slice. Near the value t = 0.8 a potential candidate cluster appears. As one can see in Fig. 2 , there is a very strong indication at that point that a cluster can be identified. We are able to confirm visually that the band we see in these figures remains coherent throughout the s, t-space and so we conclude that we have identified a cluster of algae with similar properties.
Indeed, since we have class labels, we are able to verify that these points are within class number 8 of the original dataset. Therefore, we deleted these points and their associated curves and continued the exploration.
Second and third cluster
Now we can notice that around the value t = −0.7 in the first T-slice for s = −0.28897, there exists another possible cluster. After highlighting the curves and analyzing their evolution over different parts of our surfaces (Fig. 3) , we conclude that is possible to make a subdivision of this cluster into two distinct clusters, as one can see in the slices of Fig. 4 . Again, checking the existing classification of the data reveals that this cluster corresponds to the classes 7 and 9. These points and their associated Curves are then removed from the display.
This process is repeated until (hopefully) all the data have been identified as belonging to one particular cluster. With the above data set, we were able to confirm that the existing classification corresponds to distinct clusters and identify several previously unclassified algae as members of specific classes. Further we were able to identify a class within the unclassified algae which had not previously been identified. 
Using Andrews' Curves to Visualize
the Structure of the SOM
Visualization of prototype vectors
The first application of the Andrews' Curves to visualize the SOM is quite obvious. The SOM Toolbox, a software package for Matlab computing environment, 1 provides three different ways of visualizing the map prototype vectors: as line graphs, as bar charts and as pie charts. We have extended these visualization tools with a fourth one that uses Andrews' Curves to visualize the prototype vectors.
In Fig. 5 we see the four visualisations of a SOM trained with the iris data set. We see that this first obvious application gains us little that we do not get from other methods and we will not pursue this method in this paper.
Finding sub-clusters
The Kohonen map is (usually) an unsupervised learning method and can be used to find clusters in a data set. If we can subsequently label each cluster as a class, we are using the SOM as a form of classifier.
If the data set we are using has many clusters or if the dimensionality of the SOM in output space is not big enough, it may happen that after the training phase, one or several neurons were the BMUs for data points belonging to different clusters: there is not a 1-1 mapping between the centres of the SOM and the clusters. Actually we do not require a 1-1 mapping but only that each centre identifies a separate cluster. The problem in which we are interested is the case when the SOM has not differentiated between the two clusters -the SOM has identified them as only one. However we can use the Andrews' Curves to identify the sub-clusters: the SOM has performed a crude quantisation perhaps finding some clusters precisely but leaving others with some residual uncertainty.
To illustrate this we use a twenty dimensional artificial data set with 12 clusters (each of 85 points and each determining one cluster) and a SOM of dimensionality 3 × 3. This is intentionally a very small number of centres since, when the SOM has fewer neurons than there are clusters in the data set, it is inevitable that some neurons form the BMU of points from more than one cluster. We create the data set placing the centres of the 12 clusters on one of 12 orthogonal axes, then we add Gaussian noise in the other 8 axis and all the points were rotated using a randomly generated rotation matrix. The PCA projection of the data set can be seen in Fig. 6 .
As we can see in Fig. 7 , the SOM identifies correctly four of the clusters. But there are also two neurons that are the BMUs for two different clusters, and one neuron that is the BMU for four different clusters. We will illustrate the use of Andrews' Curves to disambiguate with this last neuron. If we use all the points for which that neuron is the BMU and we draw the Andrews' Curves (in this case we are using two slices of our surfaces) we can identify clearly the four clusters as we can see in Fig. 8 . If we were to use all the data points in the original data set, we would have a far less clear picture. Thus we can use Andrews' Curves to disambiguate information which contains residual uncertainty from the SOM clusters.
While it is possible for this data set to create a SOM with enough neurons to completely disambiguate the clusters, there are data sets (such as those involving text from the web) for which no size of SOM is appropriate and for which the best existing approaches seem to be hierarchical SOMs.
Clustering and projecting the SOM
There has been recent interest in using the SOM as an abstraction tool that enables us to substitute the input vectors with the model vectors as prototype vectors, and then use these to identify clusters. 14 In this way we can reduce the time needed by the clustering algorithm, since we have reduced the number of vectors to consider.
In the previous section we used Andrews' Curves to draw the data points and try to discover subclusters. We can also use the Andrews' Curves to draw and project the prototype vectors. We can discover the clusters, either using the static view of the slices of our surface, or using the evolution of the projected vectors in the pseudo grand tour.
The dynamic projection is interesting on its own. It is common to use projections such as the Sammon mapping 12 to try to visualize the structure of the SOM. But these kind of projections are static. With the use of Andrews' Curves, we can obtain a dynamic three dimensional projection and see its evolution as we change the values of s or t. The evolution of the pseudo grand tour gives us an extra dimensional perception of the projection -we can feel the fourth (time) dimension as we allow the simulation to proceed. While we only have a two-dimensional manifold (parameterised by s and t in (3)), the three projections of (3) give us three-coordinates to visualise (and the three dimensionality of the dance is very real in our simulations) and the nonlinearity of the projections makes the two dimensional manifold itself rather difficult to use as a parameterisation of data points.
In Fig. 9 we can see the Sammon Mapping and one snapshot of the pseudo grand tour; it has to be admitted than the inevitably static projection (right diagram) as seen on the printed page does not do justice to the clarity with which the clusters jump out on the computer monitor. The SOM was trained with an artificial data set consisting of 23 clusters with centres at the vertices lying on the axis of a 23-dimensional hypercube (and so the centres are of the form (30, 0, . . . , 0), (0, 30, 0, . . . , 0) etc.) plus another 52 additional dimensions with uniform (between 0 and 18) values to get a 75-dimensional data set with 4186 observations. To get the individual data points, we add zero mean Gaussian noise of variance 3 to each centre, but capped the noise at 2* variance in each dimension. This data set is then rotated in the 75-dimensional space with a random rotation matrix.
Enhancing Andrews' Curves using the SOM
Originally Andrews' Curves were used to represent no more than a few tens of observations. With techniques such as brushing 3 (identifying a group of evolving structures and highlighting them), we can increase this number because we can select and highlight the curves in which we are interested (for example to determine the existence of clustering).
Using the SOM we can increase even more quantity of data which can be investigated using Andrews' Curves: the first top-level investigation of a data set uses the SOM to cluster a data set and then performs a projection of the centres of the SOM onto the Andrews' curves (or our extensions). Since we may use a 10 × 10 SOM on a data set of many 1000s, we can begin our investigation of any data set in this way.
We can then go on to use the SOM as an interface in which we select the regions in output space (the regular grid or line) which we want to draw. That is we select one or more neurons to identify the data points for which these neurons are the BMUs. We can perform an analysis only with these curves and then continue by choosing another set of BMUs, perhaps with some BMUs in common with the first set, allowing in this way the connected study of all the points -we are walking through the data set using the interaction between the SOM, the Andrews' Curves and the human operator to identify structure in the data. The SOM lets us navigate interactively through the data set keeping the number of curves to a manageable size.
A last improvement is the use of color and linking. 8, 6 We can spread a color map over a SOM and then associate a color with the neurons, and similarly to the prototype vector and to the input vectors for which that neuron is a BMU. In this way we can use the clustering performed by the SOM as an extra information source. In Fig. 10 we can see the slices of the surface obtained using the prototype vectors obtained by training the SOM with the same data set as in the previous section; the curves associated with dead neurons are not shown.
Conclusion
We have, in this paper, investigated the interaction between Self Organising Maps and Andrews' Curves.
1. We have shown that Andrews' Curves can be used for visualisation of the results of data analysis by the SOM. 2. We have shown that we can perform a gross clustering of a data set using the SOM and then by selecting the data point for which a particular output neuron is the best matching unit, can iteratively find sub-clusters which the original SOM was unable to find. 3. We have shown that we can use the SOM as a preprocessing tool for Andrews' Curves which originally were only of use on a few tens of data points at any one time. Now we suggest taking a large data set, use the SOM to find gross structure in the data and then use the Andrews' Curves to find finer structure in subsets of the data at any one time. 4. We have discussed a new data mining technique so that, by using the interaction between the SOM, Andrews' Curves and human operators, we can walk through a data set identifying local structures in the data set.
Future work will continue with these methodologies on real high dimensional and large volume data sets.
