Introduction
[2] As one of the dominant interannual modes in the tropical Indian Ocean, the Indian Ocean Dipole (IOD) involves active ocean-atmosphere interactions [Saji et al., 1999; Webster et al., 1999; Li et al., 2003] . One salient characteristic of the IOD is its phase-locking to the annual cycle, that is, the IOD grows rapidly in boreal summer and reaches a peak phase in boreal fall [Saji et al., 1999; Li et al., 2003; Hong et al., 2008a Hong et al., , 2008b Halkides and Lee, 2009] . During boreal summer, the atmosphere-ocean interactions invoking two important positive feedback processes were proposed to have critical effects on the rapid development of the IOD. One is the equatorial Bjerknes [Bjerknes, 1969] feedback between the equatorial surface zonal wind and the SST anomaly (SSTA) through the thermocline displacement and upwelling [Saji et al., 1999; Li et al., 2003; Hong et al., 2008a Hong et al., , 2008b Halkides and Lee, 2009] , and the other is the wind-evaporation-SST feedback Li et al., 2003; Halkides et al., 2006] . The southeasterly monsoonal flow in northern summer over the southeastern tropical Indian Ocean (SEIO) is crucial in promoting a season-dependent coupled atmosphere-ocean instability, allowing a windevaporation-SST feedback to become efficient between an atmospheric Rossby wave-induced anticyclonic anomaly and a cold SSTA off Sumatra/Java during boreal summer Li et al., 2003; Halkides et al., 2006] . The southeasterly flow also offers a 'seasonal-window' for the development of the Bjerknes feedback, because during that season the mean thermocline is shallow and the ocean upwelling is strong near the Sumatra/Java coast [Xie et al., 2002] .
[3] The observed equatorial easterly wind anomaly, acting as an integral component of the Bjerknes feedback, is essential for the IOD development. Similar to the ENSO diagnosis [Guilyardi et al., 2009] , one may define the airsea coupling strength as the ratio of the equatorial zonal wind anomaly (averaged over the blue box in Figure 1b ) to the SSTA in the SEIO (averaged over the red box in Figure 1a ) based on their spatial patterns. This ratio represents the response of the equatorial zonal wind anomaly to perunit change of the SSTA. Our calculation shows that the coupling strength is 3.2 m/s/K in the equatorial Indian Ocean, which is more than 2 times greater than 1.5 m/s/K in the equatorial Pacific. The latter is estimated by the ratio of the zonal wind anomaly in the Niño-4 region to the SSTA in the Niño-3 region [Guilyardi et al., 2009] , from the composite of three extreme Niño events (1982, 1986, 1997) . The result above implies that the equatorial atmospheric response to the SSTA is stronger in the tropical Indian Ocean than in the tropical Pacific. Understanding the cause of this holds a key for understanding the rapid development of the IOD during boreal summer.
Data and Methodology
[4] Primary data used in this study are monthly mean SST from ERSST (NOAA Extended Reconstructed SST) [Smith and Reynolds, 2003] , monthly mean precipitation from Global Precipitation Climatology Project (GPCP) datasets [Adler et al., 2003] , and monthly mean surface (1000 hPa) wind from NCEP-DOE (National Centers for Environmental Prediction-Department of Energy) Reanalysis 2 products [Kanamitsu et al., 2002] . In this study, the period between 1979 and 2009 is chosen because of the availability of data, and a linear trend has been removed for all these data. Similar to Hong and Li [2010] , a positive IOD case is defined with the averaged SSTA over the domain (0-10°S, 90°-110°E) less than 0.4 standard deviation during the IOD mature phase (September-November). Therefore, six cases (1982, 1983, 1994, 1997, 2003, 2006) are selected for the composite analysis in this study. Several cases (such those in 1985, 1986, 1999) are not included as they do not exhibit typical IOD patterns.
[5] Two atmospheric AGCMs, the ECHAM4 and a dry AGCM, are used in this study. The ECHAM4 model is developed from Max-Planck-Institute (MPI) for Meteorology in Hamburg [Roeckner et al., 1996] . We use a version with T42 resolution in the horizontal and 19 levels in the vertical. Three sets of experiments are carried out. The control run is a 20-yr run forced by the observed climatological SST and sea ice. Two sensitivity experiments are further conducted by imposing the observed composite cold SSTA in the SEIO (i.e., black contours in Figure 1a ) during July-August (JA) and during January-February (JF), with 20 ensemble members each. For each ensemble run, the initial condition is perturbed by adding day-to-day rootmean-square differences of zonal wind, meridional wind, temperature and specific humidity fields. For all sensitivity experiments, the model is integrated for two months.
[6] A dry AGCM is also used which is built based on a dry version of Princeton AGCM with five sigma levels. It is linearized by a prescribed 3D basic flow, derived based on the long-term NCEP-NCAR (National Center for Atmospheric Research) reanalysis data [Kalnay et al., 1996] . Details about this model were described by Jiang and Li [2005] and Li [2006] . Three dry AGCM experiments are conducted. The first is a control run with a resting environment (i.e., zero mean flow). The other two are sensitivity experiments with a specified boreal summer and boreal winter mean flow. For all these experiments, the anomalous heating is estimated based on the observed composite of precipitation anomaly (Figure 1a) , with a maximum amplitude about -1.6 K/day at the level of sigma = 0.3 (about 300 hPa). The model is integrated for 20 days to get a steady state response.
Results
[7] One direct explanation for the stronger air-sea coupling strength in the tropical Indian Ocean, is attributed to a higher mean SST in the tropical Indian Ocean than the tropical Pacific. A same magnitude of SST perturbation may induce a greater precipitation and wind response in the SEIO. In other words, atmospheric convection and wind responses are more sensitive to SST fluctuations in the warm pool than in the cold tongue .
[8] In distinctly different from the ENSO in the tropical Pacific, another interesting feature of the IOD is that the cold SSTA in the SEIO shows a marked asymmetry with the greatest SST cooling occurring to the south of the equator (Figure 1a ). Based on Gill [1980] 's theory, one would expect a pronounced meridional wind rather than zonal wind response at the equator in response to this asymmetric SSTA forcing. This would prohibit the Bjerknes feedback. The observed wind curl, however, shows a rather symmetric feature, with a pronounced zonal wind anomaly at the equator (Figure 1b , also see Yu et al. [2005, Figure 1 ]). A more symmetric wind response favors a greater zonal wind anomaly at the equator, which promotes a greater Bjerknes feedback and thus a greater IOD development.
[9] To quantitatively measure the extent to which a variable is asymmetric about the equator, we introduce a relative symmetry index (RSI). The RSI is estimated based on the ratio of the symmetric and anti-symmetric components. A greater (smaller) RSI value indicates that the anomaly field is more symmetric (asymmetric) relative to the equator. The amplitudes of the symmetric and antisymmetric components are calculated based on averaged values in northern and southern domains, following Li [1997] . For the SSTA field, the northern and southern domains are (0-10°N, 90°-110°E) and (0-10°S, 90°-110°E). For the anomalous precipitation field, the northern and southern domains are (0-15°N, 85°-100°E) and (0-15°S, 85°-100°E). For the anomalous wind curl field, the northern and southern domains are (0-15°N, 80°-95°E) and (0-15°S, 80°-95°E).
[10] Our calculations show that the RSI for the SSTA (1.5) and precipitation anomaly (0.9) is one order smaller than the wind curl anomaly (23.5), indicating that the wind response is to a large extent symmetric about the equator. Why does an asymmetric SSTA forcing lead to a more symmetric surface wind response? We hypothesize that it is attributed to the effect of the boreal summer mean state. In the following, we intend to reveal the mean state effect with the aid of two types of atmospheric models.
Seasonal Dependence of Atmospheric Response to an Asymmetric SSTA Forcing
[11] To explore whether the atmospheric response to the SSTA forcing is seasonally dependent, we first examine the atmospheric response to a prescribed cold SSTA (black contours in Figure 1a ) during JA and JF by using the ECHAM4 model (Figure 2 ). During JA (Figure 2a ), the Composite is computed based on six recent IOD events, 1982 IOD events, , 1983 IOD events, , 1994 IOD events, , 1997 IOD events, , 2003 IOD events, , 2006 ECHAM4 model simulates reasonably well the observed precipitation and surface wind anomalies, with notable below-normal precipitation south of the Equator and strong easterly anomaly over the equatorial Indian Ocean. Of particular interest is that the strength of the northern branch atmospheric Rossby wave response is more intense than its southern hemisphere counterpart in boreal summer, even though the forcing is primarily confined in the southern hemisphere.
[12] During JF, the most significant below-normal precipitation is evident in the southern ITCZ region with an east-west tilt (Figure 2b ), but the precipitation anomaly near the Sumatra coast is relatively weaker than that in boreal summer. The RSI for the wind curl anomaly shows a much weaker intensity (2.0) compared to the value in boreal summer simulation (34.1) (Table 1) , indicating a more asymmetric atmospheric response during boreal winter. The antisymmetric wind component with marked crossequatorial flow is also clearly seen, which is not conducive for the Bjerknes dynamic feedback.
[13] In the boreal summer simulation, a greater equatorial zonal wind response is partly attributed to the equatorward shift of the precipitation anomaly in the SEIO. Note that the suppressed precipitation center is not collocated with the cold SSTA center, rather it shifts northwestward towards the equator. Such a phase shift feature is also seen in the observation (Figure 1a ). We argue that the cause of this shift is primarily attributed to the nonlinear rectification of the background mean precipitation [Hong et al., 2008a; Hong and Li, 2010] . The cold SSTA-induced negative precipitation anomaly cannot exceed a cap that is approximately equal to the local seasonal mean precipitation maximum. Therefore, the anomalous precipitation pattern is to a large extent modulated by the seasonal mean climate. Note that the seasonal mean precipitation in the Java coast is much less than that over the Sumatra coast (as shown in red contours in Figure 2a) . A greater precipitation anomaly may appear in the latter region, even though the maximum SSTA is located in the former region.
[14] The analysis above points out the important regulation of the seasonal mean precipitation in determining the Bjerknes feedback strength. The location of the mean precipitation is more equatorially trapped during boreal summer than boreal winter (see contours in Figures 2a and 2b) . As a result, the SSTA-induced precipitation anomaly is more concentrated with larger amplitude near the equator in boreal summer, which leads to a greater equatorial zonal wind response (Figure 2a ). On the contrary, during boreal winter, the anomalous precipitation response is weaker and confined further to the south (shading in Figure 2b) . This leads to a weaker zonal wind response at the equator.
[15] The above arguments suggest that the thermodynamic effect is of particular importance in determining the intensity of equatorial zonal wind, associated with the location shift of the anomalous heating. Additionally, the dynamic effect may also affect the anomalous wind response through an asymmetric mean flow. However, the full AGCM experiments above cannot separate these two factors. In the following, we intend to demonstrate that even given the same tropospheric heating anomaly, the atmospheric wind response could be different, due to the mean flow differences between the summer and winter.
Atmospheric Response to a Prescribed Heating in a Dry AGCM
[16] Given a prescribed diabatic heating (blue contours in Figure 3a ) estimated from the observed precipitation composite (Figure 1a ), we aim to examine how the atmosphere responds the anomalous tropospheric heating in the presence of the observed summer and winter 3D mean flow. For comparison we also show the model simulation in the zero mean flow.
[17] Figure 3 shows the low-level wind response in the aforementioned three mean state cases. Under a resting environment, the model simulates a pair of anticyclones on both sides of the equator, with the southern one being stronger (Figure 3a) due to a greater anomalous heating south of the equator. In the JA mean state case, this pair of anticyclones shifts northward with markedly increased intensity, especially for the northern branch (Figure 3b ). The simulated low-level wind pattern agrees well with the observed (Figure 1b ) and the ECHAM4 simulation (Figure 2a ). In particular, the simulated easterly anomaly in the equatorial Figure 2 . ECHAM4 precipitation (shading, mm/day) and 1000-hPa wind (vectors, not shown when the wind speed is less than 0.3 m/s) response to a prescribed cold SSTA pattern (black contours in Figure 1a ) during (a) July-August and (b) January-February. Red contours show the model simulated climatological precipitation pattern. Indian Ocean (blue box in Figure 3d ) strengthens by about 44%, compared with the case of the zero mean flow. Such a zonal wind increase would strengthen the cold SSTA in the SEIO through the Bjerknes feedback. Meanwhile, southerly anomaly near the Sumatra coast (red box in Figure 3d ) is also strengthened, which may enhance the local SSTA through anomalous vertical advection and a wind-evaporation-SST feedback Li et al., 2003] . The simulated atmospheric low-level wind response in the JF mean flow case is in general very similar to that in the zero mean flow case. A large difference in simulated low-level wind anomalies between the full and the dry AGCMs under the winter mean state (Figures 2b and 3c ) confirms that the location of anomalous convection is crucial in driving the equatorial zonal wind anomaly. The RSI calculation (Table 1) shows that the summer mean flow case attains a RSI value 5-7 times larger than those in the winter and zero mean flow cases. Therefore, we can conclude that a greater Bjerknes zonal wind-thermocline-SST feedback is likely to appear in boreal summer.
[18] Why does the summer mean flow promote a greater low-level wind response? Previous theoretical [Wang and Xie, 1996] and modeling [Li, 2006] studies suggested that the monsoonal easterly vertical shear may induce a barotropic mode response. This barotropic mode superposes the baroclinic mode, leading to a reduction (increase) of intensity of the upper level (lower level) Rossby wave response. Given that the maximum easterly shear appears north of the equator in boreal summer (see contours in Figure 3b ), it is anticipated that such an equatorial asymmetry of the mean vertical shear would lead to a much enhanced low-level Rossby wave response especially for the northern branch. The difference of the equatorial zonal wind anomaly between the summer and zero mean flow cases is shown in Figure 3d . This additional barotropic mode enhances the low-level easterly anomaly west of 100°E. A much weaker modulation of the baroclinic Kelvin wave appears to the east of the heating center, consistent with the theoretical result [Wang and Xie, 1996] . In summary, the numerical experiments above spotlights the importance of the boreal summer mean flow in promoting a more equatorially symmetric and intense zonal wind anomaly in response to an asymmetric heating anomaly.
Concluding Remarks
[19] As a key component of the Bjerknes feedback, the equatorial easterly anomaly is crucial for the IOD development during boreal summer. In comparison to the ENSO in the tropical Pacific, the equatorial easterly anomaly for the IOD exhibits a much larger magnitude in response to one-unit change of the SSTA, even though the cold SSTA is primarily confined to the SEIO.
[20] Three factors related to the boreal summer mean state are suggested to be of particular importance in determining the intensified equatorial zonal wind anomaly. Firstly, the SEIO is part of the Indo-Pacific warm pool hosting a major convection center , providing a background condition for the development of the anomalous convection. Secondly, the mean precipitation in boreal summer is more equatorially trapped than boreal winter (Figure 2) , which causes a phase shift towards the equator of the anomalous precipitation center relative to the cold SSTA center. Thirdly, the stronger easterly shear in boreal summer promotes a stronger low-level Rossby wave response, leading to a more equatorially symmetric zonal wind response to a prescribed asymmetric heating. The above three factors favor a greater equatorial zonal wind anomaly, and promotes a more efficient Bjerknes feedback and a rapid IOD development. These later two mechanisms may also contribute to the rapid decay of the IOD, as the equatorial easterly wind anomaly can be substantially decreased during boreal winter even with the same cold SSTA forcing in the SEIO (Figures 2b  and 3c ).
[21] The finding of the monsoon mean state regulation provides an important insight into IOD dynamics. It has potential applications in diagnosing the deficiencies of IOD simulations in the current coupled models [Saji et al., 2006;  L. Liu et al., Dynamic and thermodynamic air-sea coupling associated with the Indian Ocean Dipole diagnosed from 23 WCRP CMIP3 models, submitted to Journal of Climate, 2010], and in identifying the future projection of the IOD under global warming. Recall that both the mean monsoon convection and the background vertical shear are crucial in reproducing realistic precipitation and wind anomalies. Thus a failure in simulating the mean state may inhibit the ability of coupled models in reproducing realistic IOD events in the present and future climate.
