Throughout the paper we distinguish an analytical function z which we plan to represent as a composition of a certain type and the composition S itself.
Let Z be an analytical function of two variables and (z(x, y), D) be an element of Z. It means that function z(x, y) is holomorphic in D.
Here D is the 2-dimensional domain and Z is the result of the analytic continuation of this element. Let us assume that analytical complexity of Z is equal to one. This means that in D there ares a point (x 0 , y 0 ) with the neighbourhood V = {|x − x 0 | < δ, |y − y 0 | < δ} contained in D, a non-constant function a(x) which is holomorphic in {|x − x 0 | < δ}, a non-constant function b(y) which is holomorphic in {|y − y 0 | < δ}, a nonconstant function c(t) which is holomorphic in {|t − (a(x 0 ) + b(y 0 ))| < ε} such that in V there is a representation
z(x, y) = c(a(x) + b(y)).
(
Throughout the paper we distinguish an analytical function z which we plan to represent as a composition of a certain type and the composition S itself.
A composition of a fixed form consisting of functions of one variable and addition that contains indeterminate and independent functions is thecomposition scheme.
To transform the scheme into a function of two variables one should define a set of germs of holomorphic functions of one variable.
In our example, the set of undefined functional variables is (a, b, c). If instead of undefined variables (a, b, c) we substitute germs of specific holomorphic functions (A, B, C) then we obtain the germ of specific holomorphic function of two variables S(A, B, C)(x, y) (or we say that this germ is undefined). In our example, we have S(A, B, C)(x, y) = c(a(x) + b(y)). In this approach, the question of representability of a germ of function z(x, y) as a composition with this scheme s can be formulated as follows.
Are there germs of functions of one variable (A, B, C) such that z(x, y) = S(A, B, C)(x, y)? 
in the neighbourhood of p. Proof: Let us apply the implicit function theorem. Namely,we can replace coordinates (x, y) with coordinates (x, t) or (t, y) in the neighbourhood of p, where t = a(x) + b(y). Then it follows from (2) that z is a function of only one variable t. 
It is clear that the criterion of existence of such a is
and then
We can continue. Example 4. Let z = x y. It is easy to check that condition (3) is satisfied. We have −a
In this example the domain of analyticity for z(x, y) and the domain of analyticity for representation S(c, b, a)(x, y) do not coincide. Function z is holomorphic everywhere but representation S(c, b, a)(x, y) is analytic only outside of xy = 0, functions a and b have singular points and they are multivalued functions. In this connection we need a new definition.
Definition 5. (a) Function f is analytic almost everywhere function in a domain D if some germ of f has an analytic continuation along all paths in D except for the paths crossing some proper analytic subset of D (the discriminant set). (b) Let us assume that f is a germ of an analytic function in some point. We say that another germ g in this point has an analytic continuation along almost all paths of the continuation of f if for any element of f in some domain D function g has an analytic continuation along almost all paths in D (in the sense of (a)).

Now we can say that representation c(a(x)+b(y)) of function x y is analytic almost everywhere
Let us consider this result in the context of differential algebra. Let us use the Ritt differential algebra R over the field of rational numbers. Let (∂ x , ∂ y ) be two commuting differentiations in R, and (c, b, a, z) is a set of unknowns. We can write
The first equation means that function a is a function of x, the second one means that function b is a function of y, and the third one means that function c is a function of a + b. We can say that eqs expresses the fact that z has complexity one. This equation generates a radical differential ideal I in R. Using notation given in [2] , we can write I = {eqs}. Let us introduce the monomial order in the following manner (∂ y ≻ ∂ x ) and (c ≻ b ≻ a ≻ z). This order allows us to exclude some variables from equations. This algorithm was realized above. In the general case such algorithm is based on the Groebner basis method, and its finiteness is guaranteed by the Ritt-Rodenbach theorem ( [1, 2] , Th. 7.1.).
The representation of functions as composition of complexity more than one can be defined by induction [3] . Namely, a function of complexity (n + 1) has the form z = C(A n (x, y) + B n (x, y)), where A n and B n have complexity n. Let us consider a set of 2 
).
Function A is a function of (A 0 + A 1 ), function A 0 is a function of (A 00 + A 01 ), function A 1 is a function of (A 10 + A 11 ) and so on until the depth n. Functions of n-th level have indexes of lengths n. Function A j1...jn−10 depend on x and A j1...jn−11 depend on y only. Let us introduce a lexicographical order of unknowns
Then we designate these unknowns according to the following order
Let B = (B 1 , . . . , B N ) be the set of unknowns for the construction of the composition of complexity n. We have N = 2 n+1 − 1. We describe an algorithm to construct a function of two variables from the set B. This algorithm is called full scheme of complexity n. We also consider other schemes.
Definition 6. Let B be a finite set of analytical functions of one variable (functional unknowns). Let us assume that there is an algorithm S that allows us to obtain function of two variables x, y and B (as data) by substitutions and additions. If each function from set B is used in S only once then we say that S is a scheme of composition.
If instead of functional unknowns B we substitute the set of fixed germs b then we obtain the germ of analytical functions of two variables z(x, y) = S(b)(x, y) or nothing (the domain of definition may be empty).
For example S 1 (a, b, c, p, q, r, s)(x, y) = s(c(a(x) + b(y)) + r(p(x) + q(y))
is full scheme of complexity two. If we set q = 0 then we obtain S 2 (a, b, c, r, s) 
(x, y) = s(c(a(x) + b(y)) + r(x)).
This is a non-complete scheme of complexity two. We can write S 2 ≺ S 1 .
Each scheme S corresponds to the class of germs Cl(S) = {z(x, y) = S(B)(x, y)}.
For any scheme S 1 there is a way to obtain another scheme S 2 . Namely, let us assume that some functions in data B 1 for S 1 are zero functions. The remaining part of B 1 is denoted by B 2 .
The restriction S 1 to such data is a new scheme S 2 . In such case we say that S 2 is less complicated than S 1 and it is symbolized as S 2 ≺ S 1 . This relation is a partial order on the set of schemes. It is clear that if S 2 ≺ S 1 then Cl(S 2 ) ⊂ Cl(S 1 ). Obviously, every class S is a subset of some full class for some complexity n. The minimum of such n is called the complexity of S.
Definition 7. Let us assume that a germ of analytical function z(x, y) have representation z(x, y) = S(B)(x, y). We say that scheme S is minimal for z if there is no such representation z(x, y) =S(B)(x, y) of z with a schemeS ̸ = S whereS ≺ S.
Let us consider the equation z = S(B)
. This equation has a lot of differential corollaries. Our goal is the complete elimination of functions of the set B from this equation. First we eliminate function B 1 then functionB 2 and so on. Lemma 1 allows us to write the criterion of existence of B 1 as some differential equation on (B 2 , . . . , B N , z) . We obtain analyticity of B 1 almost everywhere in the domain where (B 2 , . . . , B N , z) are analytic. Then we consider to B 2 .
Step number m is the elimination of B m . We obtain polynomial differential equations P m (B m+1 , . . . , B N , z) = 0. In this process the differential order, degrees and the number of equations increase. After the elimination of the last function B N we have a set of polynomial differential equations on P N (z) = 0 as criterion of existence of representation z = S(B) and the proof of analyticity of this representation. P N (z) = 0 if and only if z ∈ Cl(S).
One can see that the following statement is correct.
Statement 8. If z(x, y) = S(B)(x, y), S is minimal for z, and P m (B m+1 , . . . , B N ) = 0 is criterion of existence of B m then this system is non-trivial. It means that if (B m+1 , . . . , B N ) is the solution then there is no function from this set without restriction (non arbitrary), and B m
is not arbitrary also. Proof: Let R be the differential Ritt algebra with two commuting differentiations (∂ x , ∂ y ) over the field of rational numbers. Let us consider a set of ordered unknowns B = (B 1 , B 2 , B 3 , . . . , B N , z) . One can write the system of differential equations that are equivalent to the representation z = = S(B)(x, y). It can be done by Lemma 1. For example, B 1 is a function of one variable from (B 2 + B 3 ). This is equivalent to the relation
Similar relation holds for B 2 and so on. When we write all these equations we obtain the finite system of equations eq = 0. The set of this differential polynomials generates the radical differential ideal I(eq) in R. This ideal has the finite basis that is consistent with the order of unknowns (Groebner basis). In accordance with the order of unknowns this basis has the form P, P N , . . . , P 1 . The set of equations P depends only on z. The set of equations P j depends on (B j , B j+1 , . . . , B N , z) .
The last function B N depends on one variable (for example x). Consider the set of equations P N (B N (x), z(x, y)) = 0. One can choose some y = y 0 such that among expressions P N (B N (x), z(x, y 0 )) there is one that is not equal to zero identically. We obtain some analytic ordinary equation on B N (x). The solution to this equation is analytic outside the discriminant set (zero set of the separant), and it depends on a finite set of constants. Equations P (z) = 0 guarantee that this solution will satisfy other equations of the set P N (B N , z) = 0. Then we consider the group of equations P N −1 (B n−1 , B N , z) = 0 and we obtain analyticity of B N −1 and its dependency on a finite set of constants. This procedure can be continued. For B m we have the system P m (B m , B m+1 , . . . , B N , z) = 0. Functions (B m+1 , . . . , B N ) were defined before. These functions are analytic almost everywhere where z is analytic, and they depend on a finite set of constants. Function B m depends on the variable t and t = B j (x, y) + B j+1 (x, y) where j > m. If we change from variables (x, y) to variables (x, t) then B m is a function of one variable B m = B m (t) and systems
are polynomial differential systems in the coordinate system (x, t). We also have analyticity of B m almost everywhere and uniqueness up to a finite set of constants. From P j = 0 for j = m + 1, . . . , N and P = 0 we obtain that this B m satisfies all equations from set P m = 0. On the last step, we eliminate B 1 and obtain our representation z = S(B)(x, y) as a composition with a scheme S. 
. z = S(B)(x, y) then it is true for its continuations along almost all paths of continuations for Z.
In this sense we can say that a full analytical function Z has a representation with a scheme S and it has a certain complexity n.
Each scheme of composition S corresponds to some objects:
-The class Cl(S) of analytical functions Z with a representation Z = S(B)(x, y).
-The system of equations d(S)(z) = 0 that defines the class Cl(S) = {z : d(S)(z) = 0}.
-The radical differential ideal I(S) = {d(S)} generated by d(S).
This is the list of obvious properties.
Statement 11. 
