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Wst¦p
W ostatniej ¢wierci XIX wieku w filozofii i podstawach matematyki roz-
win¦ªy si¦ pierwsze pr¡dy konstruktywistyczne, b¦d¡ce reakcj¡ na gwaªtowny
rozwój nader abstrakcyjnych poj¦¢ i technik w matematyce, szczególnie teo-
rii mnogo±ci Cantora. Za konstruktywistyczne uznawano te kierunki, które
ograniczaªy si¦ do rozwa»a« nad obiektami konstruowalnymi i operacjami
konstruktywnymi. Szeroki ich przegl¡d przedstawiony zostaª w [9] oraz [15].
Jednym z najbardziej rozwini¦tych nurtów konstruktywistycznych jest
intuicjonizm. Jego wspóªczesna doktryna swego ksztaªtu nabraªa w latach
19071930. Twórc¡ intuicjonizmu byª holenderski matematyk Luitzen Egber-
tus Jan Brouwer (18811966). Filozoficzne podstawy tego kierunku przedªo-
»yª on w swej rozprawie doktorskiej z 1907 roku. Nast¦pnie idee Brouwera
rozwijane byªy przez jego uczniów Arenda Heytinga (18981980), Anne Sjerp
Troelstr¦ (ur.1939) i wielu innych.
Idee charakterystyczne dla intuicjonizmu mo»na dostrzec ju» u Arystote-
lesa i Euklidesa. Za prekursorów nurtu uwa»ano tych my±licieli, którzy utrzy-
mywali, i» matematyka zostaªa wyposa»ona w okre±lon¡ tre±¢, a umysª ludzki
bezpo±rednio ujmuje przedmioty matematyczne formuªuj¡c o nich s¡dy syn-
tetyczne a priori. Dlatego te» intuicjoni±ci ch¦tnie powoªywali si¦ na Kanta.
Pierwszy jasno sprecyzowany manifest matematyki konstruktywnej wydaª w
roku 1887 Leopold Kronecker (18231891), który w swej pracy Über den
Zahlbegriff przedstawiª projekt arytmetyzacji algebry i analizy. Kolejny
etap w rozwoju intuicjonizmu wywoªaªa dyskusja dotycz¡ca dowodu Ernsta
Zermela twierdzenia o dobrym uporz¡dkowaniu. Zastosowany w dowodzie ak-
sjomat wyboru wywoªaª rozmaite obiekcje grupy matematyków francuskich
zwanych francuskimi semi-intuicjonistami. Gªównymi przedstawicielami tej
grupy byli Baire, Borel, Labesgue oraz Poincaré. Francuscy semi-intuicjoni±ci
nie zaproponowali »adnej zwartej doktryny filozoficznej, ich przemy±lenia do-
tyczyªy przede wszystkim roli i miejsca aksjomatu wyboru.
U narodzin idei intuicjonistycznych la»aªa próba eliminacji sprzeczno±ci
w matematyce. W¡tpliwo±ci budziªo podej±cie Cantora do teorii zbiorów,
przede wszystkim jego postulat, i» ka»da kolekcja obiektów jest zbiorem.
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Stanowisko takie zrodziªo wiele paradoksów. Antynomia wskazana w 1901
roku przez Bertranda Russella zmusiªa wielu matematyków do rewizji swych
pogl¡dów na teori¦ mnogo±ci. Zaproponowany przez Ernsta Zermelo system
aksjomatów wykluczyª paradoksy i sprawiª, i» naiwna teoria mnogo±ci zo-
staªa ostatecznie porzucona.
Intuicjoni±ci zdecydowanie przeciwstawili si¦ platonizmowi, zgodnie z któ-
rym obiekty matematyczne istniej¡ niezale»nie od czasu, przestrzeni i, przede
wszystkim, podmiotu poznaj¡cego. Przeciwnie, matematyka jest wytworem
ludzkiego umysªu, a obiekty i prawdy matematyczne nie s¡ odkrywane, lecz
konstruowane przez my±l. Wszelkie obiekty matematyczne s¡ konstrukcjami
my±lowymi idealnego matematyka. W konsekwencji odrzucili intuicjoni±ci me-
tod¦ aksjomatyczn¡ w matematyce. Mianowicie, nie mo»na jedynie postulo-
wa¢ istnienia obiektów matematycznych, lecz nale»y je najpierw skonstru-
owa¢. Dlatego te» odrzucono wszelkie dowody niekonstruktywne tez egzy-
stencjalnych, to znaczy dowody nie wskazuj¡ce konstrukcji postulowanych
obiektów. Dla przykªadu rozumowa« niekonstruktywnych rozwa»my nast¦-
puj¡ce stwierdzenie.
Istniej¡ takie liczby niewymierne a, b, »e ab jest liczb¡ wymiern¡.
Zgodnie z rozumowaniem klasycznym, je±li (
√
2)
√
2 jest liczb¡ wymiern¡, to
przyjmujemy a =
√
2, b =
√
2. Natomiast gdy (
√
2)
√
2 jest liczb¡ niewy-
miern¡, mo»emy wzi¡¢ a = (
√
2)
√
2, b =
√
2. Niestety, powy»sze rozumo-
wanie, mimo swej prostoty i elegancji, nie przedstawia konstrukcji »¡danych
liczb, nadal nie wiemy jakie liczby speªniaj¡ wskazany warunek. Jednak powo-
ªuj¡c si¦ na twierdzenie Gelfonda konstruktywny dowód powy»szego stwier-
dzenia jest mo»liwy.
W sensie intuicjonistycznym, stwierdzenie jest prawdziwe, gdy posiadamy
jego dowód, oraz faªszywe, gdy zaªo»enie o jego prawdziwo±ci prowadzi do
sprzeczno±ci. Prawdziwo±¢ wyra»e« bardziej zªo»onych opisuje interpreta-
cja spójników logicznych i kwantyfikatorów zwana interpretacj¡ BHK (od
nazwisk Brouwera, Heytinga i Koªmogorova). Oparta jest ona na poj¦ciu
dowodu, przy czym poj¦cie dowodu zdania zªo»onego dane jest indukcyjnie
wzgl¦dem budowy formuªy. Rozwa»ane s¡ wi¦c nast¦puj¡ce interpretacje.
• Dowód formuªy ϕ ∧ ψ polega na podaniu dowodu formuªy ϕ i dowodu
formuªy ψ.
• Dowód formuªy ϕ∨ψ polega na wskazaniu jednego ze skªadników ϕ, ψ
i podaniu dowodu dla tego skªadnika.
• Dowód formuªy ϕ → ψ to konstrukcja (funkcja), która ka»dy dowód
formuªy ϕ przeksztaªca w dowód formuªy ψ.
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• Absurd ⊥ (sprzeczno±¢) nie posiada dowodu. Dowód formuªy ¬ϕ to
konstrukcja, która ka»dy domniemany dowód formuªy ϕ przeksztaªca
w absurd.
• Dowód dla ∀xϕ(x) to funkcja, która dowodowi elementu d z rozwa»anej
dziedziny D przyporz¡dkowuje dowód dla ϕ(d).
• Dowód dla ∃xϕ(x) polega na wskazaniu dowodu dla pewnego elementu
d z rozwa»anej dziedziny D, oraz podaniu dowodu dla ϕ(d).
Tezy Brouwera, stanowi¡ce sedno doktryny intuicjonistycznej, doprowa-
dziªy do wniosku o konieczno±ci rekonstrukcji matematyki. W roku 1908
przedstawiª on koncepcj¦ oraz pierwszy tzw. sªaby kontrprzykªad. Byª to
rodzaj rozumowania, celem którego byªo pokaza¢, i» pewne klasycznie ak-
ceptowalne stwierdzenia s¡ nieakceptowalne z konstruktywistycznego punktu
widzenia.
Zasadniczym problemem byªa kwestia zbudowania systemu logiki opar-
tego na filozoficznych tezach intuicjonizmu. Interpretacja BHK, odwoªuj¡ca
si¦ do poj¦cia dowodu (konstrukcji), ma jedynie charakter nieformalny. Jej
implementacj¡ jest natomiast system naturalnej dedukcji, w szczególno±ci,
wa»ne dla teorii dowodu logiki intuicjonistycznej, rachunki sekwentów zapro-
ponowane przez Gerharda Gentzena w roku 1935 ([2]).
Pierwszy w peªni sformalizowany system aksjomatyczny rachunku intu-
icjonistycznego przedstawiª w roku 1930 Arend Heyting ([4]). Koncepcja eli-
minacji dowodów niekonstruktywnych poprowadziªa do odrzucenia logiki kla-
sycznej, w której ka»de poprawnie zbudowane wyra»enie orzekaj¡ce o wªasno-
±ciach obiektów matematycznych jest prawdziwe b¡d¹ faªszywe. Podwa»ono
przede wszystkim Prawo Wyª¡czonego rodka (tertium non datur) ϕ ∨ ¬ϕ
oraz Prawo Podwójnego Przeczenia ¬¬ϕ → ϕ. Istotnie, akceptacja Prawa
Wyª¡czonego rodka z punktu widzenia interpretacji BHK oznaczaªaby, i»
dla ka»dego wyra»enia ϕ potrafimy wskaza¢ dowód dla ϕ b¡d¹ dowód dla
¬ϕ. Jednak przyjmuj¡c za ϕ stwierdzenie: istnieje niesko«czenie wiele par
liczb pierwszych bli¹niaczych, widzimy, i» jest to niemo»liwe.
W procesie formalizacji logiki intuicjonistycznej sformuªowano równie»
ró»nego rodzaju semantyki. Wspomnie¢ nale»y tutaj o interpretacji topo-
logicznej, któr¡ w roku 1938 przedstawiª Albert Tarski. Szczególn¡ uwag¦
po±wi¦cimy wprowadzonym w roku 1965 modelom Kripkego. Pierwotnym
zamysªem modelu jest imitacja aktywno±ci umysªu Idealnego Matematyka,
który w sposób konstruktywistyczny samodzielnie odkrywa matematyk¦. Wy-
idealizowany matematyk, zwany tak»e przez Brouwera obiektem tworz¡cym,
zaanga»owany jest w budow¦ obiektów matematycznych oraz konstrukcj¦
dowodów. Proces ten rozªo»ony w czasie pozwala Idealnemu Matematykowi
vw ka»dej chwili tworzy¢ nowe elementy i jednocze±nie dostrzega¢ podsta-
wowe fakty prawdziwe dla rozwa»anego uniwersum. Przechodz¡c z jednego
momentu w czasie do nast¦pnego, matematyk posiada peªn¡ swobod¦ dziaªa-
nia. W ka»dym momencie mo»liwych jest wiele przyszªych etapów, wi¦c obraz
jego ewentualnej dziaªalno±ci wygl¡da jak zbiór cz¦±ciowo uporz¡dkowany (a
dokªadniej jak drzewo). Etapy te zwane s¡ ±wiatami mo»liwymi.
Na bazie zasad intuicjonistycznych Brouwer i jego uczniowie dokonali
rekonstrukcji cz¦±ci matematyki. Szczególne znaczenie dla doktryny intuicjo-
nistycznej miaªy prace Arenda Haytinga i jego wysiªki prowadz¡ce do wy-
ja±nienia idei Brouwera i ich popularyzacji. Zainteresowanie intuicjonizmem
nast¦pnych pokole« badaczy dotyczyªo gªównie zagadnie« matematycznych,
a nie programu rekonstrukcji matematyki. Intuicjonizm przyczyniª si¦ nie-
w¡tpliwe, i nadal przyczynia, do precyzowania podstaw rozmaitych gaª¦zi
matematyki i informatyki teoretycznej.
Badania przedstawione w niniejszej rozprawie po±wi¦cone b¦d¡ semantyce
Kripkego. Nasza uwaga skupiona b¦dzie na zagadnieniu logicznej równowa»-
no±ci modeli. Poj¦cie to wywodzi si¦ z klasycznej teorii modeli, cho¢ obecnie
stanowi obiekt bada« wielu innych systemów logicznych.
Maj¡c dane dwie struktury A oraz B pojawia si¦ pytanie czy struktury
te speªniaj¡ te same zbiory formuª. Poniewa» w definicj¦ logicznej równowa»-
no±ci uwikªany jest j¦zyk L rozwa»anej logiki, celem bada« jest opis poj¦cia
logicznej równowa»no±ci sformuªowany bezpo±rednio za pomoc¡ wªasno±ci
strukturalnych.
W przypadku klasycznej teorii modeli poszukiwano strukturalnego opisu
poj¦cia elementarnej równowa»no±ci dwóch klasycznych struktur pierwszego
rz¦du. Problem ten sformuªowaª Alfred Tarski w latach czterdziestych XX
wieku, natomiast rozwi¡zanie jako pierwszy zaprezentowaª Roland Fraïssé.
Wynik Fraïsségo sformuªowany przez Andrzeja Ehrenfeuchta w j¦zyku teorii
gier znany jest obecnie jako gra EhrenfeuchtaFraïsségo.
Gra EhrenfeuchtaFraïsségo o dªugo±ci n rozgrywana jest na klasycz-
nych strukturach A oraz B. Bierze w niej udziaª dwóch graczy, ∀belard i
∃loise, którzy w n ruchach porównuj¡ rozwa»ane struktury. Aby nada¢ grze
sporny charakter ustalamy, i» celem ∀belarda jest wykaza¢, »e struktura
A ró»ni si¦ od struktury B, podczas gdy zamiary ∃loise zmierzaj¡ w kie-
runku przeciwnym. Rozgrywk¦ zawsze rozpoczyna ∀belard, który to wybiera
jedn¡ ze struktur A lub B, po czym wskazuje element rozwa»anej struktury.
W odpowiedzi ∃loise musi wskaza¢ odpowiedni element drugiej struktury.
Rozgrywka zako«czona jest po n ruchach ka»dego z graczy. Otrzymujemy
wówczas ci¡gi a = a1, . . . , an oraz b = b1, . . . , bn elementów struktur A
i B, odpowiednio. Gra zako«czona jest wygran¡ ∃loise, gdy odwzorowanie
(a; b) = {(a1, b1), . . . , (an, bn)} ⊆ A × B jest cz¦±ciowym izomorfizmem, to
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znaczy speªnia nast¦puj¡cy warunek
A |= ϕ(x)[a] ⇐⇒ B |= ϕ(x)[b]
dla wszystkich formuª atomowych ϕ(x). W przeciwnym wypadku gr¦ wy-
grywa ∀belard.
Szanse ∃loise na wygran¡ s¡ wi¦c tym wi¦ksze, im bli»sze s¡ sobie struk-
tury A oraz B. W istocie, je±li tylko znany jest izomorfizm i : A → B po-
mi¦dzy A i B, ka»da rozgrywka zako«czona jest wygran¡ ∃loise. Musi ona
jedynie przestrzega¢ poni»szej reguªy,
Wybierz i(a), gdy ∀belard wybraª element a struktury A;
wybierz i−1(b), gdy ∀belard wybraª element b struktury B.
Stosuj¡c j¦zyk teorii gier, powiemy, »e ∃loise posiada strategi¦ wygrywa-
j¡c¡, to znaczy taki zestaw reguª opisuj¡cych mo»liwe ruchy, który pozwala
wygra¢ ka»d¡ rozgrywk¦.
Jedna z wersji twierdzenia EhrenfeuchtaFraïsségo mówi, i» klasyczne
struktury pierwszego rz¦du A i B s¡ elementarnie równowa»ne wzgl¦dem
wszystkich formuª zªo»ono±ci kwantyfikatorowej co najwy»ej n, o ile tylko
istnieje strategia wygrywaj¡ca dla ∃loise w grze EhrenfeuchtaFraïsségo o
dªugo±ci n na strukturach A i B. Ponadto, gdy ograniczymy si¦ do sko«czo-
nego j¦zyka L oraz sko«czonych struktury A i B, implikacja odwrotna tak»e
jest prawdziwa.
Nast¦pnie, problem strukturalnego opisu logicznej równowa»no±ci prze-
niesiony zostaª na grunt logiki intuicjonistycznej. W przypadku semantyki
Kripkego dla logiki intuicjonistycznej poszukiwano strukturalnego opisu po-
j¦cia logicznej równowa»no±ci dwóch modeli Kripkego. Jak si¦ okazaªo opisu
takiego dostarcza poj¦cie bisymulacji modeli Kripkego.
Bisymulacj¦ po raz pierwszy zdefiniowaª Johan Van Benthem (1976) w
kontek±cie logiki modalnej. Nast¦pnie David Park (1981) u»yª bisymulacji w
celu weryfikacji zachowania dowolnych dwóch procesów. Obecnie poj¦cie to
wyst¦puje w wielu dziedzinach informatyki teoretycznej, takich jak na przy-
kªad j¦zyki funkcyjne, bazy i typy danych czy analiza programów. Wreszcze,
jako uogólnienie gry EhrenfeuchtaFraïsségo, bisymulacja zostaªa wprowa-
dzona do intuicjonistycznej logiki pierwszego rz¦du.
Badania nad poj¦ciem bisymulacji modeli Kripkego dla intuicjonistycz-
nej logiki pierwszego rz¦du oraz brak wzajemnej jednoznaczno±ci pomi¦dzy
bisymulacj¡ a logiczn¡ równowa»no±ci¡ stanowiªy motywacj¦ niniejszej roz-
prawy. Jej celem jest zaprezentowanie nowych twierdze« rozstrzygaj¡cych
zwi¡zek pomi¦dzy poj¦ciem bisymulacji i logicznej równowa»no±ci. Badane
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s¡ intuicjonistyczna logika pierwszego rz¦du oraz pewne jej szczególne przy-
padki i rozszerzenia. Rozprawa dostarcza tak»e rozwa»a« nad interpretacj¡
bisymulacji w j¦zyku teorii gier.
W Rozdziale 1 rozwa»amy Intuicjonistyczn¡ Logik¦ Zda«. Na pocz¡tek
przedstawiona zostanie semantyka Kripkego dla intuicjonistycznej logiki zda-
niowej oraz poj¦cie warstwowej bisymulacji modeli Kripkego. Nasze rozwa»a-
nia ograniczamy do klasy sko«czonych modeli Kripkego. Pod tym zaªo»eniem
wykazana zostaje wzajemna jednoznaczno±¢ badanych poj¦¢.
Kolejny rozdziaª dotyczy poj¦cia bisymulacji modeli Kripkego dla intu-
icjonistycznej logiki pierwszego rz¦du. Po zapoznaniu si¦ z podstawowymi
poj¦ciami przechodzimy do ustalenia odpowiednich zwi¡zków mi¦dzy bisy-
mulacj¡ a logiczn¡ równowa»no±ci¡. W [12] wykazano, i» istnienie bisymulacji
modeli Kripkego poci¡ga ich logiczn¡ równowa»no±¢. Naszym celem jest do-
wód implikacji odwrotnej. W tym celu nasze badania zaw¦»amy do klasy
silnie sko«czonych modeli Kripkego o sko«czenie nasyconych ±wiatach.
W kolejnej cz¦±ci rozprawy zwrócimy uwag¦ na pewne rozszerzenie lo-
giki pierwszego rz¦du. Rozdziaª 3 dotyczy¢ b¦dzie intuicjonistycznej logiki
pierwszego rz¦du z siln¡ negacj¡. Wyró»nimy pozytywn¡ oraz negatywn¡ lo-
giczn¡ równowa»no±¢. Po wprowadzeniu poj¦cia modelu Kripkego dla rozwa-
»anej logiki przyst¡pimy do zdefiniowania ograniczonej bisymulacji. Nast¦p-
nie przedstawimy wyniki dotycz¡ce zwi¡zków mi¦dzy bisymulacj¡ a logiczn¡
równowa»no±ci¡.
Dalsza cz¦±¢ rozprawy po±wi¦cona b¦dzie interpretacji ograniczonej bi-
symulacji w j¦zyku teorii gier. W Rozdziale 4 oraz Rozdziale 5 przedsta-
wimy, odpowiednio, definicj¦ gry dla modeli Kripkego dla intuicjonistycznej
logiki pierwszego rz¦du oraz dla jej rozszerzenia z siln¡ negacj¡. Wykazane
zostan¡ zwi¡zki pomi¦dzy gr¡ a ograniczon¡ bisymulacj¡ modeli Kripkego.
Ponadto, w Rozdziale 4 dokonamy porównania gry dla modeli Kripkego z
gr¡ EhrenfeuchtaFraïsségo.
Rozdziaª 1
Bisymulacje modeli Kripkego dla
IPC
W rozdziale tym zajmiemy si¦ Intuicjonistycznym Rachunkiem Zda« IPC.
Zaczniemy od wprowadzenia podstawowych poj¦¢ i notacji potrzebnych w tej
cz¦±ci rozprawy. Nast¦pnie przedstawimy definicj¦ bisymulacji modeli Krip-
kego dla intuicjonistycznej logiki zdaniowej, po czym, powoªuj¡c si¦ na [16]
oraz [11], przedstawimy twierdzenia ustalaj¡ce zwi¡zek pomi¦dzy relacj¡ lo-
gicznej równowa»no±ci a bisymulacj¡.
1.1 Poj¦cia ogólne
J¦zyk intuicjonistycznego rachunku zda« L zbudowany jest ze zbioru
zmiennych zdaniowych P = {p, q, r, . . .}, zbioru spójników I = {∧,∨,→}
oraz staªej falsum ⊥. Symbol > (verum) definiujemy jako skrót ⊥ → ⊥.
Zbiorem formuª zdaniowych L nazywamy najmniejszy zbiór o nast¦puj¡cych
wªasno±ciach:
• P ⊆ L,⊥,> ∈ L
• je»eli ϕ, ψ ∈ L, to ϕ ∧ ψ, ϕ ∨ ψ, ϕ→ ψ ∈ L
System dowodowy w stylu Hilberta IPC mo»emy uwa»a¢ za u±ci±lenie in-
terpretacji BHK logiki intuicjonistycznej. Jest on oparty na nast¦puj¡cych
schematach aksjomatów ([15]):
Ax.1 φ ∧ ψ → φ
Ax.2 φ ∧ ψ → ψ
Ax.3 φ→
(
ψ → (φ ∧ ψ)
)
1
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Ax.4 φ→ φ ∨ ψ
Ax.5 ψ → φ ∨ ψ
Ax.6 (φ→ χ)→
(
(ψ → χ)→ (φ ∨ ψ → χ)
)
Ax.7 φ→ (ψ → φ)
Ax.8
(
φ→ (ψ → χ)
)
→
(
(φ→ ψ)→ (φ→ χ)
)
Ax.9 ⊥ → φ
wraz z reguª¡ odrywania (Modus Ponens):
φ, φ→ ψ
ψ
.
Negacj¦ formuªy ϕ definiujemy za pomoc¡ implikacji oraz staªej falsum jako
¬ϕ := ϕ→ ⊥.
Rozwa»my nast¦puj¡ce odwzorowanie i : L → ω, zbioru formuª zdanio-
wych L w zbiór liczb naturalnych ω, opisuj¡ce zªo»ono±¢ formuª,
• i(p) := i(⊥) := i(>) := 0
• i(ϕ ∧ ψ) := i(ϕ ∨ ψ) := max(i(ϕ), i(ψ))
• i(ϕ→ ψ) := max(i(ϕ), i(ψ)) + 1
Zauwa»my, i» jedynym spójnikiem zwi¦kszaj¡cym zªo»ono±¢ formuª jest im-
plikacja. W dalszej cz¦±ci rozprawy pod uwag¦ b¦d¡ brane formuªy okre±lonej
zªo»ono±ci. Dlatego te» , dla α ∈ ω, definiujemy zbiór
Lα := {ϕ ∈ L : i(ϕ) ¬ α}
formuª zdaniowych o zªo»ono±ci mniejszej b¡d¹ równej α.
Dla Intuicjonistycznego Rachunku Zda« istnieje kilka adekwatnych se-
mantyk. Jedn¡ z nich jest semantyka typu Kripkego [6], któr¡ teraz jeste-
±my gotowi przedstawi¢. Modelem Kripkego nazywa¢ b¦dziemy struktur¦
K = 〈K,¬,P ,K〉, gdzie K jest niepustym zbiorem elementów zwanych
±wiatami, ¬ jest cz¦±ciowym porz¡dkiem na K, P jest zbiorem (mo»liwy
zbiór pusty) zmiennych zdaniowych oraz K relacj¡ w K × P zwan¡ relacj¡
wymuszania o nast¦puj¡cej wªasno±ci,
(k K p ∧ k′ ­ k) =⇒ k′ K p.
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Definiujemy zbiór
PVK(k) := {p ∈ P : k K p}
zmiennych zdaniowych wymuszanych w ±wiecie k modelu K. Nast¦pnie, in-
dukcyjnie wzgl¦dem budowy formuªy, rozszerzamy definicj¦ K na zbiór for-
muª zdaniowych L. Dla dowolnego ±wiata k ∈ K,
k 6K ⊥ oraz k K >
k K ϕ ∧ ψ ⇐⇒ k K ϕ oraz k K ψ
k K ϕ ∨ ψ ⇐⇒ k K ϕ lub k K ψ
k K ϕ→ ψ ⇐⇒ ∀k′­k (k′ K ϕ implikuje k′ K ψ)
Zauwa»my, »e z powy»szej definicji otrzymujemy:
k K ¬ϕ ⇐⇒ ∀k′­k k′ 6K ϕ.
Ponadto, tak zdefiniowana relacja wymuszania jest monotoniczna w tym sen-
sie, »e
(k K ϕ ∧ k′ ­ k) =⇒ k′ K ϕ.
Model Kripkego K nazywa¢ b¦dziemy sko«czonym , gdy zbiór ±wiatów
K jest sko«czony. Teori¦ ±wiata k modelu Kripkego K definiujemy jako zbiór
formuª zdaniowych wymuszanych w k, to znaczy
Th(k) := {ϕ ∈ L : k K ϕ}.
Podobnie, rozwa»aj¡c formuªy o zªo»ono±ci mniejszej b¡d¹ równej α, definiu-
jemy zbiór
Thα(k) := {ϕ ∈ Lα : k K ϕ}.
Rozwa»my nast¦pnie dwa modele Kripkego K = 〈K,¬,P ,K〉 orazM =
〈M,¬,P ,M〉. Dla ±wiatów k ∈ K i m ∈ M definiujemy relacj¦ ≡α w
nast¦puj¡cy sposób ,
k ≡α m ⇐⇒ Thα(k) = Thα(m)
Mówimy, »e ±wiaty k i m s¡ α-równowa»ne wtedy i tylko wtedy, gdy k ≡α m.
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1.2 Bisymulacja warstwowa
Interesuj¡cym nas zagadnieniem jest strukturalny opis poj¦cia logicznej
równowa»no±ci. Naturalnym pytaniem jest kiedy ±wiaty k ∈ K oraz m ∈ M
posiadaj¡ tak¡ sam¡ teori¦, tj. kiedy wymuszaj¡ ten sam zbiór formuª. Po-
j¦ciem, które opisuje logiczn¡ równowa»no±¢ modeli Kripkego jest poj¦cie
bisymulacji. W przypadku Intuicjonistycznej Logiki Zdaniowej bisymulacja
zostaªa zdefiniowana przez Alberta Vissera w [17], gdzie przedstawia on po-
j¦cie peªnej oraz warstwowej bisymulacji. Poniewa» badanym przez nas po-
j¦ciem jest logiczna równowa»no±¢ stopnia α, nasza uwaga skupiona b¦dzie
na bisymulacji warstwowej.
Rozwa»my dwa dowolne modele Kripkego K = 〈K,¬,P ,〉 oraz M =
〈M,¬,P ,〉. Niech ω∞ b¦dzie zbiorem ω∪{∞}.Warstwow¡ bisymulacj¡ po-
mi¦dzy modelami K iM nazywamy trójargumentow¡ relacj¦ ∼ w K×ω∞×
M . B¦dziemy j¡ tak»e rozwa»a¢ jako ω∞-indeksowany zbiór relacji binarnych
pomi¦dzy K i M . Dla ustalonego α ∈ ω zapis k ∼α m b¦dzie oznacza¢, i»
trójka (k, α,m) jest ze sob¡ w relacji. Warunki definiuj¡ce warstwow¡ bisy-
mulacj¦ s¡ nast¦puj¡ce:
(i) k ∼α m⇒ PVK(k) = PVM(m)
(ii) k ∼α+1 m⇒ dla ka»dego k′ ­ k istnieje m′ ­ m takie, »e k′ ∼α m′
(iii) k ∼α+1 m⇒ dla ka»dego m′ ­ m istnieje k′ ­ k takie, »e k′ ∼α m′
W przypadku, gdy α = ∞ relacj¦ ∼ nazywamy bisymulacj¡. Wówczas
k ∼∞ m, gdy k ∼α m dla ka»dego α ∈ ω.
Zauwa»my, i» dla ustalonego α ∈ ω relacja ∼α jest relacj¡ równowa»no±ci.
Powy»sza definicja nie stanowi opisu pojedynczej bisymulacji, lecz determi-
nuje caª¡ klas¦ relacji ∼ speªniaj¡cych warunki (i)(iii). Przez Z oznaczmy
zbiór wszystkich warstwowych bisymulacji pomi¦dzy modelami K iM. Wów-
czas
⋃Z jest maksymaln¡ warstwow¡ bisymulacj¡ pomi¦dzy wspomnianymi
modelami . Okre±lone w sposób koindukcyjny warunki (ii) oraz (iii) nazy-
wane wªasno±ciami `zig' oraz `zag', odpowiednio, mo»emy zobrazowa¢ przy
pomocy poni»szych diagramów.
k m
k′ m′
∼α+1
∼α
¬K ¬M
k m
k′ m′
∼α+1
∼α
¬K ¬M
Rysunek 1.1: zigα+1 oraz zagα+1
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Ustalmy wi¦c zwi¡zek pomi¦dzy relacj¡ logicznej α-równowa»no±ci a war-
stwow¡ bisymulacj¡. Na pocz¡tek zaprezentujemy twierdzenie udowodnione
w [16] przez Alberta Vissera.
Twierdzenie 1.1 (A.Visser). Niech ∼ b¦dzie warstwow¡ bisymulacj¡ mi¦dzy
modelami Kripkego K iM. Wówczas, dla k ∈ K oraz m ∈M ,
k ∼α m⇒ k ≡α m.
Dowód. Twierdzenie udowodnimy indukcyjnie wzgl¦dem α oraz zªo»ono±ci
formuªy ϕ ∈ Lα. Najpierw dla α = 0 zakªadamy, »e k ∼0 m. Zbiór L0 jest
zbiorem formuª bezimplikacyjnych. Z zaªo»enia PVK(k) = PVM(m), wi¦c
je±li ϕ = p jest zmienn¡ zdaniow¡, to
k K p⇔ m M p.
Ponadto,
k 6K ⊥ i m 6M ⊥
oraz
k K > i m M >.
Je±li ϕ = ϕ1∨ϕ2, to, z definicji wymuszania oraz z zaªo»enia indukcyjnego,
otrzymujemy
k K ϕ ⇐⇒ k K ϕ1 ∨ ϕ2 ⇐⇒ k K ϕ1 lub k K ϕ2
⇐⇒ m M ϕ1 lub m M ϕ2 ⇐⇒ m M ϕ1 ∨ ϕ2 ⇐⇒ m M ϕ.
W przypadku, gdy ϕ = ϕ1 ∧ ϕ2 post¦pujemy analogicznie.
Zakªadamy teraz prawdziwo±¢ tezy dla α ­ 0. Zaªó»my, »e k ∼α+1 m i
ustalmy dowoln¡ formuª¦ ϕ ∈ Lα+1. Najpierw rozwa»ymy przypadek, gdy
ϕ = ψ1 → ψ2. Przypu±¢my, »e
k 6K ψ1 → ψ2.
Wówczas, z definicji wymuszania, dla pewnego k′ ­ k mamy
k′ K ψ1 oraz k′ 6K ψ2,
przy czym ψ1, ψ2 ∈ Lα. Poniewa» k ∼α+1 m, wi¦c, z wªasno±ci `zig', istnieje
takie m′ ­ m, »e k′ ∼α m′. St¡d, na mocy zaªo»enia indukcyjnego zastoso-
wanego dla α, otrzymujemy
m′ M ψ1 oraz m′ 6M ψ2.
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Zatem
m 6M ψ1 → ψ2.
Analogicznie, korzystaj¡c z wªasno±ci `zag', dowodzimy odwrotn¡ implikacj¦.
Teraz, niech ϕ = ψ1∨ψ2. Bez straty ogólno±ci mo»emy zaªo»y¢, »e i(ψ1) >
i(ψ2). A wi¦c i(ϕ) = i(ψ1). Wówczas, je±li → nie jest gªównym spójnikiem
formuªy ψ1, mo»emy wnosi¢, i» ψ1 jest ∧, ∨-kombinacj¡ formuª postaci γ → δ
takich, »e i(γ → δ) = i(ϕ). Poniewa» spójniki ∧ oraz ∨ nie wpªywaj¡ na
zªo»ono±¢ implikacyjn¡ formuªy, wi¦c jedyn¡ podformuª¡ formuªy ψ1, któr¡
musimy wzi¡¢ pod uwag¦ jest γ → δ, gdzie i(γ), i(δ) < i(ψ1). Wtedy, na
mocy wcze±niejszej cz¦±ci dowodu, mamy
k K γ → δ ⇐⇒ m M γ → δ,
oraz
k K ψ1 ⇐⇒ m M ψ1.
St¡d,
k  ϕ ⇐⇒ m M ϕ.
Jak poprzednio, przypadek gdy ϕ = ψ1 ∧ ψ2 jest analogiczny.
Istotnym problemem jest dowód implikacji odwrotnej. Interesuj¡ce nas
zagadnienie zostaªo wcze±niej udowodnione przez Alberta Vissera. W [16]
rozwa»a on sko«czony zbiór P zmiennych zdaniowych i pod tym wªa±nie za-
ªo»eniem dowodzi wspomnian¡ tez¦. Nast¦pnie Anna Patterson w [11] poka-
zaªa prawdziwo±¢ rozwa»anej implikacji wzgl¦dem zbioru L wszystkich formuª
zdaniowych oraz nieograniczonej bisymulacji ∼∞. Dodatkowym zaªo»eniem
narzuconym przez autork¦ byªa sko«czono±¢ modeli Kripkego. Tak wi¦c, aby
udowodni¢, i» relacja logicznej α-równowa»no±ci poci¡ga istnienie warstwowej
bisymulacji mo»emy spodziewa¢ si¦ pewnych dodatkowych zaªo»e«. Naszym
celem jest dowód wspomnianej implikacji dla logicznej α-równowa»no±ci oraz
warstwowej bisymulacji ∼α sko«czonych modeli Kripkego, bez zakªadania
sko«czono±ci zbioru P .
Twierdzenie 1.2. Rozwa»my sko«czone modele Kripkego K i M oraz ich
±wiaty k i m, odpowiednio. Wówczas
k ≡α m⇒ k ∼α m.
Dowód. Niech k i m b¦d¡ ±wiatami sko«czonych modeli Kripkego K = 〈K,¬
,P ,K〉 oraz M = 〈M,¬,P ,M〉, odpowiednio. Indukcyjnie wzgl¦dem α
poka»emy, »e relacja logicznej równowa»no±ci≡α jest warstwow¡ bisymulacj¡.
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Na pocz¡tek ustalmy α = 0 i zaªó»my k ≡0 m. To oznacza, »e
∀ϕ∈L0 (k K ϕ⇔ m M ϕ),
gdzie L0 jest zbiorem formuª bezimplikacyjnych. W szczególno±ci, dla ϕ = p
mamy
k K p⇔ m M p.
Co oznacza, »e PVK(k) = PVM(m). A st¡d k ∼0 m.
Nast¦pnie zakªadamy prawdziwo±¢ tezy dla α ­ 0. Zaªó»my tak»e, »e
k ≡α+1 m. Poniewa» relacja ≡ jest symetryczna, wystarczy wykaza¢ wªasno±¢
`zig'. We¹my dowolny ±wiat k′ ­ k i oznaczmy
Θk′,α := Thα(k′) = {ϕ ∈ Lα : k′ K ϕ}.
Poka»emy, »e w modeluM istnieje taki ±wiat m′ ­ m, »e Θk′,α = Θm′,α. Fakt
ten wyka»emy w trzech nast¦puj¡cych krokach.
(i) Najpierw poka»emy, »e ka»da formuªa zdaniowa zbioru Θk′,α jest speª-
niana w pewnym ±wiecie dost¦pnym ze ±wiata m. Istotnie, niech ϕ ∈ Θk′,α.
Je±li nie istniaªby ±wiat dost¦pny ze ±wiatam, w którym formuªa ϕ byªa speª-
niana, wówczas w ±wiecie m speªniana byªaby formuªa ¬ϕ, tzn. m M ¬ϕ.
Poniewa» k′ K ϕ, wi¦c k 6K ¬ϕ. Zauwa»my ponadto, »e ¬ϕ ∈ Lα+1. Ale z
zaªo»enia k ≡α+1 m, wi¦c m 6M ¬ϕ, co prowadzi do sprzeczno±ci. A zatem
dowolna formuªa ϕ ∈ Θk′,α jest speªniana w pewnym ±wiecie dost¦pnym ze
±wiata m.
(ii) Nast¦pnie wyka»emy, »e istnieje co najmniej jeden ±wiat dost¦pny
ze ±wiata m, w którym speªniona jest ka»da formuªa zbioru Θk′,α. Wymaga
to nast¦puj¡cej konstrukcji. Niech M1 b¦dzie zbiorem ±wiatów modelu M,
które nie speªniaj¡ wszystkich formuª zbioru Θk′,α. Dla ka»dego ze ±wiatów
n ∈M1 wybieramy formuª¦ ϕn ∈ Θk′,α tak, aby n 6M ϕn. Z zaªo»enia model
M jest sko«czony, tak wi¦c zbiórM1 tak»e jest sko«czony. Przez γ oznaczmy
sko«czon¡ koniunkcj¦ nast¦puj¡cej postaci
γ =
∧
n∈M1
ϕn.
Zauwa»my najpierw, »e ka»dy ±wiat modelu M speªniaj¡cy formuª¦ γ
speªnia tak»e dowoln¡ formuª¦ zbioru Θk′,α, tj.
w M γ ⇒ w M Θk′,α.
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Istotnie, przypu±¢my, »e dla pewnego ±wiata w modeluM mamy
w M γ oraz w 6M Θk′,α.
Poniewa» w 6M Θk′,α, wi¦c w ∈M1. A zatem dla pewnej formuªy ϕw ∈ Θk′,α
mamy w 6M ϕw. Ponadto, na mocy konstrukcji γ, formuªa ϕw stanowi jeden
ze skªadników koniunkcji γ. St¡d w M γ → ϕw. To oznacza, »e w 6M γ, co
jest sprzeczne z zaªo»eniem dotycz¡cym ±wiata w.
Poniewa» γ jest koniunkcj¡ pewnych formuª ze zbioru Θk′,α, wi¦c k′ K γ.
A st¡d k 6K ¬γ, przy czym ¬γ ∈ Lα+1. Z zaªo»enia k ≡α+1 m, wi¦c
m 6M ¬γ. Co oznacza, i» istnieje ±wiat m′ ­ m taki, »e m′ M γ. A
zatem istnieje ±wiat dost¦pny ze ±wiata m, który speªnia wszystkie formuªy
zbioru Θk′,α.
(iii) Aby zako«czy¢ dowód poka»emy, »e istnieje ±wiat m′ ­ m speªnia-
j¡cy jedynie formuªy zbioru Θk′,α. Przez M2 oznaczmy zbiór ±wiatów modelu
M, które speªniaj¡ pewn¡ formuª¦ zªo»ono±ci α spoza zbioru Θk′,α. Dla ka»-
dego ze ±wiatów n ∈ M2 wybieramy takie ψn /∈ Θk′,α, »e ψn ∈ Lα oraz
n M ψn. Zauwa»my, i» zbiórM2 jest sko«czony. Ponadto, przez δ oznaczmy
alternatyw¦ nast¦puj¡cej postaci
δ =
∨
n∈M2
ψn.
W pierwszej kolejno±ci zauwa»my, i» ka»dy ±wiat modeluM odrzucaj¡cy
δ speªnia jedynie formuªy zbioru Θk′,α. Istotnie, gdyby istniaª taki ±wiat w ∈
M, »e w 6M δ oraz taka formuªa ψw /∈ Θk′,α, »e w M ψw, wówczas, na
mocy konstrukcji δ, formuªa ψw stanowiªaby skªadnik alternatywy δ. A st¡d
otrzymaliby±my w M δ, co jest sprzeczne z zaªo»eniem dotycz¡cym ±wiata
w.
Poniewa» δ jest alternatyw¡ formuª zªo»ono±ci α spoza zbioru Θk′,α, wi¦c
k′ 6K δ. Dodatkowo, jak pokazali±my w cz¦±ci (ii) dowodu, k′ K γ. St¡d,
k 6K γ → δ. Zauwa»my jeszcze, »e γ → δ ∈ Lα+1. Z zaªo»enia k ≡α+1 m,
wi¦c m 6M γ → δ. Oznacza to, i» istnieje ±wiat m′ ­ m speªniaj¡cy γ oraz
odrzucaj¡cy δ. Czyli k′ ≡α m′ dla pewnego m′ ­ m. A zatem k′ ∼α m′.
Twierdzenie 1.2 ukazaªo peªny zwi¡zek pomi¦dzy relacj¡ logicznej α-rów-
nowa»no±ci a warstwow¡ bisymulacj¡ sko«czonych modeli Kripkego.
Wniosek 1.3. Rozwa»my sko«czone modele Kripkego K iM oraz ich ±wiaty
k i m, odpowiednio. Wówczas
k ≡α m ⇐⇒ k ∼α m.
Rozdziaª 2
Bisymulacje Modeli Kripkego dla
IQC
Niniejszy rozdziaª po±wi¦cony jest poj¦ciu bisymulacji modeli Kripkego
dla intuicjonistycznej logiki pierwszego rz¦du. Rozpoczniemy od wprowadze-
nia poj¦¢ takich jak charakterystyka formuªy, sªaby homomorfizm czy model
Kripkego, które znale¹¢ mo»na w [16] oraz [12]. Kompleksowy przegl¡d zagad-
nie« klasycznej teorii modeli zaprezentowano w [5]. Nast¦pnie przedstawiona
zostanie definicja ograniczonej bisymulacji modeli Kripkego, po czym badane
b¦d¡ zwi¡zki pomi¦dzy logiczn¡ równowa»no±ci¡ a relacj¡ bisymulacji.
2.1 Wprowadzenie do rozdziaªu
Rozwa»my klasyczny j¦zyk pierwszego rz¦du L wraz z równo±ci¡. Jego
(ewentualnie niesko«czona) sygnatura skªada si¦ z symboli staªych, symboli
funkcyjnych oraz relacyjnych. Formuªy pierwszego rz¦du budowane s¡ z ato-
mów i symboli ⊥, > (falsum i verum) za pomoc¡ spójników ∧, ∨, → oraz
kwantyfikatorów ∃, ∀. Tak jak w przypadku zdaniowym symbol ¬ϕ b¦dzie
stanowi¢ skrót dla ϕ → ⊥. Aksjomatyczny system dowodowy w stylu Hil-
berta IQC stanowi¡ nast¦puj¡ce schematy aksjomatów ([15, str. 68]):
Ax.1 φ ∧ ψ → φ
Ax.2 φ ∧ ψ → ψ
Ax.3 φ→
(
ψ → (φ ∧ ψ)
)
Ax.4 φ→ φ ∨ ψ
Ax.5 ψ → φ ∨ ψ
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Ax.6 (φ→ χ)→
(
(ψ → χ)→ (φ ∨ ψ → χ)
)
Ax.7 φ→ (ψ → φ)
Ax.8
(
φ→ (ψ → χ)
)
→
(
(φ→ ψ)→ (φ→ χ)
)
Ax.9 ⊥ → φ
Ax.10 φ(t)→ ∃xφ(x), przy czym t jest wolny wzgl¦dem x w φ
Ax.11 ∃x
(
φ(x)→ ψ
)
→
(
∃xφ(x)→ ψ
)
Ax.12 ∀xφ(x)→ φ(t), przy czy t jest wolny wzgl¦dem x w φ
Ax.13 ∀x
(
ψ → φ(x)
)
→
(
ψ → ∀xφ(x)
)
wraz z reguª¡ odrywania
φ, φ→ ψ
ψ
i reguª¡ generalizacji
φ
∀xφ.
W przypadku intuicjonistycznej logiki pierwszego rz¦du kwantyfikatory ∀
oraz ∃ nie s¡ wzajemnie definiowalne. Dlatego te» nale»y wprowadzi¢ now¡
miar¦ zªo»ono±ci formuª pierwszego rz¦du. Charakterystyk¦ formuªy ϕ(x),
char(ϕ), definiujemy nast¦puj¡co,
• Je»eli ϕ jest formuª¡ atomow¡, to char(ϕ) = (→0,∀ 0,∃ 0).
Maj¡c dane formuªy ϕ1, ϕ2, niech char(ϕi) = (→pi,∀ qi,∃ ri) dla i = 1, 2. Niech
p = max(p1, p2), q = max(q1, q2) oraz r = max(r1, r2).
• Je»eli ϕ = ϕ1 ∧ ϕ2 lub ϕ = ϕ1 ∨ ϕ2, to char(ϕ) = (→p,∀ q,∃ r).
• Je»eli ϕ = ϕ1 → ϕ2, to char(ϕ) = (→p+ 1,∀ q,∃ r).
• Je»eli ϕ = ∀xϕ1, to char(ϕ) = (→p1,∀ q1 + 1,∃ r1).
• Je»eli ϕ = ∃xϕ1, to char(ϕ) = (→p1,∀ q1,∃ r1 + 1).
Zauwa»my, i» jedynymi spójnikami, które nie wpªywaj¡ na charakterystyk¦
s¡ ∧ oraz ∨. Ponadto, jak ªatwo zauwa»y¢, tak zdefiniowana miara zªo»ono±ci
formuª generuje nieliniowy porz¡dek. Kªadziemy (→p,∀ q,∃ r)  (→p′,∀ q′,∃ r′)
ilekro¢ p ¬ p′, q ¬ q′ oraz r ¬ r′.
Nast¦pnie rozwa»my dwie klasyczne struktury pierwszego rz¦du, M oraz
N , dla j¦zyka L. Sªabym homomorfizmem b¦dziemy nazywa¢ funkcj¦ f : M →
N o nast¦puj¡cych wªasno±ciach:
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(i) Dla ka»dego n, ka»dego n-argumentowego symbolu funkcyjnego F j¦-
zyka L, oraz ka»dego n-elementowego ci¡gu a ∈M ,
f(FM(a)) = FN(fa).
(ii) Dla ka»dego n, ka»dego n-argumentowego predykatu P j¦zyka L, oraz
ka»dego n-elementowego ci¡gu a ∈M ,
PM(a) =⇒ PN(fa).
Przykªadem sªabego homomorfizmu jest relacja inkluzji klasycznych struktur.
Dodatkowo, funkcj¦ f nazywamy homomorfizmem, je»eli zachodzi równie»
implikacja odwrotna do (ii).
Wprowadzaj¡c podstawowe poj¦cia nale»y równie» przedstawi¢ seman-
tyk¦ typu Kripkego dla intuicjonistycznego rachunku predykatów. Niech K
b¦dzie cz¦±ciowym porz¡dkiem, postrzeganym tak»e jako maªa kategoria.
Jego obiekty zwane punktami b¦dziemy oznacza¢ przez α, β, γ, δ itd. Mor-
fizmy mi¦dzy punktami oznaczane b¦d¡ przez f, g itp. Dla uproszczenia
oraz by podkre±li¢, i» K jest cz¦±ciowym porz¡dkiem, wskazuj¡c morfizm
f : α → β mi¦dzy punktami α oraz β b¦dziemy pisa¢ α ¬f β. Ustalmy
jeszcze kategori¦ A klasycznych struktur pierwszego rz¦du, gdzie rozwa»a-
nymi morfizmami b¦d¡ sªabe homomorfizmy. Wówczas jako model Kripkego
dla j¦zyka pierwszego rz¦du L rozumiemy funktor K : K → A, który ka»-
demu morfizmowi α ¬f β przyporz¡dkowuje funkcj¦ sªabego homomorfizmu
K(f) : K(α)→ K(β). Kategoria K nazywana jest struktur¡ Kripkego modelu
K, natomiast obiekty kategorii A b¦dziemy nazywa¢ ±wiatami modelu K.
Dla uproszczenia zamiast K(f) b¦dziemy pisa¢ f , oraz Kα zamiast K(α).
Zauwa»my jeszcze, »e nieformalnie model Kripkego K mo»e by¢ postrzegany
jako rodzina struktur pierwszego rz¦du uporz¡dkowana w sposób cz¦±ciowy
przez sªabe homomorfizmy mi¦dzy wspomnianymi strukturami. Celem zapo-
znania si¦ z ogóln¡ definicj¡ modelu Kripkego mo»na skorzysta¢ z prac [17],
[1].
Rozwa»my model Kripkego K, punkt α ∈ K oraz ci¡g a := a1, . . . , an
elementów struktury Kα. Relacja wymuszania K na K zdefiniowana jest
indukcyjnie wzgl¦dem budowy formuªy w nast¦puj¡cy sposób:
• α 6K ⊥ oraz α K >
• α K ϕ(x)[a] ⇐⇒ Kα |= ϕ(x)[a] dla wszystkich formuª atomowych
ϕ(x)
• α K (ϕ ∧ ψ)(x)[a] ⇐⇒ α K ϕ(x)[a] i α K ψ(x)[a]
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• α K (ϕ ∨ ψ)(x)[a] ⇐⇒ α K ϕ(x)[a] lub α K ψ(x)[a]
• α K (ϕ → ψ)(x)[a] ⇐⇒ ∀α¬fα′ (α′ K ϕ(x)[fa] implikuje α′ K
ψ(x)[fa])
• α K ∃yϕ(x)[a] ⇐⇒ α K ϕ(x, y)[a, b] dla pewnego elementu b ∈ Kα
• α K ∀yϕ(x)[a] ⇐⇒ ∀α¬fα′ α′ K ϕ(x, y)[fa, b] dla wszystkich b ∈
Kα′
Zauwa»my, »e relacja wymusznia jest monotoniczna w tym sensie, »e
(α K ϕ(x)[a] ∧ α ¬f α′) ⇒ α′ K ϕ(x)[fa]
dla dowolnej formuªy ϕ(x). Mówimy, »e formuªa ϕ(x) jest wymuszana w
punkcie α modelu K przez ci¡g a, gdy α K ϕ(x)[a]. Symbol wymuszania
α K ϕ(x)[a] upro±cimy do α K ϕ(a). Mówimy, »e model K wymusza
formuª¦ ϕ(x), je±li jest ona wymuszana w ka»dym jego punkcie, tzn.
K  ϕ ⇐⇒ α K ϕ dla wszystkich α ∈ K.
Maj¡c dane dwa modele Kripkego K i M zasadniczym pytaniem jest
kiedy ±wiaty modelu K oraz ±wiaty modelu M speªniaj¡ te same zbiory
formuª. Dlatego te» dla punktów α ∈ K, β ∈ M definiujemy relacj¦ ≡p,q,r
nast¦puj¡co:
α ≡p,q,r β ⇐⇒ (α K ϕ⇔ β M ϕ)
dla wszystkich takich ϕ(x), »e char(ϕ)  (→p,∀ q,∃ r). Mówimy, »e α oraz
β s¡ równowa»ne, α ≡ β, wtedy i tylko wtedy, gdy α ≡p,q,r β dla wszyst-
kich p, q, r ­ 0. Maj¡c dane ci¡gi a oraz b elementów ±wiatów Kα i Mβ,
odpowiednio, bazuj¡c na notacji teoriomodelowej, definiujemy
(α, a) ≡p,q,r (β, b) ⇐⇒ (α K ϕ(a)⇔ β M ϕ(b))
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→p,∀ q,∃ r).
Rozwa»my teraz dowolne struktury pierwszego rz¦du A, A′ oraz B, B′.
Niech a = a1, . . . , an oraz b = b1, . . . , bn b¦d¡ ci¡gami elementów A i B,
odpowiednio, a f : A → A′ oraz g : B → B′ morfizmami klasycznych struk-
tur. Sko«czone odwzorowanie pi = {(a1, b1), . . . , (an, bn)} pomi¦dzy A i B
b¦dziemy oznacza¢ symbolem (a; b). Dla morfizmów f oraz g definiujemy
relacj¦ pif,g ⊆ A′ × B′ jako zbiór {(fa1, gb1), . . . , (fan, gbn)}. Ponadto, defi-
niujemy cz¦±ciowy izomorfizm mi¦dzy strukturami A oraz B jako sko«czone
odwzorowanie {(a1, b1), . . . , (an, bn)} ⊆ A×B takie, »e
A |= ϕ(a) ⇐⇒ B |= ϕ(b)
dla wszystkich formuª atomowych ϕ(x).
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2.2 Ograniczona Bisymulacja
Po przegl¡dzie podstawowych zagadnie« mo»emy zaprezentowa¢ definicj¦
bisymulacji modeli Kripkego dla logiki intuicjonistycznej pierwszego rz¦du
([12]). Rozwa»my dwa modele Kripkego K iM. Niech α oraz β b¦d¡ punk-
tami struktur Kripkego K iM, odpowiednio. Niech pi przebiega przez wszyst-
kie odwzorowania pomi¦dzy ±wiatami modelu K i ±wiatami modeluM, oraz
niech p, q, r ­ 0. Wówczas ograniczon¡ bisymulacj¡ pomi¦dzy modelami
Kripkego K i M nazywamy 6-argumentow¡ relacj¦ pomi¦dzy pi, α, p, q, r, β,
oznaczaj¡c pi : α ∼p,q,r β, speªniaj¡c¡ nast¦puj¡ce warunki:
(i) pi : α ∼0,0,0 β =⇒ pi jest cz¦±ciowym izomorfizmem pomi¦dzy Kα i Mβ
(ii) pi : α ∼p+1,q,r β =⇒ pi jest odwzorowaniem pomi¦dzy Kα i Mβ oraz
(→ -zig) dla ka»dego α ¬f α′ istnieje β ¬g β′ takie, »e pif,g : α′ ∼p,q,r β′
(→ -zag) dla ka»dego β ¬g β′ istnieje α ¬f α′ takie, »e pif,g : α′ ∼p,q,r β′
(iii) pi : α ∼p,q+1,r β =⇒ pi jest odwzorowaniem pomi¦dzy Kα i Mβ oraz
(∀-zig) dla ka»dego α ¬f α′ i ka»dego a ∈ Kα′ istniej¡ β ¬g β′ i b ∈ Mβ′
takie, »e pif,g ∪ {(a, b)} : α′ ∼p,q,r β′
(∀-zag) dla ka»dego β ¬g β′ i ka»dego b ∈ Mβ′ istniej¡ α ¬f α′ i a ∈ Kα′
takie, »e pif,g ∪ {(a, b)} : α′ ∼p,q,r β′
(iv) pi : α ∼p,q,r+1 β =⇒ pi jest odwzorowaniem pomi¦dzy Kα i Mβ oraz
(∃-zig) dla ka»dego elementu a ∈ Kα istnieje element b ∈ Mβ taki, »e
pi ∪ {(a, b)} : α ∼p,q,r β
(∃-zag) dla ka»dego elementu b ∈ Mβ istnieje element a ∈ Kα taki, »e
pi ∪ {(a, b)} : α ∼p,q,r β
Rysunki 2.1, 2.2 oraz 2.3 ªatwo obrazuj¡ poszczególne warunki zig i zag.
α β
α′ β′
pi
∼p+1,q,r
pif,g
∼p,q,r
f g
α β
α′ β′
pi
∼p+1,q,r
pif,g
∼p,q,r
f g
Rysunek 2.1: (→ -zig) oraz (→ -zag)
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α β
α′, a β′, b
pi
∼p,q+1,r
pif,g ∪ {(a, b)}
∼p,q,r
f g
α β
α′, a β′, b
pi
∼p,q+1,r
pif,g ∪ {(a, b)}
∼p,q,r
f g
Rysunek 2.2: (∀-zig) oraz (∀-zag)
α β
α, a β, b
pi
∼p,q,r+1
pi ∪ {(a, b)}
∼p,q,r
α β
α, a β, b
pi
∼p,q,r+1
pi ∪ {(a, b)}
∼p,q,r
Rysunek 2.3: (∃-zig) oraz (∃-zag)
Rozwa»my punkty α oraz β modeli Kripkego K i M, odpowiednio. Po-
wiemy, i» punkty te (p, q, r)-bisymuluj¡, zapisuj¡c α ∼p,q,r β, gdy istnieje
relacja ∼ oraz odwzorowanie pi, b¦d¡ce ±wiadkiem bisymulacji, takie, »e
pi : α ∼p,q,r β. Gdy natomiast α ∼p,q,r β dla wszystkich p, q, r ­ 0, powiemy,
i» rozwa»ane punkty bisymuluj¡, pisz¡c α ∼ β.
Jak pokazano w [12] relacja ∼p,q,r jest relacj¡ równowa»no±ci. Co wi¦-
cej, jest ona domkni¦ta na operacj¦ sumy. St¡d te» ka»da bisymulacja jest
skªadnikiem pewnej bisymulacji maksymalnej.
Aby jeszcze bardziej przybli»y¢ poj¦cie ograniczonej bisymulacji oraz przyj-
rze¢ si¦ warunkom zig i zag rozwa»my nast¦puj¡cy przykªad.
Przykªad 2.1. Rozwa»my modele Kripkego przedstawione na Rysunku 2.4.
wiatami modeli K i M s¡ klasyczne struktury dla j¦zyka {<}, natomiast
morfizmami mi¦dzy ±wiatami s¡ zanurzenia struktur. Zauwa»my jeszcze, i»
formuªy atomowe dla rozwa»anego j¦zyka maj¡ posta¢ x < y.
2.3. Bisymulacja a Logiczna Równowa»no±¢ 15
α (N, <)
(Z, <)
(Q, <)
K
β (Z, <)
(Q, <)
M
Rysunek 2.4: Ograniczona bisymulacja
Wówczas ∼ jest tak¡ bisymulacj¡, »e (0; 0) : α ∼0,1,0 β. Aby zweryfikowa¢
wªasno±¢ (∀-zig) nale»y wykaza¢, »e
∀α′­α∀a∈Kα′∃β′­β∃b∈Mβ′ (0a; 0b) : α′ ∼0,0,0 β′.
W tym celu zauwa»my, i» wobec wyboru dowolnego punktu α′ ­ α modelu K
oraz elementu a ∈ Kα′ mo»liwe jest wskazanie odpowiedniego punktu β′ ­ β
modeluM oraz elementu b ∈Mβ′ takiego, »e
Kα′ |= 0 < a ⇐⇒ Mβ′ |= 0 < b.
Analogiczny argument dowodzi prawdziwo±ci wªasno±ci (∀-zag).
Ponadto ∼ jest tak¡ bisymulacj¡, »e (0; 0) : α 6∼0,0,1 β. Poka»emy, »e wªa-
sno±¢ (∃-zag) nie jest speªniona. To znaczy
∃b∈Mβ∀a∈Kα (0a; 0b) : α 6∼0,0,0 β.
Istotnie, jako element b ∈ Z wystarczy wskaza¢ dowolny element mniejszy
od 0. Wówczas dla ka»dego elementu a ∈ N otrzymamy (0a; 0b) : α 6∼0,0,0 β.
2.3 Bisymulacja a Logiczna Równowa»no±¢
Kwesti¡ zasadnicz¡ pozostaje ustalenie zwi¡zku pomi¦dzy poj¦ciami lo-
gicznej równowa»no±ci i ograniczonej bisymulacji. Najpierw zaprezentujemy
wynik, którego dowód przedstawiony zostaª w [12].
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Twierdzenie 2.2 (T.Poªacik). Niech α i β b¦d¡ punktami modeli Kripkego
K oraz M, odpowiednio. Zaªó»my, »e p, q, r ­ 0, a (a; b) jest takim odwzo-
rowaniem pomi¦dzy ±wiatami Kα i Mβ, »e dla pewnej bisymulacji ∼ mamy
(a; b) : α ∼p,q,r β. Wówczas
α K ϕ(a) ⇐⇒ β M ϕ(b)
dla ka»dej takiej formuªy ϕ(x), »e char(ϕ)  (→p,∀ q,∃ r).
Naturalnym pytaniem jest czy imlikacja odwrotna równie» zachodzi. Oka-
zuje si¦, »e w tym przypadku nasze rozwa»ania nale»y ograniczy¢ do znacznie
w¦»szej klasy modeli Kripkego. Mianowicie, potrzebne s¡ pewne dodatkowe
zaªo»enia dotycz¡ce modeli Kripkego, j¦zyka L czy te» klasycznych struktur
pierwszego rz¦du.
Na pocz¡tek, sko«czon¡ sygnatur¦ j¦zyka L b¦dziemy rozpatrywa¢ bez
symboli funkcyjnych. Dodatkowo, wprowadzamy nast¦puj¡ce poj¦cia.
Definicja 2.3. Model Kripkego K : K → A nazywamy silnie sko«czonym
wtedy i tylko wtedy, gdy zbiór cz¦±ciowo uporz¡dkowany K oraz obiekty
kategorii A s¡ sko«czone.
Innymi sªowy, model Kripkego K jest silnie sko«czony, gdy zarówno struk-
tura Kripkego K jak i klasyczne struktury pierwszego rz¦du przyporz¡dko-
wane punktom K s¡ sko«czone.
Wprowadzimy tak»e definicj¦ sko«czonej nasycono±ci modeli Kripkego.
Definicja 2.4. Punkt α modelu Kripkego K nazywamy sko«czenie nasy-
conym wzgl¦dem klasy formuª Γ wtedy i tylko wtedy, gdy dla ka»dej pary
formuª ϕ(x), ψ(x) ∈ Γ, je±li istniej¡ model Kripkego M oraz taki punkt β
modeluM, »e
α ≡Γ β,
a tak»e taki element b ∈Mβ, »e
β M ϕ(b) i β 6M ψ(b),
to istnieje wówczas taki element a ∈ Kα, »e
α K ϕ(a) i α 6K ψ(a).
Model Kripkego K b¦dziemy nazywa¢ sko«czenie nasyconym wzgl¦dem
klasy formuª Γ, gdy wszystkie jego punkty s¡ sko«czenie nasycone wzgl¦dem
Γ.
Teraz jeste±my gotowi udowodni¢ gªówny wynik tego rozdziaªu ([7]).
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Twierdzenie 2.5. Rozwa»my silnie sko«czone modele Kripkego K i M.
Niech p, q, r ­ 0. Ponadto, niech modele K i M b¦d¡ sko«czenie nasycone
wzgl¦dem klasy formuª
Γ = {ϕ(x) : char(ϕ)  (→p+ q,∀ q,∃ r)}.
Rozwa»my dowolne punkty α i β modeli K i M, odpowiednio, oraz dowolne
ci¡gi a i b elementów klasycznych struktur Kα i Mβ, odpowiednio. Wówczas,
je±li
(α, a) ≡Γ (β, b),
to
(a; b) : α ∼p,q,r β
dla pewnej bisymulacji ∼.
Dowód. Ustalmy punkty α i β sko«czonych modeli Kripkego K iM. Niech
Kα i Mβ b¦d¡ sko«czonymi strukturami pierwszego rz¦du przypisanymi do
tych punktów. Ustalmy ponadto ci¡gi a i b elementów struktur Kα i Mβ,
odpowiednio. Zakªadamy, i» (α, a) ≡p+q,q,r (β, b), to znaczy
α K ϕ(a) ⇐⇒ β M ϕ(b)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→p+q,∀ q,∃ r). Niech γ ­ α
oraz δ ­ β b¦d¡ dowolnymi punktami dost¦pnymi z α i β, odpowiednio (gdy
nie jest to konieczne i nie prowadzi do zamieszania, indeksy górne f i g
oznaczaj¡ce morfizmy b¦d¡ pomijane). Ustalmy jeszcze ci¡gi c i d elementów
klasycznych struktur Kγ oraz Mδ, odpowiednio. Relacj¦ ∼ definiujemy dla
0 ¬ i ¬ p, 0 ¬ j ¬ q, 0 ¬ k ¬ r w nast¦puj¡cy sposób:
(c; d) : γ ∼i,j,k δ ⇐⇒ (γ K ϕ(c)⇔ δ M ϕ(d))
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i+ j,∀ j,∃ k). Indukcyjnie
wzgl¦dem i, j, k udowodnimy i» ∼ jest ograniczon¡ bisymulacj¡.
(i) Najpierw zakªadamy, »e (c; d) : γ ∼0,0,0 δ, tzn.
γ K ϕ(c) ⇐⇒ δ M ϕ(d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→0,∀ 0,∃ 0). Gdy ϕ(x) jest
formuª¡ atomow¡, to
γ K ϕ(c) ⇐⇒ Kγ |= ϕ(c),
δ M ϕ(d) ⇐⇒ Mδ |= ϕ(d).
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Zatem, z zaªo»enia, dla wszystkich formuª atomowych ϕ(x) otrzymujemy
Kγ |= ϕ(c) ⇐⇒ Mδ |= ϕ(d).
To oznacza, »e odwzorowanie (c; d) jest cz¦±ciowym izomorfizmem pomi¦dzy
strukturami Kγ i Mδ.
Nast¦pnie zakªadamy, »e teza twierdzenia zachodzi dla pewnych (i, j, k) 
(→0,∀ 0,∃ 0).
(ii) Dla i < p, j ¬ q, k ¬ r zaªó»my, »e (c; d) : γ ∼i+1,j,k δ, tzn.
γ K ϕ(c) ⇐⇒ δ M ϕ(d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i + j + 1,∀ j,∃ k). Aby
zweryfikowa¢ wªasno±¢ (→ -zig), wystarczy pokaza¢, »e
∀γ ¬f γ′ ∃δ ¬g δ′
(
γ′ K ϕ(fc) ⇐⇒ δ′ M ϕ(gd)
)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i+ j,∀ j,∃ k).
Przypu±¢my nie wprost, i» istnieje taki punkt γ ¬f γ′, »e dla ka»dego
punktu δ ¬g δ′ znajdziemy tak¡ formuª¦ ϕδ′(x), »e char(ϕ)  (→i+ j,∀ j,∃ k)
oraz
(γ′ K ϕδ′(fc) i δ′ 6M ϕδ′(gd))
lub
(γ′ 6K ϕδ′(fc) i δ′ M ϕδ′(gd)).
Przez Θ oznaczmy zbiór wszystkich formuª ϕδ′(x), które zostaªy wybrane
w powy»szy sposób. Poniewa» punkty δ′ ­ δ przebiegaj¡ sko«czony model
KripkegoM, wi¦c zbiór Θ tak»e jest sko«czony. Rozwa»my dwa nast¦puj¡ce
podzbiory zbioru Θ,
Θ0 = {ϕδ′(x) ∈ Θ: γ′ K ϕδ′(fc) i δ′ 6M ϕδ′(gd)}
oraz
Θ1 = {ϕδ′(x) ∈ Θ: γ′ 6K ϕδ′(fc) i δ′ M ϕδ′(gd)}.
Oczywi±cie zbiory Θ0 oraz Θ1 nie mog¡ by¢ jednocze±nie puste. W przy-
padku, gdy Θ1 = ∅, otrzymamy γ′ K ∧Θ0(fc). A st¡d γ 6K ¬∧Θ0(c).
Ponadto δ′ 6M ∧Θ0(gd) dla wszystkich δ ¬g δ′. Wi¦c δ M ¬∧Θ0(d), co
jest sprzeczne z naszym zaªo»eniem, gdy» char(¬∧Θ0)  (→i+ j+1,∀ j,∃ k).
Podobnie kiedy Θ0 = ∅, otrzymujemy γ′ 6K ∨Θ1(fc). St¡d γ 6K ∨Θ1(c).
Dodatkowo, δ′ M
∨
Θ1(gd) dla wszystkich δ ¬g δ′. Wi¦c, w szczególno±ci,
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δ M
∨
Θ1(d). Ale poniewa» char(
∨
Θ1)  (→i + j,∀ j,∃ k), otrzymujemy
natychmiast sprzeczno±¢ z zaªo»eniem.
Pozostaje rozwa»y¢ przypadek, gdy Θ0 6= ∅ oraz Θ1 6= ∅. Zauwa»my, »e
γ′ K
∧
Θ0(fc) lub γ′ 6K
∨
Θ1(fc) (2.1)
oraz
δ′ 6M
∧
Θ0(gd) i δ′ M
∨
Θ1(gd) (2.2)
dla wszystkich δ ¬g δ′. Rozwa»my wi¦c formuª¦ (∧Θ0 → ∨Θ1)(x). Za-
uwa»my najpierw, »e char
(∧
Θ0 → ∨Θ1)  (→i + j + 1,∀ j,∃ k). Z (2.1)
otrzymujemy
γ 6K (
∧
Θ0 →
∨
Θ1)(c),
natomiast z (2.2)
δ M (
∧
Θ0 →
∨
Θ1)(d),
co jest sprzeczne z zaªo»eniem i»
γ K ϕ(c) ⇐⇒ δ M ϕ(d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i+ j + 1,∀ j,∃ k).
(iii) Dla i ¬ p, j < q, k ¬ r zaªó»my, »e (c; d) : γ ∼i,j+1,k δ, tzn.
γ K ϕ(c) ⇐⇒ δ M ϕ(d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i+ j+ 1,∀ j+ 1,∃ k). Aby
zweryfikowa¢ wªasno±¢ (∀-zig), wystarczy pokaza¢, »e dla ka»dego punktu
γ ¬f γ′ i ka»dego elementu c ∈ Kγ′ istniej¡ punkt δ ¬g δ′ oraz element
d ∈Mδ′ takie, »e
γ′ K ϕ(fc, c) ⇐⇒ δ′ M ϕ(gd, d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i+ j,∀ j,∃ k). Dla uprosz-
czenia b¦dziemy pomija¢ parametry fc i gd.
Przypu±¢my nie wprost, i» istnieje taki punkt γ ¬f γ′ i taki element
c ∈ Kγ′ , »e dla ka»dego punkt δ ¬g δ′ oraz ka»dego elementu d ∈Mδ′ istnieje
taka formuªa ϕδ′,d(x), »e char(ϕ)  (→i+ j,∀ j,∃ k) oraz
(γ′ K ϕδ′,d(c) i δ′ 6M ϕδ′,d(d))
lub
(γ′ 6K ϕδ′,d(c) i δ′ M ϕδ′,d(d)).
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Jak poprzednio, przez Θ oznaczamy zbiór wszystkich formuª ϕδ′,d(x),
które zostaªy wybrane w powy»szy sposób. Poniewa» punkty δ′ ­ δ oraz
elementy d przebiegaj¡, odpowiednio, sko«czony model Kripkego M oraz
sko«czon¡ struktur¦ Mδ′ , wi¦c zbiór Θ tak»e jest sko«czony. Rozwa»my dwa
nast¦puj¡ce podzbiory zbioru Θ,
Θ0 = {ϕδ′,d(x) ∈ Θ: γ′ K ϕδ′,d(c) i δ′ 6M ϕδ′,d(d)}
oraz
Θ1 = {ϕδ′,d(x) ∈ Θ: γ′ 6K ϕδ′,d(c) i δ′ M ϕδ′,d(d)}.
Gdy zbiór Θ1 = ∅, otrzymamy γ′ K ∧Θ0(c). St¡d, jak ªatwo zauwa»y¢
γ′ 6K ¬∧Θ0(c). Poniewa» γ′ ­ γ oraz element c ∈ Kγ′ byªy ustalone, wi¦c
otrzymujemy γ 6K ∀x¬∧Θ0(x). Ponadto δ′ 6M ∧Θ0(d) dla ka»dego δ′ ­ δ
oraz ka»dego d ∈Mδ′ , co oznacza, »e δ′ M ¬∧Θ0(d) dla ka»dego δ′ ­ δ oraz
ka»dego elementu d ∈ Mδ′ . A zatem δ M ∀x¬∧Θ0(x), co jest sprzeczne z
naszym zaªo»eniem, gdy» char(∀x¬∧Θ0)  (→i+ j + 1,∀ j + 1,∃ k).
Podobnie kiedy Θ0 = ∅, otrzymujemy γ′ 6K ∨Θ1(c). A st¡d γ 6K
∀x∨Θ1(x). Dodatkowo δ′ M ∨Θ1(d) dla wszystkich δ′ ­ δ oraz wszyst-
kich d ∈ Mδ′ . Wi¦c δ M ∀x∨Θ1(x). Ale poniewa» char(∀x∨Θ1)  (→i +
j,∀ j + 1,∃ k), otrzymujemy sprzeczno±¢ z zaªo»eniem.
Ponownie, pozostaje rozwa»y¢ przypadek, gdy Θ0 6= ∅ oraz Θ1 6= ∅.
Poniewa»
γ′ K
∧
Θ0(c) i γ′ 6K
∨
Θ1(c),
otrzymujemy
γ 6K ∀y(
∧
Θ0 →
∨
Θ1)(y).
Ponadto, dla ka»dego δ′ ­ δ oraz ka»dego d ∈Mδ′
δ′ 6M
∧
Θ0(d) i δ′ M
∨
Θ1(d),
wi¦c otrzymujemy
δ M ∀y(
∧
Θ0 →
∨
Θ1)(y).
Ale char
(
∀y(∧Θ0 → ∨Θ1))  (→i + j + 1,∀ j + 1,∃ k), wi¦c otrzymujemy
sprzeczno±¢ z zaªo»eniem, »e (c; d) : γ ∼i,j+1,k δ.
(iv) Aby zako«czy¢ dowód, dla i ¬ p, j ¬ q, k < r zaªó»my, »e (c; d) :
γ ∼i,j,k+1 δ, tzn.
γ K ϕ(c) ⇐⇒ δ M ϕ(d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i+ j,∀ j,∃ k + 1). Weryfi-
kujemy wªasno±¢ (∃-zig). Musimy wi¦c pokaza¢, »e
∀c ∈ Kγ ∃d ∈Mδ
(
γ K ϕ(c, c) ⇐⇒ δ M ϕ(d, d)
)
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dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i + j,∀ j,∃ k). Ponownie,
dla uproszczenia b¦dziemy pomija¢ parametry c i d.
Ustalmy c ∈ Kγ i przypu±¢my nie wprost, »e taki element d ∈ Mδ
nie istnieje. Wówczas dla ka»dego d ∈ Mδ istnieje taka formuªa ϕd(x), »e
char(ϕ)  (→i+ j,∀ j,∃ k) oraz
(γ K ϕd(c) i δ 6M ϕd(d))
lub
(γ 6K ϕd(c) i δ M ϕd(d)).
Niech Θ b¦dzie zbiorem wszystkich takich formuª ϕd(x). Ponownie, po-
niewa» klasyczna struktura Mδ jest sko«czona, zbiór Θ tak»e jest sko«czony.
Rozwa»my wi¦c dwa nast¦puj¡ce podzbiory zbioru Θ
Θ0 = {ϕd(x) ∈ Θ: γ K ϕd(c) i δ 6M ϕd(d)}
oraz
Θ1 = {ϕd(x) ∈ Θ: γ 6K ϕd(c) i δ M ϕd(d)}.
Ponadto, zdefiniujmy nast¦puj¡ce podzbiory struktury Mδ
T0 = {d ∈Mδ : ϕd ∈ Θ0},
T1 = {d ∈Mδ : ϕd ∈ Θ1}.
Zauwa»my najpierw, »e
d ∈ T0 ⇐⇒ δ 6M
∧
Θ0(d) (2.3)
oraz
d ∈ T1 ⇐⇒ δ M
∨
Θ1(d). (2.4)
dla ka»dego d ∈ Mδ. Zwró¢my jeszcze uwag¦, i» zgodnie z zaªo»eniem T0 ∪
T1 = Mδ.
Rozwa»my najpierw przypadek, gdy Θ1 = ∅. Wówczas Mδ = T0 oraz
γ K
∧
Θ0(c). A st¡d γ K ∃x ∧Θ0(x). Poniewa» γ ≡i+j,j,k+1 δ, wi¦c δ M
∃x∧Θ0(x). Ale z (2.3), δ 6M ∧Θ0(d) dla ka»dego d ∈ T0 = Mδ. St¡d
δ 6M ∃x ∧Θ0(x), co daje sprzeczno±¢.
Zaªó»my teraz, »e Θ0 = ∅, czyli Mδ = T1. Przez ψ(x) ∈ Γ oznaczmy
dowoln¡ formuª¦ dowodliw¡ w intuicjonistycznej logice predykatów. Wówczas
γ K ψ(c) i γ 6K
∨
Θ1(c).
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Z zaªo»enia γ ≡i+j,j,k+1 δ. Poniewa» punkt δ jest sko«czenie nasycony wzgl¦-
dem Γ, istnieje wi¦c taki element d ∈Mδ, »e
δ M ψ(d) i δ 6M
∨
Θ1(d).
A zatem, z (2.4), otrzymujemy d /∈ T1 = Mδ, co daje sprzeczno±¢.
Na koniec rozwa»my przypadek, gdy Θ0 6= ∅ oraz Θ1 6= ∅. Wówczas
γ K
∧
Θ0(c) i γ 6K
∨
Θ1(c).
Z zaªo»enia γ ≡i+j,j,k+1 δ. Zauwa»my tak»e, »e char(∧Θ0), char(∨Θ1) 
(→i + j,∀ j,∃ k), czyli
∧
Θ0,
∨
Θ1 ∈ Γ. A poniewa» punkt δ jest sko«czenie
nasycony wzgl¦dem Γ, istnieje wi¦c taki element d ∈Mδ, »e
δ M
∧
Θ0(d) i δ 6M
∨
Θ1(d).
Zatem, z (2.3) oraz (2.4), otrzymujemy
d /∈ T0 i d /∈ T1.
St¡d T0 ∪ T1 6= Mδ, co jest sprzeczne z naszym zaªo»eniem.
Ł¡cz¡c ze sob¡ Twierdzenie 2.2 oraz Twierdzenie 2.5, jako przypadek
graniczny, otrzymujemy poni»szy wniosek.
Wniosek 2.6. Rozwa»my sko«czenie nasycone i silnie sko«czone modele
Kripkego K orazM. Niech α i β b¦d¡ punktami modeli K iM, odpowiednio.
Wówczas
α ≡ β wtedy i tylko wtedy, gdy α ∼ β.
Jak mo»na byªo zauwa»y¢ w dowodzie Twierdzenia 2.5, zaªo»enie, i» mo-
dele K i M s¡ sko«czenie nasycone wzgl¦dem zbioru Γ jest zastosowane
jedynie w przypadku wªasno±ci (∃-zig). W szczególno±ci, gdy wykluczymy
wspomniane zaªo»enie, Twierdzenie 2.5 pozostaje prawdziwe, je±li tylko na-
sze rozwa»ania ograniczymy do j¦zyka L bez kwantyfikatora egzystencjalnego.
Dokªadniej, otrzymujemy nast¦puj¡cy fakt.
Twierdzenie 2.7. Rozwa»my sko«czony j¦zyk L bez symboli funkcyjnych
oraz bez kwantyfikatora egzystencjalnego. Niech K oraz M b¦d¡ silnie sko«-
czonymi modelami Kripkego dla j¦zyka L, oraz niech p, q ­ 0. Rozwa»my
dowolne punkty α i β modeli K i M, odpowiednio, oraz dowolne ci¡gi a i b
elementów klasycznych struktur Kα i Mβ, odpowiednio. Wówczas, je±li
(α, a) ≡(→p+q,∀q) (β, b),
to
(a; b) : α ∼(→p,∀q) β dla pewnej bisymulacji ∼ .
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Dowód. Dowód powy»szego faktu wynika z dowodu Twierdzenia 2.5.
Wniosek 2.8. Rozwa»my sko«czony j¦zyk L bez symboli funkcyjnych oraz
bez kwantyfikatora egzystencjalnego. Niech K orazM b¦d¡ silnie sko«czonymi
modelami Kripkego dla j¦zyka L, oraz niech α i β b¦d¡ punktami modeli K i
M, odpowiednio. Wtedy,
α ≡ β wtedy i tylko wtedy, gdy α ∼ β.
Wspomnijmy jeszcze, i» zaªo»enie Twierdzenia 2.5 dotycz¡ce sko«czonej
nasycono±ci modeli Kripkego mo»na zast¡pi¢ innym warunkiem. Mianowicie,
wystarczy zamiast klasy
Γ = {ϕ(x) : char(ϕ)  (→p+ q,∀ q,∃ r)}
rozwa»y¢ klas¦
Γ′ = {ϕ(x) : char(ϕ)  (→p+ q + r,∀ q + r,∃ r)}
oraz modele Kripkego dla IQC+CD ([3]), gdzie
∀x(ϕ(y) ∨ ψ(xy))→ (ϕ(y) ∨ ∀xψ(xy)) (CD)
speªniaj¡ce Prawo Wyª¡czonego rodka wzgl¦dem Γ′,
∀x
(
ϕ(x) ∨ ¬ϕ(x)
)
(LEM)
Jak pokazaªa Sabine Görnemann w [3], (CD) aksjomatyzuje klas¦ modeli
Kripkego, których ±wiaty posiadaj¡ staªe uniwersum (domen¦).
Twierdzenie 2.9. Rozwa»my p, q, r ­ 0. Niech K i M b¦d¡ silnie sko«czo-
nymi modelami Kripkego dla IQC+CD speªniaj¡cymi LEM wzgl¦dem klasy
Γ′ = {ϕ(x) : char(ϕ)  (→p+ q + r,∀ q + r,∃ r)}.
Rozwa»my dowolne punkty α i β modeli K i M, oraz dowolne ci¡gi a i b
elementów klasycznych struktur Kα i Mβ, odpowiednio. Wówczas, je±li
(α, a) ≡Γ′ (β, b),
to
(a; b) : α ∼p,q,r β
dla pewnej bisymulacji ∼.
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Dowód. Rozwa»my klas¦ formuª
Γ′ = {ϕ(x) : char(ϕ)  (→p+ q + r,∀ q + r,∃ r)}
oraz silnie sko«czone modele Kripkego dla IQC+CD, K i M, speªniaj¡ce
LEM wzgl¦dem Γ′. Niech α i β b¦d¡ punktami modeli K iM, natomiast a i b
ci¡gami elementów klasycznych struktur Kα i Mβ, odpowiednio. Zakªadamy,
i» (α, a) ≡Γ′ (β, b), to znaczy
α K ϕ(a) ⇐⇒ β M ϕ(b)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→p + q + r,∀ q + r,∃ r).
We¹my dowolne punkty γ ­ α oraz δ ­ β dost¦pne z α i β, odpowiednio
(gdy nie jest to konieczne i nie prowadzi do zamieszania, indeksy górne f i g
oznaczaj¡ce morfizmy b¦d¡ pomijane). Ustalmy jeszcze ci¡gi c i d elementów
klasycznych struktur Kγ oraz Mδ, odpowiednio. Relacj¦ ∼ definiujemy dla
0 ¬ i ¬ p, 0 ¬ j ¬ q, 0 ¬ k ¬ r w nast¦puj¡cy sposób:
(c; d) : γ ∼i,j,k δ ⇐⇒ (γ K ϕ(c)⇔ δ M ϕ(d))
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i + j + k,∀ j + k,∃ k).
Indukcyjnie wzgl¦dem i, j, k udowodnimy i» ∼ jest ograniczon¡ bisymulacj¡.
Punkty (i)(iii) b¦d¡ analogiczne jak w dowodzie Twierdzenia 2.5. Wy-
starczy jedynie zweryfikowa¢ wªasno±¢ (∃-zig).
(iv′) Dla i ¬ p, j ¬ q, k < r zaªó»my, »e (c; d) : γ ∼i,j,k+1 δ, tzn.
γ K ϕ(c) ⇐⇒ δ M ϕ(d)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i + j + k + 1,∀ j + k +
1,∃ k + 1). Aby zweryfikowa¢ wªasno±¢ (∃-zig) nale»y pokaza¢, »e
∀c ∈ Kγ ∃d ∈Mδ
(
γ K ϕ(c, c) ⇐⇒ δ M ϕ(d, d)
)
dla wszystkich takich formuª ϕ(x), »e char(ϕ)  (→i + j + k,∀ j + k,∃ k).
Ponownie, dla uproszczenia b¦dziemy pomija¢ parametry c i d.
Przypu±¢my nie wprost, i» istnieje taki element c ∈ Kγ, »e dla ka»dego
d ∈Mδ istnieje taka formuªa ϕd(x), »e char(ϕ)  (→i+ j+k,∀ j+k,∃ k) oraz
(γ K ϕd(c) i δ 6M ϕd(d))
lub
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(γ 6K ϕd(c) i δ M ϕd(d)).
Niech Θ b¦dzie zbiorem wszystkich takich formuª ϕd(x). Poniewa» kla-
syczna strukturaMδ jest sko«czona, zbiór Θ tak»e jest sko«czony. Rozwa»my
wi¦c dwa nast¦puj¡ce podzbiory zbioru Θ
Θ0 = {ϕd(x) ∈ Θ: γ K ϕd(c) i δ 6M ϕd(d)}
oraz
Θ1 = {ϕd(x) ∈ Θ: γ 6K ϕd(c) i δ M ϕd(d)}.
Gdy zbiór Θ1 = ∅, otrzymamy γ K ∧Θ0(c). St¡d, jak ªatwo zauwa-
»y¢ γ K ∃y ∧Θ0(y). Ponadto δ 6M ∧Θ0(d) dla ka»dego d ∈ Mδ. To
oznacza, »e δ 6M ∃y ∧Θ0(y), co jest sprzeczne z naszym zaªo»eniem, gdy»
char(∃y ∧Θ0)  (→i+ j + k + 1,∀ j + k + 1,∃ k + 1).
Podobnie kiedy Θ0 = ∅, otrzymujemy γ 6K ∨Θ1(c). Poniewa» rozwa»ane
modele Kripkego speªniaj¡ LEM wzgl¦dem klasy Γ′, wi¦c w konsekwencji
γ′ 6K ∨Θ1(c) dla ka»dego punktu γ′ ­ γ. Zatem
∃c∈Kγ∀γ′­γ γ′ 6K
∨
Θ1(c).
A st¡d
γ K ∃y¬
∨
Θ1(y).
Dodatkowo δ M
∨
Θ1(d) dla wszystkich d ∈ Mδ. Wi¦c δ 6M ¬∨Θ1(d) dla
ka»dego d ∈Mδ. Zatem
δ 6M ∃y¬
∨
Θ1(y),
ale poniewa» char(∃y¬∨Θ1)  (→i+j+k+1,∀ j+k+1,∃ k+1), otrzymujemy
sprzeczno±¢ z zaªo»eniem.
Pozostaje rozwa»y¢ przypadek, gdy Θ0 6= ∅ oraz Θ1 6= ∅. Wówczas
γ K
∧
Θ0(c) i γ 6K
∨
Θ1(c).
Wobec zaªo»enia LEM otrzymamy
γ 6K ∀y(
∧
Θ0 →
∨
Θ1)(y).
Ponadto, dla ka»dego d ∈Mδ
δ 6M
∧
Θ0(d) lub δ M
∨
Θ1(d).
Korzystaj¡c z zaªo»enia dotycz¡cego LEM oraz CD dostaniemy
δ M ∀y(
∧
Θ0 →
∨
Θ1)(y).
Ale char
(
∀y(∧Θ0 → ∨Θ1))  (→i + j + k + 1,∀ j + k + 1,∃ k + 1), wi¦c
otrzymujemy sprzeczno±¢ z zaªo»eniem, »e (c; d) : γ ∼i,j,k+1 δ.
Rozdziaª 3
Bisymulacje modeli Kripkego dla
IQC+SN
Badaj¡c logiczn¡ równowa»no±¢ modeli Kripkego oraz szukaj¡c struktu-
ralnego opisu dla tego poj¦cia nasz¡ uwag¦ zwróciªo pewne rozszerzenie logiki
intuicjonistycznej. Mianowicie, w rozdziale tym bada¢ b¦dziemy intuicjoni-
styczn¡ logik¦ pierwszego rz¦du z siln¡ negacj¡.
3.1 Wprowadzenie do IQC+SN
Spójnik silnej negacji zostaª po raz pierwszy wprowadzony w [10] przez
Leonarda Nelsona w zwi¡zku z jego rozwa»aniami nad interpretacj¡ realizo-
walno±ci Kleenego. W tym samym czasie Andriej Markov pokazaª niezale»nie
w [8] i» intuicjonistyczna negacja mo»e by¢ zdefiniowana przy pomocy spój-
ników silnej negacji i implikacji. Nast¦pnie poj¦cie silnej negacji eksplorowaª
Nikolaj Vorob'ev. W [18] sformuªowaª on logik¦ zdaniow¡ z siln¡ negacj¡.
Natomiast Helena Rasiowa badaªa w [13] oraz [14] owe poj¦cie pod k¡tem
teorii krat.
Silna negacja jest negacj¡ znacznie ró»ni¡c¡ si¦ od intuicjonistycznej ne-
gacji. Dla przykªadu, w logice intuicjonistycznej formuªa ¬(ϕ∧ψ) nie poci¡ga
alternatywy formuª ¬ϕ lub ¬ψ. Ale je±li zast¡pi¢ intuicjonistyczn¡ negacj¦
spójnikiem silnej negacji uzyskamy równowa»no±¢ wspomnianych formuª.
Rozwa»my zbiór I = {∧,∨,→} spójników intuicjonistycznych oraz staª¡
⊥. Symbol ¬ nazywa¢ b¦dziemy negacj¡ intuicjonistyczn¡, uto»samiaj¡c skrót
¬ϕ z implikacj¡ ϕ → ⊥. Formuªy logiki intuicjonistycznej pierwszego rz¦du
budujemy jak poprzednio za pomoc¡ spójników zbioru I, staªej ⊥ oraz kwan-
tyfikatorów ∀, ∃. Nast¦pnie rozwa»my zbiórN = I∪{∼}. Symbol ∼ oznacza¢
b¦dzie jednoargumentowy spójnik zwany dalej siln¡ negacj¡. Formuªy intu-
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icjonistycznej logiki pierwszego rz¦du z siln¡ negacj¡ IQC+SN budowane s¡
w standardowy sposób przy u»yciu spójników zbioru N , staªej ⊥ oraz kwan-
tyfikatorów.
Intuicjonistyczny system dowodowy w stylu Hilberta dla logiki IQC+SN
otrzymujemy rozszerzaj¡c system hilbertowski dla logiki intuicjonistycznej.
Dodatkowe aksjomaty charakteryzuj¡ siln¡ negacj¦ ∼ w nast¦puj¡cy sposób,
1. ϕ→ (∼ ϕ→ ψ),
2. ∼ (ϕ ∧ ψ)↔∼ ϕ∨ ∼ ψ,
3. ∼ (ϕ ∨ ψ)↔∼ ϕ∧ ∼ ψ,
4. ∼ (ϕ→ ψ)↔ ϕ∧ ∼ ψ,
5. ∼∼ ϕ↔ ϕ,
6. ∼ ¬ϕ↔ ϕ,
7. ∼ ∀yϕ↔ ∃y ∼ ϕ,
8. ∼ ∃yϕ↔ ∀y ∼ ϕ.
Jak widzimy, przy pomocy spójnika silnej negacji kwantyfikatory ∀ oraz
∃ s¡ wzajemnie definiowalne. Dlatego te» nale»y okre±li¢ now¡ miar¦ zªo»o-
no±ci formuª, która to uwzgl¦dnia¢ b¦dzie spójnik implikacji, jeden z kwanty-
fikatorów oraz siln¡ negacj¦. Siln¡ charakterystyk¦ formuªy ϕ(x), s-char(ϕ),
definiujemy nast¦puj¡co:
• Je»eli ϕ jest formuª¡ atomow¡, to s-char(ϕ) = (∼0,→ 0,∀ 0).
Maj¡c dane formuªy ϕ1, ϕ2, niech s-char(ϕi) = (∼si,→ ti,∀wi) dla i = 1, 2.
Niech s = max(s1, s2), t = max(t1, t2) oraz w = max(w1, w2). Wówczas,
• Je»eli ϕ =∼ ϕ1, to s-char(ϕ) = (∼s1 + 1,→ t1,∀w1).
• Je»eli ϕ = ϕ1 ∧ ϕ2 lub ϕ = ϕ1 ∨ ϕ2, to s-char(ϕ) = (∼s,→ t,∀w).
• Je»eli ϕ = ϕ1 → ϕ2, to s-char(ϕ) = (∼s,→ t+ 1,∀w).
• Je»eli ϕ = ∀xϕ1, to s-char(ϕ) = (∼s1,→ t1,∀w1 + 1).
Semantyka Kripkego dla IQC+SN jest rozszerzeniem semantyki dla IQC
omówionej w rozdziale 2. Modelem Kripkego dla intuicjonistycznej logiki
pierwszego rz¦du z siln¡ negacj¡ nazywamy struktur¦
K =
〈
K,¬, {(Kα, V Pα , V Nα ) : α ∈ K}
〉
.
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Niepusty, cz¦±ciowo uporz¡dkowany zbiór K jest, jak poprzednio, zbiorem
elementów zwanych punktami. Do ka»dego punktu α ∈ K przyporz¡dkowany
jest niepusty zbiórKα zwany ±wiatem. Rol¦ sªabego homomorfizmu pomi¦dzy
dwoma dowolnymi ±wiatami peªni¢ b¦dzie relacja inkluzji. Zakªadamy wi¦c,
i»
α ¬ α′ ⇒ Kα ⊆ Kα′ .
W ±wiecie Kα definiowana jest interpretacja pozytywna V Pα oraz negatywna
V Nα symboli relacyjnych. Dla n-argumentowego predykatu R okre±lamy n-
argumentowe relacje RV
P
α i RV
N
α w Kα o nast¦puj¡cych wªasno±ciach,
1. RV
P
α ∩RV Nα = ∅,
2. α ¬ α′ ⇒ RV Pα ⊆ RV Pα′ ,
3. α ¬ α′ ⇒ RV Nα ⊆ RV Nα′ .
Maj¡c dany model Kripkego K interpretacje V P oraz V N rozszerzamy
indukcyjnie wzgl¦dem budowy formuªy na relacje wymuszania pozytywnego
P oraz negatywnego N . Rozwa»my punkt α ∈ K oraz ci¡g a := a1, . . . , an
elementów ±wiata Kα. Wówczas:
• α P R(a) ⇐⇒ a ∈ RV Pα dla dowolnego symbolu predykatywnego
R(x)
• α N R(a) ⇐⇒ a ∈ RV Nα dla dowolnego symbolu predykatywnego
R(x)
• α P (ϕ ∧ ψ)(a) ⇐⇒ α P ϕ(a) i α P ψ(a)
• α N (ϕ ∧ ψ)(a) ⇐⇒ α N ϕ(a) lub α N ψ(a)
• α P (ϕ ∨ ψ)(a) ⇐⇒ α P ϕ(a) lub α P ψ(a)
• α N (ϕ ∨ ψ)(a) ⇐⇒ α N ϕ(a) i α N ψ(a)
• α P (ϕ→ ψ)(a) ⇐⇒ ∀α′­α (α′ P ϕ(a) implikuje α′ P ψ(a))
• α N (ϕ→ ψ)(a) ⇐⇒ α P ϕ(a) i α N ψ(a)
• α P ¬ϕ(a) ⇐⇒ ∀α′­α α′ 6P ϕ(a)
• α N ¬ϕ(a) ⇐⇒ α P ϕ(a)
• α P∼ ϕ(a) ⇐⇒ α N ϕ(a)
• α N∼ ϕ(a) ⇐⇒ α P ϕ(a)
3.1. Wprowadzenie do IQC+SN 29
• α P ∃yϕ(a, y) ⇐⇒ α P ϕ(a, b) dla pewnego elementu b ∈ Kα
• α N ∃yϕ(a, y) ⇐⇒ ∀α′­α α′ N ϕ(a, b) dla wszystkich b ∈ Kα′
• α P ∀yϕ(a, y) ⇐⇒ ∀α′­α α′ P ϕ(a, b) dla wszystkich b ∈ Kα′
• α P ∀yϕ(a, y) ⇐⇒ α N ϕ(a, b) dla pewnego elementu b ∈ Kα
Zauwa»my, i» tak zdefiniowane relacje wymusznia s¡ monotoniczne w nast¦-
puj¡cym sensie
(α P ϕ(a) ∧ α′ ­ α) ⇒ α′ P ϕ(a),
(α N ϕ(a) ∧ α′ ­ α) ⇒ α′ N ϕ(a)
dla dowolnej formuªy ϕ(x). Ponadto, »adna formuªa ϕ(x) nie jest jednocze±nie
wymuszana w sposób pozytywny i negatywny.
Maj¡c dane dwa dowolne modele Kripkego K iM naturalnym zagadnie-
niem jest ich logiczna równowa»no±¢. Celem naszych bada« jest okre±lenie
kiedy punkty modelu K oraz punkty modelu M speªniaj¡ te same zbiory
formuª. Maj¡c na uwadze pozytywn¡ oraz negatywn¡ relacj¦ wymuszania,
rozwa»a¢ b¦dziemy logiczn¡ równowa»no±¢ punktów α ∈ K i β ∈ M w sen-
sie zarówno pozytywnym, jak i negatywnym. Relacj¦ ≡s,t,w definiujemy w
nast¦puj¡cy sposób:
α ≡s,t,w β ⇐⇒

(α P ϕ⇔ β P ϕ)
oraz
(α N ϕ⇔ β N ϕ)
dla wszystkich takich ϕ(x), »e s-char(ϕ)  (∼s,→ t,∀w). Aby upro±ci¢ zapis
powy»szej definicji b¦dziemy stosowa¢ notacj¦
α ≡s,t,w β ⇐⇒
(
α K ϕ⇔ β M ϕ
)
.
Punkty α oraz β b¦dziemy nazywa¢ równowa»nymi, zapisuj¡c α ≡ β, wtedy
i tylko wtedy, gdy α ≡s,t,w β dla wszystkich s, t, w ­ 0. Maj¡c dane ci¡gi a
oraz b elementów ±wiatów Kα i Mβ, odpowiednio, bazuj¡c na notacji teorio-
modelowej, zdefiniujemy
(α, a) ≡s,t,w (β, b) ⇐⇒
(
α K ϕ(a)⇔ β M ϕ(b)
)
dla wszystkich takich formuª ϕ(x), »e s-char(ϕ)  (∼s,→ t,∀w).
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3.2 Bisymulacje Modeli Kripkego dla IQC+SN
Celem znalezienia strukturalnego opisu dla logicznej równowa»no±ci mo-
deli Kripkego ponownie rozwa»ymy relacj¦ ograniczonej bisymulacji. Zanim
jednak przedstawimy definicj¦ bisymulacji, musimy zapozna¢ si¦ z poni»szymi
poj¦ciami.
Rozwa»my dwia dowolne ±wiaty A i B oraz ci¡gi a = a1, . . . , an i b =
b1, . . . , bn elementów tych ±wiatów, odpowiednio. Sko«czone odwzorowanie
(a; b) = {(a1, b1), . . . , (an, bn)} ⊆ A × B nazwiemy cz¦±ciowym P -izomorfiz-
mem pomi¦dzy ±wiatami A oraz B, gdy
A P ϕ(a) ⇐⇒ B P ϕ(b)
dla wszystkich formuª atomowych ϕ(x).
Odwzorowanie (a; b) nazwiemy z kolei cz¦±ciowym N-izomorfizmem po-
mi¦dzy ±wiatami A oraz B, gdy
A N ϕ(a) ⇐⇒ B N ϕ(b)
dla wszystkich formuª atomowych ϕ(x).
Teraz jeste±my ju» gotowi przedstawi¢ poj¦cie bisymulacji modeli Krip-
kego dla logiki intuicjonistycznej pierwszego rz¦du z siln¡ negacj¡. Tak jak w
przypadku logicznej równowa»no±ci, wyró»nia¢ b¦dziemy pozytywn¡ i nega-
tywn¡ cz¦±¢ bisymulacji. Dla ka»dego z fragmentów bisymulacji sformuªujemy
odpowiednie warunki, a peªny jej opis stanowi¢ b¦dzie ich para.
Rozwa»my dwa modele Kripkego K =
〈
K,¬, {(Kα, V Pα , V Nα ) : α ∈ K}
〉
i M =
〈
M,¬, {(Mβ, UPβ , UNβ ) : β ∈ M}
〉
oraz ich dowolne punkty α ∈ K
i β ∈ M . Niech pi przebiega przez wszystkie odwzorowania pomi¦dzy ±wia-
tami modelu K i ±wiatami modeluM, oraz niech s, t, w ­ 0. Wówczas ogra-
niczon¡ bisymulacj¡ pomi¦dzy modelami Kripkego K i M nazywamy par¦
∼ = {∼P ,∼N}, gdzie ∼P oraz ∼N s¡ 6-argumentowymi relacjami pomi¦dzy
pi, α, s, t, w, β. Oznaczaj¡c pi : α ∼Ps,t,w β b¡d¹ pi : α ∼Ns,t,w β, speªnione s¡
nast¦puj¡ce warunki:
(i) pi : α ∼P0,0,0 β =⇒ pi jest cz¦±ciowym P -izomorfizmem pomi¦dzy ±wia-
tami Kα i Mβ
(ii) pi : α ∼N0,0,0 β =⇒ pi jest cz¦±ciowym N -izomorfizmem pomi¦dzy ±wia-
tami Kα i Mβ
(iii) pi : α ∼Ps+1,t,w β =⇒ pi : α ∼Ns,t,w β
(iv) pi : α ∼Ns+1,t,w β =⇒ pi : α ∼Ps,t,w β
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(v) pi : α ∼Ps,t+1,w β =⇒ pi jest odwzorowaniem pomi¦dzy Kα i Mβ oraz
(→ -zig)P dla ka»dego α′ ­ α istnieje β′ ­ β takie, »e pi : α′ ∼Ps,t,w β′
(→ -zag)P dla ka»dego β′ ­ β istnieje α′ ­ α takie, »e pi : α′ ∼Ps,t,w β′
(vi) pi : α ∼Ns,t+1,w β =⇒ pi : α ∼Ps,t,w β oraz pi : α ∼Ns,t,w β
(vii) pi : α ∼Ps,t,w+1 β =⇒ pi jest odwzorowaniem pomi¦dzy Kα i Mβ oraz
(∀-zig)P dla ka»dego α′ ­ α i ka»dego a ∈ Kα′ istniej¡ β′ ­ β i b ∈ Mβ′
takie, »e pi ∪ {(a, b)} : α′ ∼Ps,t,w β′
(∀-zag)P dla ka»dego β′ ­ β i ka»dego b ∈ Mβ′ istniej¡ α′ ­ α i a ∈ Kα′
takie, »e pi ∪ {(a, b)} : α′ ∼Ps,t,w β′
(viii) pi : α ∼Ns,t,w+1 β =⇒ pi jest odwzorowaniem pomi¦dzy Kα i Mβ oraz
(∀-zig)N dla ka»dego elementu a ∈ Kα istnieje element b ∈ Mβ taki, »e
pi ∪ {(a, b)} : α ∼Ns,t,w β
(∀-zag)N dla ka»dego elementu b ∈ Mβ istnieje element a ∈ Kα taki, »e
pi ∪ {(a, b)} : α ∼Ns,t,w β
Powiemy, i» dowolne punkty α oraz β modeli Kripkego K i M, od-
powiednio, (s, t, w)-bisymuluj¡, zapisuj¡c α ∼s,t,w β, gdy istnieje relacja
∼ = {∼P ,∼N} oraz odwzorowanie pi, b¦d¡ce ±wiadkiem bisymulacji, takie,
»e pi : α ∼Ps,t,w β oraz pi : α ∼Ns,t,w β. Tak zdefiniowana relacja bisymulacji jest
domkni¦ta na operacj¦ sumy. St¡d te» ka»da bisymulacja jest skªadnikiem
pewnej bisymulacji maksymalnej. Mówimy, »e bisymulacja ∼ jest domkni¦ta
z doªu, gdy
(s′, t′, w′)  (s, t, w) =⇒ ∼s,t,w⊆∼s′,t′,w′ .
Tak wi¦c ka»da bisymulacja maksymalna jest domkni¦ta z doªu. Dla uprosz-
czenia naszych bada«, rozwa»a¢ b¦dziemy bisymulacje maksymalne.
Dalsze twierdzenia nakre±l¡ zwi¡zek pomi¦dzy relacj¡ ograniczonej bisy-
mulacji a logicznej równowa»no±ci modeli Kripkego.
Twierdzenie 3.1. Rozwa»my punkty α i β modeli Kripkego K orazM, odpo-
wiednio. Zaªó»my, »e s, t, w ­ 0, a (a; b) jest takim odwzorowaniem pomi¦dzy
±wiatami Kα i Mβ, »e dla pewnej bisymulacji maksymalnej ∼ = {∼P ,∼N}
mamy (a; b) : α ∼s,t,w β. Wówczas
(a; b) : α ∼Ps,t,w β =⇒ (α, a) ≡Ps,t,w (β, b)
oraz
(a; b) : α ∼Ns,t,w β =⇒ (α, a) ≡Ns,t,w (β, b).
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Dowód. Ustalmy punkty α i β modeli Kripkego K iM. Niech Kα i Mβ b¦d¡
±wiatami przypisanymi do tych punktów. Ustalmy ponadto ci¡gi a i b ele-
mentów ±wiatów Kα i Mβ, odpowiednio. Twierdzenie zostanie udowodnione
indukcyjnie wzgl¦dem silnej charakterystyki oraz zªo»ono±ci formuª.
(i) We¹my dowoln¡ formuª¦ ϕ(x) tak¡, »e s-char(ϕ) = (∼0,→ 0,∀ 0). Z
zaªo»enia (a; b) : α ∼P0,0,0 β, to znaczy odwzorowanie (a; b) jest cz¦±ciowym P -
izomorfizmem pomi¦dzy ±wiatami Kα i Mβ. Ponadto (a; b) : α ∼N0,0,0 β, wi¦c
(a; b) jest tak»e cz¦±ciowym N -izomorfizmem mi¦dzy Kα i Mβ. To znaczy,
α P ψ(a) ⇐⇒ β P ψ(b)
oraz
α N ψ(a) ⇐⇒ β N ψ(b)
dla wszystkich formuª atomowych ψ(x). Z kolei formuªa ϕ(x) jest ∧,∨-
kombinacj¡ pewnych formuª atomowych. St¡d te»
α P ϕ(a) ⇐⇒ β P ϕ(b)
oraz
α N ϕ(a) ⇐⇒ β N ϕ(b).
Rozwa»my teraz trójk¦ (∼s,→ t,∀w)  (∼0,→ 0,∀ 0) i zaªó»my, i» teza
twierdzenia zachodzi dla wszystkich trójek (∼s′,→ t′,∀w′) ≺ (∼s,→ t,∀w).
Niech (a; b) b¦dzie takim odwzorowaniem pomi¦dzy ±wiatami Kα i Mβ, »e
(a; b) : α ∼s,t,w β.
Ustalmy tak¡ formuª¦ ϕ(x), »e s-char(ϕ)  (∼s,→ t,∀w). Zauwa»my, i»
musimy jedynie rozwa»y¢ przypadki, gdy formuªa ϕ(x) jest postaci ∼ ψ(x),
(ψ1 → ψ2)(x) oraz ∀yψ(x, y).
(ii) Niech ϕ(x) =∼ ψ(x), gdzie s-char(ψ)  (∼s−1,→ t,∀w). Na pocz¡tek
zaªó»my, »e α P∼ ψ(a). Z definicji wymuszania
α P∼ ψ(a) ⇐⇒ α N ψ(a).
Z zaªo»enia (a; b) : α ∼Ps,t,w β, wi¦c (a; b) : α ∼Ns−1,t,w β. Korzystaj¡c z zaªo»e-
nia indukcyjnego dla ∼N , otrzymamy
β N ψ(b) ⇐⇒ β P∼ ψ(b).
Teraz zaªó»my, »e α N∼ ψ(a). Z definicji wymuszania
α N∼ ψ(a) ⇐⇒ α P ψ(a).
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Z zaªo»enia (a; b) : α ∼Ns,t,w β, wi¦c (a; b) : α ∼Ps−1,t,w β. Korzystaj¡c z zaªo»e-
nia indukcyjnego dla ∼P mamy
β P ψ(b) ⇐⇒ β N∼ ψ(b).
(iii) Niech teraz ϕ(x) = (ψ1 → ψ2)(x), gdzie s-char(ψ1), s-char(ψ2) 
(∼s,→ t− 1,∀w). Zaªó»my najpierw, »e
α P (ψ1 → ψ2)(a). (3.1)
Ustalmy dowolny punkt β′ ­ β taki, »e
β′ P ψ1(b).
Z warunku (→ -zag)P dla ka»dego punktu β′ ­ β istnieje punkt α′ ­ α taki,
»e (a; b) : α′ ∼Ps,t−1,w β′. Zatem z zaªo»enia indukcyjnego dla ∼P otrzymujemy
α′ P ψ1(a),
a z (3.1) tak»e
α′ P ψ2(a).
Korzystaj¡c ponownie z zaªo»enia indukcyjnego mamy
β′ P ψ2(b).
Wobec dowolno±ci punktu β′ ­ β otrzymujemy
β P (ψ1 → ψ2)(b).
Analogiczne rozumowanie z punktu β ∈ M do punktu α ∈ K przeprowa-
dzamy za pomoc¡ warunku (→ -zig)P .
Nast¦pnie zaªó»my, »e
α N (ψ1 → ψ2)(a).
To znaczy, i»
α P ψ1(a) oraz α N ψ2(a).
Z zaªo»enia (a; b) : α ∼Ns,t,w β, a wi¦c na mocy definicji ograniczonej bisy-
mulacji (a; b) : α ∼Ps,t−1,w β oraz (a; b) : α ∼Ns,t−1,w β. St¡d, oraz z zaªo»enia
indukcyjnego dla ∼P i ∼N , otrzymujemy
β P ψ1(b) oraz β N ψ2(b).
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A zatem
β N (ψ1 → ψ2)(b).
(iv) Na koniec rozwa»my przypadek, gdy formuªa ϕ(x) = ∀yψ(x, y), gdzie
s-char(ψ)  (∼s,→ t,∀w − 1). Zaªó»my, »e
α P ∀yψ(a, y). (3.2)
Ustalmy dowolny punkt β′ ­ β oraz element b ∈ Mβ′ . Warunek (∀-zag)P
mówi, i» dla ka»dego β′ ­ β i ka»dego b ∈ Mβ′ istniej¡ α′ ­ α i a ∈ Kα′
takie, »e
(a; b) ∪ {(a, b)} : α′ ∼Ps,t,w−1 β′.
W szczególno±ci, z (3.2) mamy
α′ P ψ(a, a).
A zatem, z zaªo»enia indukcyjnego dla ∼P , otrzymamy
β′ P ψ(b, b),
a st¡d
β P ∀yψ(b, y).
Analogicznie, wnioskowanie wychodz¡ce z punktu β ∈ M do punktu α ∈ K
uzasadniamy za pomoc¡ warunku (∀-zig)P .
Aby zako«czy¢ dowód zaªó»my, i»
α N ∀yψ(a, y).
To znaczy dla pewnego elementu a ∈ Kα mamy
α N ψ(a, a).
Warunek (∀-zig)N mówi, i»
∀a∈Kα∃b∈Mβ (a; b) ∪ {(a, b)} : α ∼Ns,t,w−1 β.
Zatem, korzystaj¡c z zaªo»enia indukcyjnego dla ∼N , dla pewnego elementu
b ∈Mβ otrzymujemy
β N ψ(b, b),
a st¡d
β N ∀yψ(b, y).
Tak jak poprzednio, nale»y jeszcze uwzgl¦dni¢ rozumowanie z punktu β ∈M
do punktu α ∈ K. Cel ten realizujemy korzystaj¡c z warunku (∀-zag)N .
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Wniosek 3.2. Rozwa»my punkty α i β modeli Kripkego K oraz M, odpo-
wiednio. Zaªó»my, »e s, t, w ­ 0, a (a; b) jest takim odwzorowaniem pomi¦-
dzy ±wiatami Kα i Mβ, »e dla pewnej bisymulacji ∼ = {∼P ,∼N} mamy
(a; b) : α ∼s,t,w β. Wówczas
(α, a) ≡s,t,w (β, b).
Naturalnym pytaniem jest czy implikacja odwrotna do powy»szej w Twier-
dzeniu 3.1 równie» zachodzi. Tak jak w Rozdziale 2 nale»y spodziewa¢ si¦
pewnych dodatkowych zaªo»e« dotycz¡cych modeli Kripkego. Na pocz¡tek,
sko«czon¡ sygnatur¦ j¦zyka b¦dziemy rozpatrywa¢ bez symboli funkcyjnych.
Ponadto, rozwa»a¢ b¦dziemy silnie sko«czone modele Kripkego. Zdefiniujmy
jeszcze poj¦cie sko«czonej N -nasycono±ci modeli Kripkego.
Definicja 3.3. Punkt αmodelu KripkegoK nazywamy sko«czenie N-nasyco-
nym wzgl¦dem klasy formuª Γ wtedy i tylko wtedy, gdy dla ka»dej pary
formuª ϕ(x), ψ(x) ∈ Γ, je±li istniej¡ model Kripkego M oraz taki punkt β
modeluM, »e
α ≡NΓ β,
a tak»e taki element b ∈Mβ, »e
β N ϕ(b) i β 6N ψ(b),
to istnieje wówczas taki element a ∈ Kα, »e
α N ϕ(a) i α 6N ψ(a).
Model Kripkego K b¦dziemy nazywa¢ sko«czenie N-nasyconym wzgl¦-
dem klasy formuª Γ, gdy wszystkie jego punkty s¡ sko«czenie N -nasycone
wzgl¦dem Γ.
Uwzgl¦dniaj¡c powy»sze zaªo»enia mo»emy udowodni¢ nast¦puj¡ce twier-
dzenie.
Twierdzenie 3.4. Rozwa»my silnie sko«czone modele Kripkego K i M.
Niech s, t, w ­ 0. Ponadto, niech K i M b¦d¡ modelami sko«czenie N-
nasyconymi wzgl¦dem klasy formuª
Γ = {ϕ(x) : s-char(ϕ)  (∼s+ t+ w,→ t+ w,∀w)}.
Rozwa»my dowolne punkty α i β modeli K i M, odpowiednio, oraz dowolne
ci¡gi a i b elementów ±wiatów Kα i Mβ, odpowiednio. Wówczas, je±li
(α, a) ≡Γ (β, b),
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to
(a; b) : α ∼s,t,w β
dla pewnej bisymulacji ∼.
Dowód. Ustalmy punkty α i β silnie sko«czonych modeli Kripkego K i M.
Niech Kα i Mβ b¦d¡ sko«czonymi ±wiatami przypisanymi do tych punktów.
Ustalmy ponadto ci¡gi a i b elementów ±wiatów Kα i Mβ, odpowiednio. Za-
kªadamy, i» (α, a) ≡Γ (β, b), to znaczy
α K ϕ(a) ⇐⇒ β M ϕ(b)
dla wszystkich takich formuª ϕ(x), »e s-char(ϕ)  (∼s+ t+ w,→ t+ w,∀w).
Ustalmy dowolne punkty γ ­ α oraz δ ­ β dost¦pne z α i β oraz dowolne ci¡gi
c i d elementów ±wiatów Kγ oraz Mδ, odpowiednio. Relacj¦ ∼ = {∼P ,∼N}
definiujemy dla 0 ¬ i ¬ s, 0 ¬ j ¬ t, 0 ¬ k ¬ w w nast¦puj¡cy sposób:
(c; d) : γ ∼Pi,j,k δ ⇐⇒ (γ P ϕ(c)⇔ δ P ϕ(d))
oraz
(c; d) : γ ∼Ni,j,k δ ⇐⇒ (γ N ϕ(c)⇔ δ N ϕ(d))
dla wszystkich takich formuª ϕ(x), »e s-char(ϕ)  (∼i + j + k,→ j + k,∀ k).
Indukcyjnie wzgl¦dem i, j, k udowodnimy i» ∼ {∼P ,∼N} jest ograniczon¡
bisymulacj¡.
(i) Na pocz¡tek zaªó»my, »e (c; d) : γ ∼P0,0,0 δ.To znaczy
γ P φ(c) ⇐⇒ δ P φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼0,→ 0,∀ 0). W szczegól-
no±ci dla dowolnej formuªy atomowej ψ(x) mamy
γ P ψ(c) ⇐⇒ δ P ψ(d),
co oznacza, »e odwzorowanie (c; d) jest cz¦±ciowym P -izomorfizmem pomi¦-
dzy strukturami Kγ i Mδ.
(ii) Zaªó»my, »e (c; d) : γ ∼N0,0,0 δ. To znaczy
γ N φ(c) ⇐⇒ δ N φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼0,→ 0,∀ 0). W szczegól-
no±ci dla dowolnej formuªy atomowej ψ(x) mamy
γ N ψ(c) ⇐⇒ δ N ψ(d),
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co oznacza, »e odwzorowanie (c; d) jest cz¦±ciowym N -izomorfizmem pomi¦-
dzy strukturami Kγ i Mδ.
Nast¦pnie zakªadamy, i» teza twierdzenia zachodzi dla pewnych (i, j, k) 
(∼0,→ 0,∀ 0).
(iii) Dla i < s, j ¬ t, k ¬ w zaªó»my, »e (c; d) : γ ∼Pi+1,j,k δ, to znaczy
γ P φ(c) ⇐⇒ δ P φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+j+k+1,→ j+k,∀ k).
Aby wykaza¢, i» (c; d) : γ ∼Ni,j,k δ przypu±¢my nie wprost istnienie takiej
formuªy ϕ(x), »e s-char(ϕ)  (∼i+ j + k,→ j + k,∀ k) oraz
γ N ϕ(c) i δ 6N ϕ(d)
lub
γ 6N ϕ(c) i δ N ϕ(d).
Korzystaj¡c z definicji relacji wymuszania dostaniemy
γ P∼ ϕ(c) i δ 6P∼ ϕ(d)
lub
γ 6P∼ ϕ(c) i δ P∼ ϕ(d).
Poniewa» s-char(∼ ϕ)  (∼i+j+k+1,→ j+k,∀ k), otrzymali±my sprzeczno±¢
z zaªo»eniem, i»
γ P φ(c) ⇐⇒ δ P φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+j+k+1,→ j+k,∀ k).
(iv) Nast¦pnie dla i < s, j ¬ t, k ¬ w zakªadamy, »e (c; d) : γ ∼Ni+1,j,k δ,
to znaczy
γ N φ(c) ⇐⇒ δ N φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+j+k+1,→ j+k,∀ k).
Aby wykaza¢, i» tak»e (c; d) : γ ∼Pi,j,k δ przypu±¢my, »e istnieje taka formuªa
ψ(x), »e s-char(ψ)  (∼i+ j + k,→ j + k,∀ k) oraz
γ P ψ(c) i δ 6P ψ(d)
lub
γ 6P ψ(c) i δ P ψ(d).
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Korzystaj¡c ponownie z definicji wymuszania dostaniemy
γ N∼ ψ(c) i δ 6N∼ ψ(d)
lub
γ 6N∼ ψ(c) i δ N∼ ψ(d).
Zauwa»my, »e s-char(∼ ψ)  (∼i+ j+k+ 1,→ j+k,∀ k). A zatem, ponownie
otrzymali±my sprzeczno±¢ z zaªo»eniem, zgodnie z którym
γ N φ(c) ⇐⇒ δ N φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+j+k+1,→ j+k,∀ k).
(v) Dla i ¬ s, j < t, k ¬ w zaªó»my, »e (c; d) : γ ∼Pi,j+1,k δ. Czyli
γ P φ(c) ⇐⇒ δ P φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+j+k+1,→ j+k+1,∀ k).
Zweryfikujemy wªasno±¢ (→ -zig)P . Nale»y wi¦c pokaza¢, »e
∀γ′ ­ γ ∃δ′ ­ δ
(
γ′ P ϕ(c) ⇐⇒ δ′ P ϕ(d)
)
dla wszystkich formuª ϕ(x), dla których s-char(ϕ)  (∼i+ j+ k,→ j+ k,∀ k).
Przypu±¢my nie wprost, i» istnieje taki punkt γ′ ­ γ, »e dla ka»dego
punktu δ′ ­ δ znajdziemy tak¡ formuª¦ ϕδ′(x), »e s-char(ϕδ′)  (∼i + j +
k,→ j + k,∀ k) oraz
(γ′ P ϕδ′(c) i δ′ 6P ϕδ′(d))
lub
(γ′ 6P ϕδ′(c) i δ′ P ϕδ′(d)).
Oznaczmy przez Θ zbiór wszystkich formuª ϕδ′(x) wybranych w powy»szy
sposób. Poniewa» punkty δ′ ­ δ przebiegaj¡ sko«czony model KripkegoM,
wi¦c zbiór Θ tak»e jest sko«czony. Rozwa»my dwa nast¦puj¡ce podzbiory
zbioru Θ,
Θ0 = {ϕδ′(x) ∈ Θ: γ′ P ϕδ′(c) i δ′ 6P ϕδ′(d)}
oraz
Θ1 = {ϕδ′(x) ∈ Θ: γ′ 6P ϕδ′(c) i δ′ P ϕδ′(d)}.
Zauwa»my, »e zbiory Θ0 oraz Θ1 nie mog¡ by¢ jednocze±nie puste. Rozwa»my
najpierw przypadek, gdy Θ1 = ∅. Wówczas, jak ªatwo zauwa»y¢
γ′ P
∧
Θ0(c).
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A wi¦c
γ 6P ¬∧Θ0(c).
Ponadto dla wszystkich δ′ ­ δ
δ′ 6P ∧Θ0(d).
To znaczy, »e
δ P ¬∧Θ0(d),
co jest sprzeczne z naszym zaªo»eniem, gdy» s-char(¬∧Θ0)  (∼i+ j + k +
1,→ j + k + 1,∀ k).
Natomiast, gdy Θ0 = ∅, otrzymujemy
γ′ 6P ∨Θ1(c).
St¡d
γ 6P ∨Θ1(c).
Dodatkowo
δ′ P
∨
Θ1(d)
dla wszystkich δ′ ­ δ. Wi¦c, w szczególno±ci,
δ P
∨
Θ1(d).
Ale poniewa» s-char(
∨
Θ1)  (∼i + j + k + 1,→ j + k + 1,∀ k), otrzymujemy
natychmiast sprzeczno±¢ z zaªo»eniem.
Pozostaje rozwa»y¢ przypadek, gdy Θ0 6= ∅ oraz Θ1 6= ∅. Zauwa»my, »e
γ′ P
∧
Θ0(c) i γ′ 6P
∨
Θ1(c) (3.3)
oraz
δ′ 6P ∧Θ0(d) lub δ′ P ∨Θ1(d) (3.4)
dla wszystkich δ′ ­ δ. Rozwa»my wi¦c formuª¦ (∧Θ0 → ∨Θ1)(x). Zauwa»my
najpierw, »e s-char
(∧
Θ0 → ∨Θ1)  (∼i+ j+ k+ 1,→ j+ k+ 1,∀ k). Z (3.3)
otrzymujemy
γ 6P (∧Θ0 →∨Θ1)(c),
natomiast z (3.4)
δ P (
∧
Θ0 →
∨
Θ1)(d),
co jest sprzeczne z zaªo»eniem, i»
γ P φ(c) ⇐⇒ δ P φ(d)
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dla wszystkich formuª φ(x), dla których s-char(φ)  (∼i + j + k + 1,→ j +
k + 1,∀ k).
(vi) Nast¦pnie dla i ¬ s, j < t, k ¬ w zaªó»my, »e (c; d) : γ ∼Ni,j+1,k δ, to
znaczy
γ N φ(c) ⇐⇒ δ N φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+ j + k + 1,→ j + k +
1,∀ k) Nale»y wykaza¢, »e (c; d) : γ ∼Pi,j,k δ oraz (c; d) : γ ∼Ni,j,k δ. Najpierw
przypu±¢my nie wprost, i» istnieje takia formuªa ϕ′(x), »e s-char(ϕ′)  (∼i+
j + k,→ j + k,∀ k) oraz
γ P ϕ′(c) i δ 6P ϕ′(d)
lub
γ 6P ϕ′(c) i δ P ϕ′(d).
Wówczas, korzystaj¡c z definicji wymuszania, otrzymamy
γ N ¬ϕ′(c) i δ 6N ¬ϕ′(d)
lub
γ 6N ¬ϕ′(c) i δ N ¬ϕ′(d).
Poniewa» s-char(¬ϕ′)  (∼i+j+k+1,→ j+k+1,∀ k), otrzymali±my sprzecz-
no±¢ z zaªo»eniem, i»
γ N φ(c) ⇐⇒ δ N φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+j+k+1,→ j+k+1,∀ k).
Nast¦pnie przypu±¢my, i» istnieje taka formuªa ψ′(x), »e s-char(ψ′) 
(∼i+ j + k,→ j + k,∀ k) oraz
γ N ψ′(c) i δ 6N ψ′(d)
lub
γ 6N ψ′(c) i δ N ψ′(d).
Korzystaj¡c ponownie z definicji wymuszania dostaniemy
γ P∼ ψ′(c) i δ 6P∼ ψ′(d)
lub
γ 6P∼ ψ′(c) i δ P∼ ψ′(d).
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A st¡d
γ N ¬ ∼ ψ′(c) i δ 6N ¬ ∼ ψ′(d)
lub
γ 6N ¬ ∼ ψ′(c) i δ N ¬ ∼ ψ′(d).
A zatem, ponownie otrzymali±my sprzeczno±¢ z zaªo»eniem, gdy» s-char(¬ ∼
ψ′)  (∼i+ j + k + 1,→ j + k + 1,∀ k).
(vii) Dla i ¬ s, j ¬ t, k < w zaªó»my, »e (c; d) : γ ∼Pi,j,k+1 δ, tzn.
γ P φ(c) ⇐⇒ δ P φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i+ j + k + 1,→ j + k +
1,∀ k + 1). Aby zweryfikowa¢ wªasno±¢ (∀-zig)P , wystarczy pokaza¢, »e dla
ka»dego punktu γ′ ­ γ i ka»dego elementu c ∈ Kγ′ istniej¡ punkt δ′ ­ δ oraz
element d ∈Mδ′ takie, »e
γ′ K ϕ(c, c) ⇐⇒ δ′ M ϕ(d, d)
dla wszystkich takich formuª ϕ(x), »e s-char(ϕ)  (∼i + j + k,→ j + k,∀ k).
Dla uproszczenia b¦dziemy pomija¢ parametry c i d.
Przypu±¢my nie wprost, i» istnieje taki punkt γ′ ­ γ i taki element c ∈
Kγ′ , »e dla ka»dego punkt δ′ ­ δ oraz ka»dego elementu d ∈Mδ′ istnieje taka
formuªa ϕδ′,d(x), »e s-char(ϕδ′,d)  (∼i+ j + k,→ j + k,∀ k) oraz
(γ′ P ϕδ′,d(c) i δ′ 6P ϕδ′,d(d))
lub
(γ′ 6P ϕδ′,d(c) i δ′ P ϕδ′,d(d)).
Jak poprzednio, przez Θ oznaczamy zbiór wszystkich formuª ϕδ′,d(x),
które zostaªy wybrane w powy»szy sposób. Poniewa» punkty δ′ ­ δ oraz
elementy d przebiegaj¡, odpowiednio, sko«czony model Kripkego M oraz
sko«czon¡ struktur¦ Mδ′ , wi¦c zbiór Θ tak»e jest sko«czony. Rozwa»my dwa
nast¦puj¡ce podzbiory zbioru Θ,
Θ0 = {ϕδ′,d(x) ∈ Θ: γ′ P ϕδ′,d(c) i δ′ 6P ϕδ′,d(d)}
oraz
Θ1 = {ϕδ′,d(x) ∈ Θ: γ′ 6P ϕδ′,d(c) i δ′ P ϕδ′,d(d)}.
Najpierw rozwa»my przypadek, gdy Θ1 = ∅. Wówczas
γ′ P
∧
Θ0(c).
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St¡d, jak ªatwo zauwa»y¢
γ′ 6P ¬∧Θ0(c).
Poniewa» punkt γ′ ­ γ oraz element c ∈ Kγ′ byªy ustalone, wi¦c otrzymu-
jemy
γ 6P ∀x¬θ(x).
Ponadto, dla ka»dego δ′ ­ δ oraz ka»dego d ∈Mδ′ mamy
δ′ 6P ∧Θ0(d),
co oznacza, »e
δ′ P ¬∧Θ0(d)
dla ka»dego punktu δ′ ­ δ oraz ka»dego elementu d ∈Mδ′ . A zatem
δ P ∀x¬
∧
Θ0(x),
co jest sprzeczne z naszym zaªo»eniem, gdy» s-char(∀x¬∧Θ0)  (∼i + j +
k + 1,→ j + k + 1,∀ k + 1).
Natomiast kiedy Θ0 = ∅, otrzymujemy
γ′ 6P ∨Θ1(c).
A st¡d
γ 6P ∀x
∨
Θ1(x).
Dodatkowo dla wszystkich δ′ ­ δ oraz wszystkich d ∈Mδ′
δ′ P
∨
Θ1(d).
Wi¦c
δ P ∀x
∨
Θ1(x).
Ale poniewa» s-char(∀x∨Θ1)  (∼i+j+k+1,→ j+k+1,∃ k+1), otrzymujemy
sprzeczno±¢ z zaªo»eniem.
Tak jak w poprzedniej cz¦±ci dowodu, pozostaje rozwa»y¢ przypadek, gdy
Θ0 6= ∅ oraz Θ1 6= ∅. Poniewa»
γ′ P
∧
Θ0(c) i γ′ 6P
∨
Θ1(c),
otrzymujemy
γ 6P ∀y(
∧
Θ0 →
∨
Θ1)(y).
Ponadto, dla ka»dego punktu δ′ ­ δ oraz ka»dego d ∈Mδ′
δ′ 6P ∧Θ0(d) lub δ′ P ∨Θ1(d),
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wi¦c otrzymujemy
δ P ∀y(
∧
Θ0 →
∨
Θ1)(y).
Ale s-char
(
∀y(∧Θ0 → ∨Θ1))  (∼i + j + k + 1,→ j + k + 1,∀ k + 1), wi¦c
otrzymujemy sprzeczno±¢ z zaªo»eniem, »e (c; d) : γ ∼i,j,k+1 δ.
(viii) Aby zako«czy¢ dowód, dla i ¬ s, j ¬ t, k < w, zaªó»my, »e (c; d) :
γ ∼Ni,j,k+1 δ, tzn.
γ N φ(c) ⇐⇒ δ N φ(d)
dla wszystkich takich formuª φ(x), »e s-char(φ)  (∼i + j + k + 1,→ j +
k + 1,∀ k + 1). Nale»y jeszcze zweryfikowa¢ wªasno±¢ (∀-zig)N . Musimy wi¦c
pokaza¢, »e
∀c ∈ Kγ ∃d ∈Mδ
(
γ N ϕ(c, c) ⇐⇒ δ N ϕ(d, d)
)
dla wszystkich takich formuª ϕ(x), »e s-char(ϕ)  (∼i + j + k,→ j + k,∀ k).
Ponownie, dla uproszczenia b¦dziemy pomija¢ parametry c i d.
Przypu±¢my nie wprost, i» istnieje taki element c ∈ Kγ, »e dla ka»dego
elementu d ∈ Mδ istnieje taka formuªa ψd(x), »e s-char(ψd)  (∼i + j +
k,→ j + k,∀ k) oraz
(γ N ψd(c) i δ 6N ψd(d))
lub
(γ 6N ψd(c) i δ N ψd(d)).
Niech Λ b¦dzie zbiorem wszystkich takich formuª ψd(x). Z zaªo»enia kla-
syczna struktura Mδ jest sko«czona, wi¦c zbiór Λ tak»e jest sko«czony. Roz-
wa»my wi¦c dwa nast¦puj¡ce podzbiory zbioru Λ,
Λ0 = {ψd(x) ∈ Λ: γ N ψd(c) i δ 6N ψd(d)}
oraz
Λ1 = {ψd(x) ∈ Λ: γ 6N ψd(c) i δ N ψd(d)}.
Dodatkowo, zdefiniujmy nast¦puj¡ce podzbiory struktury Mδ
S0 = {d ∈Mδ : ψd ∈ Λ0},
S1 = {d ∈Mδ : ψd ∈ Λ1}.
Zauwa»my najpierw, »e dla dowolnego elementu d ∈Mδ
d ∈ S0 ⇐⇒ δ 6N
∨
Λ0(d) (3.5)
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oraz
d ∈ S1 ⇐⇒ δ N
∧
Λ1(d). (3.6)
Zwró¢my jeszcze uwag¦, i» zgodnie z zaªo»eniem S0 ∪ S1 = Mδ.
W przypadku, gdy Λ1 = ∅ otrzymamy
γ N
∨
Λ0(c).
A st¡d
γ N ∀x
∨
Λ0(x).
Ponadto, dla ka»dego elementu d ∈Mδ
δ 6N ∨Λ0(d).
Zatem
δ 6N ∀x
∨
Λ0(x).
Zauwa»my, i» s-char(∀x∨Λ0)  (∼i+ j + k + 1,→ j + k + 1,∃ k + 1), co daje
sprzeczno±¢ z zaªo»eniem, i» (c; d) : γ ∼i,j,k+1 δ.
W przypadku, gdy Λ0 = ∅ otrzymamyMδ = S1. Przez χ(x) ∈ Γ oznaczmy
dowoln¡ formuª¦ obalan¡ w intuicjonistycznej logice predykatów z siln¡ ne-
gacj¡. Wówczas
γ N χ(c) i γ 6N ∧Λ1(c).
Z zaªo»enia γ ≡i+j+k+1,j+k+1,k+1 δ. A poniewa» punkt δ jest sko«czenie N -
nasycony wzgl¦dem Γ, istnieje wi¦c taki element d ∈Mδ, »e
δ N χ(d) i δ 6N ∧Λ1(d).
A zatem, z (3.6), otrzymujemy d /∈ S1 = Mδ, co daje sprzeczno±¢.
Na koniec rozwa»my przypadek, gdy Λ0 6= ∅ oraz Λ1 6= ∅. Wtedy
γ N
∨
Λ0(c) i γ 6N
∧
Λ1(c).
Z zaªo»enia γ ≡i+j+k+1,j+k+1,k+1 δ. Dodatkowo s-char(∨Λ0), s-char(∧Λ1) 
(∼i+j+k,→ j+k,∀ k), czyli
∨
Λ0,
∧
Λ1 ∈ Γ. Poniewa» punkt δ jest sko«czenie
N -nasycony wzgl¦dem Γ, istnieje taki element d ∈Mδ, »e
δ N
∨
Λ0(d) i δ 6N
∧
Λ1(d).
Zatem, z (3.5) oraz (3.6), otrzymujemy
d /∈ S0 i d /∈ S1.
St¡d S0 ∪ S1 6= Mδ, co jest sprzeczne z naszym zaªo»eniem.
Rozdziaª 4
Gry dla modeli Kripkego dla IQC
Kolejnym krokiem w badaniach nad ograniczon¡ bisymulacj¡ modeli Krip-
kego jest przedstawienie tego poj¦cia w j¦zyku teorii gier. W tym celu zapre-
zentujemy definicj¦ gry na modelach Kripkego dla IQC.
4.1 Wprowadzenie poj¦cia gry
Zanim przedstawimy definicj¦ gry, nale»y zaznajomi¢ si¦ z poj¦ciem kon-
figuracji odgrywaj¡cym wa»n¡ rol¦ w dalszych rozwa»aniach. Niech K i M
b¦d¡ dowolnymi modelami Kripkego dla IQC. Rozwa»my punkty α ∈ K
oraz β ∈ M tych modeli, odpowiednio, oraz relacj¦ (ewentualnie pust¡)
pi ⊆ Kα ×Mβ. Ponadto, niech i, j, k ­ 0. Wówczas konfiguracj¡ nazywamy
nast¦puj¡cy ukªad
(α, β, pi, i, j, k).
Je±li i = j = k = 0 konfiguracj¦ nazywamy ko«cow¡ i oznaczymy w skrócie
(α, β, pi). Mówimy, »e konfiguracja (α′, β′, pi′, i′, j′, k′) wynika z konfiguracji
(α, β, pi, i, j, k), gdy α ¬f α′, β ¬g β′, pi ⊆ pi′ oraz (i, j, k)  (i′, j′, k′).
Teraz jeste±my gotowi wprowadzi¢ gªówne poj¦cie tego rozdziaªu. Ustalmy
p, q, r ­ 0. Przedstawimy definicj¦ gry na modelach Kripkego K i M o kon-
figuracji pocz¡tkowej P = (α0, β0, pi0, p, q, r), któr¡ b¦dziemy oznacza¢ sym-
bolem GP (K,M).
Na pocz¡tku gry rozwa»amy dwa punkty α0 oraz β0 modeli Kripkego K
iM, odpowiednio. Ustalone jest tak»e odwzorowanie pi0 = (a; b), gdzie a i b
s¡ ci¡gami elementów struktur Kα0 iMβ0 , odpowiednio. Gra rozgrywana jest
pomi¦dzy dwoma graczami, ∀BELARDEM i ∃LOISE, którzy graj¡ naprze-
miennie. Dost¦pne s¡ trzy rodzaje ruchów, a liczba wyst¡pie« ka»dego z nich
okre±lona jest przez trójk¦ (p, q, r) z konfiguracji pocz¡tkowej P . ∀BELARD
zawsze wykonuje pierwszy ruch danej rozgrywki. Najpierw wybiera on model
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Kripkego K lubM, a nast¦pnie albo ±wiat tego modelu, albo element ±wiata,
albo te» ±wiat i element do niego nale»¡cy. Nast¦pnie ∃LOISE musi wykona¢
analogiczny ruch w drugim modelu Kripkego. Nale»y tutaj zaznaczy¢, i» w
ka»dym z modeli mo»liwy jest wybór jedynie tych ±wiatów, które dost¦pne s¡
ze ±wiata aktualnego. Ponadto, ka»dy z graczy ma peªn¡ informacj¦ o histo-
rii ruchów wykonanych do tej pory, zarówno swoich jak i oponenta. Stosuj¡c
terminologi¦ teorii gier, jest to gra z doskonaª¡ informacj¡. Podczas gry od-
wzorowanie pi0 jest rozszerzane poprzez dodanie nowych par elementów oraz
przeniesienie do innych ±wiatów przy pomocy odpowiednich morfizmów.
Przyst¡pimy teraz do dokªadnego opisu dopuszczalnych w grze ruchów.
Na pocz¡tku rozgrywki mamy ustalon¡ konfiguracj¦ pocz¡tkow¡ (α0, β0, pi0,
p, q, r). Zaªó»my, i» bie»¡c¡ konfiguracj¡ rozgrywki jest
(α, β, pi, i, j, k).
Na tym etapie ∀BELARD mo»e wykona¢ jeden z nast¦puj¡cych ruchów,
• Typ →
∀BELARD wybiera model Kripkego K oraz taki punkt α′, »e α ¬f α′;
∃LOISE musi odpowiedzie¢ wyborem takiego punktu β′ modeluM, »e
β ¬g β′. Lub te» ∀BELARD wybiera model KripkegoM oraz punkt β′
taki, »e β ¬g β′; ∃LOISE musi odpowiedzie¢ wyborem takiego punktu
α′ modelu K, »e α ¬f α′.
Po tym ruchu now¡ konfiguracj¡ jest (α′, β′, pif,g, i− 1, j, k).
• Typ ∀
∀BELARD wybiera model K, punkt α′ taki, »e α ¬f α′ oraz element
a ∈ Kα′ ; ∃LOISE odpowiada wybieraj¡c taki punktu β′ modeluM, »e
β ¬g β′ oraz element b ∈ Mβ′ . Lub te» ∀BELARD wybiera modelM,
punkt β′ taki, »e β ¬g β′ oraz element b ∈ Mβ′ ; ∃LOISE odpowiada
wybieraj¡c taki punktu α′ modelu K, »e α ¬f α′ oraz element a ∈ Kα′ .
Po tym ruchu now¡ konfiguracj¡ jest (α′, β′, pif,g ∪ {(a, b)}, i, j − 1, k).
• Typ ∃
∀BELARD wybiera model K oraz element a ∈ Kα; ∃LOISE odpowiada
wybieraj¡c modelM oraz element b ∈Mβ. Lub te» ∀BELARD wybiera
modelM oraz element b ∈Mβ; ∃LOISE odpowiada wybieraj¡c model
K oraz element a ∈ Kα.
Po tym ruchu now¡ konfiguracj¡ jest (α, β, pi ∪ {(a, b)}, i, j, k − 1).
Podczas gry GP (K,M) o konfiguracji pocz¡tkowej P = (α0, β0, pi0, p, q, r)
ka»dy z graczy wykonuje dokªadnie p ruchów typu →, q ruchów typu ∀ oraz
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r ruchów typu ∃. Konfiguracja ko«cowa gry jest wówczas postaci (α∗, β∗, pi∗).
Mówimy, »e ∃LOISE wygrywa gr¦, gdy odwzorowanie pi∗ : Kα∗ → Mβ∗ jest
cz¦±ciowym izomorfizmem pomi¦dzy klasycznymi strukturami Kα∗ i Mβ∗ . W
przeciwnym razie mówimy, »e ∀BELARD wygrywa gr¦. B¦dziemy te» mówi¢,
»e gracz posiada strategi¦ wygrywaj¡c¡ w grze, je±li, przestrzegaj¡c wskazanej
strategii, gracz ten wygrywa ka»d¡ rozgrywk¦.
4.2 Bisymulacje a Gry Modeli Kripkego
Ustalimy teraz relacj¦ ª¡cz¡c¡ poj¦cie gry GP (K,M) z poj¦ciem bisy-
mulacji modeli Kripkego K orazM. Mianowicie, poka»emy i» istnieje ±cisªa
zale»no±¢ pomi¦dzy bisymulacj¡ a strategi¡ wygrywaj¡c¡ dla ∃LOISE.
Lemat 4.1. Je±li ∃LOISE posiada strategi¦ wygrywaj¡c¡ w grze GP (K,M)
o konfiguracji pocz¡tkowej P = (α0, β0, pi0, p, q, r), to wówczas istnieje taka
bisymulacja ∼ modeli Kripkego K orazM, »e
pi0 : α0 ∼p,q,r β0.
Dowód. Oznaczmy przez W zbiór wszystkich konfiguracji wyst¦puj¡cych w
strategii wygrywaj¡cej dla ∃LOISE. Z zaªo»enia zbiórW jest niepusty. Ustal-
my dowolne punkty α ­ α0 oraz β ­ β0 modeli Kripkego K iM, odpowied-
nio, oraz odwzorowanie pi ⊆ Kα ×Mβ. Relacj¦ ∼ definiujemy dla 0 ¬ i ¬ p,
0 ¬ j ¬ q, 0 ¬ k ¬ r w nast¦puj¡cy sposób,
pi : α ∼i,j,k β ⇐⇒ (α, β, pi, i, j, k) ∈ W . (4.1)
Poka»emy, »e tak okre±lona relacja ∼ jest (p, q, r)-bisymulacj¡.
(i) Zaªó»my najpierw, »e pi : α ∼0,0,0 β. Z definicji (4.1) wynika, »e (α, β, pi)
jest konfiguracj¡ ko«cow¡ w grze wygranej przez ∃LOISE. Zatem, z defini-
cji gry GP (K,M), pi jest cz¦±ciowym izomorfizmem pomi¦dzy klasycznymi
strukturami Kα i Mβ.
(ii) Nast¦pnie zaªó»my, »e
pi : α ∼i+1,j,k β.
Wówczas konfiguracja
(α, β, pi, i+ 1, j, k) (4.2)
jest jedn¡ z konfiguracji strategii wygrywaj¡cej ∃LOISE. Zweryfikujemy wa-
runek (→ -zig). Ustalmy wi¦c dowolny punkt α′ modelu K taki, »e α ¬f
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α′. Tak wybrany punkt mo»emy uwa»a¢ za ruch typu → wykonany przez
∀BELARDA przy konfiguracji (4.2). Na podstawie swojej strategii wygrywa-
j¡cej ∃LOISE potrafi wybra¢ taki punkt β′ modeluM, »e β ¬g β′ oraz
(α′, β′, pif,g, i, j, k) ∈ W .
Powoªuj¡c si¦ na (4.1) otrzymamy
pif,g : α′ ∼i,j,k β′,
wi¦c warunek (→ -zig) jest speªniony.
(iii) Zweryfikujemy teraz warunek (∀-zig). Zaªó»my, »e
pi : α ∼i,j+1,k β.
Wówczas konfiguracja
(α, β, pi, i, j + 1, k) (4.3)
wyst¦puje w strategii wygrywaj¡cej dla ∃LOISE. Ustalmy teraz taki punkt
α′ modelu K, »e α ¬f α′ oraz element a ∈ Kα′ . Tak wybrany punkt α′
i element a ∈ Kα′ mo»emy rozwa»a¢ jako ruch typu ∀ wykonany przez
∀BELARDA przy konfiguracji (4.3). Korzystaj¡c ze swojej strategii wygry-
waj¡cej, ∃LOISE mo»e wybra¢ taki punkt β ¬g β′ modeluM oraz element
b ∈Mβ′ , »e
(α′, β′, pif,g ∪ {(a, b)}, i, j, k) ∈ W .
A zatem, z (4.1), otrzymamy
pif,g ∪ {(a, b)} : α′ ∼i,j,k β′,
co pokazuje, i» warunek (∀-zig) jest speªniony.
(iv) Na zako«czenie zaªó»my, »e
pi : α ∼i,j,k+1 β.
To znaczy, »e konfiguracja
(α, β, pi, i, j, k + 1) (4.4)
jest jedn¡ z konfiguracji strategii wygrywaj¡cej ∃LOISE. Zweryfikujemy wa-
runek (∃-zig). Ustalmy dowolny element a ∈ Kα. Element ten mo»emy uwa-
»a¢ za ruch typu ∃ wykonany przez ∀BELARDA przy konfiguracji (4.4).
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Wówczas, zgodnie ze swoj¡ strategi¡ wygrywaj¡c¡, ∃LOISE potrafi wybra¢
taki element b ∈Mβ, »e
(α, β, pi ∪ {(a, b)}, i, j, k) ∈ W .
Z (4.1) otrzymamy wówczas
pi ∪ {(a, b)} : α ∼i,j,k β,
co pokazuje, i» warunek (∃-zig) jest speªniony.
Lemat 4.2. Rozwa»my punkty α0 i β0 modeli Kripkego K iM, odpowiednio.
Niech pi0 b¦dzie odwzorowaniem pomi¦dzy strukturami Kα0 i Mβ0. Zaªó»my,
»e pi0 : α0 ∼p,q,r β0 dla pewnej bisymulacji ∼. Wówczas ∃LOISE posiada
strategi¦ wygrywaj¡c¡ w dowolnej grze GP (K,M) o konfiguracji pocz¡tkowej
P = (α0, β0, pi0, p, q, r).
Dowód. Oznaczmy przez S zbiór wszystkich takich konfiguracji, »e
(α, β, pi, i, j, k) ∈ S ⇐⇒ pi : α ∼i,j,k β.
Okre±limy teraz strategi¦ wygrywaj¡c¡ dla ∃LOISE w grze GP (K,M). Mia-
nowicie, ∃LOISE musi odpowiada¢ na ruchy ∀BELARDA w ten sposób, aby
ka»da z konfiguracji rozgrywki byªa elementem zbioru S.
Poka»emy najpierw, »e ∃LOISE potrafi zawsze wykona¢ ruch zgodny z
okre±lon¡ powy»ej strategi¡. Z zaªo»enia pi0 : α0 ∼p,q,r β0, wi¦c konfiguracja
pocz¡tkowa P jest elementem zbioru S.
Nast¦pnie zaªó»my, »e dla pewnych 0 ¬ i ¬ p, 0 ¬ j ¬ q, 0 ¬ k ¬ r
bie»¡c¡ konfiguracj¡ jest (α, β, pi, i, j, k) oraz
(α, β, pi, i, j, k) ∈ S.
Najpierw dla i < p rozwa»my przypadek, gdy ∀BELARD wybiera ruch
typu → wskazuj¡c taki punkt α′ modelu K, »e α ¬f α′. Z zaªo»enia induk-
cyjnego
pi : α ∼i,j,k β,
zatem, korzystaj¡c z definicji ograniczonej bisymulacji, znajdziemy taki punkt
β′ modeluM, »e β ¬g β′ oraz
pif,g : α′ ∼i−1,j,k β′.
Na mocy definicji zbioru S otrzymamy
(α′, β′, pif,g, i− 1, j, k) ∈ S.
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Nast¦pnie dla j < q rozwa»my przypadek, gdy ∀BELARD wybiera ruch
typu ∀ wskazuj¡c punkt α ¬f α′ modelu K oraz element a ∈ Kα′ . Z zaªo»enia
indukcyjnego
pi : α ∼i,j,k β,
wi¦c, na mocy definicji ograniczonej bisymulacji, istnieje taki punkt β ¬g β′
modeluM oraz element b ∈Mβ′ , »e
pif,g ∪ {(a, b)} : α′ ∼i,j−1,k β′.
Z definicji zbioru S wynika, »e
(α′, β′, pif,g ∪ {(a, b)}, i, j − 1, k) ∈ S.
Dla k < r rozwa»my jeszcze przypadek, gdy ∀BELARD wybiera ruch typu
∃ wskazuj¡c model K i element a ∈ Kα. Korzystaj¡c ponownie z zaªo»enia
indukcyjnego otrzymamy
pi : α ∼i,j,k β.
A wi¦c, na mocy definicji ograniczonej bisymulacji, w modeluM istnieje taki
element b ∈Mβ, »e
pi ∪ {(a, b)} : α ∼i,j,k−1 β.
Z definicji zbioru S wynika wi¦c, »e
(α, β, pi ∪ {(a, b)}, i, j, k − 1) ∈ S.
Na koniec, niech
(α∗, β∗, pi∗) (4.5)
b¦dzie konfiguracj¡ ko«cow¡ rozgrywki, w której ∃LOISE przestrzegaªa wska-
zanej strategii. Wówczas konfiguracja (4.5) jest elementem zbioru S, a st¡d
pi∗ : α∗ ∼0,0,0 β∗.
Korzystaj¡c z definicji ograniczonej bisymulacji wnosimy, i» odwzorowanie pi∗
jest cz¦±ciowym izomorfizmem pomi¦dzy strukturami Kα∗ iMβ∗ . To oznacza,
»e ∃LOISE wygrywa gr¦.
A zatem powy»sza strategia jest strategi¡ wygrywaj¡c¡ dla ∃LOISE w
grze GP (K,M).
Z Lematu 4.1 oraz Lematu 4.2 otrzymujemy nast¦puj¡cy fakt.
Twierdzenie 4.3. ∃LOISE posiada strategi¦ wyrywaj¡c¡ w grze GP (K,M)
o konfiguracji pocz¡tkowej P = (α0, β0, pi0, p, q, r) wtedy i tylko wtedy, gdy
istnieje bisymulacja ∼ modeli Kripkego K iM taka, »e pi0 : α0 ∼p,q,r β0.
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Jak wiemy poj¦cie bisymulacji stanowi strukturalny opis logicznej równo-
wa»no±ci dwóch modeli Kripkego. St¡d te», ª¡cz¡c powy»szy wynik z Twier-
dzeniem 2.2 otrzymamy fakt nast¦puj¡cy.
Twierdzenie 4.4. Rozwa»my modele Kripkego K iM dla IQC, oraz punkty
α i β tych modeli, odpowiednio. Niech (a; b) b¦dzie odwzorowaniem pomi¦dzy
strukturami Kα i Mβ. Wówczas, je±li ∃LOISE posida strategi¦ wygrywaj¡c¡
w grze GP (K,M) o konfiguracji pocz¡tkowej P = (α, β, (a; b), p, q, r), to
α K ϕ(a) ⇐⇒ β M ϕ(b)
dla ka»dej takiej formuªy ϕ(x), »e char(ϕ)  (→p,∀ q,∃ r).
W szczególno±ci, je±li dla ka»dego p, q, r ­ 0 ∃LOISE posiada strategi¦ wy-
grywaj¡c¡ w grze GP (K,M) o konfiguracji pocz¡tkowej P = (α, β, ∅, p, q, r),
to modele K iM s¡ równowa»ne.
4.3 Zwi¡zki z gr¡ EhrenfeuchtaFraïsségo
Rozdziaª ten zako«czymy pewnymi uwagami, które dotyczy¢ b¦d¡ zwi¡z-
ków mi¦dzy poj¦ciem gry wprowadzonym powy»ej i klasyczn¡ gr¡ Ehrenfeuchta
Fraïsségo. Przypomnimy najpierw poj¦cie gry EhrenfeuchtaFraïsségo na
klasycznych strukturach pierwszego rz¦du A i B. Szczegóªow¡ definicj¦ tego
poj¦cia przedstawiono w [5]. Gra rozgrywana jest w n ruchach mi¦dzy dwoma
graczami, ∀BELARDEM i ∃LOISE. Pozycj¡ pocz¡tkow¡ rozgrywki jest (a; b).
Na ka»dym etapie rozgrywki ∀BELARD wybiera struktur¦ A lub B oraz
element wskazanej struktury. Z kolei ∃LOISE odpowiada wyborem elementu
drugiej struktury. Po n ruchach obojga graczy otrzymujemy ci¡gi c = c1, . . . , cn
i d = d1, . . . , dn elementów struktur A i B, odpowiednio. Mówimy, »e ∃LOISE
wygrywa gr¦, gdy (ac; bd) jest cz¦±ciowym izomorfizmem pomi¦dzy A i B. Gr¦
opisan¡ powy»ej oznacza¢ b¦dziemy symbolem EFn(A,B). Fundamentalnym
wynikiem dotycz¡cym gier EhrenfeuchtaFraïsségo jest poni»sze twierdzenie.
Twierdzenie 4.5. (EhrenfeuchtFraïssé) Je±li ∃LOISE posiada strategi¦ wy-
grywaj¡c¡ w dowolnej grze EFn(A,B) o pozycji pocz¡tkowej (a; b), to
A |= ϕ(a) ⇐⇒ B |= ϕ(b)
dla ka»dej formuªy ϕ(x) o zªo»ono±ci kwantyfikatorowej co najwy»ej n.
Zauwa»my najpierw, »e poj¦cie modelu Kripkego mo»e by¢ traktowane
jako uogólnienie poj¦cia klasycznej struktury pierwszego rz¦du. Mianowicie,
ka»da klasyczna struktura mo»e by¢ rozwa»ana jako model Kripkego nad
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trywialn¡ kategori¡. Rozwa»my wi¦c gr¦ na modelach Kripkego w wªa±nie
tym przypadku. Jak ªatwo zobaczy¢ ruch typu→ jest tutaj zbyteczny, a ruch
typu ∀ redukowalny jest do ruchu typu ∃. Dodatkowo, ruch ∃ jest taki sam jak
ruch w grze EhrenfeuchtaFraïsségo na klasycznych strukturach. Tak wi¦c,
poj¦cie gry na modelach Kripkego K iM zªo»onych z pojedynczych ±wiatów
o konfiguracji pocz¡tkowej (A,B, (a; b), p, q, r) redukuje si¦ do poj¦cia gry
EhrenfeuchtaFraïsségo EFq+r(A,B) o pozycji pocz¡tkowej (a; b).
Ponadto zauwa»my, »e je±li charakterystyka formuªy ϕ wynosi (→p,∀ q,∃ r),
to jej zªo»ono±¢ kwantyfikatorowa jest równa q+ r. A zatem Twierdzenie 4.3
mo»emy rozpatrywa¢ jako uogólnienie Twierdzenia EhrenfeuchtaFraïsségo.
Rozdziaª 5
Gry dla modeli Kripkego dla
IQC+SN
Celem tej cz¦±ci rozprawy jest uj¦cie ograniczonej bisymulacji w j¦zyku
teorii gier. Przedstawimy definicj¦ konfiguracji oraz wprowadzimy gr¦ na mo-
delach Kripkego dla IQC+SN. Nast¦pnie udowodnimy szereg faktów na±wie-
tlaj¡cych zwi¡zek pomi¦dzy gr¡ modeli Kripkego a ograniczon¡ bisymulacj¡.
5.1 Poj¦cie gry modeli Kripkego
Na pocz¡tek ustalmy dowolne modele Kripkego K orazM dla IQC+SN.
Niech α ∈ K i β ∈ M b¦d¡ punktami tych modeli, odpowiednio, a pi ⊆
Kα × Mβ relacj¡ (dopuszczalna jest relacja pusta) pomi¦dzy ±wiatami Kα
i Mβ. Ponadto, niech i, j, k ­ 0. Wówczas konfiguracj¡ nazywamy jeden z
nast¦puj¡cych dwóch ukªadów
(α, β, pi, i, j, k, P ) lub (α, β, pi, i, j, k,N).
Tak wi¦c, wyró»niamy konfiguracj¦ pozytywn¡ oraz konfiguracj¦ negatywn¡ .
Gdy i = j = k = 0 konfiguracj¦ nazywamy ko«cow¡ i oznaczamy w skrócie
(α, β, pi, P ) lub (α, β, pi,N).
Zaprezentujmy gªówne poj¦cie tego rozdziaªu. Ustalmy s, t, w ­ 0. Gr¦ na
modelach Kripkego K i M o konfiguracji pocz¡tkowej S b¦dziemy oznacza¢
symbolem GS(K,M).
Rozwa»my dwa punkty α0 oraz β0 modeli Kripkego K iM, odpowiednio.
Ustalmy tak»e odwzorowanie pi0 = (a; b), gdzie a i b s¡ ci¡gami elementów
±wiatów Kα0 i Mβ0 , odpowiednio. Gr¦ prowadzi dwoje graczy, ∀BELARD
i ∃LOISE, którzy graj¡ naprzemiennie. Wyró»niamy trzy rodzaje ruchów, z
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których ka»dy posiada swój pozytywny i negatywny odpowiednik. Liczb¦ wy-
st¡pie« ka»dego z nich determinuje trójka (s, t, w) z konfiguracji pocz¡tkowej
S. ∀BELARD zawsze wykonuje pierwszy ruch danej rozgrywki w wybranym
przez siebie modelu Kripkego, po czym ∃LOISE musi wykona¢ analogiczny
ruch w drugim modelu. W ka»dym z modeli mo»liwy jest wybór jedynie
tych ±wiatów, które dost¦pne s¡ ze ±wiata aktualnego. W kolejnych krokach
rozgrywki odwzorowanie pi0 jest rozszerzane poprzez dodawanie nowych par
elementów. Ponadto, ka»dy z graczy posiada peªn¡ informacj¦ o dotychcza-
sowej historii ruchów, zarówno swoich jak i oponenta. Tak wi¦c jest to gra z
doskonaª¡ informacj¡.
Opiszmy wi¦c dokªadnie dopuszczalne w grze ruchy. Rozgrywk¦ rozpoczy-
namy od ustalonej konfiguracji pocz¡tkowej (α0, β0, pi0, s, t, w, P ) lub (α0, β0,
pi0, s, t, w,N). Rodzaj dopuszczalnych w grze ruchów uzale»niony jest od
typu konfiguracji bie»¡cej. Na pocz¡tek, zaªó»my, »e bie»¡c¡ konfiguracj¡
rozgrywki jest
(α, β, pi, i, j, k, P ).
Na tym etapie ∀BELARD mo»e wykona¢ jeden z nast¦puj¡cych ruchów,
(I) Typ ∼
∀BELARD dokonuje zamiany konfiguracji na przeciwn¡, ruch ∃LOISE
jest bierny.
Po tym ruchu now¡ konfiguracj¡ jest (α, β, pi, i− 1, j, k,N).
(II) Typ →
∀BELARD wybiera model Kripkego K oraz taki punkt α′, »e α′ ­ α;
∃LOISE musi odpowiedzie¢ wyborem takiego punktu β′ modeluM, »e
β′ ­ β. Lub te» ∀BELARD wybiera model KripkegoM oraz punkt β′
taki, »e β′ ­ β; ∃LOISE musi odpowiedzie¢ wyborem takiego punktu
α′ modelu K, »e α′ ­ α.
Po tym ruchu now¡ konfiguracj¡ jest (α′, β′, pi, i, j − 1, k, P ).
(III) Typ ∀
∀BELARD wybiera model K, punkt α′ taki, »e α′ ­ α oraz element
a ∈ Kα′ ; ∃LOISE odpowiada wybieraj¡c taki punktu β′ modeluM, »e
β′ ­ β oraz element b ∈ Mβ′ . Lub te» ∀BELARD wybiera model M,
punkt β′ taki, »e β′ ­ β oraz element b ∈ Mβ′ ; ∃LOISE odpowiada
wybieraj¡c taki punktu α′ modelu K, »e α′ ­ α oraz element a ∈ Kα′ .
Po tym ruchu now¡ konfiguracj¡ jest (α′, β′, pi ∪ {(a, b)}, i, j, k − 1, P ).
Nast¦pnie, zaªó»my, i» bie»¡c¡ konfiguracj¡ jest
(α, β, pi, i, j, k,N).
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Wówczas ∀BELARD mo»e wykona¢ jeden z poni»szych ruchów,
(I) Typ ∼
∀BELARD dokonuje zamiany konfiguracji na przeciwn¡, ruch ∃LOISE
jest bierny.
Po tym ruchu now¡ konfiguracj¡ jest (α, β, pi, i− 1, j, k, P ).
(II) Typ →
∀BELARD postanawia prowadzi¢ dwie równolegªe rozgrywki w trybie
P i w trybie N , ruch ∃LOISE jest bierny.
Po tym ruchu drzewo rozgrywki rozgaª¦zia si¦. Otrzymujemy dwie nowe
konfiguracje, (α, β, pi, i, j − 1, k, P ) oraz (α, β, pi, i, j − 1, k,N).
(III) Typ ∀
∀BELARD wybiera model K oraz element a ∈ Kα; ∃LOISE odpowiada
wybieraj¡c modelM oraz element b ∈Mβ. Lub te» ∀BELARD wybiera
modelM oraz element b ∈Mβ; ∃LOISE odpowiada wybieraj¡c model
K oraz element a ∈ Kα.
Po tym ruchu now¡ konfiguracj¡ jest (α, β, pi ∪ {(a, b)}, i, j, k − 1, N).
Podczas gry GS(K,M) o konfiguracji pocz¡tkowej S = (α0, β0, pi0, s, t,
w, P ) lub S = (α0, β0, pi0, s, t, w,N) ka»dy z graczy wykonuje dokªadnie s
ruchów typu ∼, t ruchów typu → oraz w ruchów typu ∀. W odró»nieniu
od koncepcji gry przedstawionej w Rozdziale 4, gra na modelach Kripkego
dla IQC+SN nie jest liniowa. Przeciwnie, gr¦ opisywan¡ powy»ej przedsta-
wi¢ mo»emy za pomoc¡ drzewa. Korzeniem drzewa jest wówczas konfigu-
racja pocz¡tkowa S, natomiast li±cie drzewa to konfiguracje ko«cowe po-
staci (α∗, β∗, pi∗, P ) lub (α∗, β∗, pi∗, N). Mówimy, »e ∃LOISE wygrywa gr¦, gdy
ka»de z odwzorowa« postaci pi∗ : Kα∗ →Mβ∗ jest cz¦±ciowym P -izomorfizmem
b¡d¹ cz¦±ciowym N -izomorfizmem, odpowiednio, pomi¦dzy ±wiatami Kα∗ i
Mβ∗ . W przeciwnym razie mówimy, »e ∀BELARD wygrywa gr¦. B¦dziemy
te» mówi¢, »e gracz posiada strategi¦ wygrywaj¡c¡ w grze, je±li, przestrzegaj¡c
wskazanej strategii, gracz ten wygrywa ka»d¡ rozgrywk¦.
5.2 Bisymulacje a Gry Modeli Kripkego
Zasadniczym pytaniem jest zwi¡zek pomi¦dzy poj¦ciem gry GS(K,M) a
ograniczon¡ bisymulacj¡ modeli Kripkego K oraz M. Poka»emy, i» istnieje
±cisªa zale»no±¢ pomi¦dzy bisymulacj¡ a strategi¡ wygrywaj¡c¡ dla ∃LOISE.
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Lemat 5.1. Je±li ∃LOISE posiada strategi¦ wygrywaj¡c¡ w grze GS(K,M)
o konfiguracji pocz¡tkowej S = (α0, β0, pi0, s, t, w, P ), to wówczas istnieje taka
bisymulacja ∼ = {∼P ,∼N} modeli Kripkego K orazM, »e
pi0 : α0 ∼Ps,t,w β0.
Dowód. Niech W b¦dzie zbiorem wszystkich konfiguracji wyst¦puj¡cych w
strategii wygrywaj¡cej dla ∃LOISE. Z zaªo»enia zbiórW jest niepusty. Ustal-
my dowolne punkty α ­ α0 oraz β ­ β0 modeli Kripkego K iM, odpowied-
nio, oraz odwzorowanie pi ⊆ Kα×Mβ. Relacj¦ ∼ = {∼P ,∼N} definiujemy w
nast¦puj¡cy sposób. Dla 0 ¬ i ¬ s, 0 ¬ j ¬ t, 0 ¬ k ¬ w
pi : α ∼Pi,j,k β ⇐⇒ (α, β, pi, i, j, k, P ) ∈ W (5.1)
oraz, dla 0 ¬ i′ ¬ s, 0 ¬ j′ ¬ t, 0 ¬ k′ ¬ w,
pi : α ∼Ni′,j′,k′ β ⇐⇒ (α, β, pi, i′, j′, k′, N) ∈ W , (5.2)
przy czym trójka (i′, j′, k′) 6= (s, t, w). Poka»emy, »e tak okre±lona relacja ∼
jest (s, t, w)-bisymulacj¡.
(i) Na pocz¡tek zaªó»my, »e pi : α ∼P0,0,0 β. Z definicji (5.1) wynika, »e
(α, β, pi, P ) jest konfiguracj¡ ko«cow¡ w grze wygranej przez ∃LOISE. Za-
tem, z definicji gry GS(K,M), pi jest cz¦±ciowym P -izomorfizmem pomi¦dzy
±wiatami Kα i Mβ.
(ii) Nast¦pnie zakªadamy, »e pi : α ∼N0,0,0 β. Korzystaj¡c z definicji (5.2)
konfiguracja (α, β, pi,N) jest konfiguracj¡ ko«cow¡ w grze wygranej przez
∃LOISE. Z definicji gry GS(K,M), pi jest cz¦±ciowym N -izomorfizmem po-
mi¦dzy ±wiatami Kα i Mβ.
(iii) W kolejnym kroku zakªadamy, »e
pi : α ∼Pi+1,j,k β.
Wówczas konfiguracja
(α, β, pi, i+ 1, j, k, P ) (5.3)
jest jedn¡ z konfiguracji strategii wygrywaj¡cej ∃LOISE. Nasze rozwa»ania
uwa»a¢ mo»emy za ruch typu∼ wykonany przez ∀BELARDA przy konfigura-
cji (5.3). ∀BELARD dokonuje zamiany bie»¡cej konfiguracji na konfiguracj¦
przeciwn¡, (α, β, pi, i, j, k,N), przy czym
(α, β, pi, i, j, k,N) ∈ W .
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Powoªuj¡c si¦ na (5.2) otrzymamy
pi : α ∼Ni,j,k β.
(iv) Nast¦pnie rozwa»my przypadek, gdy
pi : α ∼Ni+1,j,k β.
Wówczas konfiguracja
(α, β, pi, i+ 1, j, k,N) (5.4)
nale»y do zbioru konfiguracji strategii wygrywaj¡cej ∃LOISE. Tak jak po-
przednio, nasze rozwa»ania uwa»a¢ mo»emy za ruch typu ∼ wykonany przez
∀BELARDA przy konfiguracji (5.4). ∀BELARD zmienia tryb bie»¡cej kon-
figuracji na przeciwny. Zgodnie ze strategi¡ wygrywaj¡c¡ dla ∃LOISE otrzy-
mujemy konfiguracj¦ (α, β, pi, i, j, k, P ) tak¡, »e
(α, β, pi, i, j, k, P ) ∈ W .
Powoªuj¡c si¦ na (5.1) otrzymamy
pi : α ∼Pi,j,k β.
(v) Zweryfikujemy teraz warunek (→ -zig)P . Zaªó»my, »e
pi : α ∼Pi,j+1,k β.
Wówczas konfiguracja
(α, β, pi, i, j + 1, k, P ) (5.5)
jest jedn¡ z konfiguracji strategii wygrywaj¡cej ∃LOISE. Ustalmy dowolny
punkt α′ modelu K taki, »e α′ ­ α. Tak wybrany punkt mo»emy uwa»a¢
za ruch typu → wykonany przez ∀BELARDA przy konfiguracji (5.5). Na
podstawie swojej strategii wygrywaj¡cej ∃LOISE potrafi wybra¢ taki punkt
β′ modeluM, »e β′ ­ β oraz
(α′, β′, pi, i, j, k, P ) ∈ W .
Zgodnie z (5.1) otrzymamy
pi : α′ ∼Pi,j,k β′,
wi¦c warunek (→ -zig)P jest speªniony.
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(vi) Aby zweryfikowa¢ wªasno±¢ (→)N zaªó»my, »e
pi : α ∼Ni,j+1,k β.
Wówczas konfiguracja
(α, β, pi, i, j + 1, k,N) (5.6)
nale»y do zbioru konfiguracji strategii wygrywaj¡cej ∃LOISE. Rozwa»amy
ruch typu→ wykonany przez ∀BELARDA przy konfiguracji (5.6). ∀BELARD
postanawia prowadzi¢ dwie równolegªe rozgrywki, w trybie P oraz w trybie
N . W trybie P now¡ konfiguracj¡ jest (α, β, pi, i, j, k, P ), natomiast w trybie
N nowa konfiguracja to (α, β, pi, i, j, k,N). Ponadto,
(α, β, pi, i, j, k, P ) ∈ W oraz (α, β, pi, i, j, k,N) ∈ W .
Powoªuj¡c si¦ na (5.1) oraz (5.2) otrzymamy
pi : α ∼Pi,j,k β oraz pi : α ∼Ni,j,k β.
A wi¦c warunek (→)N jest speªniony.
(vii) Nast¦pnie zaªó»my, »e
pi : α ∼Pi,j,k+1 β.
Wówczas konfiguracja
(α, β, pi, i, j, k + 1, P ) (5.7)
wyst¦puje w strategii wygrywaj¡cej dla ∃LOISE. Aby zweryfikowa¢ wªasno±¢
(∀-zig)P ustalmy taki punkt α′ modelu K, »e α′ ­ α oraz element a ∈ Kα′ .
Tak wybrany punkt α′ i element a ∈ Kα′ mo»emy rozwa»a¢ jako ruch typu ∀
wykonany przez ∀BELARDA przy konfiguracji (5.7). Korzystaj¡c ze swojej
strategii wygrywaj¡cej, ∃LOISE wybiera taki punkt β′ ­ β modeluM oraz
element b ∈Mβ′ , »e
(α′, β′, pi ∪ {(a, b)}, i, j, k, P ) ∈ W .
A zatem, z (5.1), otrzymamy
pi ∪ {(a, b)} : α′ ∼Pi,j,k β′,
co pokazuje, i» warunek (∀-zig)P jest speªniony.
(viii) Aby zako«czy¢ dowód zaªó»my, »e
pi : α ∼Ni,j,k+1 β.
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Wówczas konfiguracja
(α, β, pi, i, j, k + 1, N) (5.8)
nale»y do zbioru konfiguracji strategii wygrywaj¡cej dla ∃LOISE. Nale»y zwe-
ryfikowa¢ warunek (∀-zig)N . W tym celu ustalmy dowolny element a ∈ Kα.
Element ten mo»emy uwa»a¢ za ruch typu ∀ wykonany przez ∀BELARDA
przy konfiguracji (5.8). Wówczas, zgodnie ze swoj¡ strategi¡ wygrywaj¡c¡,
∃LOISE potrafi wybra¢ taki element b ∈Mβ, »e
(α, β, pi ∪ {(a, b)}, i, j, k,N) ∈ W .
Z (5.2) otrzymamy wówczas
pi ∪ {(a, b)} : α ∼Ni,j,k β,
co pokazuje, i» warunek (∀-zig)N jest speªniony.
Powy»szy lemat pozostaje prawdziwy równie» dla gier o negatywnej kon-
figuracji pocz¡tkowej.
Lemat 5.2. Je±li ∃LOISE posiada strategi¦ wygrywaj¡c¡ w grze GS(K,M) o
konfiguracji pocz¡tkowej S = (α0, β0, pi0, s, t, w,N), to wówczas istnieje taka
bisymulacja ∼ = {∼P ,∼N} modeli Kripkego K orazM, »e
pi0 : α0 ∼Ns,t,w β0.
Dowód. Dowód przebiega analogicznie jak dowód Lematu 5.1.
Kolejnym etapem naszych bada« nad gr¡ GS(K,M) jest dowód implikacji
odwrotnej.
Lemat 5.3. Rozwa»my punkty α0 i β0 modeli Kripkego K iM, odpowiednio.
Niech pi0 b¦dzie odwzorowaniem pomi¦dzy strukturami Kα0 i Mβ0. Zaªó»my,
»e
pi0 : α0 ∼Ps,t,w β0
dla pewnej bisymulacji ∼ = {∼P ,∼N}. Wówczas ∃LOISE posiada strate-
gi¦ wygrywaj¡c¡ w dowolnej grze GS(K,M) o konfiguracji pocz¡tkowej S =
(α0, β0, pi0, s, t, w, P ).
Dowód. Rozwa»my zbiór S wszystkich takich konfiguracji, »e
(α, β, pi, i, j, k, P ) ∈ S ⇐⇒ pi : α ∼Pi,j,k β
lub
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(α, β, pi, i, j, k,N) ∈ S ⇐⇒ pi : α ∼Ni,j,k β
Na pocz¡tek nale»y okre±li¢ strategi¦ wygrywaj¡c¡ dla ∃LOISE w grze GS(K,
M). Mianowicie, ∃LOISE musi odpowiada¢ na ruchy ∀BELARDA w ten
sposób, aby ka»da z konfiguracji rozgrywki byªa elementem zbioru S.
Nale»y wykaza¢, »e ∃LOISE zawsze potrafi wykona¢ ruch zgodny z okre-
±lon¡ powy»ej strategi¡. Z zaªo»enia pi0 : α0 ∼Ps,t,w β0, wi¦c konfiguracja po-
cz¡tkowa S = (α0, β0, pi0, s, t, w, P ) jest elementem zbioru S.
Zaªó»my teraz, »e dla pewnych 0 ¬ i ¬ s, 0 ¬ j ¬ t, 0 ¬ k ¬ w bie»¡c¡
konfiguracj¡ jest (α, β, pi, i, j, k, P ) oraz
(α, β, pi, i, j, k, P ) ∈ S.
Na pocz¡tek, dla i < s, rozwa»my przypadek, gdy ∀BELARD wybiera
ruch typu∼ dokonuj¡c zamiany bie»¡cej konfiguracji na konfiguracj¦ (α, β, pi, i−
1, j, k,N). Z zaªo»enia indukcyjnego
pi : α ∼Pi,j,k β,
wi¦c z definicji ograniczonej bisymulacji otrzymamy
pi : α ∼Ni−1,j,k β,
a na mocy definicji zbioru S
(α, β, pi, i− 1, j, k,N) ∈ S.
W kolejnym kroku dla j < t rozwa»my przypadek, gdy ∀BELARD wy-
biera ruch typu→ wskazuj¡c taki punkt α′ modelu K, »e α′ ­ α. Z zaªo»enia
indukcyjnego
pi : α ∼Pi,j,k β,
zatem, korzystaj¡c z definicji ograniczonej bisymulacji, znajdziemy taki punkt
β′ modeluM, »e β′ ­ β oraz
pi : α′ ∼Pi,j−1,k β′.
Na mocy definicji zbioru S otrzymamy
(α′, β′, pi, i, j − 1, k, P ) ∈ S.
Nast¦pnie dla k < w rozwa»my przypadek, gdy ∀BELARD wybiera ruch
typu ∀ wskazuj¡c punkt α′ ­ α modelu K oraz element a ∈ Kα′ . Z zaªo»enia
indukcyjnego
pi : α ∼Pi,j,k β,
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wi¦c, na mocy definicji ograniczonej bisymulacji, istnieje taki punkt β′ ­ β
modeluM oraz element b ∈Mβ′ , »e
pi ∪ {(a, b)} : α′ ∼Pi,j,k−1 β′.
Korzystaj¡c z definicji zbioru S otrzymamy
(α′, β′, pi ∪ {(a, b)}, i, j, k − 1, P ) ∈ S.
Wkolejnym kroku dowodu zaªó»my, »e dla pewnych 0 ¬ i′ ¬ s, 0 ¬ j′ ¬ t,
0 ¬ k′ ¬ w bie»¡c¡ konfiguracj¡ jest (α, β, pi, i′, j′, k′, N) oraz
(α, β, pi, i′, j′, k′, N) ∈ S,
przy czym trójka (i′, j′, k′) 6= (s, t, w).
Najpierw rozwa»my przypadek, gdy ∀BELARD wybiera ruch typu ∼. Do-
konuje on zamiany bie»¡cej konfiguracji na konfiguracj¦ (α, β, pi, i′−1, j′, k′, P ).
Z zaªo»enia indukcyjnego
pi : α ∼Ni′,j′,k′ β,
wi¦c
pi : α ∼Pi′−1,j′,k′ β.
Z definicji zbioru S mamy
(α, β, pi, i′ − 1, j′, k′, P ) ∈ S.
W nast¦pnym kroku rozwa»amy przypadek, gdy ∀BELARD wybiera ruch
typu →. Postanawia on prowadzi¢ dwie równolegªe rozgrywki. W zwi¡zku z
tym otrzymujemy dwie konfiguracje,
(α, β, pi, i′, j′ − 1, k′, P ) oraz (α, β, pi, i′, j′ − 1, k′, N).
Z zaªo»enia indukcyjnego
pi : α ∼Ni′,j′,k′ β,
wi¦c otrzymamy
pi : α ∼Pi′,j′−1,k′ β oraz pi : α ∼Ni′,j′−1,k′ β.
Korzystaj¡c z definicji zbioru S dostaniemy
(α, β, pi, i′, j′ − 1, k′, P ) ∈ S oraz (α, β, pi, i′, j′ − 1, k′, N) ∈ S.
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Aby zako«czy¢ dowód, rozpatrzmy jeszcze przypadek, gdy ∀BELARD
wybiera ruch typu ∀ wskazuj¡c model K i element a ∈ Kα. Korzystamy
ponownie z zaªo»enia indukcyjnego
pi : α ∼Ni′,j′,k′ β.
A wi¦c, na mocy definicji ograniczonej bisymulacji, w modeluM istnieje taki
element b ∈Mβ, »e
pi ∪ {(a, b)} : α ∼Ni′,j′,k′−1 β.
Z definicji zbioru S wynika wi¦c, »e
(α, β, pi ∪ {(a, b)}, i′, j′, k′ − 1, N) ∈ S.
Na koniec, rozwa»my konfiguracj¦ ko«cow¡ rozgrywki
(α∗, β∗, pi∗, P ) lub (α∗, β∗, pi∗, N), (5.9)
w której ∃LOISE przestrzegaªa wskazanej strategii. Wówczas konfiguracja
(5.9) jest elementem zbioru S, a st¡d
pi∗ : α∗ ∼P0,0,0 β∗ lub pi∗ : α∗ ∼N0,0,0 β∗,
odpowiednio. Korzystaj¡c z definicji ograniczonej bisymulacji wnosimy, i» od-
wzorowanie pi∗ jest cz¦±ciowym P -izomorfizmem b¡d¹ cz¦±ciowym N -izomor-
fizmem pomi¦dzy ±wiatami Kα∗ iMβ∗ . To oznacza, »e ∃LOISE wygrywa gr¦.
A zatem powy»sza strategia jest strategi¡ wygrywaj¡c¡ dla ∃LOISE w
grze GS(K,M).
Tak jak poprzednio, Lemat 5.3 pozostaje prawdziwy dla negatywnej cz¦±ci
bisymulacji.
Lemat 5.4. Rozwa»my punkty α0 i β0 modeli Kripkego K iM, odpowiednio.
Niech pi0 b¦dzie odwzorowaniem pomi¦dzy strukturami Kα0 i Mβ0. Zaªó»my,
»e
pi0 : α0 ∼Ns,t,w β0
dla pewnej bisymulacji ∼ = {∼P ,∼N}. Wówczas ∃LOISE posiada strate-
gi¦ wygrywaj¡c¡ w dowolnej grze GS(K,M) o konfiguracji pocz¡tkowej S =
(α0, β0, pi0, s, t, w,N).
Uzyskali±my wi¦c wzajemn¡ jednoznaczno±¢ pomi¦dzy poj¦ciem gry a
ograniczon¡ bisymulacj¡. Istotnie, z Lematu 5.1 oraz Lematu 5.3 otrzymu-
jemy nast¦puj¡ce twierdzenie.
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Twierdzenie 5.5. ∃LOISE posiada strategi¦ wyrywaj¡c¡ w grze GS(K,M)
o konfiguracji pocz¡tkowej S = (α0, β0, pi0, s, t, w, P ) wtedy i tylko wtedy,
gdy istnieje bisymulacja ∼ = {∼P ,∼N} modeli Kripkego K i M taka, »e
pi0 : α0 ∼Ps,t,w β0.
Natomiast z Lematu 5.2 oraz Lematu 5.4 dostajemy poni»szy fakt.
Twierdzenie 5.6. ∃LOISE posiada strategi¦ wyrywaj¡c¡ w grze GS(K,M)
o konfiguracji pocz¡tkowej S = (α0, β0, pi0, s, t, w,N) wtedy i tylko wtedy,
gdy istnieje bisymulacja ∼ = {∼P ,∼N} modeli Kripkego K i M taka, »e
pi0 : α0 ∼Ns,t,w β0.
W Rozdziale 3 dowodzili±my zwi¡zków pomi¦dzy poj¦ciem logicznej rów-
nowa»no±ci a ograniczon¡ bisymulacj¡. St¡d te», ª¡cz¡c powy»sze wyniki z
Twierdzeniem 3.1 otrzymamy nast¦puj¡ce dwa fakty.
Twierdzenie 5.7. Rozwa»my modele Kripkego K orazM dla IQC+SN, oraz
punkty α i β tych modeli, odpowiednio. Niech (a; b) b¦dzie odwzorowaniem po-
mi¦dzy ±wiatami Kα i Mβ. Wówczas, je±li ∃LOISE posida strategi¦ wygrywa-
j¡c¡ w grze GS(K,M) o konfiguracji pocz¡tkowej S = (α, β, (a; b), s, t, w, P ),
to
α P ϕ(a) ⇐⇒ β P ϕ(b)
dla ka»dej takiej formuªy ϕ(x), »e s-char(ϕ)  (∼s,→ t,∀w).
Twierdzenie 5.8. Rozwa»my modele Kripkego K orazM dla IQC+SN, oraz
punkty α i β tych modeli, odpowiednio. Niech (a; b) b¦dzie odwzorowaniem po-
mi¦dzy ±wiatami Kα i Mβ. Wówczas, je±li ∃LOISE posida strategi¦ wygrywa-
j¡c¡ w grze GS(K,M) o konfiguracji pocz¡tkowej S = (α, β, (a; b), s, t, w,N),
to
α N ϕ(a) ⇐⇒ β N ϕ(b)
dla ka»dej takiej formuªy ϕ(x), »e s-char(ϕ)  (∼s,→ t,∀w).
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