Preface
Parallel computing has entered a new era. Multicore processors on desktop computers make parallel computing a fundamental skill required for all computer scientists. High-end systems have surpassed the Petaflop barrier, and significant efforts are devoted to the development of the next generation of hardware and software technologies toward Exascale systems. Processor architectures, highspeed interconnects and programming models are bound to go through dramatic changes. The Message Passing Interface (MPI) is today the most successful and widespread programming model for parallel computing. An open question is whether MPI will evolve to meet the performance and productivity demands of Exascale systems.
EuroMPI is the successor of the EuroPVM/MPI series, and is a key conference for this community, established as the premier international forum for researchers, users and vendors to present their latest advances in MPI and message passing systems in general. The 18th European MPI users' group meeting (EuroMPI 2011) was held in Santorini during September 18-21, 2011. Barcelona (1999) , Liverpool (1998) , Krakow (1997) , Munich (1996) , Lyon (1995) and Rome (1994) .
The EuroMPI 2011 program provided a balanced and interesting view on current developments and trends in message passing. The main topics were communication, I/O, networking, and implementation issues and improvements; algorithms and tools; interaction with hardware; applications and performance evaluation; fault tolerance. We received 66 paper submissions out of which we selected 28 papers for presentation, and 10 posters with short presentations. Each paper had three or four reviews, contributing to the high quality of accepted papers. Two papers were selected as best contributions and were presented at plenary sessions: Tobias Hilbrich, Matthias S. Mueller, Martin Schulz and Bronis R. de Supinski, "Order Preserving Event Aggregation in TBONs" and Adam Moody, Dong Ahn and Bronis de Supinski, "Exascale Algorithms for Generalized MPI Comm split." The conference included the special session on Improving MPI User and Developer Interaction (IMUDI 2011) organized by Dries Kimpe and Jason Cope.
The Program Committee invited four outstanding researchers to present lectures on aspects of high-performance computing and message passing systems: Pete Beckman on "Exascale System Software Challenges -From Bare Metal to Applications," George Bosilca on "Will MPI Remain Relevant?," Michael Resch on "Experience of a PRACE Center" and Sudip Dosanjh on "Achieving Exascale Computing Through Hardware/Software Co-design."
The Program and General Chairs would like to sincerely thank everybody who contributed to EuroMPI 2011, the authors, the reviewers, the participants and our sponsors Microsoft, ParTec, the Innovative Computing Laboratory at the University of Tennessee, Mellanox and the University of Athens.
st Special Session on Improving MPI User and Developer Interaction IMUDI 2011
While for many researchers MPI itself remains an active research topic, for many others it has become an invaluable tool to extract useful science from some of the most powerful machines available. Unfortunately these MPI application developers -and their highly valued experience and use cases -don't always find their way to the EuroMPI conference. The 1 st Special Session on Improving MPI User and Developer Interaction (IMUDI 2011) aims to improve the balance by actively reaching out to the application developer communities. By evaluating the MPI standard from the perspective of the MPI end-user (application and library developers) we hope to provide application developers the opportunity to highlight MPI issues that might not be immediately obvious to the developers of the various MPI implementations, while at the same time enabling the MPI developers to solicit feedback regarding future MPI development, such as the MPI-3 standardization effort.
For this year's session, we invited Torsten Hoefler (University of Illinois at Urbana-Champaign) to give a keynote address on the software development challenges associated with parallel programming libraries using the MPI standard. We peer-reviewed and selected three papers from the six papers submitted to the IMUDI 2011 session. These papers cover several topics that address software development challenges associated with the MPI standard: MPI interfaces for interpreted languages, using C++ metaprogramming to simplify message-passing programming, and group-collective MPI communicator creation. We believe that the discussion of these topics in the IMUDI 2011 session will bring together MPI developers and MPI end-users, and help MPI users and implementors understand the challenges in developing MPI-based software and how to effectively use MPI in parallel software products.
We are grateful for the support and help provided by our colleagues for this event. While we cannot list them all, we especially thank the EuroMPI 2011 conference organizers, including Jack Dongarra (University of TennesseeKnoxville), Yiannis Cotronis (University of Athens), Anthony Danalis (University of Tennessee -Knoxville), and Dimitris Nikolopoulos (University of Crete), for their invaluable feedback. We also thank the members of the IMUDI 2011 program committee for reviewing the session papers and their help in organizing the session. The program committee for this year's session included George Bosilca (The University of Tennessee -Knoxville), Christopher Carothers (Rensselaer Polytechnic Institute), Terry Jones (Oak Ridge National Laboratory), Wei-Keng Liao (Northwestern University), Shawn Kim (Pennsylvania State University), Andreas Knüpfer (Technische Universität Dresden), Quincey Koziol (The HDF5 Group), Jeff Squyres (Cisco Systems, Inc.), Jesper Träff (University of Vienna), and Venkatram Vishwanath (Argonne National Laboratory). We also thank William Gropp (University of Illinois at Urbana-Champaign) and Rajeev Thakur (Argonne National Laboratory) for their support.
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