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In the past two decades Mathematical Programming has come to occupy a place 
of importance in Economic. Studies and in Operations Research. Roughly 
speaking, Mathematical Programming is the analysis of problems of the 
type: "Find the maximum of a function, when the variables are subject to 
inequality and equality constraints". The term "Linear Programmingn 
corresponds to the case where, the function to be maximized (the so called 
objective function) and the equality and inequality constraints are linear. 
The term 11Non-Linear Programming" should then become self-defined. 
With the introduction of Dantzig's Simplex Method, Linear Programming has 
become an everyday technique. The same, we regret to say, is not true for 
Nonlinear Programming because this subject is broader and much more difficult 
to unify than that of Linear Programming. In fact at present there does 
exist any unifying theory for Nonlinear Programming. However, \'te feel 
that research on this field is gathering tremendous momentum and that in 
the not to distant future Nonlinear Programming will become both a practical 
and fundamental tool in many spheres of Science. 
One of the subject matters of Nonlinear Programming is what we came to call 
"Quadratic Programming". This name is restricted to the specific problem 
of maximizing or minimizing a quadratic objective function f(X) = CX + X9DX, 
where CX is a linear form and X9 DX a quadratic form,subject to linear 
constraints. Historically, Quadratic Programming was the first venture 
into the theory of Nonlinear Programming. This vre feel, was due to the 
fact that (a) mathematically, quadratic programming is the natural first 
extension beyond the realm of linear programming and (b) in actual 
practice quadratic programming problems have the advantage of being "solvable" 
in a finite number of steps. In recent years, a large number of algorithms 
for quadratic programs (roughly, for the time being, we shall use this term 
to mean a quadratic programming problem) have been developed. Kunzi and 
Krelle (16) discuss seven of them, in addition to three versions of the 
application of gradient methods to quadratic programming. Since then a 
number of variants of Vlolfe's Method (10) have been published. From 
this brief exposition the reader might conclude that, as far as the field 
of quadratic programming is concerned, he is faced with (i) a theory that 
is not unified and is therefore not important in its own right (ii) a 
variety of methods t-Those particular "idiosynCL"'asies" might leave him 
"flabbergasted" and undecided as to which is best to apply when dealing 
with a practical problem. Because of this and since Dantzig's Simplex 
Method for linear programming has proved to be an exceedingly convenient 
and efficient method for obtaining the extremum of a linear function subject 
to linear equalities and inequalities we hit upon the idea of presenting 
minimum 
a "Simplex Approach" to the problem of finding the maximum of a quadratic 
convex 
concave function subject to linear inequalities and equalities (the 
maximizing --- concavity and minimizing----- convexity restrictions must 
be imposed in order to prevent the existence of various local extrema). 
More specifically it is the purpose of this thesis to: 
(i) Present a unified and simple treatment of the Theory of Concave 
(Convex) Quadratic Programming (in no way will mathematical rigour 
be sacrificed for simplicity). 
(ii) P~~esm:..t a collection of 11Simplicial Methods" for solving quadratic 
programming problems,which are but extensions of the Simplex Method 
( 
for Linear Programming, whose "accuracy" and v1convergencevv 
make them completely self-sufficient for the solution of any type 
of concave (convex) quadratic progra~ing problems. As to how 
we set about with this task the reader is referred to Chapter 0 
v1here a more detailed discussion of the nature and structure 
of the present thesis is given. 
R.L.T. 
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Introduction : Nature of Thesis 
We have tried to make this thesis as self-contained as possible for any 
reader with a sound knowledge of the first eight Chapters of G. Hadley's 
book tv Linear Programming" (see reference ( 14) in bibliography). In 
/this Chapter we shall explain the organization of the thesis, give a brief 
1· review of the contents of each Chapter and explain what we hope to achieve. 
ORGANIZATION: 
The present thesis is divided into two parts. In Part I we present a 
unified treatment of the theory of Concave (Convex) Quadratic Programming. 
In Part II we present four computational methods which can rightfully claim 
to be an extension of the Simplex Method for Linear Programming to the 
solution of concave (convex) quadratic programs. For this reason we shall 
call these methods SIMPLEX METHODS for QUADRATIC PROGRAMMING or just 
SIMPLICIAL METHODS. PART I consists of three Chapters and PART II, 
four Chapters. Each Chapter is provided with an Appendix where additional 
proofs, explanations and references made in the Chapter are given. We 
find that this approach does not disrupt the continuity of the discussion 
being carried out in the main text and at the same time serves as a source 
of quick reference for the reader. 
The style of presentation has been greatly influenced by the lectures of 
Professor C.G. Troskie at the University of Cape Town. Thus in Part I 
which is mainly concerned with theory, we have tried to eliminate most of 
the "padding1' and trim the Chapters into the quick--- easy-to-follow 
II 
pattern: Definition----- Theorem----- Remarks. Part II is a discussion 
of computational methods and is of necessity in essay form.. Nevertheless 
we attempt to maintain a uniform structure by dividing each Chapter into 
five sections, namely:-
( 1) Introduction (of the method). 
(2) Theory of the Method• 
(3) Description of the Method. 
(4) Convergence of the Method. 
(5) A 11Flow11 of the Method in Summary Form. 
REVIE\'7 OF CHAPTERS: 
Chapter I. In this Chapter for the benefit of the readers not familiar 
with the 11Theory of Convex and Concave Functions'1 and to make this thesis 
as self-contained as possible, we present those properties of "Convex Sets19 , 
"Convex Functions" and "Concave Functions11 which are needed for our purposes. 
Chapter II. In this Chapter we analyse in detajl a special type of 
"concave programn (by a concave program we mean a problem of the form max-
imize a concave function subject to 17 convex constraints") namely "concave 
differentiable programs 11 and obtain a characterization for the optimal 
solutions of these programs. The main features of this Chapter are: 
{i) An introduction of a hypothesis called 19Hypothesis I" (which is 
motivated by the concept of "superconsistent differentiable pro-
Hypothesis I enables us to present a simpler and 
easier approach to the "Kulm-Tucker Theory", avoiding the "constraint 
qualification11 concept introduced by Kuhn and Tucker.(See reference 
III 
(7) in bibliography). This constraint qualification concept 
is somewhat difficult to grasp and although of fundamental import-
ance in umore general11 nonlinear programs we find that we can do 
away vd th it as far as the theory of "simplex" concave quadratic 
programming is concerned. 
(ii) A presentation of the original Kuhn-Tucker Theorem (see reference 
(7) in bibliography), in a form which provides a unifying theor>e-
tical approach to the derivation of the theory of the nsimplicial 
Methods19 presented in Part II. 
Chapter III. In this Chapter we propose a classification for quadratic 
programs and apply the theory developed in Chapter II to obtain a character-
ization for the optimal solutions of quadratic programse The important 
feature of this Chapter is the characterization of the optimal solution 
for a concave quadratic programming problem as a basic solution of a system 
of equations. Historically, it was Barankin and Dorfman ( 1 ) who first 
pointed out that, "if the linear Lagrangian conditions of optimality were 
combined with those of the original system, the optimum solution was a 
basic solution in the enlarged system with the property that only one of 
certain pairs of variables were in the basic set. Markowitz (8), on the 
other hand, proved that it t'las possible to modify the enlarged system and 
then parametrically generate a class of basic solutions with the above 
special property,Hhich converged to the optimum in a finite number of steps11 • 
Both the articles of Harkowitz and Barankin and Dorfman require rather 
involved arguments. Here we derive the Hbasic property" of the optimal 
solution to a concave quadratic programming problem in a simple but indirect 
IV 
way (see THM. IX.3 and THH. X.3). This is one instance where we hope to 
get a~Tay with murder without having to face the guillotine. 
Chapter IV. In this Chapter a detailed presentation of Wolfe's Method (10) 
·is given. Although the literature on this method is p:·.entiful we feel 
that there are some "loose ends" which we try to patch 1p here as best as 
we can. These refer specially to the proof of the fin: .te convergence of 
the method, to the usefulness of its 11Long Form'' in actt al practice and to 
the application of its "Short Form" to quadratic progran;:; 'I'There 
the objective function has no linear form. 
Chapter v. In this Chapter a detailed presentation of ·the Method of Frank 
and Wolfe is given. The literature on this computational method is very 
sparse and in our opinion this is unjustified,for we find it quite useful 
in actual practice because of its high degree of finite convergence and 
simplicity (any computer program for the Simplex Method can be easily con-
verted for the Method of Frank and 'Holfe) • Moreover, from the theoretical 
point of view it occupies a place of relevant importance in the present 
thesis,owing to the fact that the "basic property" of the optimal solution 
to the quadratic program (referred to in the sketch of Chapter III) is 
obtained as a 11by product" of the finite convergence of the method. By 
this we mean that the "basic property" of the optimal solution is arrived 
at during the course of the proof of the finite convergence of the Method 
of Frank and Wolfe. 
Chapter V~. In this Chapter we extend 11Dantzig 9 s l-1ethod11 • (See ( 5) in 
bibliography) to the case where the concave objective function consists of 
11mixed91 quadratic and linear terms. Again, as in Chapter V, while 
v 
discussing the finite convergence of this method we arrive·at "ancther 
basic property" - namely "complementarity11 , of the optimal solution in 
question (see section (6.4) of Chapter VI). 
Chapter VII. In this Chapter a very short presentation of Beale v ft Method 
is given. This should in no way indicate any ill feelings towards the 
method. As a matter of fact it remains our favourite, especially \'lhen 
actual numerical computatioTls are involved. The reason for the br:!.ef 
treatment is due to the extremely lucid and exhaustive article on BE.alevs 
Method (by E.M.L. Beale himself) vThich appears in J. Adadievs book 
"Nonlinear Programming" (pp 143-172; see ( 11) in bibliography). '.ile felt 
that any attempt at our own presentation of the method could in no way 
measure up to this excellent article. 
(Note- the terminology THM.VI.3, say!! is used to indicate that we 2re 
referring to THM. VI of Chapter III). 
AIM of THESIS: 
In this thesis we have tried to present an exposition of Concave ( Con'rex) 
Quadratic Programming as an extension of Lineqr Programming. It is hoped 
that the thesis together with the article on "Bealevs MethodH mentioned 
above could serve as a text for a person acquainted l'li th l.inear Programming 
who seeks a systematic and simple extension of his knowledge to Concave 
Quadratic Programming. 
PART I 





nconvex and Concave Functions'V 










of the n-dimensional Euclidean space 
En is defined to be the set of points 
IY= {XjX = >.x2 + (1-A.)X1 , . 0 ~A~ 1} 
Convex Set. A set JX of points in E 
n 
is said to be convex if 
the line segment joining any t\'m points x1 and x2 of JX 
is contained in JX , i.e., if for any two points x1 and x2 
of lX and for every A e [o, 1] the point AX2 + ( 1-A )X1 e lX , 
then ]{ is said to be convex. 
If IA and JB are convex subsets of En, then IA r1 E is also a 
convex subset of E • 
n 





em and x 2 e JA, x2 e JB. Hence 
AX2 + (1-A)X1 e IA for 0 < A < 1 
AX2 + (1-A)X1 eJB for 0 < A. < 1 - ' 
since JA and 1B are convex sets. Thus 
>. x2 + ( 1->.. ) x 1 e JA (': JB for o ~ t.. ~ 1 • 
Hence for any nro points x1 and x2 of JA (\ JB, the line segment joining 
them belongs to IA n JB • Q.E.D. 






( ii) It can not-w be easily shmm that the intersection of any finite 
number of convex sets is convex. (Proof: Use induction. 
Result immediate.). 
(1.2) Convex Functions. 
DEFN. · Convex Fm1ction. A function f(X) defined on a convex subset 
JX of E n is said to be convex if for any two points 
x2 in JX and for all A, 0 ~ /, ~ 1, 
x1 and 
A convex function f(X) defined on a convex subset JX of En 
is said to be .strictly convex if the strict inequality 
is satisfied for all A, 0 ~ f.. ~ 1 , and for any two different 
points x, and x2 belonging to JX • 
LEill1A II If g(X) is a convex function defined on a convex subset JX 
of En and c is an arbitrary real number, then the set 
JZ = {X lg(X) ~ c , X e JX } 





be any two points in JZ • Then g(X1) .::_ c and 
g(X2 ) ~c. Now let X= A.X2 + (1-A.)X1 0 <A. .::_1. Then X e JX since 
lX is convex and therefore 
g(X) = g(.AX2 + (1-A.)X1) .::_ A.g(X2) + (1-A)g(X1) since g(X) is convex in JX 
< c • 
Hence X= ;..x
2 
+ (1-A.)X1 e JZ for any 0 < A < 1. ·Q.E.D. 
NOTATION: If the function f(X) defined on E is continuous over JX e En . n 
we write f e C over· JX (read f belongs to the class C of continuous 
!.3 
functions over lX ) o 
If f(X) and all its first partial derivatives are continuous over JX we 
write f e C' over JX o 
If f(X) e cv over En lve simply Hrite f e cv , 
DEFN, Differentiable Function. If f e C9 at X then f(X) is said 
0 
to be differentiable at X • 
0 
If f(X) is differentiable at every 
point of a set JX e E we say that f(X) is differentiable in JX , 
n 
DEFN; Gradient Vector. Let f e cv over JX, a subset of E • 
n 
for every point X of lX we can define an n-component row 
vector Vf(X) by 
af(X)) 
' • • • 9 ax 
n 
The vector Vf(X) is called the gradient vector of f(X). 
Then 
TH£'1, I If f(X) is a convex function on E and if f(X) e C' 
n 
then 
f(X) - f(X ) > Vf(X )(X-X ) 
0 - 0 0 
for any fixed point X e E and for all X e E , o n n 
PROOF: Let X
0 
be a fixed point in En' 
we have that 
Then by the convexity of f(X) 
f(AX + (1-A)X
0
) ~ Af(X) + (1-l..)f(X0 )~ 
for any X e E and for all A, 0 <!.. < 1. 
n 
Hence 
f(>.X+(1-NX )-f(X ) 
-----:--
0---c- < f(X) - f(X ) !J A, 0 < A < 1 
A - o -
(1. 1) 
Expanding f( X+ (1-I..)X ) by Taylor's theorem (see App. I.1) we obtain 
0 
f(X +J.(X-X )) = f(X ) ·1- I..Vf(X +A8(X-X ))(X-X ) for some 6 e [o, 1]. 
0 0 0 0 0 0 
Thus relation (1.1) becomes 
Vf(X +A6(X-X ))(X-X ) < f(X) - f(X ) • 
0 0 0 - 0 
!.4 
On taking the limit as A -+ 0, we have that 
Vf(X )(X-X ) < f(X) - f(X ) for any X e E • o o - c n 
Q.E.D. 
Tm1. II If the functions f i (X) i = 1 ~ ••• ,N, are convex on the same con-
vex subset :D{- of the linear combination 
c.f.(X) 
l. l. 
is also a convex function on lX when the coefficients c. are 
l. 
non-negative constants. 
PROOF: Let x1 and x2 be arbitrary points of lX • 
A, 0 < A < 1 
Then for all 
fi(AX2 + (1-A)X1) ~ Afi(X2) + (1-A)fi(X1), i = 1, ••• ,N, 
because fi(X) isconvex. Furthermore,since ci?_O i=1, ••• ,N we 
have that 
c.f.(AX2 + (1-A)X1) < Ac.f.(X2) + (1-A)c.f.(X1) i = 1, ••• 9 N. l. l. - l. l. . l. l. 
Hence 
N N N 
E c.f.(AX2 +(1-A)X1) < A I c.f.(X2) + (1-A) I c.f(X1) i=1 l. l. - i=1 l. l. i=1 l. 
Q.E.D. 
THH. III Let f(X) e C9 be a convex function on En. Then for any two 
given (fixed) points X
0 
and x1 the function 
$(A) ~ Vf(X
0
+A(X1-X0 ))(X1-X0 ) , 
of the real variable A, is a monotonically nondecreasing function. 
Then by THM 1 we have that 
f(X
0
+A 1(X1-X0 ))-f(X0 +A 2(X1-X0 ))?_(A1-A 2)Vf(X0 -A 2(X1-X0 ))(X1-X0 ) 
f(X
0
+A 2(x1-X0 ))-f(X0 +A 1(x1-X0 ))?_(A2-A1)Vf(X0 +A 1(X1-X0 ))(X1-X0 ) 
10 5 
Therefore result follows immediately on adding these tl-m inequalities. 
Q.E.D. 





If for any two given 
~f(X ><x
1





-x ·)) > f(X ) for all A. > o • 
0 0 0 




-x )) - f(X ) > ft.~f(X ><x
1
-x ) 






-x ) for all A > o 
0 0 
> 0 for all A > 0 
Q.E.D. 
f(X) e C9 be a convex function on En. If for any two 




-X ) < 0 , 
0 0 
there exists a Ao > 0 
f{X +A(x
1
-x )) < f(X ) 
0 0 0 
x, 
such that 
for 0 < ft. < >.. 
0 
PROOF: By THM I we have that 
f(X )-f(X +A.(X 1-x )) > ~f(X +A(X1-x )) (-;\.(X1-X0 )) 0 0 0 - 0 0 
Hence 
f(X +A.(X1-X ))-f(X ) < ~f(X +A{X1-X )){X1-X ) for 0 < A <1 o o o- o o o --
Since the partial derivatives of f(X) are continuous, we obtain, on taking 
one sided-limits 
lim (f(X +>..(x1-x )-f(X )) < Vf(X )(X1-x ) < o • >..40+ 0 0 0 - 0 0 








Concave function. A function f(X) defined on a convex subset 
JX of En, is said to be concave, if for any two points x1 and 
x2 in JX and for all >. , 0 ~ .A ~ 1 , 
A concave function f(X) defined on a convex subset JX of En 
is said to be strictly concave if the strict inequality 
f(t.X2 + (1-.A)X1) > .Af(X2) + (1-l.)f(X1) 
is satisfied for all .A, 0 ~.A~ 1, and for any two different 
points x, and x2 belonging to JX. 
Note that the definition for concave functions is obtained from 
the definition for convex functions by simply reversing the 
direction of the defining inequality. This means that f(X) 
is concave if, and only if, -f(X) is convex. Hence each theorem 
of section (1.2) has an analog for concave functions. We give 
the statements of these theorems below. Their proofs follow 
exactly the same form as those given in section (1.2), except 
for the trivial modification mentioned. 
If f(X) is a concave function on E and if f(X) e C9 
n 
f(X) - f(X ) < ~f(X )(X-X ) 
0 - 0 0 
for any fixed point X e E o n and for all X e E n 
then 
THM. II* If the functions f. (X) 
~ 
i = 1, ••• ,N are concave on the same 






is also a concave function on JX , when the coefficients 




THM.rrr* Let f(X) e cv be a concam function on E • 
n Then for any two 
THM. rv* 
given (fixed) points X
0 
and x1 the function 
~(A) = Vf(X +A(X1-X ))(X1-X ) , 0 0 0 
of the real variable A, is a monotonically non-increasing function. 
Let f(X) e ct be a concave function on 
given (fixed) points X
0 
and x1 
Vf(X ><x1-x ) < o . 0 0 
then 
f(X +A(X1-x )) < f(X ) 0 0 0 
for all ), > 0 • 
E n· If for any two 
THM. v* If for any two 
for all A, 0 < A < A 
0 
(1.4) Maxima and Minima of Convex and Concave Functions. 
DEFN. 
DEFN .• 
Global Maximum. Let f(X) be a convex (concave) function defined 
on a convex subset :IX of En. Then X e ]{ is said to be a 
0 
global maximum of f(X) over lX if 
f(X) < f(X ) 
- 0 
for all X e :IX • 
Global Hinimum. Let f(X) be a convex (concave) function de-
fined on a convex subset lX of E • 
n 
Then X e JX is said to 
0 





f(X ) < f(X) 
0 -
for all X e JX • 
Local Maximum. Let f(X) be a convex (concave) function defined 
on a convex subset lX of E • 
n 
Then X e JX is said to be a 
0 
local maximum of f(X) over JX if 
f(X) < f(X ) 
- 0 
for each point X lying in both lX and some sufficiently small 
neighbourhood of X
0
, i.e., if there exists an € > 0 such that 
f(X) < f(X ) 
- 0 
for all X e JX n {XI ~X-X II < e:}' then X is said to be a 
0 0 
local maximum of f(X) over lX • 
Local Minimum. Let f(X) be a convex (concave) function defined 
on a convex subset :IX of E n" Then X e :IX 0 
local minimum of f(X) over JX if 
f(X ) < f(X) 
0 -
is said to be a 
for each point X lying in both :IX and some sufficiently small 
neighbourhood of X
0
, i.e., if there exists an € > 0 such. that 
f(X ) < f(X) 
0 -
for all X e ]{ , \{X I II X-X
0 
II < e:} , then X
0 
is said to be a local 
minimum of f(X) over ]{. 
If X e ]{ is a local maximum of f(X) over JX then we say that 
0 
f(X) takes on a local maximum at X
0 




) is called the global maximum (supremum) of 
f(X) over JX and we say that f(X) takes on or attains the 
(its) global maximum (supremum) at X
0 
I.9 
THM. VI Let f(X) be a convex function defined on a convex subset ~ 
Then any local minimum, X ' 0 of f(X) 
also a global minimum of f(X) over ~. 
over JX is 
PROOF: Suppose there exists an x*e JX such that f(X
0
) > f(X*). Then, since 
f(X) is convex 
f(AX~+ (1-A)X ) < Af(X*) + (1-A)f(X ) 
"' 0 - 'I' 0 














Now since X is a local minimum there exists an e: > 0, such that 
0 
f(X ) < f(X) 
0 -
for all x e ~ {XI llx-x II < e:} = N • Let A1 be such that 0 E: 
0 < A1 < min { 1' -~x* ~xoll} • Then the point X= A1X*+ (1-A 1)X0 
belongs to N • 
E: 
But by (1.2) 
f(A 1X* + (1-A)X0 ) < f(X0 ) • 
This contradicts the fact that X e ~ is a local minim~~ of f(X) over 
0 
~. Hence if X is a local minimum of f(X) over JX there cannot 
0 
exist a point X* e ~ such that f(X
0
) > f(X*). 
f(X) > f(X ) for all X e lX, i.e., that X is 
- 0 0 
f(X) over lX. 
This implies that 
a global minimum of 
Q.E.D. 
THM. VII Let f(X) be a convex function defined on a convex subset JX 
of E • n Then the set of points for which f(X) takes on its 
global minimum is convex. 
PROOF: If f(X) is a convex function without a global minimum over JX 
then the set of points for which f(X) takes on its global minimum is empty 
!.10 
and hence convex (see App. I.2). Assume then that the global minimum is 
taken on at a point x
1 
e JX. Let JB = {XjX € JX~ f(X)::: f(X1)}. If 
JB has only one point (namely x
1
) then clearly JB is convex. 
then that there exists another point x
2 






But AX2 + < 1->Jx1 e JX since JX is convex and JBCJX and so since 
f(X) > f(X 1 ) for all xeJX it follows from ( 1.3) that 
- I 
f(AX2 + (1-A)X1) = f(X1) for all A, 0 < A < 1 
Hence 
REMARK: 
AX2 + (1-A)X1 em for all A, 0 < A < 1 . 
Q.E.D. 
Note that an immediate implication of THM. VII is that if the 
global minimum of a convex function, defined on a convex set 
JX C En 5 is taken on at t'l-10 different points of JX , it is taken 
on at aTl infinite number of points, since then any point lying on 
the line segment joining the two points in question will be a 
global minimum. 
THM.VIII Let f(X) be a strictly convex function defined on a convex sub-
set IX of E • 
n 
Then f(X) can only take on its global minimum 
over JX at a unique point of JX • 
PROOF: Let X e JX be such that 
0 
f(X) > f(X ) 
- 0 
for all X e JX, and suppose there exists another point x1 e JX , x1 ¢ x2 
such that 
I.11 
Now since f(X) is strictly convex in ~ we have that 
f(AX 1 + (1-A)X0 ) < Af(X1) + (1-A)f(X0 ) V A, 0 < A < 1 • 
In particular for the point X
2 
= ~X1 + ~X0 € JX, Ne have that 
f(X
2
) < ~f(X1 ) + ;f(X0 ) = f(X0 ) • 
But this is a contradiction since f(X) takes on its global minimum over 
.lX at X 
0 Q.E.D. 
REMARK: Note that TH~i. VIII immediately implies that if a convex function 
f(X) defined on a convex set lX of E takes on the global 
n 
minimum ove:r. JX at u-to different points of JX then f(X) 
cannot be a strictly convex function. 
THM. IX Let f(X) be a convex function defined on a convex subset ~ 
Then f(X) takes on its global minimum over :lX at 
every point in JX which satisfies 'ilf(X) = o. 
PROOF: Let X
0 
€ JX be such that 'iJf(X
0
). Then by THM. I 
f(X) - f(X ) > 'ilf(X )(X-X ) 
0 - 0 0 
for all X e E and in particular for all X e ~ • 
n 
Hence 
for all X e .lX • 
f(X) > f(X ) 
- 0 
Q.E.D. 
Throughout this section we have neglected the problem of maximizing convex 
functions over convex sets. Let us nmv turn our attention to this subject. 
TI!H. X If a convex function f(X) has a global maximi.zing point in the 
interior of its convex domain lX, then f is constaTJ.t on JX. 
PROOF: (See next page). 
I.12 
PROOF: Let f(X) ~ f(X 1) for all X e lX and suppose that x1 is an 
interior point of lX. Now by the definition of interior point there exists 
an e:-nbhood N e: = {X II X-x1 II < e:} around x1 such that N e: c~:; lX • 
Let X be an arbitrary point of lX and consider the points 
~x 1 -txll 
X(t) = (1-t) 0 < t < 1 
NoN since lim ~X(t) - x1 11 = 0 it follows that for any e:p 0 < e: 1 < e:, t+O 
there exists a 0 < o < such that 
II X ( t) - x,ll < e: 1 < e: for all 0 < It I < 0 < 1 
Let A be a number such that 0 < A < o. Then X(A) e N lX. e: 
Denoting X().) by x2 we conclude that 
x1 = (1-A)X2 + AX 





) + Af(X) 
by the convexity of f. Now 
f(X2 ) ~ f(X1 ) and f(X) ~ f(X1), 
therefore if f(X) < f(X
1





) + Af(X) = f(X
1
) 
which is a contradiction. Thus f(X) = f(X 1) for all X e lX. 
As immediate consequences of THM. X ~·le have: 
( 1. 4) 
(i) Every global maximizing point X* lies on the boundary of the con-
vex domain lX over vlhich a nonconstant convex function f(X) is 
being maximized. Horeover, no such point can have V'f(X*) : 0 
for then X* i'Tould be a global minimizing point for f(X) (THM.IX), 
and f(X) is a constant when a point on its domain ~ is both 
global maximum and a global minimum over lX • 
!.13 
(ii) Every local maximizing point Xt lies on the bounda~y of the convex 
domain JX over which a nonconstant convex function f(X) is being 
maximized, since if it did lie on the interior of ~ then 
'Vf(Xt) = 0 which would imply f(X) = constant over JX , a contra-
diction. 
So if the convex function f(X) defined over a convex set ~ is not 
constant on JX and has a global maximum X*, say, on JX , then X* lies 
on the boundary of lX .. As a matter of fact it can be proved that :-
I 
if f(X) is a convex function defined over a closed convex set ~ bounded 
from below and if f(X) takes on the global maximum at some point of JX , 
then the global maximum of f(X) over ~ will be taken on at one Ol" more 
extreme points of JX • (See App.I.3). 
Since quadratic programming is not concerned with the problem of maximi-
zing convex fu.Tlctions, >ve shall not pursue this subject further. 
theless quadratic programming is concerned with minimizing convex quadratic 
functions (or equivalently with maximizing concave quadratic functions) 
over convex sets. This subject -vlill be analysed in detail in Chapter II. 
Finally note that since if f(X) is concave -f(X) is convex and since 
maximum f(X) = minimum 1-f(X) I over IX, each theorem proved in this 
section, has an analog for concave functions: 
(see following page) 
I.14 
THM. vr* Let f(X) be a concave function defined on a convex subset ~ 
Then any local maximum of f(X) over :IX is also a 
global maximum of f(X) ov~r ~. 
THN. VII* Let f(X) be a concave function defined on a convex subset :IX 
of E n· Then the set of points for which f(X) takes on its 
global maximum is convex. 
THM.VIII~ Let f(X) be a strictly concave function defined on a convex 
subset IX of E • n Then f(X) can only take on its global 
maximum over IX !t at a unique point of IX • 
THM.(rx*> Let f(X) be a concave function defined on a convex subset 
THM. x* 
IX of E • n Then f(X) takes on its global maximum over ~ 
at every point in JX ~-1hich satisfies Vf(X) = o. 
If a concave function f(X) has a global minimizing point in 
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Differentiable Program. If f(X) e C9 and if g.(X), i ~ 1, ••• ,m, 
~ 
is a convex function on En which belongs to cv, then a 
differentiable program is defined to be a problem of the form: 
subject to 
maximise or minimise f(X) 
g.(X) < 0 
~ 
X > 0 
i = 1, ••• ,m l 
(2.1) 
(2.2) 
In the sequel we shall use the abbreviation "D.P.vv to denote 
"Differentiable Programn. 
Objective function. The function f(X) in (2.1) is called 
the objective function. 
Feasible Solution. A vector (point) X .vhich satisfies the 
constraints in (2.2) is called a feasible solution (poin~). 
Feasible Domain. The set Rx= {X IX>O' gi(X).::_O i = 1, ••• ,m}, 
of all feasible points 
we can associate three 
(a) Boundary Surfaces. 
is called the feasible domain. lVith 
important concepts: 
The hypersurfaces given by g.(X) = 0 
~ 
~ 
and x. = 0 are called boundary surfaces of the feasible domain 
J 
Rx· 
(b) Boundary Point. A feasible point is called a boundw~y 









(c) Interior Point. A feasible point X*_ is called an interior 
point if gi(X*) < 0 for all i, and X*> 0. 
Note that the feasible domain ~ is a closed convex set (see 
AppendiX II • l) 
Optimal Solution. A feasible point X*' for which f(X) attains 
its maximum (minimum) over ~' is called an optimal solution or 
simply "solution°1 to the D.P •• That is, if 
f(X*) ~ f(X) for all X e Rx 
then X* is said to be an optimal solution to the D.P •. 
Consistent D.P. A D.P. is said to be consistent (feasible) if 
its feasible domain ~ is not empty. 
Superconsistent D.P. A D.P. is said to be superconsistent if it 
is consistent and if in addition there exists a feasible point 
X* such that 
g. (X ) < 0 
~ * for all i • 
Solvable D.P. A feasible D.P. is solvable if the objective 
function is bounded over ~ and attains its maximum (minimum) 
over ~· 
Concave Differentiable Program. A concave differentia9le program 
is a differentiable program in which we specifically want to 
maximize an objective function f(X) which is concave over E • 
n 
Convex Differentiable Program. A convex differentiable program 
is a differentiable program in which we specifically WCJ."it to 
minimize an objective function f(X) which is convex over E • n 
r~.3 
REMARK: Note that it is the concavity or convexity of the objective 
function that makes the D.P. concave or convex. 
THI1. I 1
- 0 OJ Let X
0 
= ~1 , ••• ,xn be a solution (optimal) to the concave 
differentiable program. 
max f(X) 
(2.3) subject to 
(2.3) g. (X) < 0 
1 
i = 1, ••• ,m 
X > 0 
Then X is an optimal 
0 
solution to the simplified differentiable 
program. 
max f(X) 
( 2.4) subject to 
g. (X) < 0 
1 




i e I 
j e J 
= {ijg.(X ) = O} 
1 0 
= {j lx<? = O} 
J 
PROOF: Assume that X is not an optimal solution to (2.4-). 
0 
exists a point X Hith 
x. > 0 
J -
for j e J 
gi {X)~ 0 for i e I 
such that f(X) > f(X ). 
0 
Now 0 ( 0) x. +A x.-x. > 0 
J J J 
for j e J and for A > 0 
(2.4-) 
Then there 
x'? + A(x.-xc;) > 0 for j $ J and for sufficiently small A > 0 
J J J 
Also 
g.(x +i<x-x )) < g.(x ) + i\(g.(X)-g.(X )) for 0 < A < 1 
,J_ 0 0 - 1 0 1 1 0 
< ),g.(X) for i e r and for 0 ~A < 1 
- 1 





)) ~gi(X0 ) + A(gi(X)-gi(X0 )) for 0 <A< 1 
< 0 for i $ I and for sufficiently small A>O 
Hence for sufficiently small A > 0 
g.(X +A(X-X )) < 0 
~ 0 0 -
for all i 
x~ +A(x.-x~) > o for all j 
J J J -
which implies that X +A(X-X ) 
0 0 
is a feasible point of the D.P. (2.3). 
But f(x} is concave 
.. f(X +A(X-X )) > f(X ) + A(f(X)-f(X )) 
0 0 - 0 0 
> f(X ) since A > 0, f(x) > f(X ) • 
0 0 




Note that in the proof of THH I vte don 1 t use the fact that 
f € C9 and g.(X) e cv, i = 1, ••• ,m. (See App.III.2) 
~ 
(2.2) Saddle Points. 
DEFN. 
DEFN. 
Saddle Point. A function F(X,A)~ X being ann-component 
coli.nnn vector, A an m component column vector, defined in a 





] in the region R if, 
F(X,A ) < F(X ,:\ ) < F(X ,A) 
0 - 0 0 - 0 
holds, for all (X,A] e R. 
Gradient of F(X,A). If F(X,A) e cv over E we define n+m 
the gradient of F(X,A) with respect to X evaluated at 
[X ,>- ] to be 
-0 0 
'VXF(X ,A ) 
0 0 
a a : (~ F(X ,A ), ••• , ~ F(X ,>- )) 
oX 0 0 oX 0 0 n 
II.6 
~ > 0 there exists an £ > 0 such that the point [x0 + hek,A0 ] belongs 
to R+ for all h, 0 < [h] < £. Therefore, since by assumption 
F(X,A ) < F(X ,A ) for all [X
1
A]e R+ , 
0 - 0 0 
we have that 
Hence 
F(X +hek)-F(X ,A ) 








----~h---- > 0 for 0 < h < E (2.8) 
Since F(X,A) € C9 over E + on taking limits as h + 0 we conclude that nm 
d (2. 7) a F{X ,). ) < 0 from 
~ 0 0 
d a F(X ,A ) 
~ 0 0 
> 0 from (2.8) 
Thus d -- F(X A ) = 0 • 
a~ o' o 
Hence we have proved that if [x ,A ] 
0 0 
is a global saddle point of 
F(X,A) in R+ then for any component 
~ F(X ,A ) = 0 if x0k > 0 
oXk 0 0 
or ~ F(X ,A ) < 0 if x0 k = 0 
0~ 0 0 





The proof of ( 2. 6) follm.qs exactly the same lines. 
Q.E.D. 
THM.III If F(X,A) € C9 over E + , then a sufficient condition for n m 
= {[X,A] lx ~ o, A> 0} to be a saddle point (global) 







~XF(X ,A. ) < 0 vXF(X ,A. )X = 0 
0 0 0 0 0 
~,F(X ,A. )A. = 0 







) + ~XF(X0 ~A.0 )(X-X0 ) V X > 0 
F(X ,>..) > F(X ,A ) + ~,F(X ,A. )(A.-A ) V A > 0 
0 - 0 0 II. 0 0 0 





~XF (X ,A )X since ~XF(X ,A )X = 0 
0 0 0 0 0 
< 0 for all X > 0 since ~XF(X ,A. ) < 0 
• 0 0 -
from (2.11) it follows that 
F(X,A. ) < F(X ,A ) 
0 - 0 0 
v X > 0 
using relations (2.10) and (2.12) we obtain 
F(X ,A. ) < F(X ,A.) 
0 0 - 0 
V A > 0 • 
Therefore for any given [x,>..] e R+ we have that 
F(X,A ) < F(X ,A. ) < F(X ,A) • 
0 - 0 0 - 0 
Hence [X ,A ] is a global saddle point of F(X,A.) in R+ • 
0 0 
Q.E.D. 
(2.3) Characterisation of an Optimal Solution of a Concave Differentiable 
.~gf~· 
In this section we consider n4o closely related problems namely, Problem I 
and Problem II, and derive very important relationships between the two. 
We start by introducing Problem I: 
Problem I. 
f(X) e C' 
Suppose that f(X) is a concave fUnction on E and that n 
over E • n Suppose further that g.(X) is a convex function on ~ 






i = 1, ••• ,m 
• f01..,· i e I 
Hence 
~g.(X >[x*-x] < o 
~ o ,. o· i e I (2.13) 
for some vector X*, because the concave differentiable program in Problem I 
is superconsistent. Now let X > 0 be an arbitrary vector for i<l'hich 
~g.(X )(X-X ) < 0 
~ 0 0 -
i e I (2.14) 
II. 8 
DEFN. Lagrange Function. Given Problem I the function F(X 5 A) defined 
by 
F(X,A) = f(X) - A1G(X) 
is called the Lagrange function o~oblem I. 
Given Problem I, find a point [X A ·] such that o' o· ' 
is a saddle point (global), of its Lagrange function F(X,A) = f(x)-A 1G(X), 
in the region R+ = {[X,A] lx ~ O,A ~ 0}. 
THM. IV Suppose that the concave differentiable program given in Problem I 
is superconsistent and suppose that X 
0 
is an optimal solution 
to Problem I. Then 
IJf(X ){X-X ) < 0 
0 0 -
for all X satisfying the inequalities 
[
IJg.(X )(X-X ) < 0 
~ 0 0 -
X > 0 
i e I = {ilg.(X ) = 0} 
~ 0 
PROOF: Since gi(X) i = 1, ••• ,m~ is convex and differentiable in En~ 
it follows from THM. I.1 that 
g .(X ) + IJg. (X ) (X-X J 
~ 0 ~ 0 0 
VTg.(X >lx-x] < g.(X) 
~ o · o· - ~ 
Hence 
VTg. (X ) [x ... --x ] < o 
~ o · '~" o· 
<g.(X) i= - ~ 
f01.., i e I 
i e I 
1, ••• ,m 
(2.13) 
for some vector X*, because the concave differentiable program in Problem I 
is superconsistent. Now let X > 0 be an arbitrary vector for i<Thich 
IJg.(X )(X-X ) < 0 
~ 0 0 -
i e I (2.14) 
II.9 
Multiplying inequality (2.13) by 8 and inequality (2.14) by {1-8), 
where 0 < e ~ 1, and combining the resulting inequalities we obta.iD 
(1-8)~gi(X0 )(X-X0 ) + 8~gi(X0 )(X*-X0 ) < 0 i e I, 0 < e ~ 1, 
which is equivalent to 
~gi(X0 ) ((1-e)x + ex*-X0 ) < o 
If we put 
z = (1-e)x + ex* o < e ~ 1 , 
i e I, o < e ~ 1, 
inequality (2.15) can be written in the more compact form 
~gi(X0 )(Z-X0 ) < 0 
Now by THM. I.1 
i e I 
g.(X )-g.(X +t(Z-X )) > (~g.(X +t(Z-X ))(-t(Z-X )) 





so since g.(X) and its first partial derivatives are assumed to be con-
1 
tinuous for all i, we have that for sufficiently small and positive t 
g.(X +t(Z-X )) < 0 
1 0 0 
i $ I (because g. (X ) < 0, 
1 0 
i $ I) 
i e I (because of relation (2.17)) 
Note: It is to conclude this very last statement that \--Te need relation 
(2.17) as a strict inequality. For if we had ~g.(X )(Z-X ) = 0, 
1 0 0 
~g.(X +t(Z-X ))(Z-X ) could be strictly greater than 0 for suffici-
1 0 0 0 
ently small and positive t. Also recall that He were able to obtain 
relation (2.17) as a strict inequality because the concave differen-
tiable program in question is assumed to be superconsistent. 
VJhence for sufficiently small and positive t 
g.(X +t(Z-X )) < 0 
1 0 0 
i = 1, ••• ,m (2.19) 
Also for sufficiently small and positive t 
X + t(Z-X ) > 0 (2.20) 
0 0 -
n,1o 
since, by (2.16)~ z = (1-e)x +ex* o < e ~ 19 and X~ o, x* > 0. 
From (2.19) and (2.20) we conclude that for sufficiently small o.nd 
positive t the point X + t(Z-X ) is a feasible solution to Proble~ I 
0 0 
and therefore 
f(X +t(Z-X )) - f(X ) < 0 
0 0 0 -
for sufficiently small and positive t, 
Finally by THM. r* .1 
because X maximizes 
0 
f(X +t(Z-X )) - f(X ) > tVf(X +t(Z-X ))(Z-X ) • o o o- o o o 







) ~ 0 , 
for sufficiently small and positive t. 
Letting t approach zero, we obtain 
Vf(X )(Z-X ) < 0 
0 0 -
But by (2.16) this means that 
Vf(X )((1-e)X + ex*-X ) < 0 
0 "' 0 
which reduces to 
Vf(X )(X-X ) < 0 
0 0 -
on letting e tend to zero. 
Thus we have proved that 
Vf(X )(X-X ) < 0 
0 0 -
o < e ~ 1, 
when X > 0 satisfies the inequalities 
Vg.(X )(X-X ) < 0 
l. 0 0 -




REHARK: THH. IV tells us that if we have a concave differentiable pro~ram 
't'~hic..'l is su:e.erconsistent then fol"' any optimal solution X
0 
Uf 
any) of this program we must have that 
'Vf(X ) (X-X ) < 0 
0 0 -
for all X satisfying 
~g.(X )(X-X ) < 0 
~ 0 0 -
X > 0 
i e I = {ilg.(X ) = O} -----(2.22) 
~ 0 
If we have a concave differentiable program which is not supa1o-
consistent and which has an optimal solution then assertion (2.22) 
may or may not be true. As it will be seen in the sequel asser-
tion (2.22) plays a most important role,not only in theo1~ of 
quadratic programming,but also in the general theory of non-
linear programming. Thus, we find it convenient to introduce the 
following hypothesis: 
HYPOTHESIS I.If for any optimal solution X 
0 
(provided thel"'e exis·::s one 
of course) of a concave differentiable program we have that 
~f(X )(X-X ) < 0 
0 0 -
for all X satisfying 
'Vg.(X )(X-X ) < 0 
~ 0 0 -
X > 0 , 
i e I = {ilg.(X ) = O} 
l. 0 
then we say that the concave differentiable program satisfies 
Hypothesis I. 
REMARK: From THM. IV it is obvious that a superconsistent concave differen-
THM. V 
tiable program satisfies Hypothesis I. In Section (2.4) we shall 
prove that any concave 11quadratic1 program also satisfies Hypothesis I. 
If the concave differentiable program given in Problem I satisfies 
Hypothesis I and if X is an optimal solution to Problem I, then 
0 
there exists an m-component column vector A > 0 o- and an 
n-component rm-1 vector J.1 > 0 such that o-
II.12 
(i) Vf(X ) : AvVG(X )-u 
0 0 0 0 
(where VG(X) = (Vg 1(X), ••• ,Vg (X)]) m 
(ii) J.1 X = 0 
0 0 
(iii) AVG(X ) : 0 • 
0 0 
PROOF: Since X is an optimal solution to Problem I and the concave D.P. 
0 
given in ~~oblem I satisfies Hypothesis I we have that 
Vf(X )(X-X ) < 0 
0 0 
for all X satisfying the inequalities. 
[
Vg. (X )(X-X ) < 0 
~ 0 0 -
X > 0 
i e I = {ijg.(X ) = 0} 
~ 0 
Hence, it follows that X
0 
is an optimal solution to the following li~ear 
programming problem 
max z = Vf(X )X 
0 
subject to 
Vg.(X )X < Vg.(X )X 
~ 0 - ~ 0 0 
X > 0 
---------(P) 
i e r 
Now problem (P) has a dual which by definition is 
min Z = E A. fvg.(X )X] 
iei ~ · ~ 0 o· 
subject to 
i~I Ai [~Jgi(xo>]~~[vf<xo)J' 
A. > 0 
~-
----,..-----{D) 
i e I 
Now since problem (P) has a~ optimal solution, namely X
0
, it follows, 
by the fundamental theorem of duality, that problem (D) has an optimal 
solution which we can denote by A~ i e I. 
~ 
i $ I, the inequality constraints 




I: A'; [vg.(X ~"> jYf(X )) ' 
ier ~ ~ 0 - 0 
i e I 
can be written in the form 
Vf(X ) = A9 VG(X ) -
0 0 0 lJ() 
(2.23) 
where A r o OJ = _A 1 , ••• ,Am ~ 0 0 
lJO = 
0 0 
(1J1' o. o ,1-ln) ~ 0 
which proves (i)o 
To prove (ii) we take the scalar product of (2.23) with X
0 
and obtain 
1J X = fA 9VG(X )]X - Vf(X )X • 
0 0 . 0 0 0 0 0 





Vf(X )X = [A 9VG(X ))X • 
0 0 0 0 0 
1J X : 0 
0 0 
g. (X ) = ~ 0 








i e I 
i $ I 
which proves (iii). Q.E.D. 
REMARK: 
THr1. VI 
THM. V gives a necessa~J condition for an optimal solution of a 
concave differentiable program which satisfies Hypothesis I or 
which is super-consistent. Later, in THn. IX, we shall prove 
that this condition is also sufficient. 
If for a given feasible solution X of Problem I there exists 
0 
an m-component column vector 
1J > 0, such that o-
(i) Vf(X ) = A9 VG(X ) - u 
0 0 0 '0 
(ii) ll X = 0 
0 0 
(iii) ;...v G(X ) = 0 
0 0 ' 
:\ > 0 
o-
and an n-component row vector 
then [x ~A ] solves Problem II. 
0 0 
II.14 




] is a saddle point (global) 





] e R+ = {[x,;..] I X~ o, f..~ O} and so by THM. II a 
set of sufficient conditions, for 
of F(X,f..) in R+, is: 
to be a saddle point (global) 
VXF(Xo,f..o) ~ 0 , VXF(Xo,f..o)Xo : 0 
V,F(X ,f.. ) > 0 , V,F(X ,f.. )f.. = 0 
A 0 0 - A 0 0 0 
F(X,f.. ) < F(X ,f.. ) + VXF(X ,f.. )(X-X ) for all X _> 0 o- oo co o 
F(X ,f..) > F(X .f.. ) + V,F(X .A )(A-A ) for all A > 0 o - o~ o A o· o o 
Nov1 F(X,f..) = f(X) - ;.. 9G(X) 
.~ VXF(X ,;.. ) = Vf(X ) - A9 VG(X ) 
0 0 0 0 0 
by hypothesis (i) 
since J.1 > 0 o-
But VX(F(X ,A )X = -J.l X = 0 by hypothesis (ii) 
0 0 0 0 0 
Also V,F(X ,;.. ) =- (G(X ))' 
A 0 0 0 
> 0 since G(X ) <'0 
0 - "I 
V F(X A );..··:;: ['G(X )}'f.. = 0 _(by hypothesis (iii)) I 
f.. o' o o · o · o J But 
Novr by THH. (I. 1) v1e ·have that 
G(X) > G(X ) + VG(X )(X-X ) for any X 
- 0 0 0 
and by THM. (!~1) 
f(X) < f(X ) + Vf(X )(X-X ) for any x 








(2 .. 10) 
(2.24) 
(2.25) 
Multiplying (2.24) by -;>..' and combining the resulting relation with 
0 
(2.25) we obtain that for any X > 0 
F(X,A ) = f(X) - A1G(X) 
0 0 
< f(X ) - A9G(X ) + (Vf(X ) - A9VG(X ))(X-X ) 
- 0 0 0 0 0 0 0 
= F(X ,A ) + VXF(X ,A )(X-X ) , 
0 0 0 0 0 
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which verifies (2.11). 








) A'G(X ) + A'G(X ) - A9G(X ) 
0 0 0 0 0 
= F(X ,A ) + (A-A )'G(X ) 
0 0 0 0 
= F(X ,A ) + [G(X )j 1 (A-A) 
0 0 - 0 0 
= F(X ,A ) + V,F(X ,A )(A-A ) , 
0 0 A 0 0 0 
for any A and in particular for any A ~ 0. 
Hhence [X ,A ] e R+ satisfies all the sufficient conditions for a saddle 
0 0 
point (global) of F(X,A) 
point of F(X,A) in R+ • 
in R+ and hence 
' 
[x ,A ] 
0 0 
is a global saddle 
Q.E.D. 
THM.VIII If for a given feasible solution X of Problem I there exists 
0 
an m-component column vector A > 0 o- such that [x ,A ] is a 0 0 
solution to Problem II, then X is an optimal solution to 
0 
Problem I. 
saddle point of F(X,A) in R+. Therefore, by THHo II~ we must have that 
0 = V F(X ,A )A = (-G(X )] 2A = -A 1G(X ) (2.26) A o o o · o o o o 
Now, by definition of a saddle point (global) in R+ , 
F(X,A ) < F(X ,A ) 
0 - 0 0 




= f(X) - A'G(X) < f(X ) - AVG(X ) = F(X ,A ) 
0 - 0 0 0 0 0 
vx.:_o (2.27) 
But A 'G(X) < 0 for all X e ~ ={XjG(X) ~ 0 9 x ~ o} 0 -
since A' > o. Furthermore by (2.26),-A 9 G(X ) : o. Whence. 
0- 0 0 
Hence by relation (2. 27) we conclude that 
f(X) < f(X ) for all X e ~ = {XIG(X) ~ o, X 2:_ 0} 
- 0 Q.E.D. 
REMARK: 
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THM. VII points out that the existence of a saddle point [x ,A ] 
0 0 
of F(X,A) in the region R+ implies the existence of an optimal 
solution to Problem I (and hence excludes the possibility of 
unboundedness in Problem !),provided the X component of the 
saddle point, i.e., X is a feasible solution to Problem I. 
0 
Now, by THM. VI, if we have a feasible solution X to Problem I, 
for which there exists A > 0 and ~ ~ 0 such that 
(i) Vf(X) = X'VG(X) - ~ 
(ii) ~X = 0 (2.28) 
(iii) A9G(X) = 0 
then [x, A] is a saddle point (global) to F(X,A.) in + R ; whence 
if we can find a feasible solution Xll! to Problem I for which 
there are vectors A* ~ O, ~* ~ 0 such that the triple x*,A*'~* 
satisfies (2.28) then we immediately know that Problem I has 
an optimal solution (and so cannot be unbounded), namely X*. 
This provides a sufficient criterion for deciding whether or not 
the differentiable program given in Problem I has an optimal 
solution and a criterion for finding an optimal solution to 
Problem I. Note also that TH~I. VI, THM. VII, and all the con-
elusions of this remark have been deduced vd thout assuming either 
that Problem I is superconsistent or that it satisfies Hypothesis I. 
THM.VIII If the concave differentiable program given in Problem I satisfies 
Hypothesis I, then a necessary and sufficient condition for a 
feasible solution X of Problem I to be optimal is that there 
0 
exist an m-component column vector 
[X X ·J solves Problem II. - o' o 




PROOF: Necessity. Let X be a11 optimal solution to Problem I, then by 
0 
THM. V there exists an m-component column vector 
roH vector 1l > 0 such that o-
(i) Vf(X ) = A'VG(X ) - llo 
0 0 0 
(ii) 1l X = 0 
0 0 
(iii) A'G(X ) = 0 
0 0 




] solves Problem II. 
A > 0 
0 
S .S::f • • u.c. 1.c1.ency. Follows immediately from THM. VII. 
and an n-component 
Q.E.D. 
THM. IX If the concave differentiable program given in Problem I satisfies 
Hypothesis I, then a necessary and sufficient condition for a 
feasible solution X of Problem I to be optimal is that there 
0 
exists an rn-component column vector 
rm..r vector ll > 0 such that: o-
(i) Vf(X ) = AvVG(X ) - J..l 
0 0 0 0 
(ii) ll X = 0 
0 0 
(iii) AVG(X ) = 0 
0 0 
A > 0 
0 --
and an n-component 
PROOF: Necessity. Proved in THM. V. 
Sufficiency.Suppose X
0
8P'x={XjG(X)<O,X>O}and that ·there exists I, > 0 and 
0 -· 
ll > 0 such that (i), (ii) and (iii) are satisfied. o-
Then by TH1'1. VI 
solves Problem II• Hence by THH. VII 
to Problem I. 
X 
0 
is an op·timal solution 
Q.E.D. 
(2.4) Concave Differentiei.ble Programs vrith Linear Constraints 
If 01. is an n-cornponent rovJ vector belonging to E n then the linear function 
g(X) = aX is a convex function in E 
n 
(see THM. I Chapter III). Hence 
if in Problem I the constraints g.(X) < 0 i = 1, ••• ,m are linear we will 1. -
II.18 
continue to have a concave differentiable program. This particular type 
of concave differentiable program plays a most important role in the theory 
of quadratic programming and so we introduce the following definition. 
DEFN. 
THM. X 
Concave Differentiable Program with m Linear Constraints. 
A concave differentiable program with m linear constraints is 
a concave differentiable program with exactly m convex constraints 
g.(X) < 0, i = 1, ••• ,m, which are assumed to be linear. 
l. -
Suppose that in the concave differentiable program given in Frob-
lem I, the constraints g.(X) < O, 
l. -
i=·1, ••• ,m, are linear and 
suppose that X 
0 
is an optimal solution to Problem I. 
Vf(X )(X-X ) < 0 
0 0 -
for all X satisfying the inequalities 
Vg.(X )(X-X ) < 0 
l. 0 0 -
X > 0 
i € I = {ilg.(X ) = 0} 
l. 0 
Then, 
PROOF: Since the constraints gi(X) ~ 0, i = 1, ••• ,m, are linear we can 
ia>ite 
g. (X) = a.x 
l. l. 
i = 1, ••• ,rn 
where a. is an n-component row vector of constants. 
l. 
Hence 




= {XIX > o, 
i e I} sue.~ that Vf(X )(X-X ) > O. 
0 0 
Then 
0 > Vg.(X )(X-X ) = a.(X-X ) 
- l. 0 0 l. 0 
= a.x 
l. 
for all i e I • 
Hence X is a feasible point of the feasible domain R
1 
= {XIX > o, 




is convex, for 
sufficiently small A > 0 the point X + A(X-X ) 
0 o. 
still lies in R1• 
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* Vf(X )(X-X ) > O, it follows by THM.(V.I), that 0 0 Therefore, since 
f(X
0
+A(X1-X0 )) > f(X0
), 
for sufficiently small A. 
Hence X
0 
is not an optimal solution to the problem 
subject to 
max f(X) 
a.X < 0 
l. -
X > 0 
i e I 
(2.29) 
But this is a contradiction since X is an optimal solution to Problem I 
0 
and hence by THM. I, it must be a solution to (2.29). Whence for all 
arbitrary X e R we must have that Vf(X )(X--X ) < 0 




THM. X shows us that a concave differentiable program with linear 
constraints automatically satisfies Hypothesis I and hence we 
have at once the follm'ling theorem: 
Given a concave differentiable program with m linear constraints, 
then a necessary and sufficient condition for a feasible solution 
X
0 
of this program to be optimal is that there exists an m-
component column vector 
~ > 0 such that: o-
A > 0 o-
(i) Vf(X ) = A'VG(X ) - ~ 
0 0 0 0 
(ii) ~ X = 0 
0 0 
(iii) A1G(X ) = 0 • 
0 0 
and an n-component rm-. vector 
PROOF: A concave differentiable prograi'll with m linear cons-traints has the 
form of Problem I and satisfies Hypothesis I (THH. X). 
immediately from THM. IX. 
Hence result follows 
Q.E.D. 
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REMARK: (i) In THM. XI note that the number of components in the column 
is equal to the number of linear 
constraints in the concave differentiable program. So if in 
the h}~othesis of THM. XI we have a concave differentiable pro-
gram with 2m constraints instead of one with m constraints, 
then the corresponding A will have 
0 
2m components. 
(ii) The components 0 0 A 1 , ••• , A of A are called Lae!'~nge m o 
Multipliers. 
(2.5) ~aracte!isation of an Optimal Solution of a Convex Differentiable 
Program. 
In s{;!ction ( 2 .. 3) '1-lG. deriv®cl. the theory coneel'"'ning optimal solution$ of concave 




(i) f(X) e cv 
minimize f(X) 
g.(X) < 0 
~ -
X > 0 
and f(X) 
i = 1, ••• ,m 
is a convex function on E n 
(ii) g.(X) e C9 and g.(X) is a convex function onE for i=1, ••• ,m,_ 
~ ~ . n 
we transform it, vli th the help of the relation 
minimum f(X) = -maximum -f{X) , 
into the equivalent concave differentiable program 
subject to 
maximize -f(X) 
g.(X) < O, i = 1, ••• ,m, X> 0 
~ -
and then apply all the theory derived in sections (2.3) and (2.4) to 










.Quadratic. PJ;:cg;:am. in Normal Form - is a problem of the type 
minimize or maximize f(X) = ex + X'DX 
subject to 
AX = b 
X > 0 
\vhere: 
(i) c = (c1 , ••• ,cn) 
(ii) X = rx, ' • 0 • 'xn] 
is an n-component 






(iii) b = [b 1 , ••• ,bm] (¢ 0) is an rn-component ·column vector. 
(iv) m < n 
(v) D =I~· ·II is an· nxn symmetric matrix 
l.J 
(vi) A = lla •• 11 is an mxn matrix of r&..nJ<~. 
l.J 
Negative Definite Quadratic Form. A quadratic form X9 DX is said 
to be negative definite if 
X9 DX < 0 for all X ~ 0 • 
Negative Semi-Definite Quadratic Form. A quadratic form X9 DX 
is said to be negative semi-definite if 
x~nx < o for all x. 
A quadratic form X9 DX is said to be positive definite if 
-X 9 DX is negative definite, and is said to be Eositive semi-







Indefinite Quadratic Fo1~. A quadratic form X9DX is said to 
be indefinite if it is negative for some points X and positive 
for others. 
Quadratic Program in Normal Form I is a quadratic program in 
Normal Form where: 
(i) the objective function f(X) : CX + X'DX is to be maximized, 
(ii) the quadratic form X'DX is negative definite. 
Quadratic Program in Normal Form II is a quadratic program in 
Normal Form whe:t.:>e : 
(i) the objective function f(X) = CX + X9 DX is to be maximized, 
(ii) the quadratic form X9DX is negative semi-definite. 
QIJadt>atic Proctram in GenG;!r.:tl Normal J'ortn, is a quadratic program 
---·- 9· .,_ . ...__ .... _ .. __ ..,.....;:: ..... ~-.. ...;.._,-_,_ 
in Normal Form wh@re: 
(i) the objective function f(X) = CX + X9DX is to be maximized, 
(ii) the quadratic form X9 DX is indefinite. 
Note that both in normal Form I and Normal Form II the elements 
of A, b and C are arbitrary, but those of D are·not. At 
present there is no suitable method for solving a quadratic program 
in Normal Form with an arbitrary (indefinite) SyiTh~etric matrix D. 
Consequently, we will restrict ourselves to the study of algorithms 
for the solution of quadratic progr&~s either in Normal Form I or 
in Normal Form II. (See Chapter IV - ~-iolfe 'Is Hethod and 
Chapter VI - Dantzig'~s Hethod). 
III.3 
(ii) A function f(X) of the type f(X) = f 1(X) + f 2(X) where 
f
1 
(X) is a linear form and f
2
(X) is a quadratic form is called 
~uadratic function. 






Quadratic Program in Slack Form - is a problem of the type 
minimise or maximise f(X) = ex + X'DX 
subject to 
AX < b 
X > 0 , 
where e, X, b, m, n, D and A are as defined in section (3.1). 
Quadratic Program in Slack Form I - is a quadratic program in 
. Slack Form where : 
(i) the objective function f(X) = ex + X'DX to be maximised 
(ii) the quadratic form X'DX is negative definite. 
Quadratic Program in Slack Form II - is a quadratic program in 
Slack Form where: 
(i) the objective function f(X) = ex + X'DX is to be maximised 
(ii) the quadratic form X'DX is negative definite 
Quadratic Program in General Slack Form - is a quadratic program 
in Slack Form where; 
(i) the objective function f(X) = eX+XiDX is to be maximised 
(ii) the quadratic form xvnx is indefinite. 
(i) Note that again, both in Slack Form I and Slack Form II the 
elements of A, b 1 and e are arbitrary, but those of D are 
not. At present there is no suitable method for solving a 
III.4 
quadratic program in Slack Form vii th an arbitrary (indefinite) 
symmetric matrix D. Consequently, we will restrict ourselves 
to the study of algorithms for the solution of quadratic programs 
either in Slack Form I or in Slack Form II (see Chapter V -
Frank and ~lolfe Method). 
(3.3) 9~her Forms of Quadratic Pro&£ams. 
DEFN. 
DEFN. 
Quadratic Program. in Hixed Form - is a problem in which He wa."lt 
to minimise or maximise a quadratic function f(X) = CX + XiDX, 
subject to the 17mixed" constraints 
a.x = b. ]. = 1, ••• ,k ]. ]. 
a.X < b. i = k+13 ••• ,t 
J. - ]. 
a.X > b. 
]. - ]. i = l.+1, ••• ,m 
x. > 0 j = 1, ... ,,p J 
x. < 0 j = p+1, ••• ,q 
J 
x. unrestricted j = q+1, ••• ,n J 
where: 
(i) a., i = 1, ••• ,m denotes ann-component rovr vector of scalars. 
]. 
(ii) The rank of the matrix A = a 1 
a m 
is m. 
(iii) C, X and D are as defined in section (3.1). 
(iv) bi' i = 1, ••• ,m, is a sca~ar. 
Hixed Fot'!ll where: 
(i) the objective function f(X) = CX + X'DX is to be maximised 




Quadratic Program in Hixed Form II - is a quadratic program in 
Mixed Form where: 
(i) the objective .function f(X) = ex + X9DX is to be maximised 
(ii) the quadratic form x~DX is negative semi-definite. 
Quadratic Program in General Mixed Form - is a quadratic progra~ 
in Mixed Form where: 
(i) the objective function f(X) = ex + X9 DX is to be maximised 
(ii) the quadratic form X'DX is indefinite. 
A quadratic program in Mixed Form I (II) can be reduced to a quadratic 
program in Normal Form I (II) or in Slack Form I(II) by the use of operations 
(1), (2) and (5) (below) in the first case or by the use of operations 
(1), (2) (3) and (4) in the second case. So, any problem of maximizing 
a quadratic objective function subject to linear constraints can be reduced 
to one of the normal forms (N~I or N~II) or to one of the slack forms 
(S~I or S~II) by the use of operations (1), (2), (3), (4) and (5) 
(where necessary), provided the objective function is concave or strictly 
concave.Similarly, any problem of minimizing a quadratic objective function 
f(X) subject to linear constraints can be reduced to one of the normal 
forms (N~I or N~II) or to one of the slack forms (S~I or S~II) by 
the use of operations (1), (2), (3), (4), (5) and (6), but in this case 
the objective function must be convex or strictly convex (this is because 
of operation (6) and because -f(X) is concave if and only if f(X) is 
convex). 
III.6 
Operation (1): A variable of negative sign: x, may always be replaced 
by a non-negative variable + X • It suffices to make the change of variable 
-x • 
Operation (2): A vcu~iable of arbitrary sign, x, may always be replaced 
by u~o non-negative variables + X and X o It suffices to make the 
cha.r1ge of variables 
+ X: X - X 
where 
+ maximum [a ,x] X = 
X = maximum [o ,-xj 
Operation ( 3) : Every equation a.X = b. may be replaced by the two ~ ~ 
inequalities 
Opera.t ion ( 4) : 
a.x < b. 
~ ~ 
-a.X < -b. 
~ -- ~ 
Every inequality a.X > b. may .be replaced by the 
~ - ~ 
inequa.lity -a.x < -b. 
~ ~ 
Operation ( 5) : Every inequality a.x > b. 
~ - ~ 
respectively, by the relations 
or 
(ii)-
y. = b. 
~ ~ 
y. > 0 
~-
+ y. = b. 
~ ~ 
Y· > 0 
~ 
or a.x <b., 
~ - ~ may be replaced, 
obtained by subtraction or addition of a supplementary non-negative variable, 
called the surplus variable in case (i) or slack variable in case (ii), 
III. 7 
which is given a zero coefficient in the quudratic form to be optimised. 
Note that, since in all the solution methods to be presented in the 
sequel, the non-negativity constraints may be taken into account without 
increasing the volume of calculations (this will be easily seen once the 
descriptions of these methods have been given), the preceding transforma-
tion may be interpreted as replacing an inequality by an eg._~a}i.!:t, at the 
cost of adding one variable. 
Operation (6): Using the relation 
minimum f(X) = - maximum [-f(X)], 
in which f(X) represents the quadratic function to be optimised, any 
quadratic programming problem can always be expressed as a maximization 
(or a minimization) problem 
Note that the two formulations of quadratic programming problems, Normal 
Form and Slack Form, only provide a mathematical simplification. In fact 
they are equivalent since the v9modified11 constraints of Problem (N~) can 
be reduced to the form of Problem (S~) , by using Operation (3) above, 
2 a."ld the 19modified1' constraints of Problem (S.) can be reduced to the form 
of Problem (N~), by using Operation (5) above. More specifically, if 
2 one wants to express Problem (N.) in the form of Problem (S~) one sets 
and then Problem~~~) is equivalent to the problem. 
minimize of maximize f(X) = CX ;. X9 DX 
subject to 
X > 0 • 
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Conversely, if one t'l'ants to express Pl--oblem (S~) in the form of Problem (N~) 
~ 
I 
one introduces a slack vector y > 0 and replaces the system of constraints 
AX < b by AX + Y = b; Y > 0. Prob:'.em (S~) is then equivalent to the 
problem: 
minimize or maximize f(X*) = c*x* + <x*pn*x* 
subject to 
where 
A**x* = b 
x* > o 
A** = (A I ) ' ' m c* 
In the follovling, ~.;e will consider whichever for-m best suits the particular 
method under discussion. 
Note also that the classification of quadratic programs (in Normal, Slack 
or Mixed Forms) into a Form I, a Form II and a General Form, is motivated 
by the fact that at present there is no suitable method for solving a 
general quadratic programming problem with an arbitrary (indefinite) quadra-
tic form X'DX. The solution methods available only v10rk if xvnx is 
semi-definite (positive or negative) or strictly definite (positive or 
negative). As a matter of fact quite a few of the available methods need 
the strict definiteness of X7 DX in order to obtain an optimal solution to 
the quadratic Program (see App. III"1). 
Finally we end this section by pointing out that: 
(i) In quadratic programs the qualifications, Norm3.]., Slack and Mixed 
refer to the type of constraints: 
III.9 
Normal -? {=} 
Slack + { <} 
Hixed {=' ~' >} • 
(ii) In quadratic programs the qualifications, Form I, Form II and General 
Form refer to the optimization of the objective function f(X) = ex + xvnx 
(i.e. maximization instead of minimization) and to the quadratic form xvnx: 
Form I + maximization of f(X) = ex + X9 DX, with X'DX E!ge.ti,!_~~~ 
Form II + 
General 
Form + II 
, with X9 DX negative semi-definite 
' with X9DX indefinite 
(iii) From now on whenever we use the terminology "quadratic programs'1 
it should be understood that we are either referring to quadratic programs 
in Normal Form (I, II or General) or to quadratic programs in Slack Form 
(I, II or General) or both. 
( i v) Results will only be derived for quadratic prog!:>ar11S in Normal Form 
(I or II) or in Slack Form (I or II) ili>d the reader may apply m1y results 
derived for these programs to any other quadratic progra~~ing problem~ (as 
long as ·it is not in General Form) by making use of the above transformations. 
(3.4) ~roperties of the Quadratic Function f(X) ~ ex + X7DX. 
TH£11. I The linear form ex 
PROOF: (See following page) 






be any two points in En such that x1 '¢ x2 • 
Let v(X) = ex then 
v(.\X2 t (1-A)X1) = e(AX2 + (1-A)X1) 
= Aex
2 
+ (1-A)ex1 , 




(i) From the proof of the above theorem it immediately follows 
that the linear form v(X) = ex is also a convex function in 
(ii) Note also that ex + d where d is any real number is a 
convex function in E • 
n 
A negative semi-definite quadratic form z(X) = 
a concave function in E • n 
xvnx in E 
n 
PROOF: Let x1 and x2 be any two.points in En such that x1 '¢ x2 • 
Let z{X) = X9 DX and consider 
z(AX2+(l->JX1) = (AX2 + (1-A)X1]vD[AX2 + (1-A)X1] 
= A2X2DX2tA(1-A)X2DX1tA(1-A)X1DX2t(1-A)
2x;nx1 
= A2X2DX2tA(1-A)(X,DX 1 +X2DX2-[x2-x 1 ]~D(X2-x 1 ])+(1-A) 2X1DX1 
> A2X2DX2tA(1-A)(XlDX1+X2DX2)t(1-A)
2X1DX1 , (3.0) 
for 0 ~A~ 1, since then -A(1-A)[x2-x1]
7D[x2-x1] ~ o. 
Therefore 
~ AX2DX2 + (1-A)(At1-A)X1DX1 for 0 < A < 1 - -
= AX2DX 2 + (1-A)XVDX 1 1 for 0 < A < 1 
= Az(X2) + (1-A)z(X1) for 0 < .\ < 1 
Q_.E.D. 




THM. III A negative definite quadratic form X0DX in E n 
concave function in E • 
n 
III.11 
is a strictly 
PROOF: Follows precisely the same lines as THM. II the only difference being 
that we can write relation (3.0) as a strict inequality since now we 
have that z(X) is negative definite and hence 
THM. IV If z(X) = X9 DX is a negative semi-definite quadratic form in 
E then the function f(X) = ex + X'DX is a concave function 
n 
in E • 
n 
PROOF: By THM. I ex is a concave function in En. By THM. II 
z(X) = X0 DX is a concave function in 
from THM. (II!1) 
E • n Hence result follows at once 
Q.E.D. 
THM. V If X0 DX is a negative definite quadratic form in En then the 





be any two points in En such that x1 ¢ x2 • 
Let v(X) = ex and z(X) = X'DX then f(X) = v(X) + z(X), and so 
f(Ax
2 
+ (1-A)x1) = v(AX2+(1-A)X1)+z(AX2+(1-A)X1) 
E • n 
~ Av(X
2



















)) VA ,02.~1 
= Af(X
2





THM. VI. If the quadratic function f(X) = ex + xvnx (not necessarily 
concave or convex) is bounded above on the non-empty ~et 
n<S = {X I AX 2_ b, X ~ 0} , then it attains its supremum (maximum) 
on lKS. 
PROOF: (See Appendix III.2) 
THM. VII. If the quadratic function f(X) = ex + X9 DX (not necessarily 
concave or convex) is bounded above on the non-empty convex set 
n~ = {XIAX = b, X~ 0}, then it attains its supremum (maximum) 
on Jl<N. 
PROOF: (See Appendix III.2). 
REMARKS: (i) THM. VI and VII shov1 us that if the objective function of a 
quadratic program (any type) is bounded above on the feasible 
domain then the program has at least one optimal feasible solution. 
Hence with quadratic programs the boundedness of the objective 
function over the feasible domain is sufficient to imply solvabi-
lity. Note however that this property does not apply to concave 
differentiable programs in general:- the strictly concave function 
-e~x which is bounded above by 0 in the domain x > 0 but 
does not assume its supremum there, serves as an illustrative 
example. 
(ii) Note that TID1. VI and VII remain true if the function f(X) 
is simply a linear form, i.e., if f(X) =ex, for then we can 
regard f(X) as the quadratic function f(X) = CX + X9 DX, where 
D = O. 
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THM. VIII Let f(X) : CX + X1DX. If the quadratic form X'DX is negative 
definite in E then 
n 
:f(X) +..co as l X I + oo 
PROOF: Consider any point X lying on the hypersphere Ht ={XI jxl= t>O}, 
. of radius t with centre at the origin. Then X = tR, where R is a 
point on the hypersphere H
1 
= {Xj lxl = 1}, of radius unity with center 
at the origin. Hence R' Di~ is negative definite 
in E since xvnx is negative definite in E • n n 
Now let the maximum of R'DR over the unit hypersphere H
1 
be taken on 
at R • 
0 
Thus as 
Then RVDR = d, say, where 
0 0 
d < o. 
X9 DX = t 2R9 DR ~ t 2d v x·e H t" 
Thel"efore 
lxl = t + oo, X'DX + - 00 since d < 0, i.e., 
lim X9DX = -oo. 
jXj+-co 
Now if X "t 0 we can wr>ite f(X) in the form 
[ ex ] f(X) = X9 DX 1 + XiDX 
(3 .1) 




[x~x] = [)~~DR] 
= ~ [R?~R] 
~ ~ [R~:~,] 
CR
1 (Note that the value of -- is finite since Ri DR1 "t 0). R1DR1 
·Therefore as lxl = t + oo, ex + o and so X7DX 
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+ ~ + -oo "X ]· 
X9 DX as lx! = t +eo 
since from (3~1) we have that lim X9 DX = -oo 0 
!X!+oo 
Whence 
f(X) + -oo .as lx! + oo 
Q.E.D. 
(3.5) Quadratic Programs in Normal Form as Concave Differentiable Programs 
With Linear Constraints. 
In problem (N~)if we let the rows of the matrix A = l!a .. 11 be denoted by 
l.J 
ai = (ai1'ai2, ••• ,ain)' i = 1, ••• ,m, and the columns of A be denoted by 
a.= [a1 .,a2 ., ••• ,a .] j = 1, ••• ,n, J J J mJ then the set of constraints AX = b 
can be written either in the form 
a.x - b. = l. l. 0 i = 1 , ••• ,m (3.2) 
or in the form 
n 
I: a.x. - b = 0 (3.3) 
j=1 J J 
Furthermore 
{XIa.X- b. = O,i = 1, ••• ,m} = {XIa.X- b. < 0, a.x- b. > o, i = 1, ••• ,m} 
l. l. l. l. - l. l. -
so that the set of equality constraints ·(3.2) can be tqritten as a set of 
inequality constraints, namely 
a. X b. < 0 i = 1, ••• ,m l. l. 
a. X b. < 0 i = m+·1 , •• ~,2m ' J.-m J.-m-
where a. = (a. 1 , ••• ,a. ) i = m+1, ••• ,2m. J.-m 1-m, 1--m ,n 
Therefore, we can Wl,ite a quadratic program in Normal Form I as 
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maximize f(X) = ex + X'DX 
subject to 
g.(X) = a. X- b. 
~ ~ ~ 
< 0 i = 1,.~.,m ( 
g.(X) =-(a. X- b. ) < 0 
~ ~-m ~-m 
i = m+1, ••• ,2m (-(AX-b) < 0) 
.!-
X > 0 
given that the quadratic fonn X'DX is negative definite 
Similarly we can l«-ite a quadratic program in Normal Form II as 
maximize f(X) = CX + X9DX 
subject to 
a. X - b. 
~ ~ 
< 0 i = 1, ••• ,m ( AX-b < 0) 
...., (H~!I), 
g.(X) = -(a. X - b. ) < 0 
~ ~-m ~-m 
i = m+1, ••• ,2m (-(AX-b) ~0) 
X > 0 , 
given that the quadratic form XiDX is negative semi-definite. 
Now by THM. IV and V the objective function f(X) of problems (N~I) and 
{l~~II) is concave in E • Furthermore f(X) clearly e C', in both cases. 
n 
Hence problems (~~I) and (N~II) are in reality concave differentiable pro-
grams with 2m linear constraints (compare with definition given in 
section (2.4) of Chapter II). Therefore by THM.(XI.2) we have that a 
necessary and sufficient condition for a feasible solution X to problems 
(N~I) and (N~II) to be optimal, is that there exists a 2~-compon~nt 
column vector ~ ~ 0 (here we prefer to use ~ instead of our usual A) 
and an n-component row vector ~ ~ 0 such ·that 
(i) Vf(X) = ~ 1 VG(X) - ~ 
(ii) 1-1X = 0 





a!. f(X) = 
J 
a 
ax. gi(X) = 
J 
a 


















= [ OL 1 ' • • • • • • • ' a.m • -a. ' 1 
= [_:] 
G(X) =[ AX - b l 
-(AX b) 
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j = 1, ••• ,n 
i = 1, ••• ,m and j = 1, ••• ,n 
i = m+1, ••• ,2m and j = 1, ••• ,n 
i = 1, ••• ,m 




If vTe now partition the 2m-component colurnn vector <P ~ 0 into two 
m-component column vectors w > 0 and n ~ 0, so that <P = (w,n], we 
obtain from (3.4), (3.5) and (3.6), that a necessary and sufficient 
condition for a feasible solution X of problems 2 2 (Q.I) and (Q.II) to 
be optimal,is that there exists tvlo m component column vectors w ~ 0, 
n ~ 0 and an n component row vector ~ > 0 such that 
(ii) ~X = 0 (3.7) 
(iii) w9 (AX-b) - n'(AX-b) = 0 
If we next let ~ = vv then v will be an n-component column vector and 
equations (i) and (ii) of (3.7) become respectively 
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because D9 = D 
(ii) v'x = o 
Since AX- b = 0 equation (iii) of (3.7) becomes simply 
(iii) AX = b. 
Hence we conclude that a necessary and sufficient condition for a feasible 
solution X of problems {Q~I) and (Q~II) to be optimal is that there exists 
two m component column vectors w > 0 and n > 0 and an n component 
column vector v > 0 such that 
(i) 2DX - A9w + A'n + V = -C' (3.8.a) 
(ii) V0X = 0 (3.8.b) -----(3.8) 
(iii) AX = b (3.8.c) 
Finally note that equation (3.8.a) can be v~itten as 
2DX- AV(w-n) + V = -C' 
Thus if we put A = w-n 9 then A will be an m-component column vector 
unrestricted in sign since w > 0 and n ~ 0. So, alternatively, we can 
state that a necessary and sufficient condition for a feasible solution X 
of problems (Q~I) and {Q~II) to be optimal is that there exists an m-compo-
nent column vector A, unrestricted in sign 3 and an n component column 
vector v~ 0 such that 
(i) 2DX A 9 A + v = -C' (3.9.a) 
I ( .. , V0X = 0 (3.9.b) (3.9) ~~I (iii) AX = b • {3.9.c) 
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(3.6) Quadratic Programs in Slack Form as Concave Differentiable Progrmns 
with Linear Constraints. 
Adopting the notation of section (3.5) we can write a quadratic program 
in Slack Form I as 
subject to 
maximize f(X) = CX + X'DX 
b. < 0 
~-
X > 0 
i = 1, ••• ,rn (AX-b ~ 0) 
given that the quadratic form X1 DX is negative definite. 
Similarly H'e can write a quadratic program in Slack Form II as 
subject to 
maximize f(X) = CX + X9 DX 
g.(X) = a.(X) 
~ ~ 
b. < 0 
~-
X > 0 
i = 1, ••• ,m (AX-b ~ 0) 
given that the quadratic form X9 DX is negative semi-definite 
(S~I) 
cs!r> 
Now by THM. IV and V the objective function f(X) of Problems (S!I) and 
(S~II) 
cases. 
is concave in E • Furthermore f(X) clearly e C9 , in both 
n 
Hence problems (S~I) and (S~II) are in reality concave differen-
tiable programs with m linear constraints (compare with definition given 
in section (2.4) of Chapter II). Therefore by THM. (XI.2) we have 
that a necessary and sufficient condition for a feasible solution X to 
problems (S~I) and (S~II) to be optimal, is that there exists an 
m-component column vector A > 0 and an n-component row vector ~ > 0 
such that: 
(i) Vf(X) = AYG(X) - ~ 
(ii) ~X = 0 
(iii) A7G(X) = 0 
Now Vf(X) : C + 2X 9 D 
G(X) = AX -b 
VG(X) = A 
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(See derivations of relations (3.4), (3.5) and (3.6) to obtain these 
results). Hence if we put u = V' we have that a necessary and sufficient 
condition for a feasible solution X of problems (S~I) and (S~II) to 
be optimal, is that there exists an m-component column vector A. > 0 and 
an n-component coltUiln vector V > 0 such that 
(i) 2DX - A1 A + v = -cv 
(ii) vvx = 0 





Now if we let AX-b = -Y then Y > 0 since AX< b and (3.10.c) becomes 
-A.iY = 0 or simply 
Hence we can Hrite relations (3.10) in the form 
where 
2DX - AVA. + v = -C' 
V'X + A.~Y = 0 
AX + Y = b 
y > 0 
(combining (3.10.b) and (3.11)) 
(3.11) 
vfuence we alternatively conclude that a necessary and sufficient condition 
for a feasible solution X of problems (S~I) ar.d (S~II) to be optimal, 
is that there exists an m-component column vector A. ~ 0, an n-component 
column vector V > 0 and an m-component column vector Y > 0 such that 
2DX - A~A. + V = -C' 
V'X + A. 9Y = 0 




X is an optimal solution to Problems (S~I) and (S~II) if and 
only if for some A,Y and V, [X,A,Y,V] satisfies the system 
AX+Y= b 
2DX - A'A + V = -C 9 
V9X + A9Y = 0 






This conclusion follows immediately from the statement just preceding relation 
(3.12), since then. X is a feasible solution to Problems (S~I) and (S~II) 
(X > 0 and AX < b as Y ~ 0) for which there exists A ~ 0, Y ~ 0~ 
V > 0 such that [X,A,Y,V] is a solution to system (3.12). 
(3.7) An Optimal Solution of a Quadratic Program in Slack Form I or 
Slack Form II as a Component Vector of a Basic Solution to a 
System of Equations. 
Consider the following quadratic progra~ing problem: 
ma~imise f(X) = CX + X'DX 
subject to 
AX < .b 
X > 0 (Q~S) 
given that the quadratic form X'DX is either negative definite 
or nega·tive semi-definite. 
Problem (Q~S) represents a quadratic program either in Slack Form I or a 
quadratic program in Slack Form II. In section (3.6) (see relation 
( 3. 13) ) l-1e proved the following result: 
Result I. X is a solution to ~~oblem (Q~S) if and only if for some 
A,Y and V, [X,A,Y,V] satisfies the system 
We next 
THM. IX 
A X + y = _:. l 2DX - A if... + v = 
x~o, t..~o, y ~ o, 
V9X + A. 9Y = 0 
prove a very important 







If Problem (Q~S) has an optimal solution then there exists at 
least one basic feasible solution to the system (3.14.a) (i.e., 
a basic solution to (3.14.a) which satisfies (3.14.b)) satis-
fying the additional condition 
V9X + A. 9Y = o. 
PROOF: We give an easy but indirect prrof of this theorem in the end of 
section (5.4) of Chapter V, when we prove the finite convergence of The 
Method of Frank and \volfe. A direct proof of this theorem is extremely 
difficult to give. &!y reader interested in such a p~oof is referred to 
the article by H.M. Markowitz published in 11Naval Research Logistics 
Quarterly, Volume 3, 1956n. The proof given in section (S.4) is 11 indirectn 
in so far as it is a "by product" or rather a conclusion which \<-Te reach 
~.;hen proving the finite convergence of The Method of Frank and Wolfe. 
REMARK: THM. IX asserts that if Problem (Q:S) has an optimal solution 









] which also satisfies (3.14.b) and (3.14.c). 
Hence by Result I it follows immediately that X
0 
is an optimal 
solution to Problem (Q~S). This is a rather important result 
because then, provided we know that Problem (Q~S) has an optimal 
solution, it is only necessary to examine the basic solutions of 
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(3.14.a) to find a solution satisfying (3.14), i.e., it is only 
~essary to examine the basic solutions of (3.14.a) to find 
2 an optimal solution to Problem (Q.S). The Method of Frank and 
Trlolfe presented in Chapter V is based upon this important 
observation. 
TIIM.IX will be used in our next section to prove another important 
theorem. In order to avoid "confusing notation~ we prefer to use 
y = [r 1, ••• , ymJ to denote the rn component column vector 
A= [A 1, ••• ,Am]' and restate it in the form: 
2 If Problem (Q.S) has an optimal solution then there exists at 
least one basic solution to the system 
A X + Y = b 
2DX - Aiy + V = -C' 
which satisfies the additional conditions 
X ?_0, y ?_0, Y ?_0, V > 0 
V9X + y 9Y = 0. 
(3.8) An Optimal Solution of a Quadratic Program in Normal Form I or Normal 
Form II as a CornEoneut Vector of a Basi~ion to a System of 
!9.'-lations ~ 
Consider the following quadratic programming problem: 
ma}dmise f(X) = CX + X7 DX 
subject to 
AX= b 
X > 0 
given that the quadratic form x~nx is either negative definite 
or negative semi-definite 
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2 Problem (Q.N) represents a quadratic program either in Normal Form I or a 
quadratic program in Normal Form II. In section (3.5) (see relation 
(3.10)) we proved the following result: 
Result II. X is a solution to Problem (Q~S) if and only if for some X, 
and v, [x,x, v] satisfies the system 
AX = _:.] 2DX - AVA + v = 
X ~ 0, V ~ 0, X unrestricted 
vvx = 0 





THM. X. If Problem (Q~N) has an optimal solution then there exists at 
least one basic feasible solution to the system (3.15.a) 
(i.e., a basic solution to (3.15.a) which satisfies (3.15.b)) 
satisfying the additional condition 
V'X : 0 
PROOF: Write Problem (Q:N) in the equivalent form: 
maximise f(X) = ex 
subject to 
AX < b 
-A.X < -b 
X > 0 
(3.16) 
Now Problem (3.16) * has an optimal solution, therefore, by THM. IX , it 
follows that there exists at least one basic solution, say 
r. 1212 J LX ,y ,y ,Y ,Y ,V ,- to the system 
0 0 0 0 0 0 
AX + y1 = b (3.17.a) 
-AX + y2 = -b (3.17.b) 
2DX - A 9y 1 + Ay2 + v = -C' (3.17.c) 
which satisfies the additional conditions 
1 2 1 2 X ~ O, y ~ O, y > O, Y ~ O, Y ~ o, V > 0 





Here we have partitioned the 2m component column vectors Y and y, 
respectively, into 
Y = [Y1,Y2] 
y = [y 1 'y2] 
where: yi (i = 1,2) is an m-component column vector. 
i 
y (i = 1,2) is an m-component column vector. 
Now from (3.17.a) and (3.17.b) we obtain that Y1 + Y2 = 0 aud so 
0 0 
y1 = 0 
0 
since Y 1 > 0 o-
(3.19) we obtain that 
vvx = 0 
0 0 
and Y2 > 0 by o-
Also from (3.17.a) and (3.17.b) we obtain that 




(3.18). Thus from 
(3.20) 
(3.21) 
NoH if we let A.
0 
= (y 1-y2 ) then A denotes an m-component column vector 
0 0 ' 0 
of arbitrary sign (since y~ ~ 0, y~ ~ 0) and from (3.17.c) we have that 
2DX - A9 A. + v = -cv • 
0 0 0 
(3.22) 
Whence since X > 0 and V > 0 it follows from (3.20), (3.21) and 
0- 0-
(3.22) that [x ,>- , v ] 
0 0 0 
is a solution to the system 
0 




which also satisfies the conditions 
X ~ a, V ~ a, A unrestricted 
V'X : a • 
We must still show that [X ,A ,V] is a basic solution to system (3.23). 
0 0 0 
Now [x ,A. ,V] does not have more than (m+n) components different from 
0 0 0 
zero. (If k components of X are different from zero then no more 
0 
than (n-k) components of V 
0 
are different from zero since vvx = a. 
0 0 
Thus no more than n components of the 2n-component vector [x ,v ] 
0 0 
can 
be different from zero. However A. contains only m components, and, 
0 






] can be different 
from zero). And so to prove that [x ,A , v ] 
0 0 0 
is a basic solution to 
system (3.23)~ it is sufficient to show that columns of the coefficient 
matrix 
M = [ A a 
0 l ' 
2D -A' In 
associated in system ( 3. 23)' with the non-zero components of [x ,A. , v ] , 
0 0 0 
are linearly independent. This follows immediaT.ely since the columns of 
the coefficient matrix 
N 
= I A I a 
:J 
-A I 0 m 
2D -A A 
associated in system (3.17)~ with the non-zero components of the basic 
solution [x 1 2 Y 1 y2 v ] o'yo,yo' o' o' o are linearly independent, and since 
y1 = y2 = 0 0 0 
1 2 




THM. X asserts that if Problem (Q:lO has an optima1 so1ution then 







] which also satisfies (3.15.b) and (3.15.c). Hence· 
by Result IIit follows immediately that X is an optimal 
0 
solution to Problem (Q~N). This is rather an important result 
because then, provided we know that Problem (Q~N) has an optimal 
solution, it is only necessary to examine the basic solutions to 
(3.15.a) to find a solution satisfying (3.15), i.e., }tis only 
necessary to examine the basic solutions to (3.15.a) to find 
an. optimal solution to Problem (Q;N). (Wolfe's Method (presented 
in Chapter IV) and Dantzig's Method (presented in Chapter VI) are 
both based upon this important observation). 
He end Chapter III by deriving some important properties of quadratic forms 
which are going to be extensively used in the sequel. 
THM. XI If XVDX is negative definite (semi-definite) quadratic form, 
then Y~D*Y where D* is a symmetric submatrix of D is also 
a negative definite (semi-definite) quadratic form. 
PROOF: In X, set the variables not associated with the columns of D* 
equal to zero. Then the resulting quadratic form must remain negative 
definite or negative semi-definite (whichever is the case) with respect to 
the remaining variables, i.e., Y'D*Y is negative definite (negative 
semi -defird. te). 
Q.E.D. 
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THM. XII If the quadratic form X'DX is negative semi-definite then 
DX = 0 for all X for which XiDX = o. 
PROOF: Suppose that X i 0 and that X'DX = 0 then for any Y and arbi-
trary A we have 
0 > (Y+AX) 9D(Y+AX) : Y'DY + 2A(Y'DX) + A2(XVDX) 
: yvny + 2A.(YVDX) (3.24) 
Since A. is arbitrary, relation (3.24) is possible only if the coefficient 
of A vanishes, i.e., only if 
Y'DX = 0 • 
But Y is arbitrary and so we have that, 
for all Y. 
Hence DX = 0 
Q.E.D. 
THl1.XIII If xvnx is a negative definite quadratic form then D is 
non-singular. 
PROOF: Since X9 DX is negative definite we have that 
X9 DX < 0 for all X ¢ 0 , 
and so we cannot have DX = 0 for X i 0 otherwise we would obtain a 
contradiction. Hence the columns of D are linear'ly independent. 
Q.E.D. 
REMARKS: (i) The above three simple theorems are all that we need for the 
purpose of this thesis. Note that they apply equally well to 
positive quadratic forms. 
(ii) If xv DX is a negative definite (semi--definite) the associa-
ted mat:::>h~ D is also called negative definite ( se1:1i -definite). 
III. 28 
(3.10) Categories of Quadratic Programs. 
THM.XIV A quadratic program falls into one of three mutually exclusive 
and collectively exhaustive categories: 
(i) it has no feasible solution 
(ii) it has an optimal solution 
(iii) it has an unbounded solution, i.e., the objective function 
is unbounded over the feasible domain. 
PROOF: A quadratic program either has a feasible solution or·no feasible 
solution. If it has no feasible solution (i) follows. If it has a 
feasible solution then: 
(a) Either the objective function is bounded above in the feasible 
domain and hence by THM. VI (and VII) attains its supremum there 
(which proves (ii)), or 




THM. XIV is easily extended to the case where we have a linear 
programming problem instead of a quadratic programming problem, 
since we can then regard the former as a quadratic program where 
the quadratic objective function f(X) = CX + X9 DX has D = O. 
PART II 
SIMPLICIAL ~mTHODS OF QUADRATIC PROGRAMMING 
IV .1 
Chapter IV 
?1Wolfe v s Method1 ~ 
(4.1) Introduction. 
Wolfe 9s Method is a computational technique developed by Philip Wolfe, 
for solving quadratic programs in Normal Form I (and II), which uses the 
simplex algorithm of linear programming l~ith a trivicl modification. 
For reasons to be justified in section (4.5) we present first a short-
ened version of WolfeVs Method (Short Form), i.e., we deal first with the 
problem of solving a quadratic program in Normal Form I: 
maximise f(X) = ex + X1 DX 
subject to 
AX = b (N~I) 
X > 0 , 
given that the quadratic form XfDX is ne~ative definit~. 
The method is based on the following facts (to be proved in Section (4.2)): 
(i) There exists an [X,A,V] satis~Jing the system of equations 
0 
-A' (4.1) 
and the additional conditions 
: : : I 
:>t unrestricted 
----'(4.2.a) 
l (4.2) vux = 0 ----(4.2.b) 
if and only if Problem (N~I) has·an optimal solution. 
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(ii) For any [X~A,Y] satisfying (4.1) and (4.2), X is an optimal 
solution to Problem (N;I). 
(iii) If Problem (N~I) has an optimal solution there exists at least one 
basic solution [X,A,Y] to (4.1) satisfying (4.2). 
Once the above facts are known we see that the problem of solving the quad-
ratic program (N~I) can be reduced to the following: Among the basic 
solutions of the system (4.1) find one which satisfies (4.2.a) and 
(4.2.b). (As a matter of fact we shall prove in our next section that, 
since X9 DX is strictly negative definite, there exists only one optimal 
solution to Problem ( N~I ); see THH. II). Vlolfe v s Method does exactly 
this!t Roughly speaking, it consists in constructing an extended system 
of equations, by introduc:i'_ng "additional" artificial variables in the 
system (4.1 ), for 't-Thich a basic solution and an associated simplex tableau 
can be found immediately. The additional artificial variables are then 
driven to zero by means of the simplex method. Through an additional rule 
for the transition from one basic solution to the next, we are assured that 
condition (4.2.b) will be satisfied throughout the whole iteration pro-
cedure. This additional rule represents the only change from the usual 
simplex method for linear progr~~ing. 
Wolfe's Algorithm can be developed in two separate forms, a short and a 
lon~ form. The long form is composed essentially of t\vO repetitions of 
the short one, a~d will be discussed in section lt.S. Note however that 
while the long form is applicable to a quadratic program in Standard Form II 
uhere the-quadratic form X0 DX is nega.t:ive semi~defin2.:te 9 the short form 
-~--- ._ ..... .._ __ ,_. 
yields an optimal point with certainty only if either C :: 0 or XiDX 
is negative definite (instead of merely negative semi-definite). We discuss 
the short-form in section (4.3). 
( 4. 2) Theory of the ~1ethod 
In Chapter III section (3.6) we pro·.J'ed the follovTing result (see relation 
(3.9)): 
Result I. v ,. is an optimal solution to Problem 
some A and V, [X,A,V] satisfies 
AX = b 
V'X = 0 
(N~I) if and only if for 
X > o, V ~ 0, A unrestricted 
(this proves statements (i) and (ii) made in section (4.1)). Hence if 
Problem (N~I) has an optimal solution then there exists a~ [X,A~V] satis-
fyir.g (4.1), (4.2.a) and (4.2.b). But then by TMH~ (X •. ~~) ther>e exists 
at least one basic soltltion [X,A,Y] to (4.1) satisfying "(4-.2.a) 
and .(lh2 .. b) (this proves statement (iii) made in SG)ction (4 .. 1}). 
l.J'hence ~1e ·have the follo't:ring res-ult: 
2 Result II. If Problem (N.I) has an optimal solution then there exists a 
basic solution to system (4.1), say, [X,A,V] 3 satisfying (4.2.a) and 
(4.2.b), whose 2 X-component is an optimal solution to Problem (N.I). 
We next prove two additional results (theorems) needed for a further 
development in the theory of t-Jolfe 9 s Hethod: 
'!'HM. I The quadratic program (N?-I) does not have an lliJbounded solution. 
PROOF: We first prove that when X'DX is a strictly negative definite 
quadratic form~ then the function f(X) = CX + X9 DX is bound,::;;d above over 
E • n By THM. (VIII.3) f(X) + -oo as [X] + oo. Hence given any real 
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number M, say, there exists a +ve real numbe1., M
1 
.~ 0 such that 
f(X) < r1 for all X such that [x] > M1 (4.3) 
Next consider any point of E , 
. n say, X and let F(X ) = CX + X9DX = a, 0 0 0 0 0 
where 11a" is a real number, Then by (4.3), there exists a positive 
real number, say, N such that a 
f(X) < a for all X such that [x] > N 
a 
(4.4) 
Nmv the function f(X) attains its supremum in the closed and bounded set 
since f(X) is continuous on E and since any con-
n 
tinuous function attains its supremum on a closed and bounded set. This 
means that there exists a point (vector) x e :D3 
* 
f(X) < f(X*) for all X e E 
Hence from (4.4) and (4.5) we conclude that 
such that 
f(X) < max {a,f(X*)} for all X e E , 
n 
(4.5) 
that is f(X) = ex + x~nx is bounded above on E whenever the quadratic 
n 
form xvnx is strictly negative definite. 
Now to prove the theorem we only need to note that the feasible domain 
TI<N= {XIAX = b, X~ O}, of the quadratic program (N:I), is a subset of 
E and so the objective function f(X) = ex + X9 DX must be bounded above 
n 
over otherwise f(X) = ex + xvnx could not be bounded above, over 
vfuence the quadratic program (N~I) does not have an unbounded solution. 
Q.E.D. 
E • n 
I 
THM. II The quadratic program (N~I) either has a unique optimal solution 
or no feasible solution. 
PROOF: By THH.(XI.3) we haYe that any quadratic program falls into one of 
three mutually exclusive and collectively exhaustive categories: 
IV.5 
(i) It has no feasible solution. 
(ii) It has an optimal solution. 
(iii) It has an unbolliided solution. 
By THM. I, (iii) is impossible. Hence 2 (N.I) either has no feasible 
solution or then it has an optimal solution. To prove the uniqueness of 
the optimal solution vJhen it exists~ we note that, since X'DX is strictly 
negative definite, the objective function f(X) = CX + X'DX is strictly 
* concave (THM.V.3) and so by THM.(VIII.1) f(X) takes on its (global) 
maximum at a unique point of JK~ 
Q.E.D. 
Now Problem (N~I) either has a feasible solution or no feasible solution. 
If it has a feasible solution then it has a unique optimal solution and so 







], satisfying (4.2.a) and (4.2.b), whose X-component 
2 X , is the ootimal solution of Problem (N.I). 0 • Bearing in mind these facts 
vJolfe v s Hethod (Short Form) is divided into two Phases, Phase I and Phase II: 
Phase I. In this Phase by introducing artificial variables into the system 
(4.1) and expanding it to an 11 enlarged~1 system (see (4.6) below), the 
constraints AX = b are tested for feasibility. If these constraints 
are feasible, a basic solution to the "enlarged systemn ~·satisfying (4.2.a) 
and (4.2.b) (but not necessarily (4.1)), is produced Hith vrhich to start 
Phase II. 
Phase II. In this Phase we drive to zero the artificial variables, present 
as basic variables in the basic solution obtained at the end of Phase I, 
over a sequence of basic solutions Hhich satisfy (4.2.a) and (4.2.b). 
In the end of Phase II He obtain a basic solution to (4.1) satisfying 
(4.2.a) and (4.2.b) whose X-component is an optimal solution to Problem (N~I). 
IV.6 
(4.3) Wolfe 9s Algorithm (Short Form) 
Phase I. Expand the system (4.1) into the form 
AX + Y = b 
X > 0 ~ V ~ 0, A unrestricted (4.6) 
y > o , z1 ~ o , z2 ~ o 
by introducing the following m + 2n non-negative artificial variables 
y = [y1 ,y2,. •• ,ym] 
z1 = [ 1 2 1 z1 ,z2, ••• ,zn] 
z2 = [ 2 2 2] z1sz2, ••• ,zn 
Then, clearly, Ix, -r, v, z1, z2J, Hhere: 
(a) X = o, T = o, v = o, y = b (> 0 by hypothesis) 
(b) -1 and -2 0 if is negative z. = -c. z. = c. J J J J 
-1 
0 and -2 if is positive z. = z. = c. c. J , J J _, 
-1 
0 and -2 0 if 0 z. = z. = c. = J , J _, 
is a basic solution (feasible) to the system of constraints (4.6) satisfy-
ing (4.2.a) and (4.2.b), i.e., satisfying (4.2.a) and V9 X = 0. 
With this initial basic solution to the system (4.6) use the simplex 
algorithm to maximise.the linear 
* m z1 = - E yi i=1 
subject to the constraints (4.6) 





as well as to the constraints 
2 If the constraints of Problem (N.I) are consistent, the maximum for (4.7) 
will be zero aTld i>Je vlill obtain a basic solution to ( 4 .. 6) (see App. IV. 1), 
say, which has m of the n 
variables x. 
J 
and n of the 2n variables 1 2 z. ,z. 
J J 
in the basis. 
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Nevertheless note that the z-variables of $* obey the following restriction: 
"f 1 ~ z. is in the basis then 2 z. is not in the basis and vice-versa. We 
next prepare the initiation of Phase II in the following way: 
(1) In the final simplex tableau of Phase I delete the columns correspon-
(2) 
(3) 
ding to all the and to those 1 and 2 not in the basis. Y· z. z. ~ J J 
Form an n-component column vector z* = [z~, ••• ,z:] from the remain-
ing basic variables 1 2 where * is either 1 * z., z., z. (z.) (a component J J J J 
of z*) 2 * 2 depending on which of the or (z.) (a component of Z*)~ 1 J 
two is left in the basis of the simplex tableau obtained at the end 
of Phase I. 
Form the (nxn) matrix F =I~··'' where ~J 
f .. = coefficient of the component * in z. JJ J 
f .. = 0 ~J 
F is then a diagonal matrix with elements 
on whether * 1 * s. = (z.) or 
J J 
* 2 * z. = (z.) • 
J J 
z* for j = 1, ••• ,n 
for i 1- j 
+1 or -1 depending 
.Thus if we let Z = [z 1, ••• ,zn] be ann-component column vector of artifi-
cial variables then [X,A,Y,Z] = [x*,o,o,z*] is a basic (Hfeasible") 




X = [_:.] -AV I A n (4.8.a) 
v (4.8) 
z 
X~ o, v ~ o, z ~ o, A unrestricted (4.8.b) 
an associa·ted s imJ2lex tableau for the system ( 4. 8) • Tile existence of this 
basic solution implies that the system AX = b is feasible (X.~ > 0 is a 
"'-
solution to AX = b) and whence we immediately know: 
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(i) that Problem (N~I) has an optimal solution (THH. II) and 
(ii) that there exists a basic solution c~~ique) to (4.1) satisfying 
(4.2.a) and (4.2.b), whose X component is an optimal solution 
to Problem N~I (Result II). 
With the basic feasible solution [x,,o,o,z*] we are ready to initiate 
Phase II, but before we do so note the following _two remarks: 
REMARKS: (i) In the likely event of degeneracy we must be sure to continue 
with Phase I until no y. appears in the basis, even with the 
~ 
value zero (i.e. even at zero level). It is not sufficient to 
stop Phase I as soon as we obtain for then if there 
exists an artificial variable y. at zero level in the basis, we 
~ 
do not immediately have a basic feasible solution to AX = b, and 
this ·is Hhat we are after. 
(ii) In all of Phase I the A· and v. stay out of the basis. 
~ ~ 
Phase II. In this Phase the Simplex l'iethocl is used to solve the following 
linear programming problem: 
maximize 
!!! n 
z2 = - 1: z. j=1 ~ 




X = [ _:. l -AV I A n 
v (4.9) (12) 
z 
X~ O, v ~ o, z > 0 
>-. unrestricted. 
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But since in problem (L2) the components of A are unrestricted in sign 
v1e use the usual transformation A = (w-n), w > o, n ~ 0, to obtain all 




maximize z2 = E z. 
j=1 J 
subject to the constraints 
[2: 
0 0 0 






X ~ o, w ~ o, n ~ o, v > o, z ~ o 
Note, however~ that in the application of the simplex algorithm to Problem 
(13 ) we introduce one variation from the standard simplex procedure, namely, 
an additional rule v.rhich is to be observed for all indices j and all 
transitions from one simplex tableau to the next: 
Additional Rule: Given a basic feasible to (4. 10), is in the basis if x. 
J 
(i.e., if x. 
J 
is a basic variable), then in the transi·tion to the next basic 
solution, v. may not be t~~en into the basis; if v. is in the basis, 
J J 
then.in the transition to the next basic solution, x . 
. J 
is not allowed to 
enter the basis. 
This rule ensures that v. 
J 
will not be in the basis at any one 
iteration of the simplex iteration. Thus V'X = 0 for all basic feasible 
solutions dealt with in Phase II and so condition (4.2.b) will be satis-
fied during the whole procedure. 
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* Stop Phase II, as soon as, the objective function· z2 = 0, for.then 
we have found a solution to (4.10), i.e., to (4,9) with Z = 0 and, 
with it, a solution to ( 4. 1 ) , ~-rhich also satisfies conditions ( 4. 2. a) 
and ( 4. 2. b) • 
2 Problem (N.I). 
Therefore, ~re will have an optimal solution for the original 
In the next section we shaLl prove that Phase II always 
comes to a stop, i.e., * z2 will equal zero at some iteration step of Phase II. 
(4.L~) Finite Convergence of WolfeVs Algorithm. 
In this section we shall prove that in the absence of degeneracy in the 
(4.10), iteration step of Phase II, * for some basic system at some z = 0 2 
feasible solution of Problem (13), provided D is a negative definite matrix, 
i.e. , we shall prove that 1-1hen the quadratic program is in Normal Form I then 
Phase II always terminates with an optimal solution to the program. Note 
that the assumption of non~degeneracy is not restrictive, however, since 
any system of equations is treated as if it were not degenerate by the 
Simplex Method (see App. IV.2). 
Proof of Convergence: Since the objective function 
is bounded above by 0 we have that Problem (13) either has no feasible 
solution or an optimal solution (see App. IV.3). The former case is clearly 
impossible since we are in Phase II and hence have initiated it with a basic 
feasible solution to Problem (13). Hence Problem (13) has an optbnal 
* solution and max z2 .:s_ 0 for all feasible solutions of Problem (13). Now 
since the system of constraints of Problem (13) is non-degenerate there can 
be no 11cycling1v, and so when applying the simplex algol"'ithm to Problem (13l 
we will: 
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(1) Either obtain a 11simplex tableau" with all the quantities z.-h. > o, 
J J -
whe1.,e Zj is the Yffiarginal substitution coefficient" of Problem (L3) 




) (h. = 0 
J 
for the 11legitimatevv variables and h. = -1 
J 
for the artificial variables z.). 
J 
In other words, we will either 
obtain an optimal solution to Problem (L
3
) or 
(2) Reach an iteration where, due to the Additional Rule, no further 
iterations can be made without violating the simplex rules, that is, 
we will reach an iteration where we cannot make additional iterations 
tvhich do not violate the simplex rules or the condition V9X = 0. 
Now, for any optimal solution of Problem (1
3
) we have i.e., 
* max z 2 is equal to zero over the feasible domain of Problem (r~3 ). This is 
justified in the follovTing vTay: 
Since we are in Phase II the system AX = b is feasible and so by THM. II 
Problem (N~I) has an optimal solution. Hence by Result II there exists 
a basic solution to system (4.1) satisfying (4.2.a) (and (4.2.b), for 
that matter; however we do not need this extra cortditi~n for the present 
argument). But any basic solution satisfying (4.1) and (4.2.a) is a 
solution (feasible) to Problem L2 and hence to Problem 13, with Z = 0. 
Therefore for this solution we have But for all feasible 
solutions to Problem (L3). Whence max z~ is equal to zero over the feasi-
ble domain of Problem (L3), i.e., for any optimal solution of Problem (L3) 
we have Z !IE - 0 2 - • Thus if case (1) above happens~ He have reached an 
iteration wher·e for some basic fGasible sol·<ltion of Problem (L3) 
i.e., v1e have found a basic solution to 4.10 (and 4.9) with Z = 0~ 
i.e., a solution to (4.1), which also satisfies (4.2.a) and (4.2.b). 
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Consequently we will have found an optimal solution to the original problem 
2 N.I, namely, the X-component of the above basic solution. 
If case (2) above happen~, then we will also have reached an iterations 
where z~ = 0 for some basic feasible solution to 4.10 (and 4.9), i.e., 
we will also have found a basic solution to 4.10 (and 4.9) with Z = o. 
To prove this we need Lemma I below. 
Before proving Lemma I' we need the following "set up17 : 
(a) Let W be a vector of 2 variables, h a row vector with 2 con-
stant components, G an nxm matrix, and g a column vector with 
n constant components. 
(b) Let the symbols A,C,D,X,w,n,V and b have the same meaning as in 
section ( 4. 3) v1i th the exception that here \-le are allowing the 
matrix D to be either negative semi-definite or strictly negative 
definite, instead of just negative definite. 
A A h h A ;.. 
(c) Let U = [X,w,n,v,w] ~ 0 be a column vector (of constants) such 
,. "' ,. 
that V9X = o. And for this column vector U let: 
contain the components of X which are positive, and "' v, 
contain the corresponding components of "' v (note that then 
A "' " v, = 0 since v 1 vx, = 0). 
" A "' (c2) v2 contain the components of v which are positive, and x2 
"' contain the corresponding components of X. (Note that then 
"' X2 = 0 since V2X2 = 0). 
< c3 > x3 contain the remaining components of x ~-~hich are zero, i.e. , 
A "' let x3 contain those components of X vJhich are zero, but not 
... 
required to be zero because the corresponding components of V 
we zero. " Similarly let v3 contain'the remaining components 
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of V, i.e., let V 3 contain those components of ~ 'I'Thich are 
zero, but are not required to be zero because the corresponding 
.... 
components of X are zero. 
LE~~A I. Suppose that 0 = [x,~,~,v,w] is an optimal solution to the follow-
ing linear programming problem. 
maximise z = hW 
subject to the constraints 
AX= b 
2DX - Avw + A'n + V + GW = g (L) 
X.:_ O,w .:_ O,n .:_ O,V ~ O,W .::_0 
then: 
(i) If the matrix D is negative semi-definite there exists 
A 
&~ n component row vector t, say, such that 
A A 
hW = tg 
... 
(ii) If the matrix D is strictly negative definite then t = 0 
and so hW = o • 
PROOF: If we let A = [w-n] then Problem (L) becomes 
ma>dmise z = hW 
subject to 
AX = b 
2DX - At), + V + GVl = g 
X.:_ O,V ~ O,W .~ O,A unrestricted 
J 
Now, after a possible reordering of indices, partition the vectors X and 
V as follows: 
IV. 1LJ. 
X = x, v = v, ' 
x2 v2 
xs v3 
and partition the matrices A,D,G,I and the vector g, correspondingly, 
as follows: 
A = (A1 A2 A3) 
n = n11 n12 n13 
D21 D22 D23 
D31 D32 D33 
r = r1 o o 
0 r 2 0 
0 0 r 3 
Then Problem (L*) can be written in the form: 
maximise z = hW 
subject to the constraints 
0 0 
2n11x1 + 2n12x2 + 2n13x3 - A~A + r 1v1 
2D21x1 + 2n22x2 + 2n23x3 - A~A 
2D31 x1 + 2D32x2 + 2D33x3 - AS).. 
X > 0 X > 0 V > 0 V > O, y > 0 1- ' 3- .' 2- ' 3- r• 
;>.. unrestricted 
x2 =o,v1 =o. 
0 0 0 =b 
(4.11) (L-P) 
+ G2W=g2 
+ I3V3 + G3W:g3 
Since x2 = 0 and v1 = 0 the dual of the primal problem (L-P) can be 
written in the form (check with the definition of the dual) 
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minimise z = sb + t1g1 + t2g2 + t3g3 
subject to 
sA1 + 2t1D11 + 2t2D21 + 2t3D31 ~ 0 (4.12.a) 
sA3 + 2t1D13 + 2t2D23 + 2t3D33 ~ 0 (4.12.b) 
+ + = 0 {4. 12.c) t 1A; t2A2 t3Aa (4.12) (L-D 
t2 > 0 (4.12.d) 
t3 > 0 (4.12.e) 
t 1G1 + t2G2 + t3G3 > h' (4.12.f) 
where s is an m-component row vector (of variables) and t = (t1,t2,t3) 
is an n-component row vector (of variables) and where there is no further 
sign restriction on the variables of s and t. 
Note: (1) that the (m+n)-component vector (s,t1,t2,t3) has been parti=--
tioned in the same way as the rows of ( 4. 11 ) 
(2) that since the components of A are unrestricted in sign the 
corresponding dual constraints i.e., (4.12.c), must hold as strict 
equalities. 
Now by the fundamental theorem of duality (see App. IV~5) since the primal 
problem (L-P) has an optimal solution namely,[x,~:v,w] =[x1 ,x2 ,x3 ;~;v1 ,v2~v3 ;W], 
the dual problem (L-P) also has an optimal solution, say, [s,t1 ,t2,t3J and 
.... .... A A .... 
(4.13) max z = hl'l = sb + t,g, + t2g2 + t3g3 = min z. 
Furthermore, by the complementary slackness property (see App.IV .6), for 
those signs restricted variables (~ 0) of Problem (L-P) 'I'Thich are positive 
in the optimal solution [x1,x2,x3; ~;v 1 ,v2 ,v3 ,wJ, namely 
the corresponding inequalities of Problem {L-D) {that is, 
A A 
x1 and v2, 
{4.12.a) and 
(4.12.d)) are satisfied as strict equalities for the optimal solution 
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"' "' "' 
,.. 
s,t 1,t2,t3 • And so we have that 
"' "' "' ,.. sA1 + 2t1D11 + 2t2D21 + 2t3n31 = 0 (4.14.a) 
"' ,.. ,.. "' sA3 + 2t1D13 + 2t2D23 + 2t3o33 ~ 0 (4.14.b) 
" " " (4.14.c) (4.14) t 1 A~ + t2A2 + t3AS = 0 
" t2 = 0 (4.14.d) 
j 
... 
(4.14.e) t3 > 0 -
"' A "' t1G1 + t2G2 + t3G3 > h' (4.14.f) 
A A 
Postmultiplying (4.14.a) and (4.14.b) by ti and t3 respectively we 
obtain 
... ... A A ,., " " sA 1 t~ + 2t1o11 t1 + 2t3D31t1 = 0 since t2 = 0 (4.15) 
" A ... " " A ,., "' sA3t~ + 2t1D13t3 + 2t3o33t3 ~ 0 since t2 = 0 and t3 ~ 0 (4.16) 
Adding relations (4.15) and (4.16) we get 
~ (A1 t 1 + A3 t3] 
A .... 






But from (4.14.c) ~~d (4.14.d) it follows that M = O. 
And so we have that 
N > 0 (4.18) 
At this stage we break up our analysis into the n~o cases, (i) and (ii) 
((i) will prove-statement i of our lemma and (ii) will prove statement ii): 
(i) If D is a negative semi-definite matrix, then 
is a negative semi-definite matrix. This follows since D is a symmetric 
suhmatrix of D (by TH£1. XI.3). Therefore N ~ o. Hence from (4.18) 
we conclude that N = 0, i.e., 
2(t1,t3> [n11 D13] [~:] = o 
D31 D33 t3 
Hence from THI1. (XII. 3) we have that 
that is 
"v 










If we substitute equations (4.21) an~ (4.14.d) i~ relation (4.14.a) 
we obtain 
and therefore 




1 = 0 
= 0 ~ 
... 
and x3 = o • 
in relation (4.13) we obtain 
A A A A A 
hW = t1g1 + t2g2 + t3g3 = tg ' 
t-1hich proves statement (i) of our lemma. 
( 4. 23 ~~ 
(4.24) 
(4.25) 
(ii) If D is a strictly negative definite matrix then D is a negative 
semi-definite matrix and so we can make use of relations (4.19) and (4.20) 
derived for case (i), but now the matrix D* is strictly negatiy~ definite 
and so relation (4.20) implies that (t1 , t 3) = 0 (see THM.XIII.3). H€nce 
(fuom LJ..1L!·.-d), and -vrhence 
A A .1\. A 
t = Ct 1,t2,t3 ) = o 
and "' hW = 0 from ( 4. 13 ) • 
This proves statement (ii) of our lemma. Q.E.D. 
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Now the basic feasible solution U = [x ,w ,n V Z ], say, which is obtained 
0 0 0 0 0 0 
in case (2) of Phase II satisfies V'X = 0, 
----~~~----~~~~---- 0 0 
since we have been observing 
the Additional Rule at every iteration of Phase II. And so if we let: 
contain the components of X 
0 
which are positive, and 
contain the corresponding components of v 
0 




contain the components of V which are positive, and 
0 
tain the corresponding components of 
since (V~)vx~ = 0). 




(note that then 
which ~~' but are not 
required to be zero because the corresponding components of V0 ~ 
denoted by v~' _are zero. 
(4-) W = Z with .q, = n (remember lr1 was assumed to have £ components) 
G = F 
g = -cv 
then V = [x ,w , n ~ V ,Z J will be a11 optimal solution to the following 
0 0 0 0 0 0 
linear programming problem (compare with Problem (12)): 
n 
maximise z = hZ = - r 
j=1 
subject to the constraints 
z. 
J 
AX = b 
X ?_ 0, w .:::_ 0, n .:::_ 0, V>O ,z ~ 0 
x2 = o, v 1 = o 
(4-.26) 
where: (i) the components of x2 are the x-variables com~ri-J 
sing X~ (i.e., Hhere the components of x2 are the varl.-
ables of X, with the value zero of course, which form X~) 
and where the components of v1 are the v-variables compris-
ing V~ (i.e., where the components of v
1 
are the variables 
of V, 0 with the value zero of couY'se, l-lhich form V 
1 
• 
(ii) D is strictly negative definite. 
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Justification of the Optimality of u : 
0 
The basic feasible solution 
U = [X w n V Z ] which is obtained in case ( 2) of Phase II, is an o o' o' o' o' o 
optimal solution to Problem (14), because case (2) of Phase II is the case, 
if you recall? where we obtain a simplex tableau of Problem (13 ) for which 
\'le cannot make additional iterations \'li thout violating the Simplex Rules or 
the Additional Rule V'X = 0. This is equivalent to making the following 
statement: 
Statement A. In case (2) of Phase II we are in presence of a simplex 
tableau to Problem (13) (and in presence of a basic feasible solution to 
in which all the z. - h. > 0 
J J -
(the price h. 
J 
of all 11legi timate17 variables is zero a11d the price h. 
J 
of all the 
11artificialll variables z. is -1) for all the variables not contained 
J 
in v
1 or x2, where, as before, z. J is the marginal substitution 









,V05 Z0 ] is also a basic feasible solution to Problem (L4 ) 
since it satisfies (4.26) and hence is an optimal solution to Problem (L4) 
by Statement (A) above. 
REMAPJ<: Note that we are assuming here that the sys·te:n of constraints 
of Problem {L3) is not degenerate so that all basic variables 
of U are different from zero. 
0 
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Hence \-te final.l.y urFi ve nt the following co11cl.usion: 
conclusion A. If we now use LEHMA I with U
0 
and Problem (L4) as under-




~ 0 -= - L. z. - 0 
j=1 J 
i.e., we obtain that all the artificial variables z. 
J 
present in the 
basic feasible solution U - [x w n V Z J o - o' o' o' o' o of Problem (L3 ) are equal 
to zero. So we have managed to prove that the basic feasible solution 
U = [X w n V Z 1 to the systems (4.10) and (4.9) which we obtain o o' o' o' o' o~ 
in case (2) of Phase II has Z = o. 
0 
This is, if you recall, what we wanted to show~~ Thus Wolfe's Method -
Short Form definitely leads to an optimal solution of a quadratic program 
in Normal Form I, i.e., to a quadratic problem where the form xvox is 
strictly negative definite. 
REMARKS: (i) It should be noted that the Short Form leads definitely also 
to an optimal solution of quadratic programsin Normal Form II 
(where the quadratic form xvnx is negative semi-definite) pro-
vided the objective function f(X) = CX + xrox of these programs 
has no line.Jr term, i.e.~ provided C = o. This follows immedi-
ately by using statement (i) of Lemma I in the Conclusion A 
above, since then hZ = -tC' = O. 
0 
(ii) It should be noted that the Short Form does not necessarily 
lead (at least in theory) to an optimal solution of a quadratic 
programs in Normal Form II (where the quadratic form X'DX is 
negative semi-definite) if the objective function f(X) = CX+XVDX 
of these programs have C ~ o, because then we do not necessarily 
. have hZ = -tC 9 = o. 
0 
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(4.5) Wolfe's Algorithm (LONG FORM). 
The Long Form is a computational technique also developed by Philip Wolfe, 
for solving quadratic programs in Normal Form II where the quadratic form 
X9 DX is negative semi-definite (instead of strictly negative definite as 
in the Short Form), and where the objective f~~ction has a linear term (i.e. 
where C ¢ 0). It is composed essentially of two repetitions of the Short 
Form. lfhile the elegant theory of the LONG Form is a thing to marvel at 
(see App. IV.4) we find that its inclusion, in a Computer Program designed 
for the Short Form, is not a procedure that 11pays off" as far as practical 
applications go, for it can become extremely time consuming in quadratic 
problems of a fairly large size. So whenever we are met with a quadratic 
program in Normal Form II ~re prefer either: 
(1) to apply Dantzig 9s Method (see Chapter VI)or Beale's Method 
(see Chapter VII); or 
(2) to make use of the 11Razor's Edge Property" of negative semi-
definite quadratic forms, suggested by E. t-1. L. Beale. By the 
11RazorYs Edge Property" He mean that a negative semi-definite 
form X'DX can be converted into a negative (strictly) definite 
form by making an arbitraly small change in the D. More 
specifically (and here 1-1e quote from (4) in the bibliography;·-
1'1If X'DX is negative semi-definite, then X' (D+e:I)X is 
negative definite for any e: < 0, however small [e:J. To prove 
this, note that X'DX < 0 for any X, and e:X'IX < 0 £or any 
X¢ o. Thus X'(D+si)X < 0 for any X t 0, and the form is 
negative definite. Consequently, if we have a quadratic pro-
gramming problem in which we know that X'DX is either negative 
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definite or negative semi-definite, we can make sure that the form 
is negative definite by subtracting a unit in perhaps the fourth 
of fifth decimal place of each diagonal element of D. In this 
fashion, the perturbation can be made small enough that in no way 
affects the numerical results obtained. The one case where such 
a perturbation could influence the numerical answer is that where 
X'DX was originally indefinite and the problem had &! unbounded 
solution. Hm·rever, just as in linear programming~ properly for-
mulated problems should not have unbounded solutions, and hence no 
difficulty should arise". 
Generally, Wolfe 9s Method - Short Form derived in section (4.3) will work 
even for quadratic pr•ograms~ in Norma]. Form II (i.e.~ ~ven :WJl~eE....2:.n.x __ is 
negative semi-definite), and conseguent.'!y the us'..lal procedt!.::.e is to try it 
without attempting first to perturb D. 
(4.6) ~~!:!._S»i.._Wolfe's ~J~££_ithln.Jr~?!:'"Lis!'":::) in §uiP~~ Form: 
{a) Given a quadratic program in Normal Form I~ j.e., 
maximise f(X) : CX + X9 DX (D strictly negative definite) 
subject to 
AX= b 
X > 0 , 
form the system 
AX + Y = b ( 4. 27) 
2DX - A9 A + V + z1 
where: 
Y [y1 ,y2, • • • ,ym] 
z1 = [z~,z~, ........ ,z~] 
Z = [z2 z2 2] 2 1' 2, •••••••• ,zn 
are (m+2n) artificial variables. Initiate Phase I. 
(b) Phase I: 
Step I. Use the Simplex Method to maximise 
* m 
z1 = - ~ Y· 
i=1 ~ 
to zero, subject to the constraints (4,27),and to the constraints 
X~ O, Y ~ O, z1 ~ O, z2 ~ 0, A = O, V = 0 
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* If max z1 < 0, then the system AX = b is not feasible and the Problem 
2 (N.I) has no feasible solution. 
* If max z 1 = 0, then the system AX = b is feasible and therefore it has 
an optimal solution (THM.II). Perform Step II. 
Step II. Discard Y and the nonbasic components of z1 and z2• Let 
the remaining n components be denoted by Z = [z 1, ••• ,zn] and let their 
coefficients be the elements (diagonal) of a diagonal matrix denoted by F. 
Form the system: 
AX= b 
2DX - A'w + An + I V + FZ = -C 9 n 
Perform Phase II. 
(c) Rha~e ..!..!.· Use the Simplex to maximise 
* n z2 = - ~ z. j=1 J 
subject to the constraints (4.28), 
x ~ o, w ~ o, n ~ o, v ~ o, z > o 
(4.28) 
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and to the following side condition:- For j = 1, ••• ,n, if x. 
J 
is in the 
basis, we do not admit v. 
J 
into the basis; if v. 
J 
is in the basis, we do 
not admit x. into the basis. The X-component of the terminal basic 
J 
feasible solution is an optimal solution to the initial Problem (N~I). 
Computation Time. It will take at most (3n) iterations to reach an optimal 
n 
solution of Problem (N~I). The important thing to notice on Wolfe 9s Method 
is that for quadratic problems of small size it requires a relatively nbigv' 
number of simplex iterations to reach an optimal solution. And this is 
a fact~r to reckon with if the small problem in question is not being solved 
by a computer. For these occasions Beale 9s Hethod seems to be the best 
answer. With "large" size quadratic problems the above factor does not 
enter into consideration for then the problem must be solved in a computer 
and any computer program for the Simplex Method with the Additional Rule 
implanted, will give us an optimal solution in at most steps. 
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Chapter V 
"The Method of Frank and Wolfen. 
(5.1) Introduction 
The method of Frank and Wolfe is a computational technique developed 
by Marguerite Frank and Philip VJolfe, for solving a quadratic program in 
Slack Form II: 
maximise f(X) = CX + X1DX (5.1) 
subject to 
AX.::_ bl 
X > 0 
---(S~II) 
(5.2) 
given that the quadratic form X?DX is negative semi-definite 
The method is based on the following facts (to be proved in section (5.2)): 
If Problem (S~II) has an optimal solution, then the problem 




X~ O, A ~ O, Y ~ O, V > 0 
has an optimal solution and: 
(a) The maximum of z = -(V'X+A. 1Y) subject to the constraints (5.4) 
has the value zero. 
(b) For any optimal solution [x ,A. , Y ~ v ], say~ of Problem (A), X 
0 0 0 0 0 
is an optimal solution to Problem (Sfii). 
(c) At least one of the basic feasible solutions of Problem (A) is 
an optimal solution to Problem (A). 
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Once the above facts are known we see that the problem of solving the 
quadratic program (S~II) can be reduced to the following: Among the 
basic feasible solutions of Problem (A) find one that causes z = -(VqX+A.VY) 
to vanish. The Method of Fra~k and Wolfe does exactly this. It should 
be noted that,up to this point, the formulation is much the same as that 
of Holfe 9s Method described in Chapter IV. Wolfe, hot-lever, proceeds by 
introducing artificial variables in the system ( 4. 1 ) , \vhich corresponds 
to (5.4), and then reducing the s~~ of the artific~al variables to zero 
over a sequence of basic feasible solutions, by using Phase I of the T't-10-
Phase Simplex Method in such a way that the condition V'X = 0 which corres-
ponds to (5.5.c), is satisfied at each iteration. On the other hand~ 
the method of Frank and Vlolfe proceeds in a somewhat opposite direction:-
Starting vrith a basic feasible solution to (5.4) vlhich does not satisfy 
(5.5.c) (if it did satisfy (5 •. 5.c) '-1e would immediately have an optimal 
2 solution to (S.II)), reduce the quantity z = -(V'X+A. 7 Y) to zero over 
a sequence of basic feasible solutions without attempting to maintain 
V?X + A.'Y = 0, by using the gradient interpolati0n technique. This tech-
nique is an iterative prccedtn~e in which the principal computation is the 
simplex-method change of basis,a~d proceeds in the following way 
(Very brief description; the full description to be given in section 
(5.3)):- In the initial iteration step it requires an initial feasible 
solution (point) of Problem (A) (not necessarily basic) ~{ 1 , say. Once 
given w1 it then selects, by the simplex routine, a secondary basic 
feasible solution (point) of Problem (A) z 1 ~ say~ whose projection along 
the gradient of the objective function z = -(V 9 X+A. 'Y) at ·the initial point 
W 1, is sufficiently large. The point, which maximizes z over the line 
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segment joining w1 and z1, is then chosen as the initial point for the 
next iteration step, and so on •••• The values of the objective function 
on the initial points, thus obtained, will be sho~m to converge to zero. 
But a remarkable feature of the Frank and Wolfe Hethod is that this con-
vergence is finite, i.e., in some iteration step of the gradient-interpolation 
algorithm, a secondary point which is an optimal solution to Problem (A) 
~dll be found~ ensuring the termination of the process. 
Notation. In the rest of this chapter let: 
(a) D<s denote the feasible domain of Problem (S~II), i.e., 
let TI<s = {X j AX 2., b ~ X ..?:_ 0} • 
(b) IKA denote the feasible domain o£ Problem (A), i.e., let 
IKA denote the set of all [X,A,Y~V] which satisfY (5.4). 
(5.2) Theory of the Method. 
In Chapter III Section (3.6) we obtained a very important result (see 
( 3. 13)) which, in this section, vm shall refer to as Result I: 
Result I. X is an optimal solution to ~~oblem (S:II) if and only if for 
some A, Y and V, [X,A,Y~V] satisfies the system 
AX + Y = b (5 • 5. a) 
(5 • 5 .b) 
(5 • 5. c) 
(5.5.d) 
Yt!M. I 2 Problem (S.II) has an optimal solution if and only if Problem (A) 
has a feasible solution. 
PROOF: (See next page). 
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2 PROOF: Necessity Let X
0 
be an optimal solution to Problem (S.II). Then 
by Result I, there exists >. , Y and V , 
0 0 0 
say, such that [x ,>. Y ,v ] 
0 0 0 0 
satisfies (S..S.a), (S.5...b) and (s.S.d). Hen·ce [x ,>. , Y , V J satisfies o o o o-
(5.4) and so is a feasible solution to Problem (A). 
Sufficiency. 
lem (A). Then, 
AX* + Y* = b 
2DX* - A 9 A* + V* = -C 9 
X*_:_ 0 , \IE.::_ 0 , Y *_:_ 0 , V *_:_ 0 
Nov1 by (THH.r!n we have that 
f(X) - f(X*) ~ Vf(Xli<)(X-X*) 
(5.6.a) 
(s.6.b) 1---·~<s .6) 
(5 .6.c) 
for all X e JK
5 
= {XjAX ~b, X_:_ 0}, since f(X) is concave in E • 
n 
Therefore 
f(X) - f(X*) ~ (C+2X*D)(X-X*) 
= (>.*A-V*)(X-X*) 
= t.;(AX-AX*) - v;x + V!X* 
since 
by (5 .6 .b) 
c + x~o * . 
= t.'(AX-b+Y )-V 9X + V!X,.. by (5.6.a) * * * ... "' 
~ >.*Y* - v~x + v;x* 
< t.~Y + V!X,.. - * * ... 'I' 
since 
since 
AX < b and >.*.::_ 0 
V > 0, and X> 0 
l!!-
Tl)us f(x) ~ f(x,..) + 1\'!v ... ,.. ~ V!X,... a constan+ fo~ all X e ]{_ and hence 'I' ... 'I' • "' ... - ~, ~· s ' 
f(X) is bounded above on the feasible domain :n<5 • Therefore, by THM.(VI.3) 
the quadratic function f(X) = CX + xvox attains its supremum (maximum) 
in the feasible domain ~· 5 • (e:. 2. r-.L) ~.13.' .;) has an optimal solution. 
Q.E.D. 
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THH. II If Problem (S~II) has an optimal solution then Problem (A) has 
an optimal solution and 
maXimum z = (VVX+AVY) = 0 
[x,A,Y, v] e JKA 
PROOF: Necessitl• Let X be an optimal solution to Problem (S~II). 
0 
Then by Result I there exists A , Y and V , 
0 0 0 
say, such that 
[x ,A ,Y V] satisfies (5.5.a), (S!S.b), (5.5.c) and (S.S.d). From 
0 0 0 0 
( 5. 5. c) vle have that 
z
0 
= -(V~X0 + A~Y0 ) = 0 , (5.7) 
a~d from (5.5.a), (S.S.b) and (5.5.d) we conclude that [x ,A ,Y f)v] 
0 0 0 0 






, V J e l<A. But 
= z 
0 
for all [X,A,Y,v] e TI'A, since [X,A,Y,V] > o for any [x,>..,Y,V] e JKA. 
Hence [X ,A ,Y ,v~J is an optimal solution to Problem (A) and by (5.7) 
0 0 0 u-
the value of the objective function z = -(V~X+A 9 Y) at 
( e JKfi is zero. 
[x ,A , Y , v ] 
0 0 0 0 
Q.E.D. 
THI1.III. If Problem (A) has an optimal solution then Problem (s:II) has 
an optimal solution and 
m a x i m u m z = -cvo X+/, 'Y) = o 
[X,>..,Y,V] e JKA 
PROOF: Let [x ,:>, Y ,J.. ] be an optimal solution to Problem (A). 
0 0 0 0 
Then, 
clearly, [X , /, , Y , V ] is a feasible solution to Problem (A) and hence, 
0 0 0 0 
by THHa I, Problem (s:II) has an optimal solution which implies (5.8) 
by THH. II. 
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THM. IV. 2 Problem (S.II) has an optimal solution if and only if Problem (A) 
has an optimal solution. 
PROOF: Follows immediately from THM. II and III. 
THM. V. 2 If Problem (S.II) has an optimal solution then: 
(i) Problem (A) has an optimal solution. 
(ii) H a x i m u m z = -.(VgX+A 9Y) = 0 
[x s A , Y , v] e :n<A 
(iii) For any optimal solution [x ,A ,Y ,V ] of Problem (A), X
0 0 0 0 0 
is an optimal solution to Problem (S~II). 
PROOF: (i) and (ii) follow immediately from THM. II. For the proof of 
(iii) let [X sA , Y , V J be an optimal solution to Problem (A). 




Y9X + ;,vy = 0 
0 0 0 0 
AX + y' = b 
0 0 
2DX - A9 ;\ .+ V = -C 9 
0 0 0 
X > O, A > O, Y > 0, V > 0 o- o- o- o-
since [x ~A , y v] 
0 0 0 0 
is a feasible solution to Problem (A). Hence (iii) 
follooo fr'>otn Result I. 
THM. VI. If Problem (A) has a feasible solution then: 
(i) Problem (A) has an optimal solution. 
(ii) Maximum z = -(V~X+;\9Y) = 0 
[x,;,, Y, ~] c JI). 
(iii) For any optimal solution [x ,>.. ,Y ,V] 
0 0 0 0 
X 
0 
is an optimal solution to Problem (S~II). 
PROOF: (See next page). 
Q.E.D. 
of Problem (A), 
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PROOF: Since Problem (A) has a feasible solution, Problem (S~II) has an 
optimal solution by THM. I. Hence results follows immediately by THM. V. 
REMARK: 
Q.E.D. 
This theorem shovTS that Problem (A) does not have unbounded 
solutions, i.e., Problem (A) either has no feasible solution 
or then it has &1 optimal solution. 
Now Problem (A) either has a feasible solution or has no feasible solution: 
(a) If Prqblem (A) has a feasible solution then: 
(i) Problem (A) has an optimal solution (THM. VI.). 
(ii) Problem (S~II) has an optimal solution (TIIM. I). 
(b) If Problem (A) has no feasible solution then Problem (S~II) cannot 
have a."l optimal solution. For if Problem (S~II) had an optimal solution, 
Problem (A) would have a feasible solution (TH:r-1. I) contradicting our 
asstnnption. But from section (3.10) a quadratic programming problem 
can only have either: 
(i) An optimal feasible solution, or 
(ii) Pill unbounded solution, or 
(iii) No feasible solution. 
Hence, we conclude that, if Problem (A) has no feasible solution then either 
Problem (S ~II) has no feasible solution or then it has an u.TJ.bounded solution. 
We are now in position to describe the Frank and Wolfe Algorithm, but before 
we do so it is convenient to write Problem (A) in a more compact form:-
If we combine the four interdependent vectors X,A,Y,V into a single vector 
Z, then the constraints (5.4) of Problem (A) can be h'".;.,..,itten in the for'm 
v .s 
BZ = d 
z > 0 
where (i) B is an (m+n):~e2(m+n) matrix, namely 
B = [A 0 I : ] m 2C -A' 0 n 
(Im denotes the identity matrix of rank m and I the n 
identity matrix of I'ank n) • 
(ii) z is a 2(m+n) column vector, namely z = [x,>., Y, v] 
,-· 
(iii) d is an {m+n) column vector, namely d = [b,-C']. 
If we next let Z denote the 11adjoint" of Z, i.e., if we put 
Z = [V'Y' >. vx~] 
9 ~ ' ' 
then the objective function z = -{V'X+>.qY) of Problem (A) becomes 
1 -
z = - 2 zz 
Hence with the above notation we can i-rr>ite PZ'oblem (A) in the fol"'ITl 
subject to 
REI1.t\RKS: 
maximize T(Z) ~ -zz 
BZ = d -----(5.10.a)J 
z > 0 -----(5.10.b) 
(5.9) 
(5.10) 
(i) Note that in (5.9) we have dropped the factor 1 2" This in no way 
affects our set up and spares us the trouble of keeping track of it in each 
iteration step of the algorithm. 
i-te have that: 
(a) Z,.Z :: ZZ 
~ * (5.11) 
PROOF: 1'ri vial 
1- -(b) - 2(Z*-Z)(Z*-Z) = 2(X*-X)'D(X*-X) < 0 
PROOF: 
1- -
2 cz*-Z)(Z*-Z) = (v;-V 9 )(X*-X) + (A;-A')(Y*-Y) 






Hence (5o12) follows since X9DX is n negative semi-definite quadratic 
form. 
(iii) (5.12) reflects the concativity of the objective function T(Z) over 
the feasible domain of Problem (A*). 
(i v) Note that we still haven 9 t proved that, v1hen Problem ( S ~II) has an 
optimal solution (or equivalently when Problem (A*) has a feasible solution) 
at least one of the basic feasible solutions of Problem (All!) will be an 
optimal solution to Problem (A*). This we will do in Section (5.4) when 
we prove the finiteness of the Frank and Holfe Algorithm. 
(5.3) The F~ank and Wolfe Algorithm. 
Although this has not been necessary before~ in this section, for the appli-
cation of the simplex method, we suppose that the constraint equations 
(5.10.a) have, were necessary, been multiplied by -1, so that the right 
hand side is positive, i.e., so that d > o. 
Phase I: In ·this phase the constraints ( 5. 10. a) are tested for feasibi-
lity by applying Phase I of the Two-Phase Simplex Hethod (see App. V. 1). , 
If the constraints (5.10.a) are feasible, a basic feasible solution 
Zt is produced with l-Thich to begi!l Phase II. If the constraints (5.10.a) 
are not feasibl~ then the last n equations of system (5.10.a) may be 
discarded and the remaining system of constraints 
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AX + Y = b • 
is similarly tested for feasibility. If these constraints are feasible~ 
then the quadratic program c;f.n) is feasible but unbounded above. 
Otherwise the quadratic problem (S~II) is infeasible (inconsistent). 
Phase II: This Phase is defined inductively. Suppose that in the kth 
iteration step we have: 
(i) A basic feasible solution to Problem (A*) say, 
associated simplex tableau so as to be able to start the simplex 
machinery. 
(ii) A feasible solution to Problem (A*) (not necessarily basic) say, 
be optimal and we need not proceed a~y further. 
Note. To start Phase II use the basic feasible Zt obtained at the end 
of Phase I as Z 1 and t-71 , i.e. , in the first iteration step of Phase 
With ZK as an initial basic feasible solution, use the sinplex algorithm 
to maximise the linear form 
subject to the constraints 
BZ = d 
z > 0 • 
We then obtain a sequence of basic feasible solutions to Problem (A*) 




K ' ... 
with -w Z9 < ~ 2 - 3 (see App.V.?) -v~KZK < -WKZK < ... KK 




(a) ZKZK = 0 (5.13) 
- h 1-
{b) -HKZK 2_ - ~KvlK , (5.14) or 
is satisfied. 
If (5.13) is obtained, Z~ is an optimal solution to Problem (A). 
If (5.14) is obtained let 
where J.l = Min ,1} (5.15) 
Repeat Phase II, using WK+ 1 and ZK+1 • 
REMARK: Note that the Frank and Wolfe Algorithm, as the Simplex r.1ethod, 
requires an initial basic feasible solution to get started. 
(5.4) Convergence of the Frank and Holfe AJ...:E;ori~. 
In this section we shall prove: 
(i) That in each iteration step of Phase II either (5.13) or (5.14) 
must occur; and 
(ii) That (5.13) must occur once after finitely many steps, so that 
a solution will have been found. This is equivalent to showing that 
in some iteration step of Phase II a basic optimal feasible solution 
to Problem (A*) will be obtained (note that this is the only fact 
mentioned in section (5.1) that we still have not proved). 
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PROOF OF (i): 
To prove that a Z~ satisfying (5.14) vrill be found in the Kth 
(K = 1,2, ••• ) iteration step, if (5.13) is not obtained, note that the 
linear programming problem 
subject to 
maximize LK(Z) 
BZ .::_ d ] 
z > 0 
--(~) 
(5.16) 
has a finite maximum (i.e. it is not unbounded), since -W Z < 0 (see 
K 
App.V.3), and that, since we are in Phase II, Problem (A*) has a ~easible 
solution and hence an optimal solution Z*, say (THM. VI). So, since for 
any optimal solution of Problem (A*) the objective function vanishes 
(THM. VI) vre conclude that T(Zl!1) =-Z*Z* = 0. 
That is 
WK'HK - 2WKZ* = vlKvlK - 2WKZ* + Z*Z* 




But * is a feasible solution to Problem (LK) and hence we must have that 
. 1 -the finite maximum of this problem ~s ..::_ - 2 HKWK. vfuence, since the simplex 
algorithm reaches the maximum of any linear programming problem in a finite 
number of iterations we have our result. 
PROOF OF (ii): 
To prove the finite convergence of the Frank and 1volf algorithm we first 
prove that the function -WK'HK converges monotonically to zero with each 
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iteration step of the algorithm and then use this fact to finally prove the 
finite convergence of the method. 
(a) Proof that -w vf -+ 0 KK as K -+ 00 • 
We begin by noting that for J.l , as defined in (5o 15) , "t-Te have 0 < J.1 ~ 1 • 
This follows because 
Firstl;y:: 
- h 
WK(WK-ZK) (since by (5.14) 




for and since vl is a feasible solution 
K 
to problem (A*) this would mean that the v1requirements vector" d = [b,-C 9] 
of Problem (A*) would be equal to the zero vector, cont:r.'adicting ou.Y.> 
stipulation made in section (3.1) that b # Oo 
And Secondly: 
(Z~ - WK)(Z~ - HK) > 0 by (5.12) 
> 0 since othertdse we would ha.ve 
h 
ZK- WK = O, contradicting (5.17). 
Hence and so is a convex combination 
of vlK and Z~ (indeed it has been chosen to as to maximise the objective 
h 
function T(Z) on the line segment joining WK and ZK(= ZK+1)). 
N h h Zh • • T.T Zh 1 U T.T ;8 Obta;ned ;n ext v7e prove t at w en K sat~sy~ng -rvK K ~ - 2 vvK~~K ... ... ... 
the Kth step of Phase II we then have, for the (K+1)st step of 
Phase II, that : 
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- - ':""' h 2-h- h 
1ilK+1Hk+1 = VJKVlK + 211 wK(ZK-WK} + ll (ZK-WK)(ZK-VTK) 
= WKWK + lllilK(Z~-HK) + J.l [ll(Z~-HK)(Z~-HK)-WK(irlK-Z~) J 
- - h 
~ WKVlK + llHK(ZK-WK) by (5.15) 
- 1-
2 VlKHK - J.l 2 WKWK since 
1 -= (1 - ~)WKWK (5.18) 
Next let IB be the set of all basic feasible solutions to ProblGm (A*) 
and let JY be the set of all convex combinations of the points of m . 
Since the number of basic solutions is always finite, we may suppcse that 
IB has N elements , say. Hence JY can be written as 
N 
rl = { E t . z . I z . e IB and t . > 0 for i = 1 ' ••• 'N; 
1 1 1 1 -
i=1 
N 
E t. = 1} 
i=1 
1 
Therefore lY is a convex polyhedron spanned by the basic feasible soluticns 
of Problem (A*) and hence is closed and bo~Dded (see App. V.4). 
Now, if we let 
then 1> 0 by (5.12) and 
·- h WKvlK 1 WK(WK-ZK) 
if ll << 1 -ll > > 
2 (f) 21 (2) 41 
((1) follows from (5.15) and (2) from (5.14)). 
WKvlK 1 
1 - .1:!. < Max { 1 - -" - -} for 0 < 11 _< 1 
2 - 41 ' 2 





And so by (5.18) 
(5.19) 
WKWK 









for K > 1 
1 
(i) If ~ ~2 for all K > 1 then (5.20) 
therefore 
Hence ~ + 0 as K + ro i.e. -w H KK 0 as K + oo. 
(ii) If aK < ~ for some value of K say, K*' 
aK +1 ~ (1-~ )aK by (5.20) and therefore 
* * ~~ 
Hence if aR < ~ for some value of K, say K*, then 
1 
aK < 2 for all K ~ K*. But from (5.20) we have that 
1 whenever aK < 2 . 




1 1 1 -->-. 1-a -






for all K > K - * 
for all K > K .• 
- ¥ 
for all K ~ K* • 
for all 




Hence from (i) and (ii) above we conclude that \vKviK + 0 as K + oo 
aTld the cor. vergence of the Fr·ank and Wolfe Algorithm is pl'Oved. 
----{ 
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(b) Proof ,of the finite convergence of the Frank and Holf Algorithm. 
Suppose that there does not exist a value (finite)of K for which the linear 
programming problem (LK) of Phase II yields a basic feasible solution which 
is an optimal solution to Problem (A*), i.e., suppose that, as K runs from 
to oo, the linear programming problem (LK) never yields a basic feasible 
* solution \vhich is an optimal solution to Problem (A ) • Then, :in pal"'ticular, 
none of the ZK which is obtained at the end of each iteration s·tep of 
Phase II, is an optimal solution to Problem (A*) and so "1-JCX> = 0 is a 
boundary point of 
I N 
lY= { E t.z.lz. e ID 
. 1 ~ ~ ~ 
~= 
and t. > 0 
~ 
This is justified in the follovTing way: 








= 0 is a boundary (limit) point of the infinite set 1-l = H7KIK=1 9 2, ••• ,} 
since lim WKWK = 0. 
K-+<x> 
The set JYJ is a subset of 1l since each WK is 
a convex combination of {Z. ji < K}. 
~ 




can either be exterior, interior or boundary. 
(In relation to 
If it·is exterior 
then it cannot be a boundary point of :E-1 since JJ C: JY • Therefore· H 
00 
is either an interior point or a boundary point of J:l • But Il is closed 
therefore '1-1 e 1Y). Nov1 
(X) 
N N 
IY = { t t.z.lz. e JB and t. > 0 for i = 1 , ••• ,N; E .... = 1} l.• 
i=1 
~ ~ ~ ~- i::: 1 ~ 
and therefore we have that 
N N 
vl w = ( E t.z.) (E.t.Z.} 
00 00 ~ ~ i=1 ~ ~ i=1 
N N 
= E E t.t:z·.z. 
i~: 1 j='l ~ J ~ J 
> 0 
V.18 
Multiply the constraints of the system BZ = d by -1 (where necessary) 
so that d > o. Initiate Phase I. 
(b) Phase I. -·-
Step 1. Test the system BZ = d (d > 0) for feasibility using 
Phase I of the Two-Phase Simplex Method: 
(i) If a basic feasible solution Zt' say, to BZ = d is obtained, 
i.e., if the system BZ = d is feasible, initiate Phase II \'rith 
HK = Zt and ZK = Zt' for Problem S~II has an optimal solution. 
{ii) If a basic feasible solution to BZ = d is not obtained i.e., 
the system BZ = d is not feasible pass to Phase I Step 2, for 
2 . Problem S.II has no optimal solution • 
Step 2. Test the system AX + Y = b (b > 0) for feasib5.li·ty using 
Phase I of the Two-Phase Simplex Method: 
(i) If a basic feasible solution to AX + Y = b is found then 
Problem S~II has an unbounded solution. 
if 
(ii) If a basic feasible solution to AX + Y = b is not obtained then 
Problem S~II has no feasible solution. 
(c) Phase II. Given a feasible solution WK' say, and a basic feasible 
solution ZK' say, to the system BZ = d, obtain a sequence of "improvingn 
basic feasible solutions Z~ = ZK' Z~,z~, ... ,z~, ... to the linear program-
ming problem 
subject to 
BZ = d 
z > 0 ' 
by the use of the simplex algorithm. Stop at the first 
v. 19 




If (i) is obtained then the X-component of Zh = [xh yh ,h vhJ K K' K'nK' K ' 
xh 
K is an optimal solution to 
2 Problem (S.II). 
If (ii) is obtained let 
(a) ZK+1 = zh K 
(b) WK+1 
h 
WK) where = I<TK + ll(ZK 
ll = Min ' 1} ' 
and repeat Phase II with ~..,rK and ZK replaced by '\r7K+ 1 and ZK+1 
respectively. 
namely, 
Comnuta·tion Time : Experience with this method suggests that the total num-
ber of changes of basis (several of which occur in each iteration step of 
Phase II) required to solve the quadratic program in Slack Form II will, in 
practice, be of the order of 2(m+n). Each iteration step of Phase II 
after the first, commonly require very few changes of basis (in numerical 
examples of the order n = 5, m - ':I - u we usually have only one or two changes 
of basis in each iteration step of Phase II). Thus the Frank and Wolfe 
Algorithm seems to solve quadratic problems as quickly as the Simplex Method 
solves linear problems of comparable size. 
vie end this chapter ,.;ri th tv-ro important remarks about the Frank and Wolfe 
Method: 
V.20 
Remarks: (i) Note that a computer program for the Simplex Method requires 
only very few alterations to be adapted for the Frank and Wolfe 
Method. 
(ii) Note also that 
aT -- = -2Z az 
and~ in particular 
[;i]z = WK = -2WK 
Therefore the linear function LK(Z) = -WKZ is obtained by linear-
izing T(Z) = -ZZ at the point WK' so that the gradient of ·these 
two functions at the point HK have the same direction. This 






Dantzig's Method is a computational technique developed by George B. Dantzig, 
for solving a quadratic program in Normal Form II: 
maximise f(X) = CX + X'DX 
subject to (N~II) 
AX= b 
X > 0 , 
given that the quadratic form X'DX is negative semi-definite. 
The method is based on the following facts (to be proved in section (6.2)): 
(i) There exists an X,~,V satisfYing the system of equations 
(6.1) 
v 
and the additional conditions 
: : ~~s~icted l (6.2) ----------~6.2.a) 
--------(6. 2.b) 
if and only if Proble~ (N~II) has an optimal solution. 
(ii) For tl!""lY [X,A.,Y] satisfying (6.1) and (6.2), X is an optimal 
2 solution to Problem (N.II). 
(iii) If Problem (N~II) has an optimal solution there exists at least one 
basic solution [X,A.,Y] to (6.1) satisfying (6.2). 
VI.2 
If you recall~ this is exactly the same "set up1Y as the one vre had in section 
(4.1) v7hen we introduced Holfe?s Method. Dantzig's Hethod is indeed a 
variant of Holfe 9s elegant procedure. The chief difference is that Dantzig's 
Hethod is :'more nearly" a strict analogue of the Simplex Method; it has a 
"tighter" selection rule and a monotonically increasing objective. These 
differences will become more clear once we have presented the method. 
(6.2) Theory of the Method. 
In Chapter III section (3.6) we proved the following result (see relation 
(3.9)): 
Result I. X is an optimal solution to Problem (N~II) if and only if for 
some .\ and V~ [X,.\,V] satisfies 
AX = b 
2DX- A'.\ + V = -cv 
vvx = 0 
X~ 0, V ~ o, .\ unrestricted 
(this proves statements (i) and (ii) made in the previous section). 
Hence if Problem (N~II) has an optimal solution thzn there exists an 
[X,I-,V] satisfying (6.1), (6.2.a) and (6.2.b). But by THM. (X .. 3) pro-
vided Problem (N~II) ha.s an optimal solution there exists at least one 
IX,A,YI satisfying (6.1) and (6.2.b) which is a basic solution to system 
( 6 ,. 1) • (this proves statement (iii) made in the previous section)~ whence: 
Result II. If Problem (N~II) has an optimal solution then there exists 
' 
a basic solution to system (6.1), say, [X,A.,V], sa.tisfying (6.2.a) 
and (6.2.b), whose X-component is an optimal solu-tio1-:. to Problem (N~II). 
Now consider the following system 
VI.3 
AX = _:.] 6.3.a 2DX - A'A + v = 
X > 0 6.3.b (6.3) 
A unrestricted 6.3.c 
v unrestricted 6.3.d 
where A, D, b, -C' are as defined for system (6.1) and where as before: 
X = [x1, •••••• ,xn] 
A = [A1' ••• ,Am] 
v = [ v 1' • • • • • • 'v n] 
In relation to system (6.3) make the following definitions: 
DEFN. Feasible Solution. Any solution [X,A,V] to (6.3.a) which 
also satisfies (6.3.b) is called a feasible solution to system 
(6.3) (note that neither A or V are sign restricted for any 
feasible solution [X,A,V] to (6.3)). 
DEFN. Basic Feasible Solution. Any basic solution [X,A,V] to (6.3.a) 
which also satisfies (6.3.b) is called a basic feasible solution 
to system (6.3). 
DEFN. Complementary Basic Feasible Solution. A basic feasible solution 
[x,A, v] to system (6.3) is said to be complementary •.c J.J.., for 
each j either x. or v.' but not both, is a basic variable, 
J J 
i.e., if, for each j either x. or v.' but not both: is in , 
J "' 
the basic set. 
Note. In what follm~s the system ( 6. 3) will be ~ss~Eled to be nondegen-
er2:t:e. This in no way will imply any loss of generality (see 
Appendix VI.1). 
Now by Result I above, the vector (point) 
solution to Problem (N~II) if there exists 
(1) [x ,A ,v 1 satisfies (6.3.a) 








(4) v is non-negative, i.e., v > 0 
0 
( 5) vvx = 0 
0 0 
(i.e., v~ = 0 
J 
0 
-lf 0 ... x. > 
J 
VI.4 
constitutes an optimal 
and V such that: 
0 
0) • 
Hence we see that the X-component of a feasible solution [X,A,V] to 
system (6.3) will be an optimal solution to Problem (N~II) if V > 0 
and V'X : O. But by Result II we know that, provided Problem (N~II) has 
an optimal solution, there exists a basic feasible solution [x ,A ,v ] ; 
0 0 0 
say, to system (6.3) satisfying V > 0 and V'X = o. Therefore all 
0- 0 0 
we need, to find an optimal solution to Problem (N~II), is to move from 
basic feasible solution to basic feasible solution (of system (6.3)) until 
tve arrive at one, say, satisfying V > 0 and V9X = O.But here, 
0- 0 0 
as we next proceed to show, this movement over a sequence of basic feasible 
solutions of system (6.3) t.fill be made in such a way as to ensure an 
11 increase11 , at each step, in the value of the objective function 
f(X) = CX + X9 DX (recall that this is one of the main characteristics of 
the simplex algorithm:- at each iteration an 11 improvement17 of the objective 
function is obtained). 
Suppose we select from the constant matrix of system (6.3), i.e., from 
0 
(6.4) 
a nonsingular matrix B. 
of [x, A, v] associated tvi th coltnnns of ( 6. 4) in B. Let R contain 
VI.S 
the columns of (6.4) not in B, and let ZR = [zR1, ••• ,zRn] denote the 
variables of [X~A,V] associated with the columns of (6.4) not lll B. 
Then any solution to the system (6.3.a) can be written 
A basic solution to (6.3.a) is obtained by setting ZR = 0. The basic 
solution will be feasible if the x-components of X present in ZB are 
positive. Next let 
-1 
B 
and denote the jth 
[y, ' .•. ,y J o no 
solution to (6.3.a) must satisfy 
n 
y. = [y .. ' ••• ,y . ] • 
J ~] nJ 
ZB. = Y· - E y .. ZR. 
~ ~0 j = 1 ~J J i = 1, ••• ,m+n 
~ zB. i = 1, ••• ,m+n, are called the basic variables----
. ~ 
The j = 1, ••• ,n are called the non-basic variables 
Then any 
(6.5) 
Now suppose that z = y 
B o 
is a basic feasible so:.ution to the system (6.3.a) 
so that ZR = O. Suppose next that we start increasing in (6.5) the value 
of the nonbasic variable for j = s, i.e., suppose vre start increas-
ing the nonbasic varia,ble zRs , then at some stage the value of some basic 
variable, say, will become zero (provided of course that y. > 0 
~s 
for at least one value of i), and a new basic solution will be obtained 
vlith in the basic set i.e., with as a basic variable, and with 
zBr = o, i.e.~ with zBr as a nonbasic variable (see App. VI.2). Please 
note that the above procedure is exactly equivalent to the procedure of the 
Simplex Algorithm where the basic variable xBr' which drops from the basic 
VI.6 
set upon introduction of the non-basic variable x into the basic set~ 
s 
is determined by 
min 
i :y. >0 
l.S 
We are nol-l in position to prove the theorems in which Dantzig' s Method is 
based: 
THM. I Let [X,A,V] and [x,,A,,V~I be any two feasible solutions to 
system (6.3) then for f(X) = ex + X9 DX >-le have that 
PROOF: vle have that 
f(X) - f(X*) = (eX + X'DX) - (eX*+X~DX*) 
Now from (6.3.a) we obtain 
2DX* - AVA + v * * 
= .... ev 
Hence premultiplying relation (6.8) by x~ 
* 
and X' 
2XJ.DX* - X'A'A + x;v* = -X'ev * * * 











Thus, since AX =b 
* 
and AX = b, we conclude on subtracting ( 6 • 1 0 ) fl"'om 
(6.9), that 2x;Dx* - 2X 9 DX* + v~x* - v;x = ex - ex* 
And so since (X-X*)'D(x-x,> = X'DX 2X'DX* + x;Dx*, we finally obtain 
that 
ex+ xvDx -(ex,+x;Dx,) = 
Whence result follows by (6.7) 
-VV(X-X ) + (X-X )'D(X-X ) 
* * * * 
Q.E.D. 
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THM. II. Let [X ,>.. ,V] be a complementary basic feasible solution to 
0 0 0 
the system (6.3) and suppose that Then any increase 
of the nonbasic variable with adjustment of only the basic 
variables, generates a class of feasible solutions to system 
(6.3), namely, 
m = {[X,>..,v] = [x,I,v] I [x;~,v] a feasible solution to (6.3)}, 
such that f(X) = CX + X'DX increases as long as v = v < o. s s 
PROOF: Let [x,>..,V] be any solution in the class ID, i.e. let [X,I,VJ 
be any solution generated by increasing X s to X : X > 0, s s 
say. Let [~,A,V] beanothersolutionintheclass JB, i.e.,let 
[ ~'~, V] be another solution generated by increasing 
Then, from relation (6.6), 




X : x0 :::: 0 
s s to 
(6.11) 
is a nonbasic variable -




is a basic variable (by the complementary or 
assumption) • 
Now from (6.5) we see that the adjusted values of the basic variables 
are linear functions of the nonbasic variables and so since all the non-
basic variables with the exception of X ' s are being kept equal to zero 
we have that 
(X - X) = <x - x )Y s s 
where Y is a constant vector. Hence, 
t<~) - t(x) = <~ -x ) [--v + s s s 
Therefore it is clear that if vs < O, 
by (6.11), 
(~ -x )(Y 0 DY)] s s 
f(X) f(X) > o 
sufficiently near to zero, i.e., if v < 0 then s 
(6.12) 
for (~ -Y. ) > 0 s s 
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f00 > f(x) (6.13) 
for -X > X s s but sufficiently near to But for f(X) to increase 
with an increase of x 
s from to the variable v s must be 
accompanied by v < v s- s because, from (6.11), 
f(~) - fCx> = -v <~ -x > + c~ -x )2yvny s s s s s 
and, by interchanging the roles of X and X, 
f(X} - f(~) = -~ (x -~ ) + (x -~ )2yvny 
s s s s s 
hence 
_ <v --v > = 2cx -"X )Y'DY < a, s s s s -
since D is negative semi-definite and <~ -x > > o. s s Thus we noVT see that 
result follows immediately by considering a sequence of feasible solutions 
to system (6.3) each of v-1hich has the value of the variable x nslightlyu s 
greater than the preceding one. 
Q.E.D. 
THM. III Let [X ,;\ 'TV·] be complemento.ry basic feasible solution to the 
0 0 0 
system (6.3) and suppose that ..,o < 0 
s and that one of its basic 
vari::Wles X : ,_,_0 
r r' say, drops out of the bu.sic set upon introduc-
tion of the variable xs 
complementary variable to 
creased,. then- eithet-: 
into the basic set. If the nonbasic 
namely is-subsequently in-
(i) f(X) = ex + X'DX will continue to increase as long as the 
basic variable v. 
& 
remains negative; or 
(ii) f(X) = ex + X'DX will stay fixed in ·t-~hich case the basic 
variable v vrill inct>ease to zero. s 
PROOF: For reasons of clarity and convenience (specially to avoid messy 
notation!!) we prove this theorem for the system (6.14) below. It should 
be noted that the proof is completely general. 
Consider the following system: 
where: 
v 
A= a11 a12 a13 a14 
a21 a22 a23 a24 
D = d11 d12 d13 d14 
d21 d22 d23 d24 
d31 d32 d33 d34 
d41 d42 d43 d44 




















System ( 6. 14) can be compactly represented in the follot'ling tableau 
x, x2 x3 x4 ;\1 >..2 >..3 v, v2 v3 VI+ Constants 
a11 a12 a13 a14 b1 
a21 a22 a23 a24 b2 
a31 a32 a33 a34 b3 
d11 d12 d13 d14 a11 a21 a31 1 -c, 
(6.15) 
d21 d22 d23 d24 a12 a22 a32 1 -c2 
d31 d32 d33 d34 a13 a23 a33 1 -c3 
d41 d42 d43 dl.t4 a14 a24 a34 1 -c 4 
.-.·-
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Next let the representation of system (6.15) in vector form be 
(6.16) 
and suppose that we have a basic feasible complementary solution 
[x ,t.. ,v] to (6.16) with basic variables - 0 0 ~ o, 
0 0 0 x, - x, ~ 0' x2 = x2 
0 
~-., 
0 = ,._o 
"-3 
- ,._o. 0 < 0 o,o and A.o of x3 =x3 ~o, = ~-.,,~-.2 v4 = v are 2' - 3' 4 1 2 
Now suppose that the value of some basic variable X ' r drops out 
of the basic set, upon introduction of some !'non-basicn variable x.
5
, namely 
x4, i.e., suppose that x4 is being increased and that in the subsequent 
adjustment of the basic variables, the basic variable x3 attains the 
value zero first. In this case, x4 will become the new basic variable 
and the vector P4 will replace the vector P3 in the basis B. Denote 
the new basis by B, then B = (P 1 ,P2 ,P4 ,P5 ,P6 ,P7 ~P4). Now what we want 
to show is that if we next increase the complementary variable v3 (non-
basic) of the 11dropped11 nonbasic variable x3 (with adjustment of the 
values of the new basic variables), then: 
(a) either the basic variables x4, v4 and t:1e objective function 
f(X) = ex + xvnx will continue to increase as long as remains 
negative, or 
(b) then f(X) = ex + X'DX will remain unchanged but v4 will i~crease 
to zero. 
With this purpose in mind,let the representation of both P4 and P3 in 
terms of the basis B be: 
p4 = Pis, + P2S2 + P3B3 + (P5B5+P6B6+P7B7) + P4f\ (6.17) 
p3 = P1w1 + P2w2 + P3w3 + (Psws+P6w6+P7w7) + P4w4 (6.18) 
(where the s. 9§' the 1 ·g4 and ·w are all scalm'"' coefficients). 
J. 
wi s, 4 
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Then the scalar coefficient w3 which appears in relation (6.18) is 
non-positive, i.e., w3 ~ o. To prove this let. w = [w 1 ,w 2 ,w 3] and 
eliminate the last row of the system (6.18). Then the resulting system 
of equations has the following form: 
(a11 a12 d13)w 
(a21 a22 a23)w 
(a31 a32 a33)w 





d21 d22 d23 w + 
d31 d32 d33 





a13 a33 a~3 
Hence if we denote the (3x3) 
and if we premultiply (6.20) 
w9D3w = w3 • 
square matrix appearing in (6.20) by D3 
by w w t-re obtain, on making use of (( 6. 19) , 
And thus, since xvox is a negative semi-definite matrix and since n3 
is a symmetric matrix of D it follows from THM. (XI.S) that 
(6.20.a) 
The reader should satisfy himself that a system of the type of (6.19) and 
(6.20) is always obtained after deletion of the suitable rows of the 
system ( 6. 18), by trying out any other possible combination of basic vari-
ables and by noting that since we are assuming system (6.3.a) to be non-
degenerate the number of columns of A, present in the system (6.19), is 
never less than m (m = 3 in our case). 
Next we show that, if w3 < 0~ then (a) above happens and if (Jj3 = O, 




Case w < o. 3 Let the representation of P3 in terms of the new basis 
- A A A A A 
P3 = P1w1 + P2w2 + P4w4 + P5w5 + P6w6 + P7~7 + P4w4 (6.21) 
and let the new basic solution associated with B be 
(6.22) 
Then~ substituting (6.17) in (6.21) and equating the scalar coefficients 
of the resulting expression with the scalar coefficients of expression (6.18) 








dropped out of the basic set, 
upon introduction of x4 into the basic set, i.e., since x3 decreased to 
zero when the non-basic variable x4 was increased (keeping v1,v2 and 
v3 equal to zero of course). 
Whence, from (6.23), we conclude that 
~4 < 0 
since by assumption w3 < 0. 
'\ 
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And so if v3 = e > 0 units of P3 are introduced into the system 
We obtain, from (6.21) and (6.22), that 
" "' x, = x, - ew 1 
,., 
"' 
x2 X -2 ew2 
A ,., 
x4 X -4 ew4 
" 
,., 
>-, >-, - ew 5 
(6.24) 
A ... 
''2 A -2 ew6 
A ... 
A3 A -3 
ew7 
-A ~-
v4 v -4 ew4 
Thus x4 = x4 - ew4 will increase when v3 = a > 0 is increased since 
Hence we m3y adopt the point of view~ for the purpose of the proof, 
that it is the increase in x4 which is 
11 causingll the increasing in v3 
(instead of the other way around), so that, we are in fact, repeating the 
situation just considered in the beginning of the proof of increasing x4 
and adjusting the other nbasic" variables (remember we assumed that x3 
dropped f:L .. om the basic set upon introduction of xL~), except here 
is in the basic set instead of And so it follows from THM. II, 




remains negative in value in the adjustment of the basic solution by the 
increase of xl.J.. 
Case 
7 




But from (6.21) 
7 











This proves statement (i) of our theorem. 
On the other hand if w
3 
7 
Piwi + P3.o + P4w4 ::: E i=1 
i;i3 
i¢4 
we have that 
,. ,.. -~ 
P.w. 
~ ~ + P4w4 + P4w4 
w, 
w2 
w3 = O, 
= 0, then relation 
A 
since B = (P1,P2 ,P4 ,P5 ,P6,P7 ,Pl.J.) is a basis 
Moreover, from (6.20.a) 
wiD3w = w3 = O, 
(6.18) becomes 
(6.24-) 




w = 0 • 




,w3] = 0 for if w ¢ 0 the first 3 
columns of (6.19) and (6.20) would be linearly dependent, which is im-
possible because then the square array of coefficients of (6.19) and 
( 6. 20), and in turn B, "t-Tould be singulal". h"hence ~ from ( 6 • 2:.;. ) , we 
A A 
have that w1 = w2 = w4 = O. Substituting these values in (6.23) we 
observe that the values of the 11basicu variables x1, x2 and x4 remain 
VI.15 
unchanged with increasing values of v3 = e > 0. Furthermore, since v. J 
and Aj are not sign restricted, v
3 
= e can be increased until v
4 
drops 
out of the basis with the value zero (since all x. are unaffected). This 
J 
proves statement (ii) of our theorem. 
Q.E.D. 
From THM. II and III we now see that if we have a complementary basic feasi-
ble solution jx ,A V j, say,to the following quadratic programming Problem. 
0 0 0 
maximise f(X) = ex +X 9 DX 
1 subject to 
_:.] 
AX = (Q2) (6.25) 
2DX - A9A + v = 
X > 0 
A unrestricted 
V unrestricted 
then: if V > 0, X is an optimal solution to the initial Problem (N~II). 
0- 0 
If on the other hand v~ < 0 for some j, 
J 
say, v0 < 0 then by perform-s 
ing Operations I and II (below) we ha-ve the follmling nset upn: 
Operation I. Introduce the complementary nonbasic variable xs of the 
negative basic variable (i.e., increase the nonbasic variable xs until 
one of the basic variables present in the basic solution [x,>.,v] 
0 0 0 
attains 
the value zero; note that we do not have to worry about the values of the 
basic variables Ai' since these variables are unrestricted). Then: 
(a) Either the basic variable v drops out of the basic set (i.e., s 
ei·ther the basic variable v s attains the value zero first; note 
that we do not have to worry if one of the basic vm.,iables v. ¢ v 
J s 





, variables are t,mrestrieted), and we obtain a complementary -basic 
feasible solution to Problem (Q2), say~ [x,~,v] such that 
A 
f(X) > f(X ). 
0 
(This follows from THM .. II). 
(We can then repeat Operation I with the complementary basic feasible 
solution [X ,A ,V] replaced by the complementary basic feasible 
0 0 0 
solution [x,~, v])' or 
(b) Some basic variable xj, say, xr drops out of the basic set (i.e., 
or some basic variable say, attains the zero value first) 
and we obtain a 11non-complementary91 basic feasible solution to 
Problem (~2 ) say [x,I,vJ such that 
£(5{) > f(X ) • 
0 
(This follows from THM. II). 
(We can now perform Operation II), or 




, attains the value zero no'matter how 
great the increase in xs. In this case, it follows by THM. II 
that Problem (Q2) has an Q~bounded solution which immediately implies 
that Problem (N~II) also has an unbounded solution since the 
K-component of any feasible solution to Problem (Q2) is a feasible 
solution to Problem (N~II). 
Operation II. Introduce the complementary non-basic variable of the 
"just dropped nonbasic" variable xr' into the basic set (i.e. increase 
the nonbasic variable v until v r s or one of the basic x. J 
present 
in the non-complementary basic solution [X,A,V] attains the value zero). 
Then: 
(a) Either v drops out of the basic set and we obtain a complementary s 
basic feasible solution to Problem (Q2), say, [x 1 ,~ 1 ,v 1], such that 
" -f(X
1
) ~ f(X). (This follows from THM.III). 
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] replaced by the complementary basic feasible 
solution [x,,~1,v1]), or 
(h) Some basic x., say, x drops out of the basic set and we obtain 
J r1 
a 11non-complementat"f; basic feasible solution to Problem ( Q2) say 
[X ,r 1' v 1] such that 
f(X
1
) > f(X). (This follows from THH. III). 
(He can then repeat Operation II with r 1 playing the role of r). 
(6.3) pantzigis Algorithm. 
Multiply the constraints AX= b, were necessary, by -1, so that the 
"requirements91 vector b becomes non-negative, i.e., so that b > o. 
Phase I: 
STEP I. Test the constraints AX = h, X~ 0, for feasibility, using 
Phase I of the Tv10- Phase Simplex Hethod. If the constraints are feasible 
we obtain a basic feasible solution to the system AX = h, say, 
v _ [ 0 0 OJ 
h - x,, ••• ,x , ••• ,x o m n with basic variables 
0 0 x
1 
~ ••• ,x and vli th correspond-m 
ing basis B = (a1, ••• ,am)(there is no loss of generality in assuming this 
0 0 particular set of indices for, if the basic variables are, say, x., ••• ,x. 
J1 Jm 
then by a suitable reordering of indices we can always obtain them sequenced 
as 0 0 x,, ••• ,x ; m this never needs to be done in practice, it is done here for 
a more clear presentation of what is happening llbehind the scenes"). 
STEP II. Obtain an initial complementary basic feasible solution [X,A,V] 




(a) Form the system 
(6.26) 
where v = [ vtll'J<1 '• •., vn] and I = identity matrix of order {n-m), by: n-m n-m 
(i} setting X = X and v1 = v2 -0 0 0- v = 0 in system (6.25) 0 m 
(ii) deleting the last n-m rows of the matrix A' in system (6.25) 
(b) Solve sys~em (6.26), and denote its unique solution by 
Then [X,A,V] = [x ,A ,v], 
0 0 0 
where v = [o v0 ] o ' n-m is a complementary basic 
feasible solution to the system (6.25). Initiate Phase II. 
Phase II. 
STEP I. For the non-zero values 0 v. of the complementary basic feasible 
Jh 
solution [x ,A ~V] determine 
0 0 0 
v0 = Min v~ 
s Jh 
h=1, ••• ,k. 
(Note that in the initiation of Phase II according to our reordering of 
indices we have k = n-m and h = 1, ••• ,n-m). 
If 0 v > o, s- X 0 
2 is an optimal solution to the initial Problem (N.II). 
If v0 < 0. 
s -
increase the nonbasic variable 
v remains negative and the basic variables s 
X • s If the basic variable 
(which become 
x1, ••• ,xm in the initiation of Phase II using the reordering of the indices) 
remain positive for &"ly increase of X s no matter how great, then Problem 
(N~II) has an unbounded solution (see App. VI.3). If one of ·the basic 
variables or v s attains the value zero, introduce into 
\ 
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the basic set. Then: 
(a) If vs drops out of the basic set, repeat Step I with the new 
complementary basic feasible solution just obtained, say, 
[x1,1"1,v1] in place of [x0 ,>- 0 ,V0]. 
(b) If some basic x. 
J. 
drops, say repeat Step II with r 1 
ing the role of r. 
(6.4) Finite Convergence of DantzigVs Algorithm 
play-:-
Suppose that Phase II of Dantzig's Method does not terminate in a finite 
number of iterations, i.e., suppose that we never reach a complemental~ 
basic feasible solution to Problem (Q2), say [x*'"*'v*] for which 
v* ~ o. Then since in at most two"changes7 of basis in Phase II we obtain 
a definite increase in the objective function f(X) = CX + X'DX (compare 
the steps of Phase II l<~ith Operations I and II given after THM. III), it 
follows that we· obtain an infinite sequence of different basic solutions 
to Problem (Q2) (not all necessarily complementary note). And this is 
a contradiction for the number of basic solutions to Problem (Q2) is finite!! 
Note also that we have proved a somewhat stronger result than statement 
(iii) given in section (6.1), namely:- at least one [x,>.,Y] satis£Ying 
system {6.1) and condition (6.2.b) is a complementary basic feasible 
solution (instead of simply basic feasible) to system. (6.1) provided 
Problem (N~II) has w~ optimal solution and provided system (6.1) is non-
_degenerate. This assumption of non-degeneracy implies no loss of generality 
since any system of equations is treated as if it were not degenerate by the 
Simplex Method. 
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(6.5) A Flow of DantzigVs Algorithm in Summary Form. 
To save time and space the description of DantzigVs Algorithm given in 
section (6.3) is already in a Summary Form and so we refer the reader 




"Beale's I"lethod11 • 
(7.1) Introduction. 
Beale's Method is a computational technique developed by E.M.L. Beale for 
solving a quadratic program in Normal Form II: 
maximise f(X) = CX + X'DX 
subject to 
AX= b 
X > 0 
given that the quadratic form X1 DX is negative semi-definite. 
Here, for the reasons given in Chapter 0 when we discussed the sketch of 
the present Chapter, we present only a Flow of Beale's Method in Summary 
Form: 
(7.2) A Flow of Beale 9s Algorithm in Summary Form. 
(1) In the system of constraints AX= b choose an mxm non-singular matrix 
B and express the m variables associated with the columns of B (called 
the basic variables) in terms of the remaining (n-m) variables (called 
the non-basic variables). Then any solution to the constraints AX = b 
can be written as 
-1 -1 
XB = B b- B RXR (7.1) 
where: XB = [ ~ 1 , ••• , ~m] denotes the variables associated vd th the columns 
of A in B. 
denotes the variables associated with the 
columns of A not in 
R is a matrix which contains the columns of A not in B. 
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A basic solution to AX= b is obtained by setting in (7.1) ~ = o. 
The basic solution will be feasible if B-1b > o. Now let 




, ••• ,y J and denote the jth column of B-1R by o mo 
Y. = [y1., ••• ,y .], then from (7.1) we have that J J ffiJ n-m 
~i = Yio - !: 
j=1 
And so using relation (7.2) 
y .. xR. i = 1, ••• ,m. 
l.J J 
we can write the objective function 
f(X) = CX + X1 DX of Problem (N~II) in the form 
(7.2) 
(7.3) 
where a is a scalar, 8 a constant row vector and G an (n-m)x(n-m) 
constant matrix. 
(2) Suppose now that X = y B o is a basic feasible solution to the system 
of constraints AX = b, 
Then a small increase in 
and that ~ fR(X) > 0 for some j, say j = k. 
oXRj 
xRk' with the other non-basic variables (xRj j ~ k) 
held equal to zero, will increase fR(X). Hence it is profitable to go on 
increasing ~ until either (a) some 
and decreases to negative values or (b) 
xBi' say xBr' becomes zero 
~f becomes zero and decreases 
XRk R 
to negative values. If (a) happens the set ¢ nonbasic variables is 
changed be replacing ~k by ~r' and f(X) is expressed in terms of the 
"new" nonbasic variables and Step (2) is repeated. In (b), as 
a 
()xRk fR(X) is a linear function of the xRj {since is a quadratic 
function), we introduce 
as a nonbasic variable. This ~k is similar to any other nonbasic variable, 
except th~t ~k may assume both positive and negative values; hence it is 
called a free variable, as distinguished from the other nonbasic variables 
VII.3 
which cannot be negative. Tne objective function f(X) is again expressed 
in terms of the "newtv set of nonbasic variables and Step (2) is repeated. 
The method converges in a finite of steps and after a finite number of 
iterations we shall obtain 
·-
a < o 
a~j 
j =.1, ••• ,n-m 
This implies that we are in presence of a local maximum for the objective 
function f(X). But since f(X) is a concave function in En this 
implies that vle are in presence of a global maximum for f(X) (see THH. VI~ 1). 
A most lucid and exhaustive article on Beale's Method can be found in 
( 11). ( 3 ) , ( 15) and ( 16) also provide good descriptions. 
A P P E N D I X I 
(1) Taylor's Theorem states that: If f(X) e cv 
A.I.1 
over E then for 
n 
any two points x1 and X2 in En there exists a a, 0 <a~ 1, 
such that 
f(X2) = f(X 1) + ~f(ax 1 + (1-a)x2)(x1-x2) 
(see (15) Chapter II for a proof of this theorem). 
(2) The empty set is, by convention, convex and any set \-lith only one 
element is clearly convex. 
( 3) A detailed proof of this statement can be found in ( 15) Chapter III, 
section ( 3.12). 
A.II.1 
A P P E N D I X II 
(1) If Rx = {XjAX ~b, X~ 0}, then Rx is a closed convex set. A 
detailed proof of this statement can be found in (14), Chapter II, 
sections (2.20) and (2.21). 
(2) Since in THM. I we do not use the fact that f e C9 and 
g.(X) e C9 for i = 1, ••• ,m, THM. I applies equally well to any type 
l. 
of Concave Program, i.e., to any problem of the type 
maximise f(X) 
subject to 
i = 1, ••• ,m 
given that f(X) is a concave function in En. 
A.III.1 
A P P E N D I X III 
(1) Hildrethis Method (see (16) ) can only be applied to quadratic programs 
where the quadratic objective function f(X) = ex + X'DX is strictly 
concave {i.e., where D is strictly negative definite). The Method 
of Theil wid Van de Panne (see (16) ~ is another computational tech-
nique which is limited to quadratic programs where the objective 
function is strictly concave. 
(2) Here we prove the following theorem: 
Let f(X) = ex + xvnx (C a constant vector~ D a constant symmetric 
matrix~ X e E ). n Then if f(X) is bounded above on a polyhedral 
convex set R~ it assumes its supremum on R. 
For the proof of this theorem we need some background theory: 
(I) Polyhedral Convex Sets. 
(a) A polyhedral convex set is the intersection of a finite number of 
closed half-spaces, and so the set 
{XIAX < b, X > 0} 
is a polyhedral convex set. 
Notes: 
(1) A polyhedral convex set is closed (see: A.J. Goldman : Resolution 
and Separation Theorems for Polyhedral Convex Sets (page 41) in 
Linear Inequalities and Related Systems (edited by Kuhn and Tucker, 
Princeton 1956). This reference will be referred to as (G). 
(2) The intersection of two polyhedral convex sets is again such a 
set (easily seen from the definition). 
(3) Once the above theorem is proved THM. VI.3 and THM. VII.3 follow 
immediately since ~ and ~ are polyhedral convex sets. 
A.III.2 
~: Any 'polyhedral convex set R can be written as the sum of a 
bounded convex polyhedron S and a cone Q 
i.e. R = {s+qls e S, q e Q} = S + Q 
PI'oof: (See (G) THH. I page 44). 
Note -- it is easily seen that S and Q must be closed. 
(c) Let Q be a cone, and let T be the intersection of Q with the 
unit sphere (not the unit ball, but just its boundary). Then 
Q ={~tit e T, ~ ~ o}. 
Proof: Since Q is a cone, 
q € Q <~ ~ q € Q, ~ > o. (i) 
Then if q ¢ O, q = lqj·(q/lql). But l<qllql>l = and therefore 
q/lql 
q/lql 
e unit sphere. It also belongs to Q by (i) and hence 
€ T, and q = ~* = jql > o. 
Now if q = 0, q = O•t for any t e T and therefore 
Q C. { ~t t € T, ~ ~ 0} ( ii) 
Also, if t € T, then t e Q and llt € Q ( ~ ~ 0) by ( i) ancl. hence 
{~tit e T, ~ ~ O}C: Q (iii) 
Result follows from (ii) and (iii). 
(d) From (c) we see that the conclusion of (b) may be changed to 
read 
R = {S + lltjs e S, ~ ~ O, t e Tj where 
T = Q (\{unit sphere}. 
Note : it is clear that S C R (case ~ = 0) • 
(e) If a half-line of the form L : r + llt, ll ~ 0, ·belongs to R, 
then so does the half-line r* + ~t, ll ~ 0, for any r* e R. 
A. III.3 
Proof: Let * r e R. Since R is convex, any line segment H, joining 
* r to a point on L, belongs to R. But the closure of these seg-
ments contains the half-line r* + ~t~ ~ > o. Since R is closed it 
follows that this half-line is in R. 
Notes: 
(1) This works also for half-lines of the form 
1 1: r + ~t , ~ ~ o. 
(2) Thus, if the set R contains a line of the form r + ~t, all ~ 
(~ arbi tru.ry, not necessarily ~ 0) 9 then 
* 
* r + ~t, all ~' belongs 
to R for any r e R. (By above result, * r + ~t, ~ ~ 0, belongs 
to R, and by note (1), r * + t 0 ~ ' ~ < belongs to R) • 
(3) Thus for a fixed t , either r + ~t , all ~, belongs to R 
0 0 
f h e R f h e R h · t 1 , * o_-F or eac r , or or eac r • , t ere ex~s s va ues ~ 
~ such that r + ~*t0 ~ R. 
(4) Since for each t e T, we have s + ~t e R, ~ ~ O, it follows 
that r + ~t e R, ~ ~ 0, all r. Therefore if t
0 
e T, and 
r + ~t0 e R, all ~ ~ 0 does E£! hold, and then the values of ~ 
for which r + ~t $ R, must satisfy ~ < 0. 
0 
(II) We are now ready to give a proof of our theorem: 
Proof: By induction on the dimension n: 
(a) n = 1 : X e E1 f(X) = c 1x 1 + d11 x~ ; c 1 ,d11 e E1 • 
A polyhedral convex set is a closed interval or a half-line. Clearly 
f(X) assumes its maximum on any of these sets, since f(X) bounded 
above implies that maximum is assumed (if set is bounded) or implies 
d
11 
<-o or c 1 :: 0, d 11 = 0 (if set is u."lbounded). 
' 
A.IIL4 
(b) Assume true for n = k. R.T.P. for n = k + 1. 
Suppose that f(X) is bounded above on the polyhedral convex set R 
in Ek+ 1• Then R = {s + ~tis e S, t e T, ~ ~ 0} as in I(d). 
is bounded above and T is bounded above. For any r,t,ll: 
f(r+~t) = C(r+~t) + (r+~t) 9 D(r+J.~t) 
= Cr + r'Dr + ll(C+2r 9D)t + ll 2(t 9Dt) 
.".f(r+llt) = f(r) + ll(C+2r 9D)t + ll2(t 9Dt) 
In particular, for s e S and t e T, 11 > 0: 
f(s+llt) - f(s) = ll(C+2s 9D)t + ll2(t 9 Dt) 
(iv) 
(v) 
Since f(X) is bounded above, L.H.S. is botmded above (on R) :. 
R.H.S. bounded above on R (ll ~ 0), therefore tVDt < o. vie have 
two cases: t 9Dt < 0 all 
that t'Dt = 0. 
0 0 
(t e T) or there exists t e T such 
0 
Case (1)-- Assume tiDt < 0 (all t e T) {vi) 
s 
Since T is compact (closed and bounded), it follows that s up {t 9Dt) 
t e T 
is attained on T (t 9Dt is a continuous function)i 
••• S U p tVDt = 
t e T 
by {vi) and so 
t;nt1 for some t 1 e T. Therefore 
t~Dt < -o, for all t e T, some 
supt'Dt<O 
0 > o. Since S 
and T are bounded above there exists a real number d such that 
(C+2sVD)t < d for all s e S, t e T. 
For fixed s and t the maximum of R.H.S. of {v) is taken at 
(C+2s'D) d ll=- <--
t1Dt - o 
Therefore for each (fixed) s and t, maximum is taken at a point 
s + ~t with ~ ~ ~ • Thus 
s u p f(r) ~ s u p d f(r). 
r e R res + 7;T 
.. 
A.III.5 
Since d S+-TCR 
0 ' 
t-re have that 
s u p d < s u p 
reS + 6T r e R 
and therefore 
s u p d 
res + -gT 
f(r) = s u p f(r) • 
r e R 
Since s u p on L.H.S. is attained at a point in i.e., at 
a point in R it follows that s u p f(r) is attained at a point in R. 
r € R 
Case ( 2) - Assume there exists 
We have two possibilities: 
t 
0 
such that t 9Dt = 0 
0 0 
(2.a) Either for all r, r + ~t0 € R, all ~ (not only ~ > 0) (vii) 
(2.b) Or for each r, r ~ ~t0 e R for some ~ < 0 
·(this follows from I(e) notes (3) and (4)). 
Case (2.a) - Assume (vii) holds: 
(viii) 
Noll f(r + ~t ) = f(r) + ~(C+2r'D)t • This must be bounded above for 
0 0 
all ~ and therefore (C+2r 9 D)t 
0 
= o. 
Hence f(r+~t ) = f(r) (all r e R and all ~) 0 
Now any vector X € Ek+ 1 can be written in the form 
X = U + 
X yxto for some y e E1 X ' 
where U belongs to the k-dimensional subspace, lU say, which is 
X 
orthogonal to the subspace {~t0 l~ e E1} generated by t 0 • For 
r e R, r = U + y t and therefore r r o 
Ur = r - yRto e R by (vii) 
Thus f(r) = f(UR+y t ) = f(U ) by (ix) and so r o r 
s u p f(r) = s u p f(U ) 




ru = {u 1 R 1 ... there exists r e R and such that r = U + y t }. r r o 
But lUR is at most k-dimensional, and, a polyhedral convex set 
is the intersection of an hyperplane llJ with R. Both 
and R are convex polyhderal sets in Ek+1' and it is clear (I(a) 
note 2) so is their intersection. It is also clear that a convex 
polyhedral set in Ek+1 which contains a k-dimensional subspace is a 
convex polyhedral set in Ek). Therefore by the inductive hypothesis 
the supremum is assumed at u* 
r 
say. We showed above that 
and therefore the supremum of f(X) is assumed on R. 
Case ( 2. b) - Assume (viii) holds. 
u* e R 
R 
Since f(r+~t ) = f(r) + ~(C+2riD)t , and this is bounded above for 
0 0 
~ ~ 0, we must have 
f(r+~t ) > f(r) 
0 -
for ~ < 0, 
Therefore 
(x) 
By (viii)~ for some ~r' br = r + ~rto must belong to the boundary 
of R. By (x), f(b ) > f(r) therefore 
I' -
s u p r e m u m f(U) > s u p f(r) 
U€ Boundary of R r e R 
. But Boundary of R c!: R and hence 
s u p r e m u m f(U) 
U€ Boundary of R 
= s u p f(r) 
r e R 
But the boundary of a (k+1) dimensional polyhedral convex set is again 
a polyhedral convex set (it is a union of the "faces" of the polyhedral 
convex set, which are each polyhedral convex sets). Thus by inductive 
hypothesis 
s u p r e m u m is attained on Boundary of R c R 
UG Boundary of R 
Q.E.D. 
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A. IV. 1 
A P P E N D I X IV 
(1) An initial basic feasible vector for the linear programming problem 
maximise z = ex subject to AX = b ~ o, X > 0 is found by applying 
the simplex method to the extended linear programming problem 
* m maximise z = - ~ y. subject to AX + I Y = b; X ~ 0; Y ~ 0; 
i=1 ~ n 
X = 0 and Y = b > 0 being an initial basic feasible vector for this 
problem. * If Uax z < 0, then the original problem is not feasible; 
otherwise, the optimal solution [x,,Y* = o] which is obtained for 
the extended problem is a basic feasible solution to the original 
problem. See (14), Chapter V. 
(2) The reader is referred to (14) Chapter VI for an exhaustive dis·· 
cussion of degeneracy in the Simplex Algorithm. 
(3) A linear programming problem falls into one of three mutually exclusive 
and collectively exhaustive categories: 
(i) It has an optimal solution. 
(ii) It has an unbounded solution. 
(iii) It has no feasible solution. 
(See remark after THM. (XIV.3)). 
(4) Let x
8 
be a basic feasible solution with corresponding basis B 
and corresponding price vector CB' to the problem maximise z = CX, 
subject to AX = b, X ~ 0, then 
-1 
zj = c8B aj for j = 1, ••• ,n, 
where a. is a column of the matrix A is defined to be the marginal 
J 
coefficient of the above problem (corresponding, of course, to the 




(5) For a proof of the Fundamental Theorem of Duality refer to (14) 
Chapter VIII section (8.3). 
(6) For a proof of the Complementary Slackness Property refer to (14) 
Chapter VIII section (8.5). 
(7) For a detailed description of the Long Form we refer the reader to 
(10). 
A P P E N D I X V 
(1) Please refer to App. (IV.1) 
A. V .1 
(2) In the likely event that the constraints of Problem (A*) are degenerate 
n<n may occur here for a while, but not for long. Dantzig's Method 
for handling degeneracy (12) is exceptionally easy to use here. 
(3) If the linear form z = CX is bounded above in the feasible domain 
{XIAX ~ b, X > 0} then it attains its supremum there (see remark (ii) 
after THH. VI. 3). 
(4) A convex polyhedron is a closed and bounded set. For a proof of 
this statement the reader is referred to (14) Chapter II, sections 
(2.22) and (2.23)~ 
(5) The proof of THM. (IX.3) follows since the maximum of 
z = -(VYX+>.. vy) =-~ZZ over JKA is equal to zero. 
A. VI.1 
A P P E N D I X VI 
(1) There is no loss of generality in assuming that system (6.3) is 
non-degenerate because the solutions of system (6.3) are continuous 
functions of appropriately chosen samll perturbations in the "constants" 
(2) 
of the system. Thus we can keep the changes in the solutions arbi-
trarily small by a sufficiently small perturbation. A detailed proof 
of this statement can be found in "Hanagement Models and Industrial 
Applications of Linear Programmingn by A. Charnes and v7.W. Cooper 
(Volume II, pp 682-687; John Wiley & Sons, New York, 1961). 
Since ZBr goes to zero upon increasing zRk ~ it follows that 
Yrk>O u 0) and hence we obtain a 11new11 basic solution upon replacing 
ZBr by ZBk in the basis (i.e. in the basic set). 
