Several recent studies have shown the significance of representing groundwater in land surface hydrologic simulations. However, optimal methods for model parameter calibration in order to realistically simulate baseflow and groundwater depth have received little attention. Most studies still use globally constant groundwater parameters due to the lack of available datasets for calibration. Moreover, when models are calibrated, various parameter combinations are found to exhibit equifinality in simulated total runoff due to model parameter interactions. In this study, a simple lumped groundwater model is incorporated into the Community Land Model (CLM), in which the water table is interactively coupled to soil moisture through the groundwater recharge fluxes. The coupled model (CLMGW) is successfully validated in Illinois using a 22-year (1984-2005) monthly observational dataset. Baseflow estimates from the digital recursive filter technique are used to calibrate the CLMGW parameters. The advantage obtained from incorporating baseflow calibration in addition to traditional calibration based on measured streamflow alone is demonstrated by a Monte Carlo-type simulation analysis. Using the optimal parameter sets identified from baseflow calibration, flow partitioning and water table depth simulations using CLMGW are improved, and the equifinality problem is alleviated. For other regions that lack observations of water table depth, the baseflow calibration approach can be used to enhance parameter estimation and constrain water table depth simulations.
Introduction
Numerous modeling studies [18] [19] [20] 26, 29, 30, 34, 36, 40, 41, 47, 57, 64, 65, 67] have shown the importance of representing groundwater and soil moisture-groundwater interactions in land surface hydrologic simulations. Most of these studies found that including groundwater can enhance the simulation of evapotranspiration due to the additional moisture provided by the aquifer, while model runoff can be better simulated due to an improved representation of soil moisture. However, optimal methods for model parameter calibration in order to realistically simulate baseflow and groundwater depth have received little attention. Issues regarding how to best specify groundwater parameters remain unclear. Several model intercomparison studies (e.g. [12, 50, 60] ) have shown that with the same atmospheric forcing, the same amount of runoff, but with contrasting baseflow and surface runoff compositions can be simulated. This deficiency leads to varying partitioning between runoff and soil water storage and different responses in evapotranspiration among different models. Proper modeling of the flow partitioning between surface runoff and baseflow is crucial to the simulation of land surface-atmosphere interactions [35] .
It has been well recognized in small-scale watershed modeling studies that various parameter combinations can exhibit ''equifinality" in total runoff simulations due to parameter interactions (e.g. [7, 8, 15, 53, 54, 62] ). Different parameter sets can simulate equally acceptable runoff given the constraints from input precipitation and observed streamflow. However, the partitioning between various runoff components can be rather different, especially when only one single target, typically streamflow, is used for calibration [21] . Gallart et al. [24] have shown that the range of acceptable parameter space can be rather wide if the model is calibrated by total runoff alone, while the uncertainty of the subsurface components in the model is large. Nevertheless, parameter uncertainties can be reduced through the use of auxiliary calibration data sets [52] and a multi-criteria calibration framework (e.g. [28, 32, 62] ). Gallart et al. [24] have also used baseflow data and water table records to reduce the uncertainty of baseflow simulations. Moreover, a number of recession curves were used to calibrate the subsurface storage parameters in TOPMODEL (e.g. [5, 6, 27, 49] ). Since baseflow is maintained by groundwater discharge, baseflow can be used to determine aquifer parameters [58] . Yu and Schwartz [68] and Gassman et al. [25] have indicated that baseflow separation can provide extra information for model calibration. Srinivasan and Arnold [56] and Lim et al. [37] have suggested that surface runoff and baseflow should be calibrated individually, because they are usually simulated separately in models and have different sets of parameters for the different generation mechanisms.
However, the concept of distinguishing runoff components in calibration has seldom been applied to land surface models. Most land surface models with groundwater parameterizations assume globally constant parameters related to runoff generation. The primary reason for this simplification is the lack of suitable observations to calibrate these parameters. The disadvantage of specifying globally constant groundwater parameters is critical, e.g., the simulated baseflow and water table depth can not be easily evaluated.
In this study, we demonstrate that the use of baseflow estimates for calibration of relevant model parameters can improve simulations of water table depth and runoff partitioning. It has been widely shown [18] [19] [20] 47, 64] that water table depth can affect the soil moisture profile and land surface hydrologic fluxes. Therefore, albeit that total runoff simulation may be satisfactory, the traditional calibration strategy of using only streamflow may result in a poor simulation of water table depth, soil moisture, and evapotranspiration. In this study, the feasibility of using daily streamflow records and a baseflow separation technique in model calibration is demonstrated using a comprehensive 22-year (1984-2005) hydrologic data set from Illinois. The advantage obtained from incorporating baseflow calibration in addition to traditional calibration based on measured streamflow alone is investigated. The model used in this study is the CLM (Community Land Model) [9, 14, 48] with a simple lumped groundwater model developed previously by Yeh and Eltahir [64, 65] . The couple model is referred to here as CLMGW.
In Section 2 the CLMGW model, the forcing and calibration data, and the baseflow separation approach used in this study (i.e., the digital recursive filter) are briefly introduced. Section 3 focuses on the sensitivity of CLMGW output to changes in model parameters. The improvement in CLMGW simulations obtained from including baseflow in the model calibration are presented in Section 4. Section 5 summarizes the conclusions and future directions.
Model and data

Community land model (CLM)
In this study, we incorporate a lumped unconfined aquifer model previously developed by Yeh and Eltahir [64, 65] into the CLM, in which the water table is interactively coupled to the soil column through the soil drainage (groundwater recharge) fluxes (see Fig.  1a for a schematic illustration). We use CLM version 3.0, with SIM-TOP (simple TOPMODEL-based) runoff [45] and modified frozen soil [46] schemes. In the default CLM, there are 10 soil layers with increasing thickness from 0 to 3.43 m below the surface, and the lower boundary condition at the bottom of the lowest soil layer is universally prescribed as the gravity drainage flux (drainage is equal to the unsaturated hydraulic conductivity).
The surface runoff scheme in the SIMTOP CLM represents both saturation-excess and infiltration-excess runoff as described by the following [45, 48] : 
A lumped groundwater model
A lumped water balance equation for an unconfined groundwater aquifer can be written as [64] S y dH dt Groundwater runoff (baseflow) Q gw at the local scale is formulated using the following threshold relation [65] : 
where E[Q gw ] is the grid-scale groundwater runoff, C(a) is the gamma function, a and k are the shape and scale parameter of the assumed Gamma distribution of water table depth, respectively. In the groundwater model (Eqs. (2) and (4)), there are in total four parameters: d 0 , K, S y , and a.
The groundwater model in Eq. (2) is interactively coupled with the soil model in the CLM. In this work we use a total of 50 soil layers: from the first to fifth soil layer (0-20 cm), the layer thicknesses are the same as the default thicknesses in the CLM, i.e., from the first to fifth layer, the soil layer thicknesses are 1.75, 2.76, 4.55, 7.50, and 12.36 cm, respectively. Below the fifth layer, the layer thickness is a constant 20 cm from 0.2 m to 9.2 m deep. The soil model and groundwater model are decoupled when the water table falls below 9.2 m. The total length of the active unsaturated soil column varies in response to water table depth fluctuations by keeping the number of unsaturated layers variable (see Fig. 1b ).
Data
Soil moisture data were collected by the Illinois State Water Survey (ISWS) from 1981 through the present at 19 stations using neutron probes. Weekly to biweekly measurements of soil wetness were taken at 11 different soil layers with a resolution of about 20 cm down to 2 m below the surface [31] , and no data were collected below 2 m. Fifteen of these 19 sites covering a 22-year simulation period Fig. 2 shows the locations of the data sampling networks in Illinois; for other details on the Illinois hydrologic data, the readers are referred to Yeh et al. [63] .
To drive the CLMGW in an offline simulation, six input atmospheric forcings are required: precipitation, solar radiation, near surface air temperature, air humidity, air pressure, and wind speed. Precipitation and temperature are taken from the National Climate Data Center (NCDC, http://www.ncdc.noaa.gov/oa/ncdc.html) Integrated Surface Hourly data set. Seventeen NCDC stations located in Illinois are selected to derive state-average values by simple averaging. Air humidity, pressure, wind speed, and solar radiation are taken from the 6-hourly reanalysis data from National Centers for Environmental Prediction-Department of Energy (NCEP-DOE) [33] and linearly interpolated to a 3-hourly resolution. In addition, the monthly average of solar radiation is bias-corrected for consistency with the NASA Surface Radiation Budget monthly data set. The vegetation type in the CLMGW is specified as 60% corn, 22% broadleaf-deciduous-temperate-tree, 9% C3 grass, and 9% C4 grass, which were derived based on 1 km satellite data and climate rules as described in Bonan et al. [10] . The rooting depth is specified as 1.5 m from a comprehensive global field survey dataset by Zeng [69] .
Baseflow separation
Numerous techniques for hydrograph separation exist in the hydrologic literature [51] . Here we adopt the digital recursive filter technique in order to separate baseflow from daily streamflow records in Illinois. The digital recursive filter technique has gained increasing popularity in recently published hydrologic literature (e.g. [1, 2, 11, 16, 44] ). These studies have indicated that the digital recursive filter technique is efficient, reproducible, and objective. The digital recursive filter technique was originally used in signal analysis and processing [38] , and has been applied to separate baseflow from measured daily streamflow [11, 22, 23, 44] . The digital recursive filter technique has been used in numerous previous studies, and its performance has been considered as satisfactory as traditional hydrograph separation approaches [1, 3, 39] . Arnold and Allen [2] showed that the digital recursive filter can have a high coefficient of determination (0.86) compared to field measurements. Szilagyi [59] stated that the performance of the digital filter is as good as physically based simulations of baseflow. Moreover, this technique has also been used in automated methods to estimate baseflow and groundwater recharge from streamflow records [2] , and for the automated web geographic information system-based hydrograph analysis tools [37] .
According to the digital filter technique, baseflow at time t can be written as [11] BðtÞ ¼ aBðt À 1Þ þ 0:5ð1 À aÞ½FðtÞ þ Fðt À 1Þ; ð5Þ where the fast flow component, F(t), can be estimated from the total runoff Y(t):
where a is the filter coefficient with a feasible range between 0.9 and 0.975 [1, 16, 42, 44] . Eqs. (5) and (6) represent a low-pass filter; the larger the a is, the more high frequency components are filtered out. Although the digital filter technique lacks a physical basis, it is more objective and easier to implement than traditional graphical separation techniques. Fig. 3 shows baseflow estimates using various filter coefficient, a = 0.900, 0.925, 0.950 and 0.975. Spongberg [55] indicated that baseflow may also contain certain amounts of high frequency variability; therefore, the digital recursive filter should be used with caution. In this study, we adopt the maximum values of the daily baseflow estimates from using different filter coefficients as shown in Fig. 3 in order to prevent excessive attenuation of the filtered baseflow signals. Fig. 4 presents a scatter plot of the 22-year (1984-2005) baseflow estimates (from the digital recursive filter) and the observed water table depth at both monthly and daily time scales. Daily water table depth is approximated from linear interpolation of the 22-year monthly water table depth time series. This can be justified given the dominant low-frequency nature of groundwater variability. As shown, a strong correlation exists between these two variables: their correlation coefficient is 0.75 at the monthly time scale and 0.80 at the daily scale. Based on the same Illinois data set as used here, Eltahir and Yeh [17, Fig. 7b ] estimated that groundwater runoff accounts for $75% of the streamflow variance in Illinois. Snow and tile drainage processes also play a role in the baseflow contribution to streamflow. Yeh et al. [63] reported that after a day with snowfall in Illinois, snow accumulation typically lasts only through the subsequent 1-5 days. As such they concluded that the snow storage effect is insignificant for monthly water balance in Illinois. Yeh et al. [63] also reported that human withdrawal or interference in streamflow is not significant in the regional water balance of Illinois. In fact it is negligible compared to the other variables in the water balance. Therefore, we assume that snow processes or anthropogenic effects can be neglected in this particular large-scale study.
Model evaluation
To evaluate the ability of the CLMGW to simulate variability of the hydrologic fluxes, the 22-year (1984-2005) monthly time series of model-simulated total runoff, baseflow, groundwater recharge, soil moisture, and water table depth are plotted in Fig. 5 against observations. In this study, the data on total runoff, soil moisture, and water table depth are from in situ measurements. Soil moisture is the weighted average of the 11-layer measurements from 0 to 2 m below the surface, and then spatially-averaged over Illinois. Water table depth is the spatial-average from 10 monitoring wells in Illinois, each with the complete 22-years (1984-2005) of monthly data. The ''observed" baseflow is derived by hydrograph separation using the digital recursive filter, and the ''observed" recharge is estimated by soil water balance; for details, see Yeh and Famiglietti [66] . It can be seen from Fig. 5 that in general the CLMGW faithfully reproduces the observed monthly and longer time scale variations of these variables, in particular the anomalously low (high) baseflow, soil moisture and water table depth in drought (flood) conditions during the simulation period (Fig. 5b, d , and e). However, peak flows were often under-simulated (Fig. 5a ) by the CLMGW with the most notable cases around 2000-2001 when the simulated water table depth was significantly biased deep (Fig. 5e) . Moreover, for groundwater recharge simulations, the CLMGW not only reproduces most of the observed peaks fairly well (such as those that occurred in 1985, 1995, 1996, and 2004) , it also reproduces the observed upward groundwater fluxes (i.e., negative recharge) for the most of summer months (Fig. 5c) . Negative recharge is an upward capillary flux from the aquifer to replenish root-zone soil moisture, resulting in a decline of water table depth during the dry season. It is an important water source during extended dry periods which can affect the soil moisture vertical profile and feedback to influence predictions of land surface water and energy fluxes. This is attributed to the explicit representation of shallow water table dynamics such that the intimate interaction between the soil moisture and shallow aquifer can be well simulated in the CLMGW.
Parameter sensitivity
A Monte Carlo-type simulation analysis is adopted here to investigate parameter sensitivity. The parameters in the CLMGW include the baseflow parameters d 0 , K, a, and S y (Eqs. (2) and (4)), soil pore size index b from the water-retention equation of Clapp and Hornberger [13] , and the surface runoff parameters c, f, and F max (Eq. (1)). After extensive sensitivity testing with respect to the above parameters, the f, b, d 0 , and K parameters were determined to have the largest influence on runoff generation of the CLMGW, and hence they are treated as the calibration parameters in this study. The first parameter is the soil decay factor f, which originated from the TOPMODEL formulation. The second is the soil pore size index b which affects soil hydraulic conductivity and water potential. According to Yeh and Eltahir [65] , the parameters with the largest influence on the groundwater model (Eqs. (2) and (4)) are d 0 and K. These two parameters jointly control the water table dynamics and baseflow generation. Model simulations are found to be relatively insensitive to the remaining two groundwater parameters (a and S y ), and thus they are specified in this study as 4 and 0.08, respectively, as suggested by Yeh and Eltahir [65] for Illinois.
For each of the four parameters, seven uniformly distributed parameter values are determined from their feasible ranges as given in Table 1 . The Monte Carlo-type simulation analysis is used here, in which the CLMGW model was run using all the combinations of four parameters, consists of a total of 7 4 (=2401) simulations. The simulation and calibration were conducted in Illinois using the 22-year (1984-2005) atmospheric forcing data. In order to ensure that the simulations were independent of uncertain initial conditions, nine spin-up years, all with 1984 forcing, were superimposed before the beginning of the 22-year (1984-2005) simulation, but they were disregarded in the analysis of model results. For shallow water table areas, the number of spin-up years required for the water table to reach equilibrium is usually less than 5 years [47] . Fig. 6 plots the 22-year climatology of simulated total runoff, baseflow, water table depth, and surface runoff. Each of the seven lines in each panel represents the average of 7 3 (=343) runs with one of the 4 calibration parameters fixed at a given value. It shows the overall model sensitivity to flow partitioning and water table depth simulation. When f is low, the surface runoff is high (due to the higher saturated fractional area, see Eq. (1)) and less water infiltrates into the soil resulting in lower baseflow and deeper water table depth ( Fig. 6b and c) . Baseflow shows almost no seasonal variability for the lowest f (Fig. 6b) because most of the effective precipitation is lost through surface runoff. As f increases, baseflow increases and surface runoff decreases ( Fig. 6b and d) . Due to these compensating effects, the effect of f on the total runoff becomes more complex: from January to March the higher f causes higher total runoff, but the trend reverses from April on. The parameter b affects soil water potential in that a higher b causes lower soil water potential and hence lower groundwater recharge, deeper water table depth and less baseflow. However, the effect of b on the flow partitioning and water table depth simulation is small relative to f (Fig. 6e-h ).
As shown in Eq. (3), d 0 is the threshold depth for baseflow generation at the local scale, while K is the baseflow rate constant which is inversely proportional to the residence time of the aquifer. The seasonal cycles of baseflow and water table depth show significant sensitivity to both parameters (Fig. 6j, k, n, and o) . As d 0 increases, baseflow increases resulting in a lower water 6j and k) and lower surface runoff (Fig. 6l) according to the surface runoff scheme of SIMTOP in Eq. (1). The seasonal cycles of baseflow and water table depth become progressively flatter as d 0 increases (Fig. 6j and k) , and the mean water table depth becomes deeper and deeper, eventually resulting in the decoupling of the aquifer and soil moisture. Hence d 0 has a major impact on the seasonal cycles of total runoff (Fig. 6i) with the greatest seasonal variations found in the lowest d 0 range which inhibits the baseflow generation. Concerning the parameter K, despite its significant impact on the seasonal cycle of both the surface runoff and baseflow (Fig. 6n and p), its combined impact on total runoff is negligible (Fig. 6m) . The K parameter has a more moderate influence on baseflow than d 0 : it primarily controls the residence time of groundwater reservoir and hence the rate of baseflow generation and the equilibrium position of water table depth. A larger K represents a more efficient groundwater dissipation mechanism leading to a larger baseflow rate and hence deeper equilibrium water table depth. Fig. 7 shows the 22-year average annual total runoff, baseflow, and surface runoff. Each curve represents the average from the 343 runs in all of which only one of the four parameters are fixed. As seen from Fig. 7a , although the amount of total runoff is insensitive to the f value, the partitioning between surface runoff and baseflow is remarkably sensitive to the f. This suggests equifinality in an optimal parameter set: i.e., that an optimal parameter set calibrated against observed total streamflow does not lead to a unique and correct flow partitioning. It also implies that if only one criterion is used in the parameter calibration, then model simulations for other hydrologic variables may not be constrained. Moreover, other than f, the parameter d 0 also has significant impact on the flow partitioning (Fig. 7c) . In contrast, the parameters b and K have a relatively lower impact on the flow partitioning ( Fig. 7b and d) . The K parameter loses most of its impact as K increases. Although the flow partitioning simulations show little sensitivity to b, it significantly changes patterns of groundwater recharge, baseflow, and water table depth simulations (not shown) by affecting the rate of soil water fluxes in the soil column through Richards equation.
These four calibration parameters have combined influences on either the total runoff partitioning or simulations of other hydrologic variables. To summarize: (1) f determines to a large extent the flow partitioning between surface runoff and baseflow; (2) b affects the pattern of groundwater recharge; (3) d 0 significantly affects the amount of baseflow generation and the long-term average water table depth, which further indirectly affects the amount of surface runoff generated; (4) K primarily affects the timing of baseflow generation rather than the amount (which is primarily controlled by the d 0 ). Therefore, only by calibrating these relevant parameters with respect to surface runoff or baseflow can the problem of equifinality be avoided and the correct flow partitioning be achieved. In the following section, the improvement obtained from utilizing baseflow information in CLMGW parameter calibration will be demonstrated.
Improving water table depth simulations by baseflow calibration
The Nash-Sutcliffe coefficient of efficiency (N-S) [43] is used here as the statistical criterion for the evaluation of model simulation of total runoff, baseflow, and water table depth:
where o is the observation, p is the model estimate, o is the mean of the observation. The N-S coefficient measures the overall goodness of fit between the observations and model simulations. For a perfect simulation, the N-S coefficient is equal to one. We also tested the RMSE (root-mean-square error) as an alternative statistical measure of model performance, and found similar results to the N-S coefficient. Thus, only the N-S coefficient is used to evaluate model performance for the remainder of this study.
All 2401 runs are ranked according to the N-S coefficient of their total runoff simulation. Fig. 8a presents the N-S coefficients of total runoff, baseflow, and water table depth simulations for the topscoring 1% of total runoff calibration runs. As expected, these 24 runs all have high N-S coefficients for total runoff simulations, but the same cannot be said for the baseflow and water table depth simulations. As previously shown in Fig. 6 , variations in the calibration parameters have a larger impact on flow partitioning than the total runoff simulation. The major reason is that the total runoff simulation is to a large extent being constrained by the precipitation forcing and evapotranspiration simulation; however, the simulation of runoff components (surface runoff and baseflow) depends closely on the relevant parameter values calibrated. Therefore, additional calibration targets may be required to constrain the baseflow and water table depth simulations of the model.
Here we propose to use the baseflow estimates as an alternative calibration target in addition to the traditional calibration using only streamflow. Due to the strong correlation shown in Fig. 4 , we expect that the advantage obtained from incorporating baseflow calibration in constraining water table depth simulations can be demonstrated. Fig. 8b presents the comparison of the N-S coefficients of the water table depth simulation between the topscoring 1% runs calibrated, respectively, from the total runoff and from the estimated (filtered) daily baseflow. Note that in Fig. 8b the parameter sets of each run for the two calibration targets are different; therefore it cannot be compared point by point. Fig. 8b clearly shows that the baseflow calibration runs with the top-scoring 1% in general have a higher N-S coefficient for water table depth simulations than that of the top-scoring 1% total runoff calibration runs. In addition, most of the simulated water table depths from the top-scoring 1% of baseflow calibration runs are within the top-scoring 20% of the water table depth simulations, and their baseflow ratio is closer to the observed value ($0.6). These results c d demonstrate the benefit of using baseflow calibration to constrain model simulations of water table depth. Fig. 9 plots two groups of groundwater rating curves (i.e., the average baseflow Q gw versus the average water table depth d gw ) calibrated from the top-scoring 1% runs of the baseflow and total runoff simulations, respectively, compared with the observed (state-average) groundwater rating curve. The groundwater rating curve controls the relationship between the water table depth and baseflow. The group of green rating curves is plotted from Eq. (4) with various combinations of d 0 and K calibrated from the filtered daily baseflow, while the red curves are calibrated from the observed streamflow. The two bold black lines indicate the mean observed water table depth (À2.86 m) and the mean filtered baseflow rate ($14 mm/month). Note that there are six points from the baseflow calibration with low performance of water table depth simulations excluded in this figure. Blue dots are the observed total streamflow versus observed water table depth, and black dots are the baseflow obtained from the filter technique versus the observed water table depth. The differences between the blue and black dots can be regarded as the surface runoff estimation. As clearly shown, there are two distinct groups of calibrated groundwater rating curves: the green rating curves cross the observed data whereas the red curves are located outside the observed data.
The horizontal red and green dashed lines mark the mean baseflow rates for the top-scoring 1% runs of the total runoff and the baseflow calibrations, respectively. As seen from Fig. 9 , the mean baseflow rates simulated from the total runoff calibration (red lines) have a wider range compared to those simulated from the baseflow calibration (green lines). The intersection between the horizontal lines (mean baseflow rate) and the groundwater rating curves in Fig. 9 gives the average water table depth. As seen, the mean water table depths show distinct differences: the average water tables from the baseflow calibration are on average 1-1.5 m deeper than those from the total runoff calibration, and they are closer to the observed average water table depth of 2.86 m. It can be observed from Fig. 8a that the water table depth simulated from the total runoff calibration are not correct as a result of the incorrect rating curve identified. Owing to its strong dependence on baseflow as shown in Fig. 4 , the water table dynamics can be simulated more accurately by calibration using baseflow data. Table 2 summarizes the 22-year average annual total runoff, surface runoff, baseflow, and water table depth from the top-scoring 1% runs from the total runoff and baseflow calibrations in comparison with the corresponding observed values. As shown, the total runoff simulated from both calibration approaches are underestimated especially for the surface runoff simulation. One possible reason for this bias is that in this study we used average atmospheric data as the input forcing. The averaging process has smoothed out the temporal intensity and the spatial variability of precipitation such that surface runoff is underestimated. Moreover, although there is not much difference in the mean baseflow between the two cases, the water table depth simulated from the case of the total runoff calibration is biased shallow due to the incorrect groundwater rating curve identified. 
Discussion and conclusions
Although several recent land surface modeling studies have shown the importance of water table dynamics and various groundwater parameterizations have been developed, the problem regarding how to best specify groundwater parameters in order to realistically simulate baseflow and groundwater depth has received little attention. Most of these previous studies assume globally constant parameters due to the lack of data sets characterizing large-scale groundwater variability. Here we test the hypothesis that the use of the baseflow information contained in streamflow data in model calibration can enhance parameter estimation and improve water table simulations and runoff partitioning.
The advantage obtained from incorporating baseflow calibration in addition to traditional calibration based on measured streamflow alone is demonstrated in this study. A simple lumped unconfined aquifer model developed previously was incorporated into NCAR Community Land Model (CLM) with the SIMTOP runoff parameterization, in which the water table is interactively coupled to the soil moisture through the drainage (groundwater recharge) fluxes. The coupled model (CLMGW) has been successfully validated in Illinois using a unique 22-year (1984-2005) observed monthly data set. In addition, the standard split-sample approach was not applied in this study since the goal of this research was to demonstrate that estimated baseflow can constrain water table depth simulations better than total streamflow. However, as this research moves forward, the split-sample approach will be utilized for model calibration and validation in future applications.
We have conducted sensitivity tests to parameters for different plant type. The major vegetation type in Illinois is corn which has a relatively shallow rooting depth ($1.5 m). Sensitivity tests indicated (not shown here) that if the plant has deeper roots, such as a broadleaf evergreen temperate tree, evapotranspiration increases by about 100 mm/year, whereas total runoff and groundwater level decrease, because deeper roots can extract more water from Fig. 9 . Two groups of groundwater rating curves (i.e., the average groundwater runoff, Q gw , versus the average water table depth, d gw ) calibrated from the top-scoring 1% runs of the baseflow and total runoff simulations, respectively, in comparison with the observed state-average groundwater rating curve. The group of green rating curves is plotted by Eq. (4) with different combinations of d 0 and K calibrated from the filtered daily baseflow data, while the red curves were calibrated from total streamflow measurements. The horizontal red and green dashed lines mark the mean baseflow rate for the top-scoring 1% runs of the total runoff and baseflow calibrations, respectively. The two bold black lines indicate the mean water table depth (À2.86 m) and the mean filtered baseflow rate (14.07 mm/month). T-C indicates total runoff calibration; B-C indicates baseflow calibration. Our purpose in this study is to demonstrate that the use of baseflow estimates can constrain water table depth simulations in a land surface model. Although the digital recursive filter lacks a physical basis, it is arguably easy to implement, efficient, reproducible and objective. In addition, only one parameter needs to be specified. In this study, the value of the filter coefficient was carefully chosen based on previous studies which have been compared to either field measurements or traditional hydrograph separation methods. Values of 0.90-0.95 were selected by Nathan and McMahon [44] , 0.925 by Arnold et al. [1] , 0.971-0.985 by Mugo and Sharma [42] , and 0.90-0.95 by Eckhardt [16] . Considering that our ultimate goal is the global implementation of the CLMGW model, the digital filter is perhaps the only approach currently suitable for this purpose. It gives first-order baseflow estimates without being limited by data availability, which is extremely important for global-scale land surface modeling. With the constraints imposed by estimated baseflow, it is believed that large-scale hydrologic simulations can be improved and the commonly encountered equifinality problem in streamflow partitioning can be alleviated in land surface models. Additionally, the development of more robust physically-based digital filters, such as Furey and Gupta [22, 23] , and their testing and application, deserves future research.
It is worth mentioning that the representativeness of large-scale averaged water table depth such as in this study is an important and difficult issue. Because the important variable in water balance partitioning is storage change in the shallow aquifer, rather than the aquifer storage itself, the near-stream shallow water table areas where storage changes are the largest have more impact on the overall water balance. Hence, the overall aquifer storage changes should be measured near the outlet of the groundwater reservoir, where groundwater discharges into the streams. For the 10 wells in Illinois used in our analysis, which were designed by ISWS to observe the water table response to precipitation, their shallow water table depths as well as their large monthly fluctuations have indicated their close interactions with meteorologic and surface hydrologic processes. Thus they are believed to reflect well the storage changes in the unconfined aquifer system in Illinois. Therefore, it is reasonable to use average water table depth to compare with model results. Moreover, we use the state-average climatic forcing, which we assume will produce a reasonable representation of the average hydrologic response over the entirety of Illinois. In addition, the groundwater scheme used in the CLMGW model accounts for spatial variability of water table depth by using the statisticaldynamical approach developed by Yeh and Eltahir [64, 65] .
This study concludes that groundwater parameters in land surface models can be better calibrated from baseflow estimation. However, this approach may be more applicable to shallow water table regions since it is based on the correlation between the groundwater and baseflow. In regions with deep water tables where baseflow may only contribute to a smaller percentage of streamflow, baseflow calibration may not be helpful to constrain model simulations. Furthermore, the optimal parameters estimated in this study are representative for the scale of Illinois: they cannot be necessarily used for different locations, and for varying spatial scales within Illinois. When applying the model to a small watershed, the groundwater rating curve needs to be re-calibrated from local streamflow observations. On the other hand, when applying this modeling framework over large regions, the calibrated parameters need to be calibrated using large-scale flows. Several studies (e.g. [4, 61] ) showed that calibrated parameters can be regionalized to uncalibrated regions based on climatic and topographic characteristics and streamflow statistics. Our ongoing research includes the implementation of the approach described here for North America and ultimately all the continents.
