Np is reported herein. These studies should be a valuable exercise to demonstrate the utility of the GLLS methodology and to attempt to understand the discrepancies seen.
INTRODUCTION
Over the past 10 years, various groups from the National Institute of Standards and Technology (NIST), Los Alamos National Laboratory (LANL), and Oak Ridge National Laboratory (ORNL) have analyzed the results of measurements performed on a family of water spheres at the NIST facilities. [1] [2] [3] These measurements are important for criticality safety studies in that, frequently, difficulties have arisen in predicting the reactivity of individually subcritical components assembled in a critical array. It has been postulated that errors in the neutron leakage from individual elements in an array could be responsible for these difficulties. An accurate determination of the leakage from a fission spectrum, modified by water scattering, is available in the NIST measurements.
The NIST experiments are unique in their simplicity, flexibility, and cost-effectiveness. 
DESCRIPTION OF NIST MEASUREMENTS
A very detailed set of experimental measurements was performed at the NIST facilities. A thin- 
DESCRIPTION OF THE MONTE CARLO CALCULATIONS
Previously, multidimensional calculations were performed 3 by both the LANL and ORNL staff using ENDF/B-V cross sections. Those calculations indicated that, while simple one-dimensional models gave consistent results between the organizations, they significantly underpredicted the measurements by up to 30%. As a result, a multidimensional MCNP 11 model with detailed geometry was constructed by LANL staff for further studies. Previous studies showed that the contributions from neutrons scattered by the laboratory floor and other structures were negligible, and thus these structures
were not included in the MCNP model. For the current calculations, the ENDF60 neutron-data library based on ENDF/B-VI was used for most of the material specifications for the transport calculations. Exceptions were the use of the ENDL92 data for platinum, and the ENDF/B-V data of ENDF5U for cadmium. Table 1 lists the specific data libraries used in the fission-rate calculations for each isotope of interest. Figure 2 shows the neutron-flux spectrum at the foil locations for the bare sphere (bare), bare sphere with cadmium-covered fission chambers (Cd), water-moderated sphere (H 2 O), and water-moderated sphere with cadmiumcovered chambers (H 2 O + Cd) for the 2-in. radius sphere experiments. In Fig. 2 , the curves for the bare and cadmium-covered fission chambers overlap. The total absorption cross section for cadmium is shown in Fig. 3 . 
COMPARISON TO PREVIOUS ENDF/B-V RESULTS
First, the results from the experiments and original calculations 1 are compared with the current results for the same ENDF/B-V response fission cross sections and are given in Table 2 . The original calculations were performed using ENDF/B-V data for the neutron transport, with ENDL85 for platinum.
As described in the previous section, the current calculations are based primarily on ENDF/B-VI data for neutron transport. The results in Table 2 The ENDF/B-V and B-VI data gave similar results for the water-moderated systems and underpredict the experiment relative to the LLNL-based data (i.e., ENDL92 and LLLDOS). The worst results relative to the experiment are for the smaller water-filled spheres and 1.5-in. water + Cd sphere experiment. The ENDF-based data more closely matched experiment for all experimental configurations. The worst results are for the water-filled spheres. The ENDF/B-VI results for 237 Np consistently underpredicted the experiment for the bare sphere and cadmium measurements, and were consistently lower than the ENDF/B-V results. The ENDF/B-VI results for the water-moderated spheres more closely matched experiment relative to the ENDF/B-V results. The ENDL92 and LLLDOS results were equivalent, yet farther from the experiment results for both the bare-sphere and cadmium measurements relative to ENDF. The results for 239 Pu were remarkably similar for the four data libraries. The MCNP calculations consistently underpredict the measurements, particularly for the water-moderated spheres.
CURRENT MCNP CALCULATIONS

APPLICATION OF GLLSM TOOLS TO NIST WATER SPHERES
The results shown in the previous section are not uncommon when detailed comparisons of measured and calculated values are performed using multiple-source spectra and cross-section sets. The wide variation in the predicted C/E values indicates a substantial amount of uncertainty that is not properly accounted for in the experimental and Monte Carlo uncertainties alone. To properly understand these results, the quantification and/or inclusion of each of the uncertainty effects needs to be achieved. The measured values of the average fission cross sections, for each of the "wet" configurations, are repeated in Table 7 , alongside their respective relative experimental uncertainties. These uncertainties are correlated, of course, and the correlations will be considered in some of the analyses.
The calculated values were obtained by MCNP using ENDF/B-V cross sections and the same detailed model of the water spheres used previously. The calculated values and their corresponding relative uncertainties, reflecting the propagated cross-section uncertainties, 12 are also shown in Table 7 . The last two columns of Table 7 are the combined relative uncertainty of the deviation of the corresponding measured and calculated values and the respective "individual χ 2 ." This quantity is a measure of the consistency of a particular experimental value with its corresponding calculated value reflecting all relevant uncertainties and preferably should be close to unity. The entries in Table 7 are organized as groups of six measurements of the same reaction rate. Within each group, the first three entries are of measurements with uncovered fission foils and the last three of cadmium-covered foils. In each subgroup of three measurements, the entries are arranged according to increasing water-sphere diameters of 3-, 4-and 5-in. (radii of 3.81, 5.08, and 6.35 cm), respectively. The content of Table 7 is also represented graphically in Figs. 4 and 5.
In a Defined as the square of the ratio of (E-C)/C to its uncertainty. b Cd-covered fission foil. 
JOINT CONSISTENCY ANALYSIS
The joint consistency of measured integral responses and their calculated values, depending on differential parameters, is intimately related to the so-called generalized-least-squares "adjustment" 13 (denoted GLLSM). Whether one places confidence in the parameter adjustment methodology, or not, an intelligent comparison of measured and calculated responses, depending on differential parameters, calls for the same procedure of using the respective, correlated, uncertainty data and all the relevant sensitivities of the responses to the parameters. Cf-source intensity to the total relative uncertainty of the average cross sections (reaction rates) is estimated as 1.2% and is common to all measurements. The contribution of the uncertainty in the geometry, which is also common to all measurements, contributes 0.3% for the "dry" (without the water) case and slightly more for the "wet"
case. The mass assay uncertainty contributes 0.5%, 0.5%, 1.0% and 1.0% in the case of 
QUALITATIVE COMPARISON OF GLLSM PREDICTED DATA CHANGES WITH RATIONAL EXPECTATIONS
In the preceding section, the GLLSM procedure was referred to as a data-adjustment technique.
Indeed, the results of the GLLSM procedure produce suggestions for data changes consistent with the data, with the measurements and with the calculations. The results reported thus far have given insight into the nature of the calculated-vs-measured differences, specifically identifying that the 238 U data have discrepancies that are not accounted for by the corresponding calculational and measurement uncertainties. The GLLSM data adjustments, in the cross sections and source spectrum, will now be qualitatively analyzed via a comparison of the trends seen in the measured-vs-calculated values.
The dry C/E values of the average cross sections for the four fissionable materials depend primarily on the representation of the source fission spectrum and the respective fission cross sections. It is thus possible to suggest the hardness or softness of the input source spectrum. This prediction is Table 2 ), while they are 1.01-1.02 and 1.00, respectively, in Tables 4-5 . The only difference between these values is in the input source spectrum, the former is based on the NIST-supplied 252 Cf spontaneous fission spectrum, and the latter is based on a Watt fission spectrum from the MCNP manual. The Watt spectrum is harder than the NIST spectrum and produces results more consistent with the measurements. The two spectra are displayed in Fig. 13 , along with the suggested adjusted spectrum. Clearly, the adjusted spectrum is harder than the original NIST-supplied spectrum. However, the source spectrum should not move completely to the MCNP-
252
Cf spontaneousfission Watt spectrum, since one and the same source spectrum cannot give the correct reaction rates for the various isotopes fission cross sections with their varying energy dependence.
The resulting inability of the suggested source changes to correct the underprediction of the 238 U fission reactions necessitates an increase in the fission cross sections, particularly at high energies. The GLLSM predicts an increase in the 238 U fission cross sections in the MeV range of 3 to 8%.
Underpredictions for the 239 Pu and 237 Np fission reaction rates for the bare cases shown in Table 2 also give rise to increases in the corresponding fission cross sections in the high-energy range around 1 MeV.
Increases of 0.4 to 1.6% are predicted for 239 Pu-fission cross sections over the entire energy range, while increases of 2 to 5% are indicated for 237 Np. Another trend that is evident from the results seen in Tables 2-6 is the increase in the predicted C/E values with an increase in the water-sphere diameter. This trend was initially attributed to hydrogenscattering problems; however, note that these trends are largely absent in Table 2 These GLLSM results, thus far, are based on only the wet cases. Analyses adding the dry results are planned in the future. However, a preliminary calculation was performed to assess potential differences between the wet and dry cases. Results show that, in general, the wet and dry cases predict the same spectral changes. Thus, these results are thought to be representative of the dry cases even though they are not included in the analysis.
The accuracy of the magnitudes for GLLSM-predicted changes cannot be gauged by looking at the intuitive nature of the C/E values; however, qualitatively the predicted changes seem to be in the right direction.
SUMMARY AND CONCLUSIONS
The NIST fission reaction-rate measurements were described in Sect. 2. In the analysis of the NIST fission reaction rate measurements, it is important to explicitly specify the data used for the description of the driving 252 Cf spontaneous fission source, the description of the materials through which the neutrons traverse and the response fission foils. A comparison of MCNP results published previously with the current MCNP simulations, in Sect. 3, using the same NIST fission source representation and the same fission foil cross-section data, showed no appreciable differences between using the ENDF/B-V or ENDF/B-VI data for the neutron transport. However, the results are quite sensitive to the representation of the source fission spectrum. Pu (4 to 5%), and the water-moderated sphere experiments were underestimated by a greater amount on average for ENDF-based and ENDL92
data. The LLNL dosimetry data only underestimated the fission rate an average of 3%.
The "wet" measurements of the NIST water spheres were analyzed using the GLLSM procedures Cf spectrum values will be pursued.
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