tion into the complex domain produces a second integral equation which differs from the usual ones encountered in such boundary-value problems. We have here then another way of viewing these boundaryvalue problems, since now the analytically continued Helmholtz data may be combined with the Poisson data. In some cases, as we shall see, the Poisson data are adequate to solve the boundary-value problem completely, while in others we shall require both representations. Whether we shall require one or both of these depends on how much information the Poisson integral provides. We shall elaborate upon this point in the examples which we shall discuss later in this talk.
It might be added here that representations have been found for these axially-symmetric boundary-value problems which are a combination of the Poisson representation and a portion of the analytically continued Helmholtz representation. Such a result is to be found in E. Beltrami's [2] study of axially-symmetric potentials well before the turn of the last century. It was found that these potentials have Hankel transformation representations. The combined form of which we spoke arose from casting these representations into another form. The hypotheses needed to justify Beltrami's methods are much more than we actually require. A representation equivalent to that of Beltrami was found by E. R. Love [22] in 1949 by much the same procedure, that is, through the realm of special functions. Special examples of the type of integral equations which we shall derive are to be found in Beltrami's paper. Similar ones have been found by E. T. Copson Upon combining it with the Helmholtz representation for the wave function due to a ring of sources, Collins produced once again a combined form. He has employed this form in a number of studies involving the axially-symmetric potential and wave equations and has often preferred to introduce special coordinates immediately, thereby tending to obscure the simplicity of the ideas involved. Noble attempts have been made to view the combined form and the component form as two different results. This, in the light of Collin's derivation, is not the case. Here we choose to defer to the separate representations of Poisson and Helmholtz because of their inherent simplicity.
It is to be recognized that we provide another formulation for this class of boundary-value problems, although whether we can solve the resulting integral equations is another question. We do achieve a unity of formulation and we are led to linear integral equations which are locally of the Volterra type. For such integral equations we can usually extract some information about the nature of the solution. Although the final setting is not coordinate free, we are spared the cumbersome details of the attendant analysis of special functions. There are situations in which axially-symmetric boundaryvalue problems are formulated as linear Fredholm integral equations of the first kind with the aid of the Helmholtz representation. The methods we shall discuss here convert these into a more tractable form, and even though we may not be able to solve the resulting integral equation explicitly, the Neumann iteration process turns out to be a useful tool under appropriate circumstances. The above remarks are particularly useful when
, we appear to be limited to the geometry of the circular disk at present.
II. The Poisson integral representation for Laplace's equations.
We shall now give a brief account of the Poisson representation for Laplace's equation. Suppose we know that an axially-symmetric potential function is analytic and real on the z axis, where by the term analytic we mean that it may be continued into some portion of the z+ir plane. The Poisson representation [23] then enables us to determine the potential in the real z-r plane, that is, the meridian plane of a body of revolution with respect to the z axis. Indeed if $o(r, z) is such a function, it satisfies the partial differential equation 
Let us suppose that $ is dependent on an angle <f> measured with respect to some fixed meridian plane of 5. In this case we have It is of historical interest to observe that Poisson found an integral representation for Bessel functions by putting V\{t + x cos co) =exp(/+# cos co). Further (2.2) is often referred to as the Laplace integral, although it does not seem to appear in his work. In some unpublished working notes (with no dates), T. Carleman had indicated that he was aware of some possible applications of the form (2.2) to boundary-value problems, but he does not seem to have published anything on this subject. How the usefulness of Poisson's work went unnoticed for more than a century is a mystery and major historical sources seem to give no clues.
III. Disk-like configurations.
Boundary-value problems involving disks are probably amongst the most simple to which we can apply the results of the previous section. Suppose that a disk of radius unity is maintained at a constant potential A. and this is also of the convolution type once the substitutions r' 2 = 1 -/S and r 2 = l-a are made. Hence we calculate quite simply the discontinuity in the normal derivative of $ 0 at z r = 0 to get
We observe that if the boundary condition on the disk depends on the angle #, we may decompose it by a Fourier decomposition and solve for each harmonic individually.
A somewhat more interesting problem deals with two parallel disks with the same axis of symmetry. In order to keep the details simple we shall assume that the disks are both of radius unity, have centers at r = 0, z = a and r = 0, z= -a and are maintained at the constant potentials A\ and A 2 respectively. Then the Helmholtz representation gives us where we have assumed that Bi(t)(t 2 -r 2 )~l j2 is integrable and therefore Di(l) =0. Using these expressions for Bi(t), we see that equations (3.5) and (3.6) become The question of boundary conditions which depend on the radial distance r may be dealt with similarly. Indeed, if the boundary conditions on the disk depend on the meridian angle, we have described the essential machinery to formulate this problem. The radii of the disks may also be unequal or there may be more than two disks and the present apparatus carries over. Clearly, since a>0, (3.6) and (3.7) are regular Fredholm integral equations of the second kind and may be converted to similar integral equations for Di+D 2 and Di-D 2 . We may therefore study the properties of the solution of these integral equations with the facts known about them. Let us observe that we neither required special functions nor expansion theorems to formulate this problem, the latter having been absorbed into the Poisson representation.
As a final example of problems involving the disk, we consider one of radius unity in the plane z = 0 with center at the origin and which is between and parallel to two infinite planes. These planes are de-scribed geometrically by the coordinates z=a and -a. Suppose, they are maintained at potential zero and the disk is maintained at potential ƒ(r), O^r ^ 1. The obvious step is to write a Helmholtz representation for this problem in terms of the Green's function for the parallel plate region and to require that the Green's function vanishes at z=a and -a. Then an application of Green's theorem with the assumption that the potential function vanishes sufficiently rapidly at infinity gives us a representation for <£(r, z) on the axis of symmetry r = 0 which obeys the boundary conditions we gave on the parallel plates. That is, $ 0 (0, *)-£/oG(Q, z, t, Q)tB(t) dt and B(t) is the discontinuity of the normal derivative of $ on the disk. Now we have two choices in describing G(r, 2, /, z'). The left side of this equation is determined by the solution of the Abel-type integral equation (3.9). Had the potential been given on the planes z = a and z = -a, two further known terms would appear in terms of the z 1 derivative of G(r, z, t t z') on these planes and hence another pair of inhomogeneous terms would be added. Of course, there is an integrability requirement on these boundary terms which is not difficult to describe.
We observe that equation (3.10) can be cast into the form given by Collins [ô] . The present derivation has the advantage that the analysis is elementary and the source of the derivation of the integral equation is given.
IV. A boundary value problem for a lens. In this section we shall discuss a Dirichlet problem for a body of revolution with a curvilinear boundary. We consider the lens which is the figure of revolution formed by rotating two intersecting circular arcs about the straight line joining their centers. This figure is conveniently described by peripolar (toroidal) coordinates, that is, and 7=j8-a. Hence, save for the details of evaluating the integrals in (4.3) we have provided a representation for the boundary-value problem we proposed. We have had, of course, good fortune here, since the Poisson integral has provided all of the information which we needed. This situation does not always prevail. For example, if instead of two intersecting circular arcs, we had nonintersecting ones, there would not be enough information provided by the Poisson representation. Indeed, in this latter situation, g(a, a) and g(/3, a) could only be determined in some finite and symmetric intervals of the 0 axis and this would not be adequate to determine g(0, a) in the strip. However, as we shall see presently, a knowledge of g(a, a) and g(j8, o) when used in conjunction with the Helmholtz representation provides further facts.
Since we have provided integral representation (2.5) for the normal derivative, it is clear that we may discuss the Neumann problem for the lens in a fashion similar to the one which we used to discuss the Dirichlet problem. As a consequence of the derivative in (2.5), an arbitrary constant is introduced. It may be evaluated by specifying special behaviour of <ï>(r, z) as (r 2 +z 2 ) -> ooor of 4>(r, z) in the neighborhood of the intersection of the two spherical zones, but we shall not pursue these points. V. A boundary value problem for a lens: Alternative discussion. There is a second method which we shall now discuss and which provides another integral equation. In §IV, the Poisson representation determined a harmonic function in two variables from boundaryvalue data in three. Now we shall find an integral equation which can be solved and is derived from the simple layer representation of potential theory. Such a representation, which is independent of <j> and vanishes at infinity, is given by We might have some concern about the choice of the branch of (cosh 77-cosh a) 112 when 0<rj<<r, but we observe that all we have in (5.4), is the real part of the left side. Hence The integral may be simplified by interchanging the order of integration and integrating by parts to give
The symmetry properties of Aa(r]) and A/s(rç) permit us to combine the last two integrals, and we have finally The form (6.2) satisfies equation (6.1) with the plus sign before the k 2 , while the form (6.3) satisfies the same equation with the minus sign before the k 2 . We may remark at this point, that equation (6.1) may be generalized to the form
for X an arbitrary and real constant. In particular if X is an odd and positive integer, the situation which we had in §11 is available with minor changes. Indeed the first form of (2.8) is merely modified by the extra term cos(£y sin \{/) or cosh (fey sin \p). There is however, a great difference in the effectiveness of such forms as (6.2) and (6.3). While some of the coordinate transformations we employed in § §11 and III gave relatively simple integral equations to solve, the presence of the cosine or hyperbolic cosine term adds difficulties except in the case of a disk and the related configurations which we discussed in § §II and III. We shall only discuss one example here, since many of the methods we can use have already been described earlier in this paper. The problem to be considered is a generalization of the first one discussed in §111 and has its origin in the theory of diffraction. Let us suppose that a plane wave is normally incident from the left upon a "soft disk" of radius unity. Such a plane wave is a solution of equation (6.1) with the plus sign and has the functional form exp(ifez where A (t) is essentially the discontinuity of the normal derivative of $ on the disk. Had we required $ at any point in space, the integral in (6.5) would have been taken over the area of the disk and the term (t 2 +z 2 ) 112 would have been replaced by the distance from the point in space to a point on the disk. The axially symmetric situation which we have described permits the simple form (6.5) on the axis. Now we shall show how (6.5) with the Poisson representation (6.2) produces another integral equation. Since A similar discussion for €-*0~ produces equation (6.8) although there are some changes in signs in (6.6) and (6.7).
We now cast equation (6.9) into a more useable form by rewriting it as follows. Since sinh (kiy '-t + ƒ, ( V_ y2)1 n ^(0«*-Q, 0^<1.
There are two ways to convert this to a more useable form. In both methods we are guided by the remarks which we made in §111. In
