After reformulate the incompressible Euler-α equations in 3D smooth domain with Drichlet data, we obtain the unique classical solutions to Euler-α equations exist in uniform time interval independent of α. We also show the solution of the Euler-α converge to the corresponding solution of Euler equation in L 2 in space, uniformly in time. In the sequel, it follows that the H s (s > n 2 + 1) solutions of Euler-α equations exist in any fixed sub-interval of the maximum existent interval for the Euler equations provided that initial is regular enough and α is small sufficiently.
Introduction
The 3D Euler-α system that inspired the introduction of the Navier-Stokes-α and Leray-α models, which are remarkable sub-gride scale model in turbulence [10-14, 17, 18] , is an ad hoc regularization of the ideal flow equations. Moreover the Euler-α system is also viewed as inviscid second grade fluids, a model of non-Newtonian described by ∂ t (u − α 2 ∆u) − ν∆u + (u · ∇)(u − α 2 ∆u) + n j=1 (u − α 2 ∆u) j ∇u j = −∇p (1.1) with incompressibility divu = 0. where ν is the viscosity, α are material coefficients (normal stress moduli), u is the flow velocity on the domain in R n (n = 2, 3) andp represents the pressure. The inviscid version of this model, i.e., when ν = 0, is mathematically identical to the following Euler-α system 3) has been established, in several contexts, refer [5, 6, 15, 19, 30, 38] . We only obtained the global existence of the solution in the case of two dimension (see [5, 6, 15, 26] ), while in 3D domain, it is an open problem, which is same to the situation of 3D Euler equations. In [7] , the authors discussed on the Euler-α equation in 3D bounded domain Ω ⊂ R 3 with the following frictionless Navier boundary conditions, u ·n = 0, [D(u)n] τ = 0, ( The techniques in [7] were called the conormal derivative estimate method introduced in [32] . There N. Masmoudi and F. Rousset successfully treated the analogous question for Navier-Stokes equations, ∂ t u + u · ∇u = −∇p + ν∆u, divu = 0, (1.6) with the friction Navier boundary conditions, i.e.
u ·n = 0, ([D(u)n] + βu) τ = 0.
They showed, in [32] , that there is a time-of-existence which is uniform with respect to ν and that inviscid limit holds. While there are many authors to obtain the vanishing viscosity limit for Navier-Stokes equations with varied Navier boundary conditions or absent boundary conditions, we can see [24, 29, 40, 42] and references therein. For flows in a smooth bounded domain, under Dirichlet boundary conditions, the problem remains largely open to date because of boundary layer. There are several partial results to establish. As mention results for flows with radial symmetry, see [4, 33] , flow in channel and pipe, see [34, 35] reference therein, and flow with analytic boundary layers, see [8, 9, 28] . For a more extensive survey see [2, 16, 25] and references therein. Recently, the author and his collaborators, in [26] , have discovered that 2D Euler-α converges to Euler equations under Dirichlet boundary conditions (1.7), indifferent to boundary layers. The authors in [27] , took advantage of the techniques in [26] , to discuss on the second-grade fluid equations with nonslip boundary conditions. For the 3D Euler-α system case, J.S. Linshiz and Edriss S. Titi [23] have proved there exist a time of existence which is independent of α up to the existence time of 3D incompressible Euler equations (1.4) in whole space for α small sufficiently and enough regular initial velocity.
The present work focus on the uniform time-of-existence with respect to α for incompressible Euler-α equations (1.2) in 3D domain under Dirichlet boundary conditions u = 0 on ∂Ω.
The method we follow here is based on Kato-Lai theory for general nonlinear evolution equations [22] . The key requirement for this method to choose an admissible triplet and establish a nonlinear operator and a priori estimates of the operator. These are obtained by transferring the original problem into an equivalent one as follows. Applying the curl operator to both side of the equation (1.2) and denoting ϕ = curl(u − α 2 ∆u), it follows 8) where u 0 is initial velocity which is divergence free with no-slip boundary conditions. From lemma 2.1 in [19] , we know that there exists a unique vector v which is divergence free and tangential to boundary such that curlv = ϕ. One can verify that v satisfies the following Stokes like problem
(1.9) furthermore we will rewrite the equations (1.9) by the Stokes operator, denoted by A, with Dirichlet boundary conditions as the following equations
where I is an identity operator. From (1.8) and (1.10), we observe
It is clear that for classical solutions the incompressible system (1.2) with (1.7) and the system (1.9), (1.11) are equivalent. In fact, if v is a solution of (1.11), then there exist two pressures π, q satisfying (1.9), (1.11) respectively. We substitute (1.9) into (1.11), then the term
is a gradient and can be absorbed by pressure p of (1.2).
The paper is organized as follows. In Section 2, we firstly will introduce some notations to be used. For the completeness, we will briefly introduce Kato-Lai theorem that is a crucial tool. The main results are stated and proved in Section 3. Make use of the uniform estimates of pressure and nonlinear operator with respect to α, and Kato-Lai theorem to show local existence of classical solutions in the uniform time interval [0, T ), where T depends solely on an upper bound for the initial data u 0 (x) + α 2 Au 0 in the appropriate norm. In Section 4, we use these results to prove that the classical solutions uniformly converges to the one of Euler in L 2 space. Successively, we use these results above to show that the smooth solutions of Euler-α will exist in the any closed sub-interval of maximum existent interval of Euler equations with regular enough initial velocity and α small sufficiently.
Notations and preliminary theorem
At first, we write (·, ·) | · | 2 , the scalar product and the norm in L 2 (Ω), (·, ·) m and · m the scalar product and the norm in
Now we introduce some spaces used in this paper as follows,
The operator A = P(−∆) is Stokes operator with Dirichlet boundary conditions, where P is Leray projector from
It is well known that the operator A has a sequence of eigenvalue {λ j } ∞ j=1
and corresponding eigenfunctions
is orthonormal basis of space H and normal basis of space X m .
If u is defined by the (1.10) , it is easy to see that the following useful inequalities:
where K does not depend on α. Here, we only give the proof of (2.2). In fact, from (1.10), we have got the expansion by eigenvectors,
Since the term j u j ∇u j is a gradient and can be absorbed by pressure, thus the equations(1.11) is equivalent to the following system
For completeness' sake, we introduce the Kato-Lai theorem [22] to study the local existence and uniqueness of (2.5).
Let V,H, X be three real separable Banach spaces. We say that {V,H, X} is an admissible triplet if the following conditions hold.
• V ⊂H ⊂ X, and the inclusions are dense and continuous.
•H is a Hilbert space, with inner product (·, ·)H and norm · H = (·, ·)
• There is a continuous, nondegenerate bilinear form on V × X, denoted by ·, · , such that
Recall that the bilinear form v, u is continuous and nondegenerate when 
We are concerned with the Cauchy problem
The Kato-Lai existence result for abstract evolution equations is as follows. Theorem 1. Let {V,H, X} be an admissible triplet. Let A be a sequentially weakly continuous map from
where ρ(r) ≥ 0 is a continuous nondecreasing function of r ≥ 0. Then for any u 0 ∈H there is a time T > 0, T ≤ T 0 , and a solution v of (2.9) in the class
where γ solves the ODE γ
Local well-posedness of Euler-α in uniform time interval
In this section, we will apply Theorem 1 to show the uniform time of existence and uniqueness of classical solution for Euler-α equation (2.5) . To obtain the estimate (2.10), we need to study the equation of the pressure and obtain the following lemma.
v be the solution of problem (2.5) , then the pressure can be determined by the following elliptic equation
Proof. By applying the divergence to both sides of the first equation of (2.5) and divv = 0, one obtains the equation (3.1). For the boundary condition, it is easy to verify that
and the right hand side makes sense. In fact, since both (u·∇)v+∇u·(α 2 Au) and div((u · ∇)v)
Since u = 0 on ∂Ω, hence (u · ∇)v · n = 0 in the trace sense. Now check the estimate (3.2) as follows by elliptic regularity for m ≥ s 0 ,
Since u s ≤ v s for any s, then
From (2.1), (2.2), (2.3) and Sobolev inequalities, we can infer
By trace theorem and (2.3), it is easy to see that
From (3.3), (3.4), (3.5) and (3.6), we conclude that
Next, we must choose an admissible triplet {V,H, X} that satisfies the conditions of Theorem 1. As in [22] , let
then we choose V as domain of an unbounded self-adjoint operator S in X such that V = Domain(S) ⊂H and (u, S(v)) = (u, v) m for any v ∈ Domain(S). Such an S is given by the elliptic differential operator
with the Neumann boundary conditions, then we have (see, e.g., [36, 37] )
Define a bilinear operator by
The following proposition describes the properties of the operator F (u, v) given by (3.7).
Proposition 1. (i) P maps H m onto X m continuously. Thus P and Q = I − P are bounded operators on H m .
(ii) Let m ≥ s 0 , K is a constant independent of α.
Proof. The property (i) is clear. The estimate (3.10) is the same to the lemma 1. The estimate (3.11) is simpler than (3.9). It is sufficient to check the estimates (3.8) and (3.9). In fact,
the last inequality by (2.1), (2.2) and(2.4). To estimate (3.9), we start from
Since divu = 0 and u = 0 on the boundary, thus by Leibniz rule or refer (4.3) in [22] 
(3.14) By (3.12) above, it shows that α 2 Au∇u m ≤ K v s 0 v m . Collect (3.13) and (3.14), we conclude the inequality (3.9) holds.
By Theorem 1 and the above estimates, we can establish the following local well-posedness theorems of the problem (2.5). 
where K is independent of α.
Proof. One can transfer the equation (2.5) into the following operator equation
where F defined by (3.7). However, we will apply Theorem 1 to the modified equation
where Q = I − P, in which the solution v(t) is sought in H m rather than in X m . One shows that v(t) ∈ X m provided that v 0 ∈ X m .
Construct the map
where u = (I + α 2 A) −1 Pv. As constructed before, the triplet {V, H m , H} is an admissible triplet (see [22] , [41] ). In view of the properties of the operator F (u, v), it is easy to verify the weak continuity of A.
Note that A maps [0,
where K is dependent of α. Take ρ(r) = Kr 
To end this proof, we have to show that if v 0 ∈ X m , v is actually a unique solution of (2.5) such that v ∈ C([0, T ]; X m ). Now, we take the inner product in L 2 of (3.17) with Qv. Since u = (I + α 2 A) −1 Pv, we obtain 1 2
Hence |Qv| 2 = |Qv 0 | 2 = 0, if v 0 ∈ X m . Thus v = Pv, and (3.17) reduces to (3.16) which is equivalent to (2.5). For uniqueness, it is standard or we can refer [22] . Uniqueness, as in [22] for the Euler equation, combining the system is reversible, implies
From the preceding estimates, one can easily get that
It implies that v m never blows up unless v s 0 blows up, therefore the lifespan of the solution does not depend on s.
Mimic the proof of Theorem III in [22] , we can obtain the following continuous dependence theorem. 
Convergence to Euler equations in L 2
In this section, hereafter all the constants K are independent of α and we will show the solutions of Euler-α equations converge to as α → 0, the corresponding solutions of Euler equation in L 2 , in space uniformly in common time interval that is stated in Theorem 2. The main result in this section is stated as follows. 
Proof. From the conditions (4.1), one refers that there exists α * > 0 such that v α 0 s 0 ≤ K for all α ≤ α * , thus from Theorem 2 and (3.15) there exist a T independent of α, and the solutions v α with
Multiply the both sides of (1.11) which is equivalent to (2.5) by u α = (I + α 2 A) −1 v α and then integrate on Ω, it is easy to know that for any time t ∈ (0, T ) and α ≤ α *
5) Multiply by W and integrate on Ω × (0, t), by integrate by parts, we can obtain 1 2
1 , therefore, from Cauchy inequality we have 
. Thus for all 0 < t < T and α ≤ α * ,
Combining (4.6) and (4.7), it follows that
Therefore, we infer that |v
Kt , for all 0 < t < T and α ≤ α * .
By the interpolation inequality, it follows
then there exist T independent of α and α * , as α ≤ α * , such that for all t ∈ (0, T )
for all s < m. 
Proof. This proof follows the ideas in [23] , which was treated the situation without boundary conditions. We can regularize the initial data with a family {J δ } of smooth operators introduced by Bona and Smith [3] . J δ : H → X m for any larger fixed integer m, defined by
where E is a linear operator of extension of
Then it is easy to show that for v
and for 0 ≤ s ≤ m 
Now we firstly note that the solutionū δ are a Cauchy sequence in L ∞ (0, T 0 ; X m ). In fact, we follow the idea in [23] ,and consider the difference of the Euler equation, letū
We will estimate ∇p δ,δ ′ from the following equations
Use the argument in [39] , one follows that for
From (5.3) and (5.5), it is easy to prove that
it has shown that {ū δ } is a Cauchy sequence in L ∞ (0, T 0 ; X m ). Therefore, let δ ′ → 0, we have for any
(5.6) To prove the sequence {v α,δ } is a Cauchy sequence in L ∞ (0, T 0 ; X m ), it needs to prove that for any δ ′ < δ and
Set w δ,δ ′ = v α,δ − v α,δ ′ u δ,δ ′ = u α,δ − u α,δ ′ and q δ,δ ′ = q α,δ − q α,δ ′ , we consider where K are independent of α, δ. This proves the estimate (5.7). Making inner product of H m for both sides of (5.8) by w δ,δ ′ , and then take advantage of the estimates (5.9) and (5.2), we prove that for It concludes that {v α,δ } is a Cauchy sequence in L ∞ (0, T ; H s (Ω)). Hence, as δ ′ → 0, it follows that for Remark 1. In this proof, we can find that the inequality (5.10) has shown that Theorem 3 in the uniform time interval.
