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Abstract
In this paper, we consider a problem of periodic homogenization in the context of the Heisenberg
group Hn that is the simplest noncommutative example of nilpotent stratified connected and simply
connected Lie group, when the periodicity is defined through group translations and intrinsic
anistropic dilations. In particular, we consider a Dirichlet problem for a generalized Kohn Laplacian
operator with strongly oscillating (Heisenberg-)periodic coefficients in a domain that is perforated by
interconnected (Heisenberg-)periodic pipes. Convergence to the homogenized problem is obtained by
a two-scale method adapted to the geometry of the group with dilations.  2002 Éditions scientifiques
et médicales Elsevier SAS. All rights reserved.
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1. Introduction
The two-scale convergence method of Nguetseng [18] and Allaire [1,2] has proved to
be very powerful in the framework of periodic homogenization. The method introduces a
new notion of convergence, the “two-scale” convergence, which in particular implies weak
convergence. The method has been successfully applied in several situations, always in a
(periodic) Euclidean setting, including the homogenization of linear and nonlinear second
order elliptic equations and the homogenization of nonlinear operators (see [1]).
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It could be interesting to investigate the applicability of this method to a more general
periodic context, where the periodicity has to be meant with respect to a class of
non-Euclidean translations and nonisotropic dilations. Indeed, the notion of two-scale
convergence relies basically on the fact that derivatives commute with translations and
scale appropriately with respect to Euclidean homotheties. Thus, it is natural to imagine
that such a procedure can be implemented in the more general setting of stratified nilpotent
Lie groups with dilations (the so-called Carnot groups, see, e.g., [19]). The simplest
but nevertheless significant example of noncommutative Carnot group is provided by
the Heisenberg group Hn  Cn × R  R2n+1 endowed with the group multiplication
[z, t] · [ζ, τ ] = [z+ ζ, t + τ + 2m(zζ¯ )], z, ζ ∈ C, t, τ ∈ R and the family of anisotropic
dilations δλ, λ ∈ R, given by δλ[z, t] = [λz,λ2t]. In this case the left invariant operators
are Xj = ∂xj + 2yj∂t and Yj = ∂yj − 2xj∂t , j = 1, . . . , n, and the associated second
order model operator is the Kohn Laplacian H =∑nj=1(X2j + Y 2j ). This operator, that
will play the role for our geometry of the Laplace operator, is not elliptic at any point,
since the lowest eigenvalue of its principal quadratic form vanishes identically in R2n+1.
However, we want to stress that we are not dealing here with a Riemannian geometry
and associated Laplace–Beltrami operator. In fact, because of the noncommutativity of the
group multiplication, the geometry of the Heisenberg group is not Euclidean and not even
Riemannian at any scale (see, e.g., [10,20]).
We point out that the two-scale procedure in the context of the Heisenberg group is
not reduced to the n-scale version of the usual two-scale method (see [1], Corollary 1.16),
since such a method fits periodicity with respect to Euclidean translations, whereas we are
here dealing with periodicity with respect to the group translations.
Deeply related to the structure of Hn is the possibility to construct a periodic pavage
in Hn by using group translations and homotheties (see [3]). In this way one is enabled to
develop a periodic homogenization theory, analogously to the classical Euclidean setting.
There are several papers on homogenization in the Heisenberg group, but as far as we
know this is the first time the two-scale method is generalized to the Heisenberg context.
The first paper concerning homogenization in the Heisenberg setting is due to
Biroli, Mosco and Tchou [4]. In this paper, the authors construct explicitly a periodic
pavage associated with the operator H and they study the asymptotic behaviour of
its eigenfunctions in a domain with isolated Heisenberg periodic holes with Dirichlet
boundary conditions on their boundaries. To show convergence to the homogenized
problem they use Tartar’s energy method.
In a subsequent paper, see [5], Biroli, Tchou and Zhikov studied the same problem, i.e.,
homogenization in a domain with holes periodically distributed with respect to the group,
with Neumann boundary conditions on the holes. In this case, the method used in [4],
essentially based on an extension of the solutions of approximating problems in the holes,
does not work due to a lack of regularity on the boundary of the holes. In [5], to treat the
problem the authors generalized to the Heisenberg group a method which is independent
from the extension property, introduced by Zhikov [23] in an Euclidean setting to deal with
an homogenization problem for periodic measures.
None of the methods mentioned so far seems to work when one is interested in treating
the case of not necessarily isolated holes. Indeed an interesting case to examine is the one
of periodic holes which may be not isolated (for example in R3 one can think of a domain
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perforated by interconnected pipes). This type of problems is quite common in physics or
mechanics, think for example to the convection–diffusion of a liquid in a porous medium
or to the viscoplasticity problem for a perforated material.
A successful method to prove convergence to the homogenized problem in this context,
in an Euclidean framework, has turned out to be the two-scale method. The aim of the
present paper is to verify the validity of the method in the same context in the framework
of the Heisenberg group.
Let us conclude by mentioning few difficulties encountered in the present paper due to
the noncommutative group structure.
The first one appears when dealing with interconnected holes (think for instance of a
net of pipes): this problem is discussed in detail at the beginning of Section 3. Basically,
because of the distortion of the microscopic cells generated by the group action, the pipes
must be adequately positioned and “twisted” in order to produce a periodic net.
A second technical difficulty arises when we want to generalize the well known result
holding that a function orthogonal to all divergence-free vector fields is a gradient. The
classical proof [12,22] relies on continuation properties of distributions in a bounded
regular domain. Since continuation properties associated with noncommutative vector
fields are quite different from the Euclidean case (for instance, even smoothness does
not guarantee a positive result because of the presence of characteristic points on the
boundary), we use a different approach based on Poincaré inequality, that is a more
geometrical condition.
2. Notations and preliminaries
Few notations and geometric preliminaries are in order to state in a simpler way our
results. We follow the notations of [20], as well as the ones of [10].
In this paper, we indicate by Hn the n-dimensional Heisenberg group Hn  Cn ×R
R2n+1. The points in Hn will be denoted as p = [z, t] = [x + iy, t]  [p1,p2, . . . , p2n,
p2n+1]. If p = [z, t], q = [ζ, τ ] ∈Hn and r > 0, following the notations of [21], we define
the group operation,
p · q := [z+ ζ, t + τ + 2m(zζ¯ )]
and the family of nonisotropic dilations δr ,
δr (p) :=
[
rz, r2t
]
.
It is also useful to consider the group translations τp :Hn →Hn defined as q → τp(q) :=
p · q for any fixed p ∈ Hn. We denote as p−1 := [−z,−t] the inverse of p and as 0 the
origin of R2n+1. We shall endow Hn with the homogeneous (with respect to nonisotropic
dilations) norm ‖p‖∞ :=max{|z|, |t|1/2} and with the distance, associated with the norm:
d(p,q) := ∥∥p−1 · q∥∥∞. (1)
We explicitly observe that d is a distance in Hn (see [10]).
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Proposition 2.1. The function d defined by (1) is a distance in Hn and the usual properties
related to translations and dilations hold, i.e., for any p,q, q ′ ∈Hn and for any r > 0,
d(τpq, τpq
′)= d(q, q ′) and d(δrq, δrq ′)= rd(q, q ′). (2)
In addition, for any bounded subset Ω of Hn there exist positive constants c1(Ω), c2(Ω)
such that
c1(Ω)|p− q|R2n+1  d(p,q) c2(Ω)|p− q|1/2R2n+1 for p,q ∈Ω.
In particular, the topologies defined by d and by the Euclidean distance coincide on Hn.
From now on, U(p, r) will be the open ball with center p and radius r with respect
to the distance d . We notice explicitly that U(p, r) is an Euclidean Lipschitz domain in
R2n+1 (see [10]).
There is a natural measure dh onHn which is given by the Lebesgue measure dL2n+1 =
dzdt on Cn × R. The measure dh is left (and right) invariant and it is the Haar measure
of the group. If E ⊂Hn then |E| is its Lebesgue measure and when |E|<∞, f ∈L1(E),∫−Ef dh will denote the average of f over E, i.e., ∫−Ef dh= (1/|E|) ∫E f dh. We stress
that |δλ(E)| = λ2n+2|E| for any measurable set E ⊆ Hn. In addition, if s  0, we shall
denote byHs the s-dimensional Hausdorff measure obtained starting from Euclidean balls,
whereas Hs
H
will stand for the Hausdorff measure obtained from the distance d in (1).
The Lie algebra of the left invariant vector fields of Hn is given by:
Xj = ∂
∂xj
+ 2yj ∂
∂t
, Yj = ∂
∂yj
− 2xj ∂
∂t
, j = 1, . . . , n, T = ∂
∂t
,
and the only nontrivial commutator relations are:
[Xj,Yj ] = −4T , j = 1, . . . , n.
In the following, we shall identify vector fields and the associated first order differential
operators. Notice that, if λ > 0, thenXj(u(δλ(p)))= λ(Xju)(δλ(p)), j = 1, . . . , n, and the
analogous statement holds for Yj . The vector fields X1, . . . ,Xn, Y1, . . . , Yn define a vector
bundle overHn (the horizontal vector bundle HHn) that can be canonically identified with
a vector subbundle of the tangent vector bundle of R2n+1. Since each fiber of HHn can
be canonically identified with a vector subspace of R2n+1, each section φ of HHn can
be identified with a map φ :Hn → R2n+1. At each point p ∈ Hn the horizontal fiber is
indicated as HHnp and each fiber can be endowed with the scalar product 〈·, ·〉p and the
norm | · |p that make the vector fields X1, . . . ,Xn,Y1, . . . , Yn orthonormal. Hence we shall
also identify a section of HHn with its canonical coordinates with respect to this moving
frame. In this way, a section φ will be identified with a function φ = (φ1, . . . , φ2n) :Hn→
R2n. As it is common in Riemannian geometry, when dealing with two sections φ and ψ
whose argument is not explicitly written, we shall drop the index p in the scalar product
writing 〈ψ,φ〉 for 〈ψ(p),φ(p)〉p . The same convention shall be adopted for the norm.
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If Ω is an open subset of Hn and k  0 is a nonnegative integer, the symbols Ck(Ω),
C∞(Ω) indicate the usual (Euclidean) spaces of real valued continuously differentiable
functions. We denote by
Ck
(
Ω;HHn), k  0,
the set of all Ck-sections of HHn where the Ck regularity is understood as regularity
between smooth manifolds. The notions ofCk0(Ω;HHn),C∞(Ω;HHn) andC∞0 (Ω;HHn)
are defined analogously.
To stress the similarity among some statements in Hn with others in R2n+1 it is useful
to use intrinsic notions of gradient for functions Hn → R and of divergence for sections
of HHn.
Definition 2.2. If Ω is an open subset of Hn, f ∈ C1(Ω) and φ = (φ1, . . . , φ2n) ∈
C1(Ω;HHn) is a continuously differentiable section of HHn, we define:
∇Hf := (X1f, . . . ,Xnf,Y1f, . . . , Ynf ) (3)
and
divH φ =
n∑
j=1
(Xjφj + Yjφn+j ) (4)
(notice that X∗j =−Xj , Y ∗j =−Yj , j = 1, . . . , n).
Notice that both ∇H and divH are left invariant differential operators. Alternatively,
∇Hf can be defined as a section of HHn as
∇Hf =
n∑
j=1
(
(Xjf )Xj + (Yj f )Yj
)
,
where the canonical coordinates of this section are (X1f, . . . ,Xnf,Y1f, . . . , Ynf ). This is
consistent with the identification we mentioned of sections and their coordinates.
Finally, through this paper we shall use the following notation: C = C(p) is the
2n×(2n+1)matrix whose rows are the components of the vectorsX1, . . . ,Xn, Y1, . . . , Yn,
that is,
C(p) :=

X1(p)
...
Xn(p)
Y1(p)
...
Yn(p)

=

1 . . . 0 0 . . . 0 2y1
...
. . .
...
...
. . .
...
...
0 . . . 1 0 . . . 0 2yn
0 . . . 0 1 . . . 0 −2x1
...
. . .
...
...
. . .
...
...
0 . . . 0 0 . . . 1 −2xn

. (5)
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We point out that ∇H = C∇ , where ∇ is the Euclidean gradient in R2n+1, and that the
identification of a vector ξ = (ξ1, . . . , ξ2n) ∈ HHnp with a vector ξ˜ ∈ R2n+1 through the
corresponding embedding of the horizontal fibers can be expressed by using C since
ξ˜ = tC(p)ξ . Analogously, if ϕ = (ϕ1, . . . , ϕ2n) ∈ C1(Ω;HHn), then divH ϕ = div(tCϕ),
where div is the Euclidean divergence in R2n+1.
If Σ ⊆Hn is a regular 2n-dimensional manifold, then we can define an intrinsic normal
vector field nH that is the section of HHn defined as follows: if n is an Euclidean normal
unit vector field to Σ , we define nH by means of its canonical coordinates as nH = Cn, or,
alternatively, by means of the identification of Hn with R2n+1, as
nH =
2n∑
k=1
〈Zk,n〉R2n+1Zk,
where Z1 = X1, . . . , Zn = Xn, Zn+1 = Y1, . . . , Z2n = Yn. In fact this notion arises in
much more general situations (see, e.g., [10]) and we stress here it is coherent with the
divergence theorem, in the sense that, if Ω is a regular bounded open set in R2n+1 and
φ ∈C1(Ω;HHn), then∫
Ω
divH φ dh=
∫
∂Ω
〈φ,nH〉p dσ :=
∫
∂Ω
〈
φ(p),nH(p)
〉
p
dσ
(again, see [10]).
Through this paper, we shall denote by Y the cube [−1,1)2n+1, by Y0 the interior of Y .
We shall say that a set A⊆Hn is (H, Y )-periodic if for all p ∈ A we have τ2k(p) ∈A for
any k = (k1, . . . , k2n+1) ∈ Z2n+1. Notice that for any set B ⊆ Y we can define a (H, Y )-
periodic set B# such that B# ∩ Y = B . Finally, if A ⊆ Hn is (H, Y )-periodic, and f is a
function defined in A, we shall say that f is (H, Y )-periodic if, for any k ∈ Z2n+1,
f
(
τ2k(p)
)= f (p), ∀p ∈A. (6)
Moreover, we shall say that a section ϕ of HHn defined on a (H, Y )-periodic set A is
(H, Y )-periodic if for any k ∈ Z2n+1 and any p ∈A, we have
dτ2k(p)
(
ϕ(p)
)= ϕ(τ2k(p)), (7)
i.e., if the canonical coordinates of ϕ are (H, Y )-periodic, since dτ2k(p) maps HHnp onto
HHnτ2k(p) preserving the canonical coordinates.
As it is proved in [3,4], there is a canonical (H, Y )-periodic pavage of Hn associated
with the structure of Hn as a group with dilations, defined as follows:
Definition 2.3. Let 0 > 0 be fixed. Then the family of subsets of Hn obtained by taking
δ0(2k · Y )= δ0(2k) · δ0(Y ), k ∈ Z2n+1 (8)
is a pavage of Hn, i.e.,
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(i) δ0(2k · Y )∩ δ0(2h · Y )= ∅ if k != h;
(ii) Hn =⋃k δ0(2k · Y ).
In the rest of this paper we shall use several functions spaces. Let us list their definitions
to avoid misunderstandings.
Definition 2.4. We define the following (nonperiodic) function spaces: let Ω be an open
subset of Hn, then:
• W 1,2
H
(Ω) denotes the set of functions f ∈ L2(Ω) such thatXjf , Yjf belong toL2(Ω)
for j = 1, . . . , n, endowed with its natural norm. The space W 1,2
H,loc(Ω) is defined in
the standard way.
• ˚W 1,2
H
(Ω) is the closure of C∞0 (Ω) in W
1,2
H
(Ω). Such a definition is natural, since
C∞(Ω)∩W 1,2
H
(Ω) is dense in W 1,2
H
(Ω).
• L2(Ω;HHn) denotes the space of all measurable sections φ = (φ1, . . . , φ2n) of HHn
such that φ ∈ (L2(Ω))2n.
We then define the following periodic real-valued function spaces: let A ⊆ Hn be a
(H, Y )-periodic open subset of Hn, then:
• C∞#,H(Y,A) denotes the space of all (H, Y )-periodic smooth real functions f defined
on A. The spaces Ck#,H(Y,A), k  0, are defined analogously. When the domain of
definition of the functions is the whole Hn, the space will be denoted simply by
C∞#,H(Y ); (Ck#,H(Y )) (dropping the A), and this notation will be adopted also for the
spaces defined in the sequel.
• Let 1 p <∞, we denote by Lp#,H(Y,A) the space of all (H, Y )-periodic functions f
on A such that f |Y ∈Lp(Y ∩A), endowed with the norm ‖f ‖Lp(Y∩A).
• W 1,2#,H(Y,A) denotes the space of all (H, Y )-periodic real functions f on A such that
f ∈W 1,2
H
(δλ(Y0)∩A) for all λ > 0, endowed with the norm ‖f ‖W 1,2
H
(Y0∩A). We prove
below (Proposition 2.9) that W 1,2#,H(Y,A) is a Hilbert space.
• ˚W 1,2#,H(Y,A) denotes the closure of the set {u ∈C∞#,H(Y,A): suppu⊂A} in W 1,2#,H(Y,A).
In addition we define the following periodic vector-valued function spaces (Ω and A
are as in the previous definitions):
• D(Ω;C∞#,H(Y,A)) denotes the space of all smooth functions on Ω × Hn such that
f (p, ·) ∈ C∞#,H(Y,A) for any p ∈Ω , and the map p ∈Ω → f (p, ·) ∈ C∞#,H(Y,A) is
compactly supported in Ω .
• L2(Ω;C#,H(Y,A)) denotes the set of measurable functions f on Ω ×Hn such that
f (p, ·) ∈C#,H(Y,A) and maxq∈Y |f (·, q)| ∈ L2(Ω).
Finally we define the following spaces of periodic sections (A is as in the previous
definitions):
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• C∞#,H(Y,A;HHn) denotes the space of all smooth (H, Y )-periodic sections of HHn
defined on A. The spaces Ck#,H(Y,A;HHn), k  0, are defined analogously. By
means of the canonical coordinates of HHn, C∞#,H(Y,A;HHn) can be identified with
(C∞#,H(Y,A))2n, as well as C
k
#,H(Y,A;HHn) can be identified with (Ck#,H(Y,A))2n.
• W 1,2#,H(Y,A;HHn) (respectively L2#,H(Y,A;HHn)) can be defined as above as the set
φ = (φ1, . . . , φ2n) of all measurable sections of HHn such that φ ∈ (W 1,2#,H(Y,A))2n
(respectively φ ∈ (L2#,H(Y,A))2n).
• V (Y,A) is the closure in W 1,2#,H(Y,A;HHn) of the set
V(Y,A)= {u ∈C∞#,H(Y,A;HHn): suppu⊂A,divH u= 0}.
• ˚E#,H(Y,A;HHn) is the completion of {u ∈ C∞#,H(Y,A;HHn): suppu ⊂ A} with
respect to the norm
‖u‖2
˚E#,H(Y,A;HHn) = ‖u‖
2
L2#,H(Y,A;HHn)
+ ‖divH u‖2L2#,H(Y,A).
Lemma 2.5. If ϕ ∈C∞#,H(Y ;HHn), then∫
Y
divH ϕ dh= 0. (9)
In particular, if ϕ ∈C∞#,H(Y,A;HHn), suppϕ ⊂A, then∫
A∩Y
divH ϕ dh= 0. (10)
Proof. To prove the assertion, take R > 0 and set F = {k ∈ Z2n+1: 2k · Y ∩U(0,R) != ∅},
F0 = {k ∈F : 2k · Y ∩ ∂U(0,R) != ∅}, YR =⋃k∈F : 2k · Y ⊇U(0,R). Taking into account
that 2k · Y ∩ 2h · Y = ∅ for h != k and that |2k · Y | = |Y | = 22n+1, we have:
cnR
2n+1 = ∣∣U(0,R)∣∣ |YR| = 22n+1(cardF ).
Moreover, ∂YR ⊆⋃k∈F0 2k · ∂Y =⋃k∈F0 ∂(2k · Y ). Indeed, if p ∈ ∂YR , then p ∈ 2k0 · Y
for some k0 ∈F0; suppose by contradiction k0 !∈F0, since ⋃k∈F\F0 2k · Y ⊆U(0,R) and
it is a closed set, then there exists δ > 0 such that δ  d(p, ∂U(0,R)). On the other hand,
p ∈ ∂YR and hence there exists q ∈ U(p, δ/2) ∩ Y cR , yielding a contradiction, since this
would imply q ∈ U(0,R)∩ Y cR ⊆ YR ∩ Y cR = ∅. Thus, by divergence theorem
(cardF )
∣∣∣∣∫
Y
divH ϕ dh
∣∣∣∣  ∣∣∣∣ ∫
YR
divH ϕ dh
∣∣∣∣ ∫
∂YR
∣∣〈ϕ,nH〉∣∣dH2n
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 max
∂Y
|ϕ|
∑
k∈F0
∫
2k·∂Y
|nH|dH2n =max
∂Y
|ϕ|(cardF0)|∂Y |H
(
Hn
)
= Cϕ(cardF0).
Now notice that, if p ∈ R :=⋃k∈F0 2k · Y , then d(p, ∂U(0,R))  diamY = c0, and
hence
δ1/R(R)⊆
{
p ∈Hn: d(p,∂U(0,1))< c0/R},
so that
c(cardF0)R−2n−2 
∣∣{p ∈Hn: d(p,∂U(0,1))< c0/R}∣∣
and hence∣∣∣∣∫
Y
divH ϕ dh
∣∣∣∣  Cϕ limR→∞(cardF0)R−2n−2
= Cϕ lim
R→∞
1
R
lim sup
R→∞
R
2c0
∣∣∣∣{p ∈Hn: d(p,∂U(0,1))< c0R
}∣∣∣∣= 0,
since R/(2c0)|{p ∈ Hn: d(p, ∂U(0,1)) < c0/R}| is bounded for R →∞. This follows
basically the result for the Minkowski content proved in [17]; however, since U(0,1) is not
smooth as required in [17], let us give a simple proof in this very particular situation. Indeed
{p ∈ Hn: d(p, ∂U(0,1)) < c0/R} ⊆ {p ∈ Hn: 1 − c0/R < d(p,0) < 1 + c0/R}, so that
|{p ∈Hn: d(p, ∂U(0,1)) < c0/R}| ≈ (1 + c0/R)2n+2 − (1 − c0/R)2n+2 ≈ 1/R, and we
are done. ✷
Proposition 2.6. Let A be a (H, Y )-periodic open set. Then{
u ∈C∞#,H(Y,A): suppu⊂A
}
is dense in L2#,H(Y,A).
Analogously, {u ∈C∞#,H(Y,A;HHn): suppu⊂A} is dense in L2#,H(Y,A;HHn).
Proof. If f ∈ L2#,H(Y,A), then f can be approximated by smooth functions by means of
the group convolution (see, e.g., [8] Proposition 1.20); since this convolution preserves the
(H, Y )-periodicity, then the proof can be carried out as in the Euclidean case. The second
assertion follows arguing on canonical coordinates. ✷
Remark 2.7. If A is a (H, Y )-periodic open set, we shall use the quotient space
L2#,H(Y,A)/R, endowed with the quotient norm. Since inft ‖u− t‖L2#,H(Y,A) is attained at
t = ∫−A∩Yudh, thenL2#,H(Y,A)/R can be identified with {u ∈ L2#,H(Y,A): ∫−A∩Y udh= 0}.
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In addition, notice that {u ∈C∞#,H(Y,A): u= v+ λ, λ ∈R, suppv ⊆A,
∫
A∩Y udh= 0}
is dense in L2#,H(Y,A)/R. Indeed, if u ∈L2#,H(Y,A),
∫
A∩Y udh= 0, take vn ∈C∞#,H(Y,A),
suppvn ⊆A, vn → u in L2#,H(Y,A), and notice that∣∣∣∣ ∫
A∩Y
vn dh
∣∣∣∣ = ∣∣∣∣ ∫
A∩Y
(vn − u)dh
∣∣∣∣ |A∩ Y |1/2‖vn − u‖L2(A∩Y )
= |A∩ Y |1/2‖vn − u‖L2#,H(Y,A) → 0,
as n→∞. Thus we can take un = vn −
∫−A∩Y vn dh and the assertion is proved.
Proposition 2.8. As in the elliptic case, ˚W 1,2
H
(Ω)∗ = {divH f : f ∈ L2(Ω;HHn)} is
endowed with the norm
‖divH f ‖ ˚W 1,2
H
(Ω)∗ = ‖f ‖L2(Ω;HHn).
In addition, {divH f : f ∈D(Ω;HHn)} is dense in ˚W 1,1H (Ω)∗.
Proposition 2.9. Let A⊆Hn be a (H, Y )-periodic open set. Then W 1,2#,H(Y,A) is a Hilbert
space.
Proof. We want to show that W 1,2#,H(Y,A) is a complete metric space. Thus, let (uh)h∈N
be a Cauchy sequence in W 1,2#,H(Y,A); by definition of norm in W
1,2
#,H(Y,A) there exists
u ∈ W 1,2
H
(Y0 ∩ A) such that uh → u in W 1,2H (Y0 ∩ A). We need to prove that u is the
restriction of a (H, Y )-periodic function belonging to W 1,2
H
(A ∩ δλ(Y0)). Let now Π be
the operator of continuation by (H, Y )-periodicity to all of A; we want to show that
Zj(Π(u)) =Π(Zju), j = 1, . . . ,2n, in the sense of distributions. If ϕ ∈ C∞0 (A;R), set
Kϕ = {k ∈ Z2n+1: suppϕ ∩ τ2k(Y ) != ∅}; then, keeping in mind that Zj are left-invariant
with respect to group translations and that uh · τ2k = uh, we have:∫
A
Π(u)(p)Zjϕ(p)dp =
∑
k∈Kϕ
∫
τ2k(Y )∩A
Π(u)(p)Zjϕ(p)dp
=
∑
k∈Kϕ
∫
Y∩A
u(p)(Zjϕ)
(
τ−2k(p)
)
dp
= lim
h→∞
∑
k∈Kϕ
∫
Y∩A
uh(p)(Zjϕ)
(
τ−2k(p)
)
dp
= lim
h→∞
∑
k∈Kϕ
∫
τ2k(Y )∩A
uh(p)(Zjϕ)(p)dp
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= lim
h→∞
∫
A
uh(p)(Zjϕ)(p)dp=− lim
h→∞
∫
A
(Zjuh)(p)ϕ(p)dp
= − lim
h→∞
∑
k∈Kϕ
∫
τ2k(Y )∩A
(Zjuh)(p)ϕ(p)dp
= − lim
h→∞
∑
k∈Kϕ
∫
Y∩A
(
(Zjuh) · τ−2k
)
(p)ϕ
(
τ−2k(p)
)
dp
= − lim
h→∞
∑
k∈Kϕ
∫
Y∩A
(
Zj(uh · τ−2k)
)
(p)ϕ
(
τ−2k(p)
)
dp
= − lim
h→∞
∑
k∈Kϕ
∫
Y∩A
Zjuh(p)ϕ
(
τ−2k(p)
)
dp
= −
∑
k∈Kϕ
∫
Y∩A
Zju(p)ϕ
(
τ−2k(p)
)
dp,
since, by definition Zjuh → Zju in L2(Y ∩ A) and in addition p → ϕ(τ−2k(p)) again
belongs to L2(Y ∩A). Thus
∫
A
Π(u)(p)Zjϕ(p)dp = −
∑
k∈Kϕ
∫
τ2k(Y )∩A
Π(Zju)(p)ϕ(p)dp
= −
∫
A
Π(Zju)(p)ϕ(p)dp,
then the assertion is proved. Thus, if λ > 0,
∫
A∩δλ(Y0)
∣∣Zj (Π(u))∣∣2 dp = ∫
A∩δλ(Y0)
∣∣Π(Zju)∣∣2 dp

∑
τ2k(Y )∩δλ(Y ) !=∅
∫
τ2k(Y )∩A
∣∣Π(Zju)∣∣2 dp
= card{k ∈ Z2n+1: τ2k(Y )∩ δλ(Y ) != ∅} · ∫
Y∩A
|Zju|2 dp <∞,
and hence Π(u) belongs to W 1,2
H
(A ∩ δλ(Y0)). Since Π(u)|Y0 = u, the proof is
complete. ✷
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Proposition 2.10. Let A⊆Hn be a (H, Y )-periodic open set. Then the set{
u ∈C∞#,H(Y,A): u ∈W 1,2H
(
A∩ δλ(Y0)
) for any λ > 0}
is dense in W 1,2#,H(Y,A).
Proof. First we notice that any function u ∈ W 1,2#,H(Y,A) such that suppu  A can
be approximated by smooth (H, Y )-periodic functions supported in an arbitrary given
neighborhood of suppu by means of the group convolution with suitable Friedrichs’
mollifiers for the group (see [8] Proposition 1.20). Indeed, the group convolution preserves
the (H, Y )-periodicity, since group translations and dilations do. Thus, to prove the
assertion we can repeat verbatim the classical Meyers–Serrin’s proof (see, e.g., [13],
Theorem 7.9), provided we can find a family of (H, Y )-periodic open sets {Aj : j ∈ N},
such that Aj Aj+1 and
⋃
j∈NAj =A, and a partition of unity {ψj : j ∈N} subordinated
to the covering {Aj+1\A¯j−1: j ∈ N} (A0 = A−1 = ∅) such that ψj ∈ C∞#,H(Y,A). Again
by the group convolution, it is enough to prove the existence of the Aj , since we can obtain
the function ψj by a regularization of the characteristic function of, say Aj+2\Aj−2. To
this end, notice that the function p→ d(p, ∂A) is (H, Y )-periodic. Indeed, if p ∈Hn,
d(2k · p,∂A) = inf{d(2k · p,q): q ∈ ∂A}= inf{d(2k · p,2k · (−2k) · q): q ∈ ∂A}
= inf{d(p, (−2k) · q): q ∈ ∂A}.
Thus, to prove that d(2k · p,∂A) = d(p, ∂A), we need only to prove that any q˜ ∈ ∂A
can be written as q˜ = (−2k) · q , for q suitable in ∂A. But this is straightforward, since
q := 2k · q˜ ∈ ∂A, by (H, Y )-periodicity.
Then we can take Aj = {p ∈A: d(p, ∂A) > 1/(j +m)}, where m ∈N has to be chosen
in such a way that Aj != ∅ for j  1. ✷
Theorem 2.11. Let A⊆Hn be a (H, Y )-periodic open set. We have:
˚E#,H(Y,A)
∗ = {f +∇
H
g: f ∈L2#,H
(
Y,A;HHn), g ∈ L2#,H(Y,A)}
and the action of f +∇
H
g on ϕ ∈ ˚E#,H(Y,A) is given by the expression
〈f +∇
H
g,ϕ〉 = 〈f,ϕ〉L2(Y∩A;HHn) − 〈g,divH ϕ〉L2(Y∩A).
In particular, if ϕ ∈ C∞#,H(Y,A;HHn) and suppϕ ⊂ A, then the action of f +∇Hg on ϕ
coincides with its action as a distribution. Moreover,
‖F‖2
˚E#,H(Y,A)∗
= inf
{
‖f ‖2
L2#,H(Y,A;HHn)
+ ‖g‖2
L2#,H(Y,A)
: F = f +∇
H
g
}
. (11)
Proof. Let us identify a section of the horizontal fibre bundle with its canonical
2n coordinates. Consider the map S : ˚E#,H(Y,A) → L2#,H(Y,A)2n+1 given by S(u) =
(u,divH u). By definition, S is an isometry on the closed subspace R(S).
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If F ∈ ˚E#,H(Y,A)∗, it defines a functional G on R(S), G = F ◦ S−1 such that
‖G‖ = ‖F‖. By Hahn–Banach theorem, such a functional can be continued on all of
L2#,H(Y,A)
2n+1 preserving its norm. Then we can conclude by Riesz’ representation
theorem. ✷
Proposition 2.12. Let A⊆Hn be a (H, Y )-periodic open set. The set{
f +∇
H
g: f ∈C∞#,H
(
Y,A;HHn), g ∈C∞#,H(Y,A), suppf, suppg ⊂A}
is dense in ˚E#,H(Y,A)∗.
Proof. If f +∇
H
g ∈ ˚E#,H(Y,A)∗, take fk ∈C∞#,H(Y,A;HHn), gk ∈C∞#,H(Y,A), suppfk,
suppgk ⊂ A such that fk → f in L2#,H(Y,A;HHn) and gk → g in L2#,H(Y,A) (see
Proposition 2.6). Then the assertion follows by (11). ✷
Definition 2.13. Let A be a (H, Y )-periodic connected open set, we shall say that A is of
2-Poincaré type if there exists c > 0 such that∫
A∩Y
∣∣∣∣u− ∫−
A∩Y
udh
∣∣∣∣2 dh c ∫
A∩Y
|∇
H
u|2 dh (12)
for any u ∈W 1,2#,H(Y,A). For sake of simplicity, from now on we shall write
∫−A∩Y udh=
uA∩Y .
Remark 2.14. We stress the fact that, since periodic functions are involved, the above
property does not depend on the boundary of the unit cell Y , but only on ∂A. Indeed,
since
∫
A∩Y |u− t|2 dh attains its minimum for t =
∫−A∩Y udh, an easy periodicity argument
shows that (12) follows provided there exists a bounded set B , with Y ⊆ B , such that the
Poincaré inequality ∫
A∩B
∣∣∣∣u− ∫−
A∩B
udh
∣∣∣∣2 dh c ∫
A∩B
|∇
H
u|2 dh
holds for any u ∈W 1,2
H
(A∩B). For conditions implying (12), see [9,11].
Sets of 2-Poincaré type will play a major role in our results, so that it is natural to look
for simple assumptions insuring a Poincaré type inequality. In general Carnot groups, this
is a very difficult problem far from being well understood, but luckily in the setting of the
Heisenberg group, a neat and very deep result has been proved recently by R. Monti and
D. Morbidelli [16] for Step 2 Carnot groups. In our setting, their result reads as follows.
Theorem 2.15. Let A be a (H, Y )-periodic connected open set with C1,1-boundary (in the
usual sense). Then A is of 2-Poincaré type.
508 B. Franchi, M.C. Tesi / J. Math. Pures Appl. 81 (2002) 495–532
Theorem 2.16. Let A⊆Hn be a (H, Y )-periodic connected open set of 2-Poincaré type,
and let F ∈ L2(Ω; ˚E#,H(Y,A)∗) be such that∫
Ω
F(p)
(
ϕ(p, ·))dp = 0 (13)
for any ϕ = ϕ(p,q) ∈ L2(Ω; ˚E#,H(Y,A)) with divH,q ϕ = 0 for a.e. p ∈ Ω . Then F =
∇H,qg, with g ∈ L2(Ω;L2#,H(Y,A)/R).
Proof. Consider the map:
T :L2
(
Ω;L2#,H(Y,A)/R
)→L2(Ω; ˚E#,H(Y,A)∗)
given by T u=∇H,qu. We want to show that
‖T u‖
L2(Ω; ˚E#,H(Y,A)∗)  c‖u‖L2(Ω;L2#,H(Y,A)/R). (14)
Clearly, T is continuous, by (11). Arguing as in Remark 2.7 and again by continuity, we
can assume
u= v + λ, v ∈ L2(Ω;C∞#,H(Y,A)),
suppv(p, ·)⊂A for a.e. p ∈Ω, λ ∈L2(Ω,R)
and ∫
A∩Y
u(p,q)dq = 0 for a.e. p ∈Ω.
Let us fix the function u and notice that
T (u)(ϕ) := −
∫
Ω
〈u,divH,q ϕ〉L2(A∩Y ) dp
=
∫
Ω
〈∇H,qu,ϕ〉(L2(A∩Y ))2n dp for any ϕ ∈ L2
(
Ω; ˚E#,H(Y,A)
)
. (15)
To prove (14), consider now the bilinear form on L2(Ω;W 1,2#,H(Y,A)/R) defined by:
Q(ϕ,ψ)=
∫
Ω
( ∫
A∩Y
〈∇H,qϕ,∇H,qψ〉dq
)
dp. (16)
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Clearly,Q is continuous. To prove thatQ is coercive it is enough to notice that, by Poincaré
inequality (12),
Q(ϕ,ϕ) c
∫
Ω
( ∫
A∩Y
|ϕ − ϕA∩Y |2 dq
)
dp = c‖ϕ‖2
L2(Ω;L2#,H(Y ;A)/R)
.
Hence, by Lax–Milgram theorem, there exists a (unique) ϕ ∈ L2(Ω;W 1,2#,H(Y,A)/R) such
that
Q(ϕ,ψ)=
∫
Ω
( ∫
A∩Y
uψ dq
)
dp (17)
for all ψ ∈ L2(Ω;W 1,2#,H(Y,A)/R). If we choose ψ = ϕ, then, keeping in mind Poincaré
inequality (12), in particular, we get
‖∇H,qϕ‖2L2(Ω;L2(Y∩A)) 
1
c
‖u‖L2(Ω;L2(Y∩A)). (18)
In addition, since we know
∫
A∩Y u(p,q)dq = 0 for a.e. p ∈Ω , identity (17) in particular
holds when we choose ψ = u.
Suppose now for a while we know
∇H,qϕ ∈ L2
(
Ω; ˚E#,H(Y,A)
)
with (19)
‖∇H,qϕ‖L2(Ω; ˚E#,H(Y,A)) 
1
c
‖u‖L2(Ω;L2#,H(Y,A)/R), (20)
then we would have (by (15), (19), and (20))
‖T u‖
L2(Ω; ˚E#,H(Y,A)∗) = sup
ψ∈L2(Ω; ˚E#,H(Y,A))
T (u)(ψ)
‖ψ‖
L2(Ω; ˚E#,H(Y,A))
 T (u)(∇H,qϕ)‖∇H,qϕ‖L2(Ω; ˚E#,H(Y,A))
 c Q(u,ϕ)‖u‖L2(Ω;L2#,H(Y,A)/R)
= (by (17) with ψ = u) c‖u‖L2(Ω;L2#,H(Y,A)/R)
and (14) would be proved.
To prove (19) and (20), consider now the functional Lϕ on L2( ˚E#,H(Y,A)∗;R) defined
by:
Lϕ(f +∇H,qg) := 〈f,∇H,qϕ〉L2(Ω;L2(Y∩A;HHn))
+ 〈∇H,qg,∇H,qϕ〉L2(Ω;L2(Y∩A;HHn)),
510 B. Franchi, M.C. Tesi / J. Math. Pures Appl. 81 (2002) 495–532
with f ∈ L2(Ω;C∞#,H(Y,A;HHn)), g ∈ L2(Ω;C∞#,H(Y,A)), suppf ⊂ A, suppg ⊂ A (as
we showed in Proposition 2.12, such a set is dense in L2(Ω; ˚E#,H(Y,A)∗)). Notice also
that the definition of Lϕ is well posed, in the sense that it does not depend on the choice of
f,g associated with a given functional in ˚E#,H(Y,A)∗.
Keeping in mind (18), we have:∣∣Lϕ(f +∇H,qg)∣∣
= ∣∣〈f,∇H,qϕ〉L2(Ω;L2(Y∩A;HHn)) + 〈g,u〉L2(Ω;L2(Y∩A))∣∣
 ‖f ‖L2(Ω;L2(Y∩A;HHn))‖∇H,qϕ‖L2(Ω;L2(Y∩A;HHn))
+ ‖g‖L2(Ω;L2(Y∩A))‖u‖L2(Ω;L2(Y∩A))

(‖f ‖2
L2(Ω;L2(Y∩A;HHn)) + ‖g‖2L2(Ω;L2(Y∩A))
)1/2
× (‖∇H,qϕ‖2L2(Ω;L2(Y∩A;HHn)) + ‖u‖2L2(Ω;L2(Y∩A)))1/2
 1
c
(‖f ‖2
L2(Ω;L2(Y∩A;HHn)) + ‖g‖2L2(Ω;L2(Y∩A))
)1/2‖u‖L2(Ω;L2(Y∩A)).
Taking the infimum with respect to all pairs f,g representing the same functional, we
obtain that
Lϕ ∈ ˚E#,H(Y,A)∗∗ = ˚E#,H(Y,A) and
‖Lϕ‖ ‖u‖L2(Ω;L2(Y∩A)) = ‖u‖L2(Ω;L2#,H(A)).
Thus (19) and (20) are proved and hence (14) follows.
Hence, there exists ψ ∈ ˚E#,H(Y,A) such that
Lϕ(f +∇H,qg)= 〈f,ψ〉L2(Ω;L2(Y∩A;HHn)) − 〈g,divψ〉L2(Ω;L2(Y∩A))
for all f ∈ L2(Ω;L2#,H(Y,A;HHn)), g ∈ L2(Ω;L2#,H(Y,A)).
Taking g ≡ 0, we get ∇H,qϕ = ψ and statements (19), (20) together with (14) are
proved, so that R(T ), the range of T , is closed in L2(Ω; ˚E#,H(Y,A)∗). This implies that
R(T )=R(T )⊥⊥ = (kerT ∗)⊥. Let us show now that
kerT ∗ = {ϕ ∈L2(Ω; ˚E#,H(Y,A)): divH,q ϕ ≡ 0 for a.e. p ∈Ω}. (21)
Indeed, consider the map
S :L2
(
Ω; ˚E#,H(Y,A)
)→L2(Ω;L2#,H(Y,A)/R),
where S(ϕ) = divH,q ϕ (remember that
∫
A∩Y divH,q ϕ dh(q) = 0 for a.e. p ∈ Ω , and
Remark 2.7). If u ∈L2(Ω;L2#,H(Y,A)), then by (15)
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Ω
T (u)(ϕ)dp := −〈u,S(ϕ)〉
L2(Ω;L2#,H(Y,A)),
so that T ∗ = −S and (21) follows. Thus the functional F in (13) belongs to (kerT ∗)⊥ =
R(T ) and hence the assertion follows. ✷
The proof of Theorem 2.16 can be adapted (more precisely, simplified) in order to prove
the following result:
Corollary 2.17. Let A⊆Hn be a (H, Y )-periodic connected open set of 2-Poincaré type,
and let F ∈ ˚E#,H(Y,A)∗ be such that F(ϕ)= 0 for any ϕ ∈ ˚E#,H(Y,A) with divH ϕ = 0.
Then F =∇
H
g, with g ∈L2#,H(Y,A)/R.
Remark 2.18. It follows from the proof of Theorem 2.16 that if we drop the assumption A
is of 2-Poincaré type we still get F = ∇
H
g, but g ∈ L2(Ω;L2#,H,loc(Y,A)/R). Indeed it
is enough to replace W 1,2#,H(Y,A) by the completion of C
∞
#,H(Y,A) with respect to the
norm given by (16), that is a true norm, by local Poincaré inequality [15] and by the
connectedness of A.
We will need later the two following results:
Proposition 2.19. Let A be an open (H, Y )-periodic set in Hn. If β ∈ ˚E#,H(Y,A),
then the function β˜ obtained by continuing β with zero outside A still belongs to
˚E#,H(Y,H
n) and divH β˜ is d˜ivH β, i.e., the continuation of divH β by zero outside A.
Proof. Let β ∈ ˚E#,H(Y,A); then β is the limit in ˚E#,H(Y,A) of the sequence βn ∈
C∞#,H(Y,A;HHn), suppβn ⊆ A. Clearly, the functions β˜n obtained by continuing βn
by zero outside of A belong to C∞#,H(Y,Hn;HHn), and β˜n → β˜ in L2#,H(Y,Hn;HHn).
Notice that (β˜n)n∈N is a Cauchy sequence in ˚E#,H(Y,Hn), since ‖β˜n − β˜m‖ ˚E#,H(Y,Hn) =
‖βn − βm‖ ˚E#,H(Y,A), so that β˜ ∈ ˚E#,H(Y,Hn). Thus to accomplish the proof we have to
show that div β˜ = d˜ivβ .
If ϕ ∈D(Hn), then∫
Hn
〈
β˜,∇
H
ϕ
〉
dh =
∫
A
〈β,∇
H
ϕ〉dh= lim
n→∞
∫
A
〈βn,∇Hϕ〉dh
= − lim
n→∞
∫
A
(divH βn)ϕ dh=−
∫
A
(divH β)ϕ dh
= −
∫
Hn
(
d˜ivH β
)
ϕ dh,
and we are done. ✷
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Lemma 2.20. Let A ⊆ Hn be a (H, Y )-periodic connected open set. Let ξ ∈ R2n be
identified with a smooth section of HHn. If∫
A∩Y
〈ξ,ϕ〉dh= 0 (22)
for any ϕ ∈ V(A), then ξ = 0.
Proof. Let B ⊂⊂ A be any open (H, Y )-periodic connected set and let ϕ ∈ ˚E#,H(Y,B),
with divH ϕ = 0, be fixed. Denote by ϕ˜ the continuation of ϕ by zero outside B .
By Proposition 2.19 ϕ˜ ∈ ˚E#,H(Y,Hn). Arguing as in Proposition 2.6, using the group
convolution we can approximate ϕ˜ in ˚E#,H(Y,Hn) by means of smooth functions ϕn
supported in A and such that divH ϕn = 0 (all this because the left invariant vector fields
commute with the group convolution). In particular, ϕn ∈ V(A) and hence, by (22):∫
B∩Y
〈ξ,ϕ〉dh=
∫
Y
〈ξ, ϕ˜〉dh= lim
n→∞
∫
A∩Y
〈ξ,ϕn〉dh= 0
Thus, we can apply Corollary 2.17 and Remark 2.18 to conclude that there exists w ∈
L2#,H,loc(Y,A)/R such that ξ = ∇Hw. In particular 0 = divH(∇Hw) = Hw in B , and
hence w ∈ C∞#,H(Y,B), since the Kohn Laplacian H is hypoelliptic ([14]). Moreover,
∂tw = −(1/4)(X1Y1 − Y1X1)w = 0 in B and hence w is independent of t , since B is
connected. Take now a point p ∈ A; by connectedness, there exists a connected open
(H, Y )-periodic set B containing p and τ2ek (p), k = 1, . . . ,2n. Let w ∈ C∞#,H,loc(Y,B) be
such that ξ =∇
H
w in B . As we saw abovew is independent of t in B and Xjw= ∂w/∂xj ,
Yjw = ∂w/∂yj , j = 1, . . . , n so that w =∑2nj=1 ξjpj + c in B . On the other hand, by
periodicity, 0=w(p + τ2ek (p))−w(p)= 2ξk , and hence ξ = 0. ✷
The following result is completely analogous to the corresponding result for periodic
functions with respect to the standard structure of Rn (see, e.g., [6], Theorem 2.6). As for
the Heisenberg group, see also [5], Lemma 3.4.
Lemma 2.21. Let 1 <p <+∞ and f ∈ Lp#,H(Y ), then, as 0→ 0,
f ◦ δ1/0 ⇀ 1|Y |
∫
Y
f dh (23)
weakly in Lp(Ω), for any bounded open subset Ω of Hn.
Proof. Let Ω be a bounded open subset of Hn and, for sake of simplicity, let {Yk: k ∈
N} = {τ2@(Y ): @ ∈ Z2n+1} be the intrinsic pavage by unitary cubes in Hn, and let N(0)=
{δ0(Yk): δ0(Yk)⊂Ω}, N ′(0)= {δ0(Yk): δ0(Yk)∩ ∂Ω != ∅}. We have:
(1) lim0→0 02n+2 cardN(0)= |Ω |/|Y |,
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(2) lim sup0→0 02n+1 cardN ′(0) C|∂Ω |H.
We begin by proving (1). Since |Y |02n+2 = |δ0(Yk)|, then
cardN(0) · |Y |02n+2 =
∣∣∣ ⋃
δ0(Yk)∈N(0)
δ0(Yk)
∣∣∣= ∫
R3
χ⋃
δ0 (Yk)∈N(0) δ0 (Yk)
(p)dp.
If we prove that χ⋃
δ0 (Yk)∈N(0) δ0(Yk)
→ χΩ , then (1) follows from the dominated convergence
theorem. If p /∈ Ω we have χ(p) = 0 for all 0, which implies χ⋃
δ0 (Yk)∈N(0) δ0 (Yk)
(p)→
χΩ(p) for 0→ 0. Let p ∈Ω , then there exists δp > 0 such thatU(p, δp)⊆Ω ; on the other
hand, if p ∈ δ0(Yk) for a given k ∈ N, then for all ξ ∈ δ0(Yk), d(p, ξ) < diamd(δ0(Yk))=
0 diam(Y ) < δp for small 0, and then for small 0 we have δ0(Yk) ⊆ Ω which implies
δ0(Yk) ∈N(0) leading to χ⋃
δ0 (Yk)∈N(0) δ0 (Yk)
(p)= 1.
We now prove (2). If p ∈ ⋃δ0 (Yk)∈N ′(0) then d(p, ∂Ω)  C0. Indeed there exists
ξ ∈ δ0(Yk) ∩ ∂Ω , and so d(p, ∂Ω)  d(p, ξ)  2 diamd(δ0(Yk)) = 20 diamd(Y ) = c10.
This implies that
⋃
δ0/c1 (Yk)∈N ′(0/c1) δ0/c1(Yk) is contained in a 0-neighborhood of ∂Ω . But
this implies
∣∣∣⋃ δ0/c1(Yk)∣∣∣= |Y |( 0c1
)2n+2
cardN ′
(
0
c1
)
 |0-neighborhood of ∂Ω |
which in turn implies lim sup02n+1|Y | cardN ′(0) c1|∂Ω |H by [17]. ✷
Definition 2.22. A family of functions {u0} ∈ L2(Ω) is said to converge two-scale in Hn
to u0 ∈ L2(Ω × Y ), if for any ψ ∈D(Ω;C∞#,H(Y )) we have:
lim
0→0
∫
Ω
u0(p)ψ
(
p, δ1/0(p)
)
dp= 1|Y |
∫
Ω
∫
Y
u0(p, q)ψ(p,q)dq dp. (24)
As in [1], Proposition 1.6, we have:
Proposition 2.23. Let u0 be a sequence of functions in L2(Ω) which converges two-
scales to a limit u0 ∈ L2(Ω × Y ). Then u0 converges weakly in L2(Ω) to u0(p) =
1
|Y |
∫
Y
u0(p, q)dq .
Proposition 2.24. The following results hold:
(i) if ψ(p,q) = α(p)β(q), α ∈ D(Ω), β ∈ L2#,H(Y ), then ψ0(p) := ψ(p, δ1/0(p)) two-
scale converges to ψ(p,q) as 0→ 0, and
lim
0→0
∫
Ω
α2(p)β2
(
δ1/0(p)
)
dp= 1|Y |
∫
Ω
∫
Y
α2(p)β2(q)dq dp; (25)
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(ii) if ψ(p,q) ∈L2(Ω;C#,H(Y )), then ψ0(p) :=ψ(p, δ1/0(p)) is a measurable function
on Ω that two-scale converges to ψ(p,q) as 0→ 0, and, moreover,
lim
0→0
∫
Ω
ψ2
(
p, δ1/0(p)
)
dp = 1|Y |
∫
Ω
∫
Y
ψ2(p, q)dq dp (26)
∥∥ψ(p, δ1/0(p))∥∥L2(Ω)  ∥∥ψ(p,q)∥∥L2(Ω;C#,H(Y )); (27)
(iii) ifψ(p,q) ∈L2(Ω;C#,H(Y )) and ϕ(p,q) ∈D(Ω;C∞#,H(Y )), then ϕψ ∈L2(Ω;C#,H(Y ))
and hence the conclusions of (ii) still hold when ψ is replaced by ϕψ .
Corollary 2.25. If ψ satisfies the structure assumptions of (i) or (ii) in Proposition 2.24,
then for any sequence (v0)0>0 ∈ L2(Ω) such that v0 → v0 ∈ L2(Ω × Y ) two-scale, we
have: ∫
Ω
v0(p)ψ
(
p, δ1/0(p)
)
dp→ 1|Y |
∫
Ω
∫
Y
v0(p, q)ψ(p,q)dq dp,
i.e., we can take in (24) ψ as a test function.
Proof of Corollary 2.25. The statement follows from Proposition 2.24 and the following
lemma, that can be proved by repeating verbatim the argument of Theorem 1.8 in [1]:
Lemma 2.26. Let (u0)0>0 be a sequence in L2(Ω) that two-scale converges to u0 ∈
L2(Ω × Y ) and such that∫
Ω
u20(p)dp→
1
|Y |
∫
Ω
∫
Y
u20(p, q)dq dp.
Then, if (v0)0>0 is a sequence in L2(Ω) such that v0 → v0 ∈ L2(Ω × Y ) two-scale, we
have
u0v0 → 1|Y |
∫
Y
u0(·, q)v0(·, q)dq in D′(Ω) as 0→ 0.
In fact, to prove the corollary, let us consider first the case with ψ as in Proposi-
tion 2.24(ii). If η > 0, take ψ ∈D(Ω;C#,H(Y )) such that∫
Ω
∥∥ψ(p, ·)− ψ˜(p, ·)∥∥2
C#,H(Y )
dp < η2.
By Proposition 2.24(ii) the limit (26) holds for ψ˜ and hence we can apply Lemma 2.26
with u0(p)= ψ˜(p, δ1/0(p)), to conclude that
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ψ˜
(
p, δ1/0(p)
)
v0(p)→ 1|Y |
∫
Y
ψ˜(p, q)v0(p, q)dq (28)
in D′(Ω). Now∣∣∣∣∫
Ω
ψ
(
p, δ1/0(p)
)
v0(p)dp− 1|Y |
∫
Ω
∫
Y
ψ(p,q)v0(p, q)dq dp
∣∣∣∣

∫
Ω
∣∣ψ(p, δ1/0(p))− ψ˜(p, δ1/0(p))∣∣∣∣v0(p)∣∣ dp
+
∣∣∣∣∫
Ω
ψ˜
(
p, δ1/0(p)
)
v0(p)dp− 1|Y |
∫
Ω
∫
Y
ψ˜(p, q)v0(p, q)dq dp
∣∣∣∣
+ 1|Y |
∫
Ω
∫
Y
∣∣ψ(p,q)− ψ˜(p, q)∣∣∣∣v0(p, q)∣∣dq dp
= I1 + I2 + I3.
We now have the following estimate:
I1 
∫
Ω
∥∥ψ(p, ·)− ψ˜(p, ·)∥∥
C#,H(Y )
∣∣v0(p)∣∣dp  (∫
Ω
|v0(p)|2 dp
)1/2
η Cη,
since (v0)0>0 weakly converges in L2(Ω) (Proposition 2.23).
Analogously:
I3 
1
|Y |
(∫
Ω
∫
Y
∣∣ψ(p,q)− ψ˜(p, q)∣∣2 dq dp)1/2(∫
Ω
∫
Y
∣∣v0(p, q)∣∣2 dq dp)1/2  Cη.
Take now ϕ ∈D(Ω), ϕ ≡ 1 on supp ψ˜(·, q), then
I2 =
∣∣∣∣∫
Ω
ψ˜
(
p, δ1/0(p)
)
v0(p)ϕ(p)dp− 1|Y |
∫
Ω
∫
Y
ψ˜(p, q)v0(p, q)dqϕ(p)dp
∣∣∣∣< η
if 0 < 0(η), by (28), and we are done.
It remains the case with ψ as in Proposition 2.24(i). In this case, by Proposition 2.24(i)
and Lemma 2.26, we have:
ψ
(
p, δ1/0(p)
)
v0(p)→ 1|Y |
∫
Y
ψ(p,q)v0(p, q)dq
in D′(Ω). Taking now ϕ ≡ 1 on supp α we can conclude. ✷
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Proof of Proposition 2.24. Let us prove (i). We want to show that∫
Ω
α(p)β
(
δ1/0(p)
)
ϕ
(
p, δ1/0(p)
)
dp→ 1|Y |
∫
Ω
∫
Y
α(p)β(q)ϕ(p,q)dq dp (29)
as 0→ 0 for any ϕ ∈D(Ω;C∞#,H(Y )). To this end, notice first that∥∥β(δ1/0(·))∥∥L2(Ω)  C‖β‖L2(Y )
since, arguing as in Lemma 2.21,∫
Ω
β2
(
δ1/0(p)
)
dp= 02n+2
∫
δ1/0 (Ω)
β2(q)dq,
and δ1/0(Ω) can be covered by NΩ(0) copies of the unit cube Y , with NΩ(0) CΩ0−2n−2.
Let now η be given, and let pη(p,q)=∑|γ |,|δ|Mη cγ,δpγ qδ be a polynomial such that
max
Ω×Y¯
∣∣ϕ(p,q)− pη(p,q)∣∣< η.
Then set
ϕη(p,q)=
∑
|γ |,|δ|Mη
cγ,δp
γ gδ(q),
where gδ(q) ∈ L∞(Hn) is obtained by continuing the function cγ,δqδ by (H, Y )-
periodicity on all of Hn. Clearly
sup
Ω×Hn
∣∣ϕ(p,q)− ϕη(p,q)∣∣< η.
Thus we have:∣∣∣∣∫
Ω
α(p)β
(
δ1/0(p)
)
ϕ
(
p, δ1/0(p)
)
dp− 1|Y |
∫
Ω
∫
Y
α(p)β(q)ϕ(p,q)dq dp
∣∣∣∣

∫
Ω
∣∣α(p)∣∣∣∣β(δ1/0(p))∣∣∣∣ϕ(p, δ1/0(p))− ϕη(p, δ1/0(p))∣∣dp
+
∣∣∣∣∫
Ω
α(p)β
(
δ1/0(p)
)
ϕη
(
p, δ1/0(p)
)
dp− 1|Y |
∫
Ω
∫
Y
α(p)β(q)ϕη(p, q)dq dp
∣∣∣∣
+ 1|Y |
∫
Ω
∫
Y
∣∣α(p)∣∣∣∣β(q)∣∣∣∣ϕη(p,q)− ϕ(p,q)∣∣dq dp
= I1 + I2 + I3.
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We have now the following inequalities:
I1  η
∫
Ω
∣∣α(p)∣∣∣∣β(δ1/0(p))∣∣dp  η‖α‖L2(Ω)‖β‖L2(Y ),
and analogously,
I3  η‖α‖L1(Ω)‖β‖L2(Y )|Y |−1.
On the other hand, the function gδ(q)β(q) belongs to L2#,H(Y ), and hence (gδβ) ◦ δ1/0
converges weakly in L2(Ω) to its average on Y for any δ, |δ|Mη. Since α(p)pγ belongs
to L2(Ω), we conclude that∫
Ω
α(p)β
(
δ1/0(p)
)
pγ gδ
(
δ1/0(p)
)
dp→ 1|Y |
∫
Ω
α(p)pγ
∫
Y
β(q)gδ(q)dq dp,
as 0→ 0. Summing up for γ, δ, |γ |, |δ|Mη we conclude that I2 < η for 0 < 0(η,ϕη)=
0(η) and then (29) is proved.
We want to prove now that (25) holds. If N > 0, put βN = min{|β|,N}. Since βN ∈
L∞#,H(Y ), by Lemma 2.21,
lim inf
0→0
∫
Ω
α2(p)β2
(
δ1/0(p)
)
dp  lim
0→0
∫
Ω
α2(p)β2N
(
δ1/0(p)
)
dp
= 1|Y |
∫
Ω
∫
Y
α2(p)β2N(q)dq dp
 1|Y |
∫
Ω
∫
Y
α2(p)β2(q)dq dp− η|Y |
∫
Ω
α2(p)dp
if N >N(η), by dominated convergence theorem. On the other hand, arguing as in the first
part of the proof, we have:∫
Ω
α2(p)
[
β2
(
δ1/0(p)
)− β2N (δ1/0(p))]dp
maxΩ
α202n+2
∫
δ1/0 (Ω)
[
β2(q)− β2N(q)
]
dq
 CΩ maxΩ
α2
∫
Y
[
β2(q)− β2N(q)
]
dq < η
if N >N(η), so that
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lim sup
0→0
∫
Ω
α2(p)β2
(
δ1/0(p)
)
dp  lim
0→0
∫
Ω
α2(p)β2N
(
δ1/0(p)
)
dp+ η
= 1|Y |
∫
Ω
∫
Y
α2(p)β2N(q)dq dp+ η
 1|Y |
∫
Ω
∫
Y
α2(p)β2(q)dq dp+ η,
and (25) follows since η > 0 is arbitrary.
Coming to point (ii), for the measurability of ψ(p, δ1/0(p)) see [1, Lemma 1.3]. We
want to show here that given ψ ∈ L2(Ω;C#,H(Y )) we have:∫
Ω
ψ
(
p, δ1/0(p)
)
ϕ
(
p, δ1/0(p)
)
dp→ 1|Y |
∫
Ω
∫
Y
ψ(p,q)ϕ(p,q)dq dp
for any ϕ ∈D(Ω;C∞#,H(Y )). By the very definition of the space L2(Ω;C#,H(Y )) we have
the following inequality:
∫
Ω
∥∥∥∥∥ψ(p, ·)−
m∑
j=1
αj (p)ψj (·)
∥∥∥∥∥
2
C#,H(Y )
dp < η, (30)
where αj ∈ L2(Ω) and ψj are continuous Y -periodic functions in Hn. Thus we have:∣∣∣∣∫
Ω
ψ
(
p, δ1/0(p)
)
ϕ
(
p, δ1/0(p)
)
dp− 1|Y |
∫
Ω
∫
Y
ψ(p,q)ϕ(p,q)dq dp
∣∣∣∣

∫
Ω
∣∣∣∣∣ψ(p, δ1/0(p))−
m∑
j=1
αj (p)ψj
(
δ1/0(p)
)∣∣∣∣∣∣∣ϕ(p, δ1/0(p))∣∣dp
+
∣∣∣∣∣
∫
Ω
m∑
j=1
αj (p)ψj
(
δ1/0(p)
)
ϕ
(
p, δ1/0(p)
)
dp
− 1|Y |
∫
Ω
∫
Y
m∑
j=1
αj (p)ψj (q)ϕ(p,q)dq dp
∣∣∣∣∣
+ 1|Y |
∫
Ω
∫
Y
∣∣∣∣∣
m∑
j=1
αj (p)ψj (q)−ψ(p,q)
∣∣∣∣∣∣∣ϕ(p,q)∣∣dq dp
= I1 + I2 + I3.
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Using (30) we immediately have
I1 + I3 <Cη.
On the other hand, the function ψj (δ1/0(·))ϕ(·, δ1/0(·)) converges weakly in L2(Ω) to
1/|Y |∫
Y
ψj (q)ϕ(·, q)dq as 0→ 0 (see for instance [6, page 174]), and since αj ∈ L2(Ω)
we have:∫
Ω
m∑
j=1
αj (p)ψj
(
δ1/0(p)
)
ϕ
(
p, δ1/0(p)
)
dp→ 1|Y |
∫
Ω
∫
Y
m∑
j=1
αj (p)ψj (q)ϕ(p,q)dq dp
as 0 → 0, which implies I2 < η for 0 < 0(η). This gives the desired result. The proof
of (26) and (27) is completely analogous to the one in [1, Lemma 1.3]. In our case one still
works with Euclidean cubes, the only difference being that the periodicity of the functions
involved is respect to the Heisenberg group.
To prove (iii) notice that q → ψ(p,q)ϕ(p,q) is continuous and (H, Y )-periodic for
every p ∈Ω , and that suppψϕ ⊆ ϕ. Moreover,∫
Ω
(
max
q∈Y¯
∣∣ϕ(p,q)ψ(p,q)∣∣)2 dp maxΩ×Y¯ |ϕ|2
∫
Ω
(
max
q∈Y¯
∣∣ψ(p,q)∣∣)2 dp <∞
so that ϕψ ∈L2(Ω;C#,H(Y )), and the proof is completed. ✷
We now state and prove a crucial compactness result concerning two-scale convergence.
The proof is basically the one given in [6].
Theorem 2.27. Let {u0} be a bounded sequence in L2(Ω).Then there exists a subsequence
{u0n} and a function u0 ∈ L2(Ω × Y ) such that {u0n} two-scale converges in Hn to u0.
Proof. Let ψ ∈ L2(Ω;C#,H(Y )). Then from the boundedness of {u0}, Hölder inequality
and Proposition 2.24 we have:∣∣∣∣∫
Ω
u0(p)ψ
(
p, δ1/0(p)
)
dh(p)
∣∣∣∣C‖ψ‖L2(Ω;C#,H(Y )), (31)
with C not depending on 0.
So we can consider u0 as an elementU0 of the dual space ofL2(Ω;C#,H(Y )). From (31)
it follows
‖U0‖(L2(Ω;C#,H(Y )))∗ = sup
{〈U0,ψ〉(L2(Ω;C#,H(Y )))∗,L2(Ω;C#,H(Y )):
ψ ∈ L2(Ω;C#,H(Y )), ‖ψ‖L2(Ω;C#,H(Y ))  1}
 C, (32)
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and recalling that L2(Ω;C#,H(Y )) is separable, there exists a subsequence 0n such that
U0n ⇀U0 weakly∗ in
(
L2
(
Ω;C#,H(Y )
))∗
.
So we have:
〈U0,ψ〉(L2(Ω;C#,H(Y )))∗,L2(Ω;C#,H(Y )) = lim0n→0
∫
Ω
u0n(p)ψ
(
p, δ1/0n(p)
)
dh(p). (33)
On the other hand, from (31) we have:
lim
0n→0
∣∣∣∣∫
Ω
u0n(p)ψ
(
p, δ1/0n(p)
)
dh(p)
∣∣∣∣ C‖ψ‖L2(Ω×Y ). (34)
From (34) and (33) it follows the estimate:∣∣〈U0,ψ〉(L2(Ω;C#,H(Y )))∗,L2(Ω;C#,H(Y ))∣∣
 C‖ψ‖L2(Ω×Y ), ∀ψ ∈L2
(
Ω;C#,H(Y )
)
. (35)
But the space L2(Ω;C#,H(Y )) is dense in L2(Ω × Y ) (indeed D(Y ) is dense in L2(Y )
which implies L2(Ω;D(Y )) dense in L2(Ω;L2(Y )). Then the inclusion L2(Ω;D(Y ))⊂
L2(Ω;C#,H(Y ))⊂ L2(Ω;L2(Y )) gives the assertion, sinceL2(Ω;L2(Y ))= L2(Ω×Y )).
Thus inequality (35) holds for any function ψ ∈ L2(Ω × Y ), and so U0 can be extended
continuously to L2(Ω × Y ). But then from the Riesz representation theorem U0 can be
identified with an element u ∈ L2(Ω × Y ) such that
〈U0,ψ〉(L2(Ω;C#,H(Y )))∗,L2(Ω;C#,H(Y )) =
∫
Ω×Y
u(p,q)ψ(p,q)dh(p)dh(q). (36)
But (36) with (33) gives
lim
0n→0
∫
Ω
u0n(p)ψ
(
p, δ1/0n(p)
)
dh(p)=
∫
Ω×Y
u(p,q)ψ(p,q)dh(p)dh(q) (37)
which implies the assertion, with u0 = |Y |u. ✷
3. Homogenization in perforated domains
As an example of the two-scale technique applied in the Heisenberg group we will
consider homogenization in perforated domains. We will concentrate here on the case of
domains perforated with nonisolated holes (the case of isolated holes has been treated in [3,
4] essentially using the compensated compactness method).
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We recall that Y is the cube [−1,1[2n+1 in R2n+1. Let now Y ∗ ⊂ Y be a relatively open
set such that intY ∗ is connected and the set E∗ obtained by (H, Y )-periodicity from Y ∗ is
a smooth connected open subset of R2n+1, with ∂E∗ that coincides with the set we obtain
if ∂Y ∗\∂Y is continued by (H, Y )-periodicity. We can think of E∗ as a perforated domain,
usually called the material domain, and of Hn\E∗ as a family of periodic holes, the void
domain. If Ω ⊆ Hn is a bounded open set, then we define a sequence Ω0 of periodically
perforated subdomains as follows:
Ω0 =
{
p ∈Ω : χ(δ1/0(p))= 1},
where χ is the characteristic function of E∗. Clearly the sets Ω0 are (H, 0Y ∗)-periodic.
We notice that we are not assuming that Y\Y ∗  Y , so that the holes need not to be
isolated.
For instance, consider n = 1 and let p = (x, y, t) be a point in H1. Let U+ and U−,
U−  Y ∩ {y =−1}, U+  Y ∩ {y = 1} be open smooth sets such that
(0,2,0) ·U− =U+,
and let Y\Y ∗ be a “pipe" connecting U− and U+ and not touching ∂Y outside of U−
and U+.
Obviously, we need further assumptions on the shape of the pipe near y =±1 in order
to get the regularity of the global pipe obtained by periodicity. Notice that a certain degree
of regularity guarantees that Y ∗ is a 2-Poincaré domain (Theorem 2.15), so that all our
previous theory applies.
For instance, we might assume that there exist smooth functions g = g(x, t) and
h= h(y) such that the pipe is the restriction to Y of a smooth manifold that can be written
as h(y)= g(x, t) when |y + 1|< δ, and as h(y − 2)= g(x, t − 4x) when |y − 1|< δ.
The condition U−  Y ∩ {y = −1} requires that g(x, t) = h(−1) implies |x| < 1,
|t| < 1; analogously U+  Y ∩ {y = 1} requires g(x, t − 4x) = h(−1) implies |t| < 1.
For instance, if we strength the first assumption (corresponding to U−  Y ∩ {y =−1}) by
requiring that g(x, t)= h(−1) implies |x|< α, |t|< β with β + 4α < 1, then the second
property is automatically satisfied. Indeed if the above condition is satisfied, then in the set
1− δ < y < 1 the pipe continued by periodicity has the equation h(y − 2)= g(x, t − 4x),
whereas in the set 1 < y < 1+ δ, it is given by the family of points {(ξ, η, τ ): ξ = x, η=
y+2, τ = t+4x, h(y)= g(x, t)} = {h(y−2)= g(x, t−4x)}, and clearly, by our choice,
the two pieces well fit across y = 1.
We stress the fact that the above example is only the most elementary we can produce.
For instance, we can replace the assumption (0,2,0) · U− = U+ by (0,2,2k) · U− = U+
for some k ∈ Z. This means roughly speaking that the second end of the pipe in Y well
fits the first end of the pipe we obtain by translating first in the t-direction and then in the
y-direction.
Again, more generally, we can imagine a network of pipes originated by periodicity by a
system of 3 pipes smoothly connecting opposite regions Ux−, Ux+, U
y
−, U
y
+, Ut−, Ut+ where
(2,0,0) ·Ux− =Ux+, (0,2,0) ·Uy− =Uy+, (0,0,2) ·Ut− =Ut+.
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To produce a mind picture of the situation we are considering, suppose U− =
{(x,−1, t): x2 + t2  r2}, where r < 1/5; then a pipe satisfying our assumptions can be
obtained by taking a smooth function σ : [−1,1]→ [0,4] such that σ ≡ 0 in [−1,−1+η],
σ ≡ 4 in [1− η,1] and the pipe being defined by x2 + (t − σ(y)x)2  r2, −1 y  1.
Consider now a 2n × 2n symmetric matrix A = A(p,q), p ∈ Ω , q ∈ Hn, A being
(H, Y )-periodic in q for a.e. p ∈Ω and such that the entries of A= (A)i,j are admissible
functions in the sense of Proposition 2.24 and
λ|ξ |2  〈A(p,q)ξ, ξ 〉I|ξ |2 (38)
with I  λ > 0, for ξ ∈ R2n. The map p → A(p, δ1/0(p)) can be identified through
the canonical moving frame with a section of the vector bundle of symmetric linear
endomorphisms of the horizontal fibers.
We put
L0u=−divH(A∇Hu)+ u (39)
or, in coordinates,
L0u=−
∑
i,j
Zj
(
Ai,j
(
p, δ1/0(p)
)
Ziu
)+ u.
Consider now the following boundary value problem:
(P0)

L0u0 = f ∈ L2(Ω) in Ω0 ,〈
A
(
p, δ1/0(p)
)∇Hu0,nH(p)〉p = 0 on ∂Ω0\∂Ω ,
u0 = 0 on ∂Ω0 ∩ ∂Ω ,
or, more precisely, its weak formulation; we look for a function u0 ∈ V0 , where V0 is
the completion in W 1,2
H
(Ω0) of the space {u ∈ C∞(Ω0) ∩ C(Ω0) ∩W 1,2H (Ω0): u ≡ 0 on
∂Ω0 ∩ ∂Ω}, such that for all φ ∈C∞(Ω0)∩C(Ω0), φ ≡ 0 on ∂Ω0 ∩ ∂Ω ,
(PV0)
∫
Ω0
〈A0∇Hu0,∇Hφ〉dh+
∫
Ω0
u0φ dh=
∫
Ω0
f φ dh;
or, in coordinates,
∑
i,j
∫
Ω0
Ai,j
(
p, δ1/0(p)
)
Ziu0Zjφ dh+
∫
Ω0
u0φ dh=
∫
Ω0
f φ dh.
Clearly, problem (PV0) has a unique solution, by Lax–Milgram theorem. Moreover,
‖u0‖W 1,2
H
(Ω0)
 C‖f ‖L2(Ω0)  C‖f ‖L2(Ω) (40)
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for any 0 ∈ (0,1). Following [1, Theorem 2.9], put u˜0 and ∇˜Hu0 the continuation
respectively of u0 and ∇Hu0 by zero in Ω\Ω0 . We have:
Theorem 3.1. Suppose E∗ is a connected open set of 2-Poincaré type. The following two-
scale convergences hold:
(1) u˜0 → u(p)χ(q);
(2) ∇˜Hu0 → χ(q)
(∇Hu(p)+∇H,qu1(p, q)),
where χ = 1E∗ , and (u,u1) is the unique variational solution in the space
˚W
1,2
H
(Ω)×L2(Ω;W 1,2#,H(Y,E∗)/R)
of the following two-scale homogenized problem:
−divH,p
∫
Y ∗
A(p,q)
(∇
H
u(p)+∇H,qu1(p, q)
)
dh(q)+ |Y ∗|u(p)
= |Y ∗|f (p) a.e. in Ω,
−divH,q
[
A(p,q)
(∇
H
u(p)+∇H,qu1(p, q)
)]= 0 a.e. in Ω × Y ∗,〈
A(p,q)
(∇
H
u(p)+∇H,qu1(p, q)
)
, nH
〉= 0 on ∂Y ∗\∂Y.
Remark 3.2. If we drop the assumption E∗ is a set of 2-Poincaré type, then the assertion
still holds with
u1 ∈L2
(
Ω;L2#,H,loc(Y,E∗)/R
)
and ∇H,qu1 ∈ L2
(
Ω;L2#,H(Y,E∗)
)
.
Proof of Theorem 3.1. By (40) and Theorem 2.27, there exists a subsequence {0j }j∈N
such that, as j →∞,
u˜0j → u0(p, q) ∈L2(Ω × Y ) and ∇˜Hu0j → ξ0(p, q) ∈L2
(
Ω;L2(Y,HHn))
two scales. We claim that u0(p, ·) ≡ 0, ξ0(p, ·) ≡ 0 in Y0\Y ∗ for a.e. p ∈ Ω . To prove
this, it is enough to choose in Definition 2.22 ψ(p,q) = g(p)h(q), where g ∈ D(Ω) and
h ∈ C∞0 (Y0\Y ∗); without loss of generality we can think of h as continued by (H, Y )-
periodicity to all of Hn so that supph ⊆ (E∗)c. Then, keeping into account that u˜0 ≡ 0
and ∇˜Hu0 ≡ 0 in Ω\Ω0 , and then for instance u˜0(p)= u˜0(p)χ(δ1/0(p)), where χ is the
characteristic function of E∗, we have:
0 =
∫
Ω
u0(p)g(p)h
(
δ1/0(p)
)
dp→ 1|Y |
∫
Ω
(∫
Y
u0(p, q)h(q)dq
)
g(p)dp.
Since the set {g ∈ C∞0 (Y0\Y ∗)} is dense in L2(Y0\Y ∗), which is separable, we
can extract a countable subfamily C ⊆ C∞0 (Y0\Y ∗) that is dense in L2(Y0\Y ∗). Since
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∫
Ω(
∫
Y u0(p, q)h(q)dq)g(p)dp= 0 for any g ∈D(Ω) and for any h ∈ C , we can conclude
that u0(p, ·)≡ 0 on Y0\Y ∗ for a.e. p ∈Ω . An analogous argument works for ξ0.
We want to show now that u0 and ξ0 are as in (1) and (2), respectively. To this end,
it turns out simpler to work in coordinates, i.e., to identify sections of HHn with their
canonical 2n-dimensional coordinates. Thus, take
ψ =ψ(p,q) ∈ (D(Ω;C∞#,H(Y )))2n, suppψ(p, ·)⊆E∗ for p ∈Ω.
By definition, suppψ(·, δ1/0(·))⊆Ω0 , and we can write:∫
Ω0
〈∇
H
u0(p),ψ
(
p, δ1/0(p)
)〉
R2n dp
=−
∫
Ω0
u0(p)
[
(divH,p ψ)
(
p, δ1/0(p)
)+ 1
0
(divH,q ψ)
(
p, δ1/0(p)
)]
dp. (41)
Since divH,p ψ and divH,q ψ are admissible test functions, taking the limit as 0 → 0 we
get: ∫
Ω
dp
∫
Y ∗
dqu0(p, q)divH,q ψ(p,q)= 0.
Choose now ψ = g(p)h(q), h = (h1, . . . , h2n) where g is arbitrary in D(Ω) and h ∈
(C∞#,H(Y ))2n, supph∩ Y ⊆ int(Y ∗). The map p→
∫
Y ∗ u0(p, q)divH,q ψ(p,q)dq belongs
to L2(Ω), and then, arguing as above it follows that∫
Y ∗
u0(p, q)divH h(q)dq = 0 (42)
for a.e. p ∈Ω .
In turn, this implies that u0(p, ·) is constant on Y ∗ for a.e. p ∈Ω . This statement is well
known in the Euclidean setting, but it deserves few further words in our case. Indeed (42)
implies that Xju0(p, ·) ≡ 0 and Yju0(p, ·) ≡ 0 in int(Y ∗), j = 1, . . . , n, in the sense
of distributions. By Theorem 6.4 in [10] this implies u0(p, ·) ∈W 1,2H (int(Y ∗)), and then
that u0(p, ·) is locally constant, by Poincaré inequality. Since int(Y ∗) is connected, the
assertion follows. Thus, we can assume u0(p, q)= u(p)χ(q), where χ is the characteristic
function of Y ∗. By the way, u ∈L2(Ω).
The following lemma will provide the tool to achieve the proof.
Lemma 3.3. For any θ ∈ (L2(Ω))2n there exists ψ ∈ L2(Ω,V ) such that∫
Y ∗
ψ(p,q)dh(q)= θ(p), p ∈Ω, ‖ψ‖L2(Ω,V )  C‖θ‖(L2(Ω))2n.
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More precisely, ψ(p,q) = ∑2nj=1〈B−1θ(p), ej 〉vj (q), where B is a positive definite
constant matrix and vj ∈ V , j = 1, . . . ,2n. Hence, if θ ∈D(Ω)2n then ψ ∈D(Ω;V )2n.
Proof. We consider the bilinear form on V = V (Y,E∗):
Q(v,ϕ)=
2n∑
j=1
∫
Y ∗
〈∇
H
vj ,∇
H
ϕj
〉
dh,
where v = (v1, . . . , v2n), ϕ = (ϕ1, . . . , ϕ2n), and the linear functionals on V :
Li(ϕ)=
∫
Y ∗
〈ei , ϕ〉dh, i = 1, . . . ,2n,
where ei is the ith vector of the canonical orthonormal basis of R2n. We can prove that
each of the problems
Q(v,ϕ)= Li(ϕ), i = 1, . . . ,2n, (43)
has a unique solution vi = (v1i , . . . , v2ni ) in V by the Lax–Milgram lemma. To this end, let
us prove that the form Q is coercive on V . For this it will be enough to show that∫
Y ∗
|∇
H
v|2 dh c
∫
Y ∗
|v|2 dh for all v ∈C∞#,H(Y ), suppv ⊆E∗. (44)
By Proposition 2.1 we have Y ⊆ U(0,√n) ⊆ UC(0,√n/c). Let us prove preliminarily
that UC(0,
√
n/c) overlaps only a finite number of the tiles on the (H, Y )-periodic pavage.
Indeed, if p ∈ 2k · Y , then p= 2k · q , with q ∈ Y , and we have:
dC(p,0)  dC(2k,0)− dC(2k · q,2k)= dC(2k,0)− dC(q,0) 1
c
d(2k,0)−
√
n
c
= 1
c
max
{
2
∣∣(k1, . . . , k2n)∣∣,√2√k2n+1 }− √n
c

√
2
c
max
{√
k1, . . . ,
√
k2n,
√
k2n+1
}− √n
c
>
√
n
c
provided max{√k1, . . . ,√k2n,√k2n+1 }  2√n/2, so that UC(0,√n/c) ∩ 2k; Y is
nonempty only for a finite family of k. Denote now by m the average of v on UC(0,
√
n/c);
by [15], we have ∫
UC(0,
√
n/c)
|v−m|2 dh c2n
∫
UC(0,
√
n/c)
|∇
H
v|2 dh,
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which implies
c2n
∫
UC(0,
√
n/c)
|∇
H
v|2 dh
∫
Y
|v −m|2 dh
∫
Y ∗
|v−m|2 dh.
On the other hand, keeping in mind that E∗ ∩ Y = Y ∗ and v ≡ 0 on Y \ Y ∗, we have:
c2n
∫
UC(0,
√
n/c)
|∇
H
v|2 dh
∫
Y\Y ∗
|v−m|2 dh=m2(|Y | − |Y ∗|),
so that, by (Y,H)-periodicity, we have(∫
Y ∗
|v|2 dh
)1/2

(∫
Y ∗
|v −m|2 dh
)1/2
+ |Y ∗|1/2m
 cn
(
1+
( |Y ∗|
|Y | − |Y ∗|
)1/2)( ∫
UC(0,
√
n/c)
|∇
H
v|2 dh
)1/2
 c
∑
(2k·Y )∩UC(0,√n/c) !=∅
( ∫
2k·Y
|∇
H
v|2 dh
)1/2
= c
(∫
Y
|∇
H
v|2 dh
)1/2
= c
(∫
Y ∗
|∇
H
v|2 dh
)1/2
.
Consider now the constant 2n× 2n matrix B defined by:
Bij =
∫
Y ∗
2n∑
k=1
〈∇
H
vki ,∇Hvkj
〉
dh,
where vi , i = 1, . . . ,2n, are the solutions of the above mentioned problems. Let us prove
that Bij > 0. To this end take ξ = (ξ1, . . . , ξn) ∈Rn. We have:
∑
ij
Bij ξiξj =
∫
Y ∗
2n∑
k=1
∑
ij
〈∇
H
ξiv
k
i ,∇Hξj vkj
〉
dh
=
∫
Y ∗
2n∑
k=1
〈
∇
H
(∑
i
ξivi
)k
,∇
H
(∑
j
ξj vj
)k〉
dh
= Q
(∑
i
ξivi ,
∑
j
ξj vj
)
 0,
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and
∑
ij Bij ξiξj = 0 if and only if
∑
i ξivi ≡ 0. Suppose now
∑
i ξivi ≡ 0, and take ϕ ∈ V .
Then∫
Y ∗
〈∑
i
ξiei, ϕ
〉
dh=
∑
i
ξi
∫
Y ∗
〈ei, ϕ〉dh=
∑
i
ξiQ(vi , ϕ)=Q
(∑
i
ξivi , ϕ
)
= 0.
Hence, by Lemma 2.20,
∑
i ξiei = 0, that in turn implies ξ = 0. Thus
∑
ij Bij ξiξj > 0,
when ξ != 0; in particular the matrix B is invertible and ‖B−1‖<∞.
Then, for given θ ∈ (L2(Ω))2n, the function
ψ(p,q)=
2n∑
j=1
〈
B−1θ(p), ej
〉
vj (q) (45)
satisfies all the required properties. Indeed, concerning the first property we have:
〈∫
Y ∗
ψ(p,q)dq, ei
〉
=
2n∑
j=1
〈
B−1θ(p), ej
〉〈 ∫
Y ∗
vj (q)dq, ei
〉
(
noticing that Bij =
〈
ei,
∫
Y ∗
vj (q)dq
〉)
=
2n∑
j=1
〈
B−1θ(p), ej
〉
Bji =
∑
l,j,k
(
B−1
)
kl
θl(p)e
k
jBji
=
∑
l,j
(
B−1
)
j l
Bjiθl =
∑
l,j
(
B−1
)
lj
Bjiθl
=
∑
l
θlδli = θi.
Concerning the second property, notice that c‖vj‖2V Q(vj , vj ) = Lj (vj )  ‖vj‖V ,
so that ‖vj‖V  C, and hence we have:
(∫
Ω
∥∥ψ(p, ·)∥∥2
V
dp
)1/2
=
(∫
Ω
∥∥∥∥∥
2n∑
j
〈
B−1θ(p), ej
〉
vj (·)
∥∥∥∥∥
2
V
dp
)1/2
 C
(∫
Ω
2n∑
j
∣∣〈B−1θ(p), ej 〉∣∣2∥∥vj (·)∥∥2V dp
)1/2
 C
(∫
Ω
∥∥B−1∥∥2∣∣θ(p)∣∣2 dp)1/2  C‖θ‖(L2(Ω))2n. ✷
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Take now ψ ∈ D(Ω;V), so that suppψ(p, ·) ⊆ E∗ for p ∈ Ω , divH,q ψ(p, ·) ≡ 0.
From (41) we get:∫
Ω0
〈∇
H
u0(p),ψ
(
p, δ1/0(p)
)〉
2n dp =−
∫
Ω0
u0(p)divH,p ψ
(
p, δ1/0(p)
)
dp.
Taking the two-scale limit, and taking into account what we proved about ξ0 and u0, we
obtain: ∫
Ω
∫
Y ∗
〈
ξ0(p, q),ψ(p,q)
〉
2n dq dp =−
∫
Ω
u(p)divH,p
(∫
Y ∗
ψ(p,q)dq
)
dp. (46)
In particular, if ψ =∑mi=1 αi(p)βi(q), m ∈ N, with αi ∈ D(Ω) and βi ∈ V for i =
1, . . .m, (46) takes the form∫
Ω
∫
Y ∗
〈
ξ0(p, q),ψ(p,q)
〉
2n dq dp=−
∑
i
∫
Ω
u(p)
〈
∇
H
αi(p),
∫
Y ∗
βi(q)dq
〉
2n
dp. (47)
Clearly, by density, (47) still holds for βi ∈ V , i = 1, . . . ,m. Thus, by Lemma 3.3 (45), if
θ ∈D(Ω)2n identity (46) still holds for the function ψ associated with θ as in (45). Since
θ = ∫Y ∗ ψ(p,q)dq , we get∫
Ω
∫
Y ∗
〈
ξ0(p, q),ψ(p,q)
〉
2n dq dp=−
∫
Ω
u(p)divH θ(p)dp. (48)
Hence, since for all p ∈Ω , ψ(p, ·) ∈ V , then∣∣∣∣∫
Ω
u(p)divH θ(p)dp
∣∣∣∣  ‖ξ0‖(L2(Ω×Y ∗))2n‖ψ‖(L2(Ω×Y ∗))2n
 ‖ξ0‖(L2(Ω×Y ∗))2n‖ψ‖L2(Ω,V )
 C‖ξ0‖(L2(Ω×Y ∗))2n‖θ‖(L2(Ω))2n .
Thus, u can be identified with a linear continuous map Su from div(D(Ω)2n) ⊆
( ˚W
1,2
H
(Ω))∗ to R. Since div(D(Ω)2n) is dense in ( ˚W 1,2
H
(Ω))∗, then Su ∈ ( ˚W 1,2H (Ω))∗∗,
and hence u ∈ ˚W 1,2
H
(Ω).
Take now β ∈ ˚E#,H(Y,A), with divβ = 0 and let β˜ be as in Proposition 2.19. Obviously
div β˜ = 0. If α ∈ D(Ω), set ψ(p,q) = α(p) β˜(q), and let βn ∈ (C∞#,H(Y ))2n be such that
βn → β˜ in ˚E#,H(Y ). In (41) take
ψ(p,q)=ψn(p,q)= α(p)βn(q)
and get
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Ω0
α(p)
〈∇
H
u0(p),βn
(
δ1/0(p)
)〉
dp
=−
∫
Ω0
u0(p)
〈∇
H
α(p),βn
(
δ1/0(p)
)〉
dp
+ 1
0
∫
Ω0
u0(p)α(p)
(
divH βn
)(
δ1/0(p)
)
dp. (49)
We want to show that the above identity still holds with βn replaced by β˜. To this end
remember that βn → β˜, divβn → div β˜ in (L2(Ω))2n and L2(Ω), respectively, and notice
that α|∇
H
u0 |, u0 |∇Hα|, u0α belong to L2(Ω). Since div β˜ = 0, we get:∫
Ω0
α(p)
〈∇
H
u0(p), β˜
(
δ1/0(p)
)〉
dp=−
∫
Ω0
u0(p)
〈∇
H
α(p), β˜
(
δ1/0(p)
)〉
dp.
By Proposition 2.19, we can take now the limit as 0→ 0+ and we get:
∫
Ω
∫
Y ∗
〈
ξ0(p, q),α(p)β(q)
〉
dq dp = −
∫
Ω
∫
Y ∗
u(p)
〈∇
H
α(p),β(q)
〉
dq dp
(
since supp β˜ ⊆ Y ∗)
= −
∫
Ω
∫
Y ∗
u(p)divH,p
(
α(p)β(q)
)
dq dp
=
∫
Ω
∫
Y ∗
〈∇
H
u(p),α(p)β(q)
〉
dq dp.
Hence,
∫
Ω
α(p)
(∫
Y ∗
〈
ξ0(p, q)−∇Hu(p),β(q)
〉
dq
)
dp = 0. (50)
With p ∈Ω we can associate F(p) ∈ ( ˚E#,H(Y,E∗))∗ given by
F(p)(ϕ)=
∫
Y ∗
〈
ξ0(p, q)−∇Hu(p),ϕ(q)
〉
dq
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for ϕ ∈ ˚E#,H(Y,E∗). Indeed,
∣∣F(p)(ϕ)∣∣  ∫
Y ∗
(∣∣ξ0(p, q)∣∣+ ∣∣∇Hu(p)∣∣)∣∣ϕ(q)∣∣dq

((∫
Y ∗
∣∣ξ0(p, q)∣∣2 dq)1/2 + |Y ∗|1/2∣∣∇Hu(p)∣∣
)
‖ϕ‖L2#,H(Y,E∗)

((∫
Y ∗
∣∣ξ0(p, q)∣∣2 dq)1/2 + |Y ∗|1/2∣∣∇Hu(p)∣∣
)
‖ϕ‖
˚E#,H(Y,E∗),
and
∥∥F(p)∥∥
( ˚E#,H(Y,E∗))∗ 
((∫
Y ∗
∣∣ξ0(p, q)∣∣2 dq)1/2 + |Y ∗|1/2∣∣∇Hu(p)∣∣
)
<∞
for a.e. p ∈Ω . Moreover,∫
Ω
∥∥F(p)∥∥2
( ˚E#,H(Y,E∗))∗ dp  2
(‖ξ0‖2L2(Ω×Y ∗) + |Y ∗|‖u‖ ˚W 1,2#,H(Y,E∗)).
Thus (50) reads as ∫
Ω
F(p)
(
α(p)β
)
dp= 0 (51)
for any α ∈D(Ω) and β ∈ ˚E#,H(Y,E∗) with divβ = 0.
Since the map
α→
∫
Ω
F(p)
(
α(p)β
)
dp
is continuous when α ∈ L2(Ω), then (51) still holds when α is a characteristic function, so
that ∫
Ω
F(p)
(
ψ(p,q)
)
dp= 0 (52)
for any ψ =∑Nj=1 χEj (p)βj (q), with βj ∈ ˚E#,H(Y,E∗), divβj = 0, j = 1, . . . ,N . On the
other hand, these functions are dense in L2(Ω;H), where H = {β ∈ ˚E#,H(Y,E∗): divβ =
0}, and hence (52) holds with ψ ∈L2(Ω;H).
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By Theorem 2.16, there exists u1 = u1(p, q) ∈ L2(Ω;L2#,H(Y,E∗)/R) such that
ξ0(p, q)−∇Hu(p)=∇H,qu1(p, q) on E∗.
Hence u1 ∈ L2(Ω;W 1,2#,H(Y,E∗)/R) and since ξ0 is supported in Y ∗, then
ξ0(p, q)= χ(q)
(∇
H
u(p)+∇H,qu1(p, q)
)
.
(If E∗ is not of 2-Poincaré type, then u1 is only in L2(Ω;L2#,H,loc(Y,E∗)/R).)
We can conclude now as in [1]: in (PV0), choose φ of the form φ(p)+ 0φ1(p, δ1/0(p)),
where φ ∈ D(Ω) and φ1 ∈ D(Ω;C∞#,H(Y )). Since the vector fields Zj are homogeneous
with respect to the dilations δλ, we can conclude that
∑
i,j
∫
Ω
∫
Y ∗
Ai,j (p, q)
(
Ziu(p)+Zi,qu1(p, q)
)(
Zjφ(p)+Zj,qφ1(p, q)
)
dp dq
+ |Y ∗|
∫
Ω
u(p)φ(p)dp
= |Y ∗|
∫
Ω
f (p)φ(p)dp.
Thus, the pair (u,u1) ∈ ˚W 1,2H (Ω)×L2(Ω;W 1,2#,H(Y,E∗)/R) satisfies:
∑
i,j
∫
Ω
(∫
Y ∗
Ai,j (p, q)
(
Ziu(p)+Zi,qu1(p, q)
)
dq
)
Zjφ(p)dp
+ |Y ∗|
∫
Ω
u(p)φ(p)dp
= |Y ∗|
∫
Ω
f (p)φ(p)dp
and ∑
i,j
∫
Ω
∫
Y ∗
Ai,j (p, q)
(
Ziu(p)+Zi,qu1(p, q)
)
Zj,qφ1(p, q)dq dp = 0
so that (u,u1) is the variational solution of the system
−divH,p
∫
Y ∗
A(p,q)
(∇
H
u(p)+∇H,qu1(p, q)
)
dq + |Y ∗|u(p)= |Y ∗|f (p) a.e. in Ω
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and {
−divH,q
[
A(p,q)
(∇
H
u(p)+∇H,qu1(p, q)
)]= 0 a.e. in Ω × Y ∗,〈
A(p,q)
(∇
H
u(p)+∇H,qu1(p, q)
)
, nH
〉= 0 on ∂Y ∗\∂Y . ✷
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