In this paper, we propose a secondary consensus-based control layer for current sharing and voltage balancing in DC microGrids (mGs). Differently from existing approaches based on droop control, we assume decentralized Plug-and-Play (PnP) controllers at the primary level as they provide voltage stabilization and their design complexity is independent of the mG size. We analyze the behavior of the closed-loop mG by approximating local primary control loops with either unitary gains or first-order transfer functions. Besides proving stability, current sharing and voltage balancing in the asymptotic régime, we describe how to design secondary controllers in a PnP fashion when distributed generation units are added or removed. Theoretical results are complemented by simulations using a 5-DGUs mG implemented in Simulink/PLECS.
Introduction
Power generation and distribution is deeply changing due to the increasing diffusion of renewable energy sources, advances in energy storage, and active participation of consumers to the energy market [1] . This shift of paradigm motivated the development of migroGrids (mGs), commonly recognized as small-scale power system integrating Distributed Generation Units (DGUs), storage devices and loads. In addition, mGs can operate either connected to the main grid or in islanded mode [2, 3] . Since AC power generation is the standard for commercial, residential and industrial utilization, several studies focused on AC mGs [4, 5, 6, 7] . However, nowadays, DC energy systems are gaining interest [8, 9] because of the increasing number of DC loads, the availability of efficient converters, and the need of interfacing DC energy sources and batteries with minimal power losses. In particular, DC mGs are becoming more and more popular in several application domains, such as avionics, automotive, marine and residential systems. A key feature of DC mGs is that they can be coupled to the main grid only through AC-DC converters. These devices always limit the power transfer and, therefore, DC mGs can be thought as operating in islanded mode only. The basic issues in control of DC mGs are voltage stabilization [8, 10] and current sharing, the latter meaning that DGUs must compensate load currents proportionally to their ratings and independently of the mG topology and line impedances. An additional goal is voltage balancing, i.e. to keep the average output voltage of DGUs close to a prescribed level.
To realize these objectives, hierarchical control structures have been proposed. In the primary layer, current sharing regulation is usually implemented on top of local controllers comprising voltage and current loops. While centralized controllers can ensure voltage stabilization and accurate current sharing [11] , the computational and communication burden of these architectures increases with the mG size. Moreover, a single-point-of-failure in the central unit may cause the malfunction of the whole system [12, 13] . For these reasons, decentralized and distributed regulators, such as droop controllers [9] , are preferred. Droop control is a communication-less approach, but it might cause deviations of voltages from reference values. For solving this problem, droop controllers are often complemented with consensus algorithms [14] forming a secondary control layer [15, 16, 12, 17] .
In order to stabilize mGs with general topologies, the design of droop and consensus controllers is often done in a centralized fashion, i.e. exploiting knowledge about all DGUs and line models [14, 15, 12, 17] . These design approaches, however, become prohibitive when the mG size grows. Furthermore, in order to preserve stability, the plugging-in or out of DGUs might require the update of all local controllers in the mG. This motivated the development of scalable design procedures for local controllers [10, 16] . In [16] the authors propose primary droop regulators tightly coupled with secondary consensus filters for guaranteeing voltage stability and current sharing. For analysis purposes, inner voltage and current loops are simplified as unitary gains. For this approximation to hold, the interconnection of DGUs, equipped with inner loops only, must be asymptotically stable. In order to guarantee voltage stability, in [10] inner loops and droop controllers have been replaced by a new class of primary controllers, termed Plug-and-Play (PnP). Local PnP regulators also allow to tune the bandwidth of controlled DGUs through the use of prefilters. Furthermore, when a DGU wants to join the network, the possibility of designing PnP regulators for the DGU and its future neighbors can be automatically checked by solving local optimization problems exploiting information only about individual DGUs and the lines connected to them. In this way, the plug-in of DGUs is automatically denied, if dangerous for mG stability.
The goal of this paper is to enhance PnP controllers with secondary regulators for achieving current sharing and voltage balancing. Similarly to [12, 16, 15, 17] , we exploit consensus filters requiring DGUs to communicate in real-time over a network with arbitrary, yet connected, topology. We rigorously analyze the behavior of the closed-loop mG by approximating primary control loops with either unit gains (as in [16] ) or first-order transfer functions.
Current sharing and voltage balancing properties, are also demonstrated in simulation using a 5-DGUs mG implemented in Simulink/PLECS [18] , accounting for the non-idealities of real converters and lines.
Notation and basic definitions. The cardinality of the finite set S will be denoted with |S|.
A weighted graph is a directed graph G = (V, E, W ) defined by the set of nodes V = {1, . . . , n}, the set of edges E ⊆ V × V and the diagonal matrix W ∈ R |E|×|E| collecting on its diagonal the weights w i associated to edges e i ∈ E (i.e. W ii = w i ). The set of neighbors of node i ∈ V is
T , independently of the orientation of edges. The eigenvalues of a square matrix A of dimension n × n are denoted with λ i (A), i = 1, . . . , n. An Hermitian matrix A ∈ C n×n is positive (resp. negative) definite if x Ax is real and positive (resp. negative) for all non-zero column vectors x ∈ C n×n (x denotes the conjugate transpose of x). A positive (resp. negative) semi-definite Hermitian matrix is defined in the same way, except that the expression x * Ax is required to be always non-negative (resp. non-positive). If A ∈ R n×n , the above definitions can be similarly reformulated in the real sense, by just considering non-zero column vector x ∈ R n and replacing x with x T . Moreover, if a real matrix is also symmetric, we have consistency between real and complex definitions [20] .
The n × 1 vector of ones (resp. zeros) is denoted as 1 n (resp. 0 n ). The average of a vector v ∈ R n is v = 1 n n i v i . We denote with H 1 the subspace composed by all vectors with zero average [21, 22] i.e. [23] , i.e each vector v ∈ R n can always be written in a unique way as
Consider the matrix A ∈ R n×n . With the notation A(H 1 |H 1 ) we indicate the linear map A :
e. the restriction of the map A : R n → R n to the subspace H 1 ). For a subspace V ⊂ R n , we denote with
Preliminaries on Laplacian matrices. Laplacian matrices have key properties summarized in the next Proposition.
Proposition 1. For a connected graph G with weights w
n×n has the following properties:
(i) it has non positive off-diagonal elements;
Proof. Points (i)-(iii) are shown, e.g. in [24, 25] . Point (iv) has been shown in [21] with the framework of partial difference equations. Next, we provide a proof based on linear algebra only. We start noticing that the linear map A(H 1 |H 1 ) invertible if it is surjective and injective [26] . First, we show the surjectivity of A on H 1 . By construction, rank(A) = n − 1 because As in [10] , we consider a DC mG composed of N DGUs. For the sake of clarity, the electrical scheme of the i-th DGU is shown in Figure 1 . In each DGU, the generic renewable resource is modeled as a DC voltage source and a Buck converter is used to supply a local load connected to the Point of Common Coupling (PCC) through an RL filter. As in [27] , an averaging technique is adopted for modeling the Buck converter so as to neglect high frequency switching dynamics. Furthermore, we assume that loads I Li are unknown and treated as current disturbances [28, 10] . The controlled variable is the voltage at each PCC. From Figure 1 , by applying Kirchoff's voltage and current laws and exploiting Quasi Stationary Line (QSL) approximation of power lines [29] , we obtain the following model of DGU i
where inputs (V ti , I Li ) and V j ∈ N i , states (V i , I ti ), and electrical parameters R ti , C ti , L ti and R ij are shown in Figure 1 . In particular, V j is the voltage at the PCC of each neighboring DGU j ∈ N i .
Remark 1.
From Figure 1 
Plug-and-play design
In this Section, we briefly summarize the PnP scalable approach in [10] for designing primary decentralized controllers guaranteeing voltage stability in DC mGs. Local regulator C i of DGU i exploits measurements of V i and I ti to compute the command V ti of the i-th Buck converter and make V i track a reference signal V ref,i (see the scheme in Figure 1 ). Each controller is composed by a vector matrix gain K i and an integral action is present for zeroing the voltage tracking error. The decentralized design of these vector gains is the core of PnP controller synthesis. More specifically, as shown in [10] : (i) the design of K i requires only knowledge of the dynamics of DGU i and the parameters of power lines connecting it to its neighbors, (ii) K i is automatically computed solving a Linear Matrix Inequality (LMI) problem. For modeling the interaction of multiple DGUs, we represent the mG with a directed graph Figure 2 ), where (i) each node is a DGU with local PnP controller and local current load, (ii) edges (i, j) are power lines, and weights are the corresponding conduc-
Rij , (iii) we set N = |V el | and M = |E el |. Next, we show how to handle plugging -in/-out of DGUs while preserving the stability of the mG. Whenever a DGU (say DGU i) wants to join the network (e.g. DGU 6 in Figure 2 ), it sends a plug-in request to its future neighbors, i.e. DGUs j ∈ N i (e.g. DGUs 1 and 5 in Figure 2 ). Then, DGU i solves the LMI problem (15) in [10] . If the optimization problem is feasible, it returns a controller C i (i.e. a vector gain K i ) along with a local separable Lyapunov function that can be used for certifying stability of the whole mG. Since also DGUs j ∈ N i will have a new neighbor, they might need to update their controller C j by tacking into account the impedance of the new line ji. If LMI constraints of problem (15) in [10] for DGU j are still fulfilled, no update is necessary. Otherwise, DGU j solves an LMI problem analogous to the one solved by DGU i. If one of the above LMI problems is unfeasible, plug-in of DGU i is denied. Otherwise, DGU i can be connected and stability of the whole mG can be certified using the sum of the computed local Lyapunov functions. Unplugging of a DGU (say DGU m) follows a similar procedure: as line mk will be disconnected from the corresponding DGU k, all controllers C k , k ∈ N m must be successfully redesigned before allowing the disconnection. 
Remark 2. Local PnP controllers can be enhanced with pre-filters so as to shape in a desired

Secondary control based on consensus algorithms
PnP local regulators form a primary control layer capable to regulate the voltage at each PCC while guaranteeing stability of the overall mG. However, they do not to ensure current sharing and voltage balancing, defined as follows.
Definition 1. Current sharing is achieved if the overall load current is equally shared among
where
T is the vector of local load currents.
Assumption 1. Voltage references are identical for all DGUs
, i.e. V ref,i = V ref , ∀i ∈ V el .
Definition 2. Under Assumption 1, voltage balancing is achieved if
We highlight that current sharing is desirable in order to avoid situations in which some DGUs are not able to supply local loads, thus requiring power from other DGUs. A safe way to perform this operation is to make DGUs proportionally share their load current, according, for instance, to their generation capacity. This can be obtained by ensuring (3) while measuring the currents in per-unit (p.u.), with base currents equal to the current ratings of Buck converters.
Even if current sharing holds, the voltages at PCCs may have deviation from the nominal value. If not well controlled, overall voltage fault may happen to some PCCs. Accordingly, another objective is to ensure the average voltage value among all PCCs is equal to the nominal value (V ref ).
In order to guarantee current sharing and voltage balancing, we enhance primary PnP controllers with a consensus-based secondary control layer. In general, consensus algorithms can be used to achieve information sharing and coordination among agents. In our case, as shown in Figure 3 , a basic consensus scheme with continuous-time integrators [32] , adjusts the voltage references for each PnP regulator while considering the output current differences among DGUs, i.e.∆
where a ij = 1 if DGUs i and j are connected by a communication link and a ij = 0 otherwise.
Assumption 2. Integral coefficients k I,i are equal for all the DGUs
We assume bidirectional communication, i.e. a ij = a ji . Weights a ij = 0 induce a communication graph G c = (V el , E c , W c ) with unit weights, whose topology can be different from that of G el . More precisely, we assume that DGUs i and j communicate if a ij = 0, i.e. (i, j) ∈ E c ⇐⇒ a ij = 0. From now on, we will make the following standing assumption.
Assumption 3. The graph G el is weakly connected and the graph G c is connected.
From a system point of view, the collective dynamics of the group of DGUs following (5) can be expressed as∆
T collects the converter output currents,
Furthermore, my means of Assumption 2, L is a Laplacian matrix.
Modeling and analysis of the complete system
The hierarchical scheme of DGU i equipped with primary and secondary control loops is shown in Figure 3 . In order to assess the behavior of the overall closed-loop mG, we perform two separate analysis where each PnP-controlled DGU is approximated either as an unit-gain or as a first-order transfer function. 
Unit-gain approximation of PnP-controlled DGUs
By approximating primary PnP loops with ideal unitary gains, we have the relations
This approximation is reasonable at low frequencies (see Remark 2) . Furthermore, it allows us to develop, in a simple setting, methods and tools that will be also used in the more complex case considered in Section 4.2. The resulting hierarchical control scheme is shown in Figure 4 . In order to derive the dynamics of the overall mG as a function of the inputs I L and V ref , we write relations among variables in Figure 4a -4b. Hence, we have (6) and
From basic circuit theory, the relation between the vector of voltages V and the vector of line
where W is the weight matrix of G el and B = Q(G el ) is the incidence matrix of the mG. From Figure 4 , we also get
and, merging equations (6)- (9), we finally obtaiṅ
where matrix M = L(G el ) = BW B T is the Laplacian matrix of the electrical network and Q = LM. The matrix Q can fail to have all properties typical of Laplacian matrices. For instance, the product of two Laplacian matrices might be not symmetric and might have positive off-diagonal entries, even though weights of G el and G c are positive. However, Q has several features in common with Laplacian matrices, as shown in the next Proposition. As regards statement (iii), from [33] we know the product of two complex positive semidefinite matrices is diagonalizable and has nonnegative real eigenvalues. By construction, Laplacians L and M are positive semidefinite in the real sense. Moreover, they are symmetric, hence they are positive semidefinite also in the complex sense [20] . Consequently, from [33] , we can conclude that point (iii) holds true.
Finally, in order to prove (iv), we exploit Proposition 1. Notably, we have that the linear transformations L(H 1 |H 1 ) and M(H 1 |H 1 ) are invertible. Since the composition of invertible maps is invertible, point (iv) follows.
Point (v) follows from points (iii) and (i). Indeed, since Q is diagonalizable, algebraic and geometric multiplicity of null eigenvalues coincide. From point (i), since dim(H 1 ⊥ ) = 1, we conclude that the null eigenvalue of Q is unique.
Analysis of equilibria
In order to evaluate the steady-state behavior of the electrical signals appearing in Figure 4a -4b, we study the equilibria (if any) of system (10) . Hence, for given constant inputs (I * L , V * ref ), we compute the solutions ∆V * of equation (ii) all solutions ∆V * ∈ R N can be written as
Proof. Proposition 2-(ii) shows that (11) For the proof of statement (ii), we split ∆V * ∈ R N as in (1), i.e. ∆V * = ∆V * + ∆V * .
From (11) and Proposition 2-(i), one has that, irrespectively of ∆V Proof. At the equilibrium, from (6), we have that
since Ker(L) = H 1 ⊥ . Moreover, by substituting (8) in (9), it holds
From (14), since MV * ∈ H 1 (see Proposition 1-(iii)), it follows I * t = I * L . Moreover, from (13),Ī t = I * L . Consequently, the current sharing condition (3) is verified. Let now ∆V * be an equilibrium for system (10) . Replacing (12) in (7) and averaging the obtained vector, we get
which is the voltage balancing condition (4).
Through Proposition 4, we have shown the features of the equilibria associated to particular choices of inputs I L and V ref . Next, we prove the convergence of ∆V in (10) to the equilibrium ensuring both current sharing and voltage balancing (for constant I L * and V ref
.e. provide a condition that guarantees α in (12) is equal to zero.
Stability analysis
In order to proceed with the stability analysis of system (10), we consider the dynamics of projections P H 1 ⊥ (∆V) = ∆V and P H 1 (∆V) = ∆V.
Proposition 5. If ∆V verifies
then ∆V = ∆V + ∆V, where ∆V ∈ H 1 ⊥ and ∆V ∈ H 1 fulfill Σ :
and Σ :
Proof. We write vectors ∆V(0), I L and V ref according to the decomposition (1), i.e. using " v " and " v " for denoting their H 1 and H 1 ⊥ components, respectively. As described in [22] , we analyze the dynamics of ∆V by averaging both sides of (15) 
Remark 3. The splitting of Σ into systems Σ and Σ implies that the subspace
Consequently, in order to... According to system Σ, the value of P H 1 ⊥ (∆V) = ∆V remains constant over time and equal to ∆V 0 . Hence, in order to characterize the stability of equilibria (12) , it is sufficient to study the dynamics (17) . In an equivalent way, one can consider system (15) and the following definition of stability on a subspace.
Definition 3. Let V be a subspace of R n . The origin ofẋ = Ax, x(t) ∈ R n is Globally Exponentially Stable (GES) on
V if ∃κ, η > 0 : P V x(t) ≤ κe −ηt P V x
(0) . The parameter η is termed rate of convergence.
Note that Σ is a linear system and, for stability analysis, we can neglect inputs, hence obtaining
Theorem 1. The origin of (18) is GES on H 1 . Moreover, the rate of convergence is the smallest strictly positive eigenvalue of Q.
Proof. The proof of Theorem 1 is reported in Appendix A.
From the above results, we can conclude that, given an initial condition ∆V 0 for system (15) 
Proof. The proof directly follows from Proposition 4.
First-order approximation of PnP-controlled DGUs
In this Section, we adopt a less restrictive approximation of DGUs equipped with primary PnP regulators, and provide conditions guaranteeing current sharing and voltage balancing in the asymptotic régime. Figure 4a -4c shows the overall closed-loop scheme of an mG equipped with (i) consensus current loops and (ii) local control loops (each given by a DGU and the corresponding PnP controller) modeled as first-order transfer functions. Differently from the case analyzed in Section 4.1, each local dynamics is now described by means of two states which are the state of the consensus current loop (∆V i ) and the state of the controlled DGU (V i in Figure 4c ). We highlight that relations (6) and (7) still hold, while the additional state equation iṡ
where vectors
T and V belong to R N , and the diagonal matrix Ω = ω c I ∈ R N ×N , ω c > 0, collects on its diagonal the approximate bandwidth of each controlled DGU. In view of Remark 2, assuming equal approximate bandwidths for all the controlled DGUs is a mild constraint.
Similarly to the simplified case in Section 4.1, in order to find the dynamics of the closed-loop scheme, we write relations among mG variables. From Figure 4a , we notice that (6) holds, and
Always from Figure 4a , we have that, for line and output currents, equations (8) and (9) are still valid. By merging relations (6), (21), (20), (8) and (9), we can write the dynamics of the overall mG as
or, equivalently, in compact form,
Analysis of equilibria
Similarly to Section 4.1.1, we study the equilibria of system (22) 
Since matrix Ω is invertible, equation (24b) becomes
By substituting (25) in (24a), we get
that is exactly (11) . We can then exploit Proposition 3 for concluding that there are infinitely many solutions ∆V * ∈ R N in the form (12) . Replacing (12) in (25), we can write equilibria of system (22) as Proof. Since equation (6) holds, one has that, at the equilibrium, relation (13) is verified. Then, the proof is the same as the one of Proposition 4.
Stability analysis Proposition 7. If [∆V
and
respectively.
Proof. The dynamics of ∆V and ∆V can be derived proceeding as in the proof of Proposition 5.
In a similar way, by averaging both sides of (22b), one derives the (independent) dynamics of V and V.
The above decomposition allows us to evaluate the evolution of state v on R N ×N by separately analyzing dynamics (27) and (28) 
where, according to (27a), each term ∆V i in can be treated as an exogenous input (thus not affecting stability properties). It follows that dynamics (30) is asymptotically stable, since ω c > 0. In summary, system (27) tells us that the average ∆V will remain constant in time (and equal to ∆V 0 ), while V will converge to the origin. For studying stability properties of system Σ 1 , we consider (22) without inputs, i.e.
and analyze stability on H 1 × H 1 . We have the following result. Proof. The proof is given in Appendix B.
By means of Theorem 2, we have that, given an initial condition [∆V 0
T will converge to the equilibrium in (26) . with α = ∆V 0 Corollary 2. The conditions that ensure asymptotic current sharing and voltage balancing for system (22) are Assumption 1 and (19) .
Proof. The proof follows from Proposition 6.
PnP design of secondary control
We now describe the procedure for designing secondary controllers in a PnP fashion. When a DGU (say DGU i) sends a plug-in request at a timet, a set N Similarly, when a DGU (say DGU j) is unplugged at timet, provided that the new graphs G c and G el fulfill Assumption 3, the key condition that must be guaranteed is that the vector ∆V −j (i.e. ∆V without element j) verifies ∆V −j (t) = 0. If ∆V(t − ) = 0, this can be achieved by re-setting
Simulation results
In this Section, we assess the capability of the proposed control scheme to guarantee current sharing and voltage balancing while preserving overall voltage stability when plug-in of DGUs or load changes occur. Simulations have been performed in Simulink/PLECS. We consider an mG composed of 5 DGUs, arranged as in Figure 5 . Notice that some DGUs have more than one neighbor, hence load disturbances influencing their dynamics will be greater. Moreover, the presence of a loop in the electrical network further complicates voltage regulation. We highlight that the considered mG is composed of nonidentical DGUs and heterogeneous power lines. All the electrical and control parameters are collected in Tables 2 and 3 
Scenario 1
In the following, we describe in details Figure 7 , which illustrates the evolution of the main electrical quantities (i.e. DGU output currents, PCC voltages and averaged PCC voltage, respectively) when G c and G el have the same topology. At time t 0 = 0, all the DGUs are assumed to be isolated and only the primary PnP voltage regulators are active. Therefore, as shown in stage 1, (i) each DGU supplies its local load while keeping the corresponding PCC voltage at 48 V, and (ii) the DGU output currents are different. Notice that DGUs 1-4 are equipped with controllers C [i] designed by taking into account couplings among them. This is possible because, as shown [10] , local PnP controllers stabilize the mG also in absence of couplings. Because of this, when stage 2 starts (at time t 1 = 5 s) and subsystems 1-4 are connected together, no update of controllers is needed. For evaluating the PnP capabilities of our control scheme, at t 2 = 25 s, stage 3 starts with DGU 5 sending a plug-in request to DGU 4. Previous controllers C [4] and C [5] still fulfill the plug-in conditions in [10] : they are therefore maintained and the plug-in of DGU 5 is performed. At the same time, the secondary controller of DGU 5 is activated, and then the DGU contributes to current sharing. This can be noticed in Figure 7 , stage 3, as all PCC voltages change in order to let the output currents of DGUs 1-5 converge to a common value. Furthermore, by setting ∆V 5 (t 2 ) = 0 (as described in Section 4.3), we can maintain the average PCCs voltage at 48 V (see V av , stage 3).
Finally, at t 3 = 50 s (stage 4), we halve the load of DGU 1, thus increasing the corresponding load current I L1 and causing a peak in the corresponding output current. However, after few seconds, all the DGUs share again the total load current, while the averaged PCCs voltage converges to the reference value.
Scenario 2
In this second scenario, we assume all-to-all communication among DGUs. The simulation time events are summarized in Table 1 Figure 5 . Figure 7 shows the evolution of the main electrical quantities. We notice that the proposed control schemes is capable to guarantee all the desired properties (i.e. overall mG stability, robustness to load changes, current sharing and voltage balancing). As expected, a full-connected communication graph ensures faster convergence of the output currents when the secondary control layer is activated (see stages 2, 3 and 4 in Figure 7 ).
Conclusions
In this paper, a secondary consensus-based control layer for guaranteeing current sharing and voltage balancing in DC mGs has been presented. Besides overall mG stability, current sharing and voltage balancing have been rigorously proved in the asymptotic régime. Moreover, we presented a method for designing secondary controllers in a PnP fashion when DGUs are added. As regards future developments, communication delays [34, 35] , may be included in the mathematical analysis, as well as more complex consensus controllers (e.g. proportional-integral regulators) for enhancing the convergence speed. 
A Proof of Theorem 1
We introduce a preliminary Lemma, mainly taken from [23] .
I) there is a matrix T ∈ R n×n such that A = T −1 AT has the block-diagonal structure
In particular, if {b 1 , . . . , b k } and {b k+1 , . . . , b n } are basis for V and W, respectively, the transformation matrix T has the block structure
II) The origin ofẋ = Ax is GES on V if and only if the origin ofẋ
Proof. For the proof of Point I, we defer the reader to the proof of Theorem 19 in [23] . The proof of Point II directly follows from the block-diagonal structure of matrix A in (32) .
i.e. A 11 is the matrix representation of the map A(V|V). In other words, studying the stability of A on V is equivalent to study the stability of A 11 .
Moreover, by construction,
Since 
Matrix Q = T −1 QT is given by
where Q 11 ∈ R (N −1)×(N −1) . Moreover, scalar q 22 = 0 since, by construction, it represents the map Q(H 1 ⊥ |H 1 ⊥ ). We notice that the representations of ∆V and ∆V with respect to the basis B areṽ 1 
T , respectively. Now we prove that the origin ofv
is GES. Since Q and Q are similar matrices, they have the same eigenvalues. Therefore, from Proposition 2-(iii), all eigenvalues of Q 11 are strictly positive. This shows that (36) is GES and, as shown in [23] , the convergence rate is −λ, where λ is the minimal eigenvalue of Q 11 . The remainder of the proof follows directly from point II of Lemma 1. 2
B Proof of Theorem 2
We first present two Propositions which provide preliminary results that will be used to prove Theorem 2. 
From (37), one gets:
By isolating ∆V in (38b) and substituting it in (38a), we obtain 
Since all the coefficients of the polynomial in (41) are strictly positive, we can conclude that matrix Q has 2(N − 1) eigenvalues with Re(λ i ) < 0. 
By construction, matrices Q 11 and Q 22 in (42) represent the maps Q(V|V) and Q(W|W), respectively. In particular, in the light on the consideration made for system (27) , we have that the eigenvalues of Q 22 are zero and −ω c . Moreover, by construction, the eigenvalues of Q 11 are the 2(N − 1) eigenvalues of Q with strictly negative real part (see Proposition 9). 2
C Electrical and simulation parameters
In this appendix, we provide the electrical and control parameters of Scenarios 1 and 2, described in Section 5. 
