Blind deconvolution (BD) arises in many applications. Without assumptions on the signal and the filter, BD does not admit a unique solution. In practice, subspace or sparsity assumptions have shown the ability to reduce the search space and yield the unique solution. However, existing theoretical analysis on uniqueness in BD is rather limited. In an earlier paper, we provided the first algebraic sample complexities for BD that hold for Lebesgue almost all bases or frames. We showed that for BD of a pair of vectors in C n , with subspace constraints of dimensions m 1 and m 2 , respectively, a sample complexity of n ≥ m 1 m 2 is sufficient. This result is suboptimal, since the number of degrees of freedom is merely m 1 + m 2 − 1. We provided analogous results, with similar suboptimality, for BD with sparsity or mixed subspace and sparsity constraints. In this paper, taking advantage of the recent progress on the informationtheoretic limits of unique low-rank matrix recovery, we finally bridge this gap, and derive an optimal sample complexity result for BD with generic bases or frames. We show that for BD of an arbitrary pair (respectively, all pairs) of vectors in C n , with sparsity constraints of sparsity levels s 1 and s 2 , a sample complexity of n > s 1 + s 2 [respectively, n > 2(s 1 +s 2 )] is sufficient. We also present analogous results for BD with subspace constraints or mixed constraints, with the subspace dimension replacing the sparsity level. Last but not least, in all the above scenarios, if the bases or frames follow a probabilistic distribution specified in this paper, the recovery is not only unique, but also stable against small perturbations in the measurements, under the same sample complexities.
I. INTRODUCTION
B LIND deconvolution (BD) is the bilinear inverse problem of recovering the signal and the filter simultaneously given the their convolutioin or circular convolution. It arises in many applications, including blind image deblurring [1] , blind channel equalization [2] , speech dereverberation [3] , and seismic data analysis [4] . Without further assumptions, BD is an ill-posed problem, and does not yield a unique solution. In this paper, we focus on subspace or sparsity assumptions on Manuscript the signal and the filter. These priors, which render BD betterposed by reducing the search space, were shown to be effective constraints or regularizers in various applications [5] - [10] . However, despite the success in practice, the theoretical results on uniqueness in BD with a subspace or sparsity constraint are limited. Recently, the "lifting" scheme -recasting bilinear or quadratic inverse problems, such as blind deconvolution and phase retrieval, as rank-1 matrix recovery from linear measurements -has attracted considerable attention [10] , [11] . Choudhary and Mitra [12] showed that identifiability in BD (or in any bilinear inverse problem) hinges on the set of rank-2 matrices in a certain nullspace. In particular, they showed a negative result that the solution to BD with a canonical sparsity prior, that is, sparsity over the natural basis, is not identifiable [13] . However, the authors did not analyze the identifiability of signals that are sparse over other dictionaries. Eldar et al. [14] derived tight sufficient conditions for lowrank matrix recovery. However, the authors did not exploit any sparsity priors, and the results do not apply to structured measurements that arise in BD.
Using the lifting framework, Ahmed et al. [10] , Ling and Strohmer [15] , and Lee et al. [16] , [17] proposed algorithms to solve BD with with subspace constraints, mixed constraints, and sparsity constraints, respectively. Chi [18] solved BD with mixed constraints, where the sparse spikes do not necessarily lie on a grid. 1 They all showed successful recovery using convex programming or alternating minimization, which implies identifiability and stability. These results are constructive, being demonstrated by establishing performance guarantees of algorithms. However, the guarantees are only shown to hold with high probability. The probability of failure is nonzero, and decays in a power-law form as the size of the problem increases.
In earlier papers [19] , [20] , we addressed the identifiability up to scaling in single channel blind deconvolution under subspace or sparsity constraints. We presented the first algebraic sample complexities for BD with fully deterministic signal models. In particular, we showed that for BD of a pair of vectors in C n , with generic subspace constraints of dimensions m 1 and m 2 , the bilinear mapping is injective if n ≥ m 1 m 2 . This sufficient condition is suboptimal for two reasons. First, it has been shown that the information-theoretic limit (necessary condition) of such a problem is n ≥ m 1 + m 2 − 1 [21, Th. V.1] . Secondly, the number of degrees of freedom in the unknown pair of vectors is m 1 + m 2 − 1. Similarly, the sample complexities for BD with sparsity or with mixed constraints are n ≥ 2s 1 s 2 and n ≥ 2s 1 m 2 , respectively, where s 1 and s 2 denote the sparsity levels of the signal and the filter. Here the cost for the unknown support is an extra factor of 2. These results suffer from the same suboptimality as the results for the subspace constraints, in comparison to the number of degrees of freedom of the continuous-valued unknowns.
In this paper, we finally bridge this gap. We show nearly optimal sufficient conditions for identifiability and stability in blind deconvolution that match the number of degrees of freedom in the unknowns. Results are given for the cases of subspace constraints, sparsity constraints, or mixed constraints, and for complex or real signal and filter. For example, a sample complexity of n > s 1 + s 2 is sufficient to recover a pair of signals, which are s 1 and s 2 -sparse with respect to generic dictionaries, from their circular convolution. This sufficient condition almost matches the necessary condition in [21] . The results of this paper provide the first tight sample complexity bounds, without large constants or log factors, for unique and stable recovery in BD. Such tight bounds were not achieved (either for unique or for stable recovery) in any of the previous works [10] , [15] , [16] , [18] .
The tight sample complexities in the identifiability results apply to Lebesgue almost all bases or frames. 2 Given a sufficient number of measurements, the conditions for unique recovery are violated only on a set of Lebesgue measure zero. In this sense, these results are deterministic, requiring no probabilistic assumptions. As an immediate corollary though, if the bases or frames are drawn from any probability distribution that is absolutely continuous with respect to the Lebesgue measure (e.g., the entries are jointly Gaussian with a nonsingular covariance, or i.i.d. following a uniform distribution, etc.), then the results in this paper hold: they imply that the signal and the filter are identifiable with probability 1, which is better than being identifiable with high probability as in previous works [10] , [15] , [16] , [18] .
The unique recovery results are complemented by matching stability results. If the bases or frames follow a distribution specified later in this paper, then under the same sample complexities as in the identifiability results, the recovery is stable with high probability against small perturbations in the measurements. In this paper, the probability of failure decays in an exponential form as the size of the problem increases, faster than the power-law decay in previous works [10] , [15] , [16] , [18] .
Although all the main results of this paper are stated and proved for 1D circular convolution, they translate to 2D or higher-dimensional circular convolutions, by replacing the 1D discrete Fourier transform (DFT) with 2D or higherdimensional DFT's. These sample complexity bounds are theoretical confirmations that subspace and sparsity assumptions are effective regularizers for blind deconvolution problems, 2 Results of similar nature, in that they apply to "almost all" objects of interest, have been derived for FIR multichannel deconvolution [22] and for low-rank matrix recovery [14] . such as blind image deblurring and blind channel equalization. The solutions are indeed unique and stable as long as the number of measurements exceeds the number of unknowns. Although the emphasis of this paper is not on any practical method, it provides a guideline for solving BD with subspace or sparsity priors. Algorithms that succeed only in regimes with suboptimal dependence on subspace dimensions or sparsity levels (e.g., requiring a sample complexity of n = (s 1 s 2 ) to recover a pair of signals of s 1 and s 2 ), are not due to a fundamental limitation, but due to the suboptimality of the method or its analysis. On the other hand, our results encourage the pursuit of algorithms that are guaranteed to succeed in the optimal regime [10] , [16] , [23] .
One of the main technical tools for the derivation of our results are results on information-theoretic limits of lowrank matrix recovery. Inspired by the brilliant work of Riegler et al. [24] on such limits for real matrix recovery from noise-free observations, we extend the results to complex matrix recovery from noisy observations, and apply them to blind deconvolution. The contributions of our extension include: (i) we refine the covering number argument used in [24] to achieve stability under the same sample complexity; (ii) we provide a simpler proof that gets rid of some unnecessary technicalities; (iii) we derive a concentration of measure bound with better constants, and an analogous result in the complex case, which is a non-trivial extension. These results may be of independent interest.
After this paper was submitted and posted on arXiv [25] , Kech and Krahmer [26] proved slightly improved identifiability and stability results for blind deconvolution using techniques from algebraic geometry. Their sample complexities, proved to be both necessary and sufficient, differ from ours by an additive term of at most 5 samples. For example, we show that a sample complexity of n > 2(s 1 + s 2 ) is sufficient for the uniform identifiability of every pair of signals of sparsity s 1 and s 2 , respectively. In comparison, Kech and Krahmer gave an optimal bound n ≥ 2(s 1 +s 2 )−2, which differs from our sample complexity by 3 samples. For BD with sparsity constraints, Kech and Krahmer only considered undercomplete or square dictionaries, in contrast to our analysis, which applies also to overcomplete dictionaries.
The rest of the paper is organized as follows. Notations are introduced in Section I-A. In Section II, we formally state the blind deconvolution problem and its connection with matrix recovery. In Section III, we state our main results for the identifiability and stability in BD of complex signals and of real signals. In Section IV, we extend the result for real matrix recovery [24] to complex matrix recovery, which is critical to the proofs of the main results in Section V. We conclude the paper in Section VI.
A. Notations
We use lower-case letters x, y, z to denote vectors, and upper-case letters D and E to denote matrices. We use F to denote the normalized (unitary) discrete Fourier transform (DFT) matrix. Unless otherwise stated, all vectors are column vectors. The dimensions of all vectors and matrices are made clear in the context. We use superscript letters to denote subvectors or submatrices. For example, the scalar x ( j ) represents the j th entry of x. The vector D ( j,:) represents the j th row of the matrix D. The colon notation is borrowed from MATLAB. The transpose and conjugate transpose to a matrix A are denoted by A T and A * , respectively. The inner product of two matrices A and M are denoted by A, M = trace(A * M). We use · 0 to denote the 0 "norm", or number of nonzero entries. We use · 2 to denote the 2 norm of a vector or the spectral norm of a matrix, and · F to denote the Frobenious norm of a matrix. We use to denote entrywise product. Circular convolution is denoted by .
We say a subset M of a linear vector space is a cone, if for every M ∈ M and every σ > 0, the scaled vector σ M ∈ M . The real and imaginary parts of a complex vector are denoted by Re(x) and Im(x), respectively. If X is a subset of C m , then we use Re( X ) = {Re(x) : x ∈ X }, and Im( X ) = {Im(x) : x ∈ X } to denote the real and imaginary parts of X . The unit ball in R m (with respect to the 2 norm) centered at the origin is denoted by B R m . Then x + RB R m denotes the ball in R m of radius R centered at x. Similarly, the unit ball in C m 1 ×m 2 (with respect to the Frobenius norm) centered at the origin is denoted by B C m 1 ×m 2 . Then M + RB C m 1 ×m 2 denotes the ball in C m 1 ×m 2 of radius R centered at M. We use V C m (R) = RB C m dx to denote the volume of a ball of radius R in C m . Here, the multiple integral of a real-valued function f (x) over X ⊂ C m is defined as the multiple integral of f (y (1:m) 
We say a property holds for (Lebesgue) almost all vectors/matrices, or generic vectors/matrices, if the property holds for all vectors/matrices except for a set of Lebesgue measure zero.
II. PROBLEM STATEMENT

A. Blind Deconvolution
In this paper, we study the blind deconvolution (BD) problem with the circular convolution model. It is the joint recovery of two vectors u 0 ∈ C n and v 0 ∈ C n , namely the signal and the filter, 3 given their circular convolution z = u 0 v 0 , subject to subspace or sparsity constraints. The constraint sets U and V are subsets of C n . With these definitions, the BD problem is written as follows:
We further assume that the constraint sets, which add to BD the prior information of the signal and the filter, are subspaces or sets of sparse vectors over a dictionary. For example, in blind image deblurring, the image (signal) can be assumed to be sparse over a dictionary (e.g., wavelets). The point spread function (filter) either has a small support and hence belongs to a subspace, or follows a simple parametric model that can be linearized by manifold embedding [27] .
Another example is blind echo cancellation, where one can model a multipath channel as a sparse vector. With channel coding, the transmitted signal resides in the column space of the coding matrix. For more examples of subspace or sparsity priors in BD, we refer the readers to [10] , [15] , [16] , [23] , and the references therein. Specifically, we consider the following scenarios for the constraints: 1) (Subspace Constraints) The signal u and the filter v reside in lower-dimensional subspaces spanned by the columns of D ∈ C n×m 1 and E ∈ C n×m 2 , respectively, with m 1 , m 2 < n. The matrices D and E have full column ranks. The signal u = Dx for some x ∈ C m 1 . The filter v = E y for some y ∈ C m 2 . 2) (Sparsity Constraints) The signal u and the filter v are sparse over given dictionaries formed by the columns of D ∈ C n×m 1 and E ∈ C n×m 2 , with sparsity level s 1 and s 2 , respectively. Here m 1 and m 2 do not have to be smaller than n. The matrices D and E are bases or frames that satisfy the spark condition [28] : the spark, namely the smallest number of columns that are linearly dependent, of D (resp. E) is greater than 2s 1 (resp. 2s 2 ). The signal u = Dx for some
The signal u is sparse over a given dictionary D ∈ C n×m 1 , and the filter v resides in a lower-dimensional subspace spanned by the columns of E ∈ C n×m 2 , with m 2 < n. The matrix D satisfies the spark condition, and E has full column rank. The signal u = Dx for some x ∈ C m 1 with x 0 ≤ s 1 . The filter v = E y for some y ∈ C m 2 . 4 In all three scenarios, the vectors x, y, and z reside in Euclidean spaces C m 1 , C m 2 and C n . Given the measurement z = (Dx 0 ) (E y 0 ), the blind deconvolution problem can be rewritten in the following form:
If D and E satisfy the full column rank condition or the spark condition, then the uniqueness of (u, v) is equivalent to the uniqueness of (x, y). Indeed, the full rank or spark conditions are satisfied for Lebesgue almost all D and E. Therefore, the results about the recovery of (x, y) in BD with generic bases or frames imply the corresponding results for (u, v) . For simplicity, we will discuss problem (BD) from now on. The constraint sets X and Y depend on the constraints on the signal and the filter. For subspace constraints, X and Y are C m 1 and C m 2 , respectively. For sparsity constraints, X and Y are {x ∈ C m 1 : x 0 ≤ s 1 } and {y ∈ C m 2 : y 0 ≤ s 2 }, respectively.
B. Identifiability up to Scaling
An important question concerning the blind deconvolution problem is to determine when it admits a unique solution. The BD problem suffers from scaling ambiguity. For any nonzero scalar σ ∈ C such that σ x 0 ∈ X and 1
Therefore, BD does not yield a unique solution if X , Y contain such scaled versions of x 0 , y 0 (which is the case for the subspace or sparsity constraint sets in the previous section). Any valid definition of unique recovery in BD must address this issue. Our approach is as follows. If every solution (x, y) is a scaled version of (x 0 , y 0 ), then we say that (x 0 , y 0 ) can be uniquely identified up to scaling. 5 We also consider the case when this property is satisfied by all pairs (x 0 , y 0 ) of interest. Thus we define identifiability as follows.
Definition 1: 1) Weak identifiability: We say that the pair
(1)
, one can recast the BD problem as the recovery of the rank-1
Using this so-called "lifting" [10] procedure, the lifted BD problem has the following form:
The uniqueness of M 0 is equivalent to the identifiability of (x 0 , y 0 ) up to scaling. In (Lifted BD), weak identifiability means the recovery of M 0 is unique, or M 0 is the only point
Since X and Y are cones, the lifted constraint set M is also a cone. As shown later, for the linear operator G D E and the cone constraint set M , identifiability on M is essentially the same as identifiability on the constraint set restricted to the unit ball M B C m 1 ×m 2 . From now on, we use the shorthand notation
Hence σ B = M σ B C m 1 ×m 2 . 5 Unconstrained BD also suffers from shift ambiguity. If the signal and the filter are circularly shifted by and − , respectively, their circular convolution remains the same. However, the BD problem with generic basis or frames does not suffer from shift ambiguity. If the signal and the filter are shifted, then they no longer reside in the same generic subspaces, or are no longer sparse with respect to the same generic dictionaries, as before.
C. Stable Recovery
Noise is ubiquitous in real-world applications. In a noisy setting, the measurement in matrix recovery is z = G D E (M 0 )+ξ , where M 0 = x 0 y T 0 denotes the true rank-1 matrix, and ξ denotes noise or other perturbation in the measurement. In order to estimate M 0 from the measurement z, we consider the following constrained least squares problem:
For all practical purposes, the solution to a blind deconvolution problem is bounded. Therefore, we solve (Noisy BD) subject to the constraint set restricted to a ball, whose radius σ is sufficiently large. For example, σ can be set based on conservative upper estimates of the energy of x 0 and y 0 .
We introduce the following two notions of stability of recovery:
Definition 2: 1) Single point stability: We say that the recovery of
is a function of δ that vanishes as δ approaches 0.
It is easy to see that the stability as defined above, would guarantee the accuracy of the constrained least squares estimation. Let M 1 = x 1 y T 1 denote the solution to (Noisy BD). Suppose the perturbation ξ is small, i.e., ξ 2 ≤ δ 2 for some small δ > 0. Then the deviation of
By the definition of single point stability (or uniform stability),
, which is also a small quantity. If the recovery of M 0 is stable, then for every ε > 0, there exists δ > 0 such that for every M ∈ σ B that satisfies
If the recovery is uniformly stable on σ B , then for every ε > 0, there exists δ > 0 such that for all
Suppose M is a cone, and we need to evaluate stability on σ B = M σ B C m 1 ×m 2 . We can scale M 0 and the radius of the ball by 1 σ simultaneously. If for all M ∈ B such that
. Therefore, we only need to consider the stability of recovery on the constraint set restricted to the unit ball, B .
In the next section, we present the main results on the identifiability and stability in blind deconvolution, i.e., the optimal sample complexities that guarantee unique and stable recovery in (Lifted BD) and (Noisy BD), respectively.
III. MAIN RESULTS
We present the weak and strong identifiability results for blind deconvolution in Section III-A, and present single point and uniform stable recovery results in Section III-B. These results are proved in Section V, which depends heavily on the matrix recovery results in Section IV.
A. Identifiability Results
Subspace membership and sparsity have been used as priors in blind deconvolution for a long time. Previous works either use these priors without theoretical justification [5] - [9] , or impose probabilistic models and show successful recovery with high probability [10] , [15] , [16] , [18] . The sufficient conditions for the identifiability in BD in our prequel paper [19] are (except for a special class of so-called subband structured signals or filters) suboptimal. In this section, we present sufficient conditions for identifiability in BD, as defined in Section 1, with minimal assumptions. First, the weak identifiability results in the following theorem are sharp to within an additive term of two samples.
Theorem 3 (Weak Identifiability): If n > d, then for Lebesgue almost all D ∈ C n×m 1 and E ∈ C n×m 2 , the pair (x 0 , y 0 ) ∈ X × Y (x 0 = 0, y 0 = 0) is identifiable up to scaling. Here, d is the sample complexity bound, which is m 1 + m 2 , s 1 + m 2 , and s 1 + s 2 in the subspace, mixed, and sparsity constraints scenarios, respectively.
The above sufficient condition is appealing since it approaches the information-theoretic limit of blind deconvolution. For example, it has been shown that the necessary condition for blind deconvolution (or any bilinear inverse problem) with two unknown vectors of sparsity s 1 and s 2 is n ≥ s 1 + s 2 − 1, which is a fundamental limit [21, Th. V.1]. Therefore, to within two samples difference, our sufficient sample complexity presented above is optimal. Moreover, our sample complexity almost matches the number of degrees of freedom in the unknowns, which is m 1 + m 2 − 1, s 1 + m 2 − 1, and s 1 + s 2 − 1, for BD with subspace, mixed, and sparsity constraints, respectively.
This result is a sufficient condition for weak identifiability. Unlike our results on BD with generic bases or frames in [19] , which guarantee the injectivity of the bilinear mapping of circular convolution, this result only guarantees the identifiability of one pair (x 0 , y 0 ) in the constraint set. A sufficient condition for strong identifiability, which applies uniformly to all pairs (x 0 , y 0 ) in the constraint set, is presented next. In comparison to the optimal result in Theorem 3, the cost for strong identifiability is a factor of 2 in the sample complexity.
Theorem 4 (Strong Identifiability): If n > 2d, then for Lebesgue almost all D ∈ C n×m 1 and E ∈ C n×m 2 , all pairs (x 0 , y 0 ) ∈ X × Y (x 0 = 0, y 0 = 0) are identifiable up to scaling. Here, d is the same as in Theorem 3.
Interestingly, the sample complexity of Theorem 4 doubles that of Theorem 3. The extra samples are reasonable: (1) Weak identifiability means that any one point other than (x 0 , y 0 ) must map to a point different from (Dx 0 ) (E y 0 ); (2) Strong identifiability means that any two distinct points in the set must map to different points in C n . A similar phenomenon in compressed sensing is well known: weak recovery of an s-sparse vector requires s + 1 generic samples [29] , but strong recovery (injectivity) requires 2s generic samples [28] .
The above results hold true for Lebesgue almost all complex matrices D and E. However, in many real-world applications, both the signal and the filter are real vectors. Therefore, it is worthwhile to consider the special case where D ∈ R n×m 1 , E ∈ R n×m 2 , x ∈ R m 1 , and y ∈ R m 2 . We show that the same sample complexities still hold in this special case.
Theorem 5: In the case where D, E, x, and y are real, the sample complexities in Theorems 3 and 4 hold for Lebesgue almost all D ∈ R n×m 1 and E ∈ R n×m 2 .
The proofs of Theorems 3 and 4 are presented in Section V-A, and depend on Theorem 8, Corollaries 12 and 13, and Lemma 14. Theorem 5 is proved similarly in Section V-B, with a variation of Theorem 8, i.e., Lemma 15.
All the results hold for Lebesgue almost all matrices D and E. When the sample complexity is met, the identifiability is violated only on a set of Lebesgue measure zero in the space of matrices D and E. Therefore, if D and E are drawn from a distribution that is absolutely continuous with respect to the Lebesgue measure (e.g., D and E are independent random matrices whose entries are i.i.d. following a Gaussian distribution), then the identifiability result holds almost surely.
B. Stability Results
The previous section gives the sample complexities that guarantee the identifiability in BD. Next, we show that the same sample complexity can guarantee stability. Recall that G D E and B are defined in (1) and (2), respectively. Here we only consider single point stability and uniform stability on B , which correspond to Definition 2 with σ = 1. As argued before, stability on B implies stability on an arbitrary bounded set.
Theorem 6: Assume that D ∈ C n×m 1 and E ∈ C n×m 2 are independent random matrices, such that the random vectors
1) If n > d and δ < √ n R 2 , then with probability at least
2) If n > 2d and δ < √ n R 2 , then with probability at least . The explicit expressions for d, C , and C in the scenarios of subspace, mixed, or sparsity constraints are summarized in Table I . Theorem 6 is proved in Section V-C. Its proof hinges on a key step (8) in the proof of Lemma 9, which is also crucial to the proofs of the identifiability results.
The stability results of Theorem 6 correspond to the identifiability results for the complex case, in Theorems 3 and 4. Similar stability results can be derived for the case where D, E, x, and y are real, which correspond to the identifiability results in Theorem 5. They are omitted here for brevity.
In the discussion below, we interpret the single point stability result in Theorem 6. The uniform stability result can be interpreted similarly. Here, to make sure that the probability of stable recovery
, and ε(δ) vanishes as δ approaches 0.
Reconstruction signal-to-noise ratio (RSNR) and measurement signal-to-noise ratio (MSNR) are defined respectively by:
Consider the case when the error bounds are tight:
Since the matrix M 0 resides in the unit ball, RSNR is on the order of 1 ε 2 . Since {(F D) ( j,:) * } n j =1 and {(F E) ( j,:) * } n j =1 are uniformly distributed on balls of radius R, the norm of the measurement G D E (M 0 ) is on the order of R 2 . Hence MSNR is on the order of R 4 δ 2 . Theorem 6 can then be interpreted as follows: the probability of failure (unstable reconstruction) is roughly RSNR n · MSNR −(n−d) .
Let
then the probability of single point stability in Theorem 6 reduces to 1 − ( δ R 2 ) n−d . If n > d, then as δ approaches 0, the recovery error ε(δ) vanishes, and the probability 1 − ( δ R 2 ) n−d converges to 1. This means that if D and E are random with the distributions specified in Theorem 6, then the recovery of M 0 is unique with probability 1, which is also a corollary of Theorem 3.
Next, we establish stability for the special case where the operator G D E is an isometry in the mean. Given any matrix
the expectation of which is
The first line follows from the fact that the distribution of (F D) ( j,:) * and (F E) ( j,:) * are independent and isotropic. The second line is due to the fact that (F D) ( j,:) * and (F E) ( j,:) * are uniformly distributed on RB C m 1 and RB C m 2 , respectively.
It follows that by setting R = (m 1 +2)(m 2 +2) By Theorem 6, in the subspace constraints scenario, if n > 2(m 1 + m 2 ), i.e., β ∈ (0, 1), then with probability at least 1 − 0.25 n , we have
We conclude this section by emphasizing the differences between the identifiability results in Section III-A and the stability results in Section III-B:
1) The identifiability results address the identifiability on cone constraint sets, whereas the stability results address the stability on the same constraint sets restricted to a ball of an arbitrary but finite radius. From a practical point of view, because the radius can be arbitrarily large, this restriction is of no significant consequence. 2) The identifiability results hold for generic (Lebesgue almost all) matrices D and E. The stability results hold with high probability when D and E follow some specific distributions.
IV. IDENTIFIABILITY IN LOW-RANK MATRIX RECOVERY
Using the lifted formulation, blind deconvolution with subspace or sparsity constraints has been reduced to the recovery, subject to constraints, of a rank-1 matrix from linear measurements that have a particular structure. The identifiability question in BD is thus reduced to identifiabilty in the latter recovery problem. In this section we address the more general question of identifiability in low-rank matrix recovery. Our results express the sample complexity for identifiability in terms of the Minkowski dimension of the set in which the matrix to be recovered lives. These results are applied to the BD problem in Section V to derive the main results of this paper.
Recently, Riegler et al. [24] derived sample complexity results for low-rank matrix recovery, and for the recovery of matrices of low description complexity, that match the number of degrees of freedom. They considered the case where the matrices are real. Define the measurement operator
where A j ∈ R m 1 ×m 2 ( j = 1, 2, · · · , n) denote the measurement matrices. Denoting by M ⊂ R m 1 ×m 2 the constraint set (which is assumed to be nonempty and bounded) for the unknown matrix, the matrix recovery problem is:
The conditions for unique solution to the matrix recovery problem (MR) are expressed in terms of the Minkowski dimension of the constraint set M , which is defined as follows. 
, then it is simply called the Minkowski dimension, denoted by dim B ( M ).
The Minkowski dimension of the constraint set M can be used to represent its description complexity. Riegler et al. showed that the solution to (MR) is unique if the sample complexity is greater than the description complexity. For almost all measurement matrices A 1 ,
). An even more amazing result is that the same sample complexity can be achieved by rank-1 measurement matrices. For almost all a j ∈ R m 1 and b j ∈ R m 2 ( j = 1, 2, · · · , n), the recovery of M 0 ∈ M from measure- [24, Th. 2 and Lemma 3]).
In this section, we state and prove the extension of this result to the case where the matrices are complex. The Minkowski dimension of the constraint set of complex matrices M ⊂ C m 1 ×m 2 can be defined as in Definition 7, with the real number field R replaced by the complex number field C. As will be shown in the next section, by simply changing the number field from real to complex, the Minkowski dimension of a set doubles. Meanwhile, by taking n complex-valued measurements, the number of real-valued measurements also doubles (from n to 2n). Theorem 8 shows that, together with the fact that the Minkowski dimension doubles for the complex case, we need the same number of complex-valued measurements in complex matrix recovery as we need realvalued measurements in real matrix recovery.
Before the rigorous statement and proof, we provide an intuitive explanation for why the sample complexity matches the Minkowski dimension, which also serves as a road map to our proof. Weak or strong identifiability for almost all measurement operators means that the set of degenerate {a j , b j } n j =1 that map some nonzero matrix to zero, has Lebesgue measure zero. Alternatively, we can show that the set of "bad" {a j , b j } n j =1 that map some nonzero matrix to some point in a small ball of radius δ, has Lebesgue measure that vanishes as δ approaches zero. This Lebesgue measure turns out to be proportional to two quantities -the covering number of the constraint set M with balls of radius δ, and the volume of a ball of δ in the ambient space C n of measurements, i.e., the measure is roughly proportional to ( 1 δ ) dim B ( M ) · δ 2n . Therefore, it vanishes as δ approaches zero if 2n > dim B ( M ).
Theorem 8: Suppose the set M ⊂ C m 1 ×m 2 is non-empty and bounded. For almost all sets of vectors a j ∈ C m 1 and b j ∈ C m 2 ( j = 1, 2, · · · , n), there does not exist a matrix M ∈ M \{0} such that a j b T j , M = a * j Mb j = 0 for j = 1, 2, · · · , n, if 2n > dim B ( M ).
Proof: We prove Theorem 8 using the following lemma. Lemma 9: Suppose the set M ⊂ C m 1 ×m 2 is non-empty and bounded. Let the vectors {a j } n j =1 and {b j } n j =1 be independent random vectors, where {a j } n j =1 are i.i.d. following a uniform distribution on RB C m 1 , and {b j } n j =1 are i.i.d. following a uniform distribution on RB C m 2 . If 2n > dim B ( M ), then P := P ∃M ∈ M \{0}, s.t. a * j Mb j = 0 for j = 1, · · · , n = 0.
We use N ( , {a j } n j =1 , {b j } n j =1 ) to denote the event that there exists M ∈ such that a * j Mb j = 0 for j = 1, 2, · · · , n. Here, we prove that such an event does not happen for almost all {a j } n j =1 , {b j } n j =1 by proving it happens with probability zero for random {a j } n j =1 , {b j } n j =1 following uniform distributions, thanks to the equivalence between the uniform measure and the Lebesgue measure. To be more specific, restricted to the same support RB C m 1 × RB C m 2 , the Lebesgue measure is absolutely continuous with respect to the uniform distribution. 6 If the probability of the event N ( M \{0}, {a j } n j =1 , {b j } n j =1 ) is zero, then the Lebesgue measure of the set of {a j } n j =1 and {b j } n j =1 , over which the event happens, is zero too. It follows that, for almost all a j ∈ RB C m 1 and b j ∈ RB C m 2 ( j = 1, 2, · · · , n), the event N ( M \{0}, {a j } n j =1 , {b j } n j =1 ) does not happen. This argument is true for arbitrary radius R. Hence if 2n > dim B ( M ), then by Lemma 9 the event N ( M \{0}, {a j } n j =1 , {b j } n j =1 ) does not happen, and therefore this event does not happen for almost all a j ∈ C m 1 and b j ∈ C m 2 ( j = 1, 2, · · · , n), i.e., there does not exist a matrix M ∈ M \{0} such that a * j Mb j = 0 for j = 1, 2, · · · , n. Therefore, we only need to prove Lemma 9, thus completing the proof of Theorem 8.
Proof: [Proof of Lemma 9] The set M \{0} can be written as
where M,L := {M ∈ M : 1 L ≤ M 2 ≤ L}. By a union bound, we have
where P L := P ∃M ∈ M,L , s.t. a * j Mb j = 0 for j = 1, 2, · · · , n .
In order to show that P = 0, it suffices to prove that P L = 0 for all L ∈ Z + . Let L be an arbitrary positive integer. We form a minimal cover of M,L with balls of radius ρ centered at the points
. These points may or may not be in M,L . However, by the minimality of the cover, the intersection of M,L with each ball is nonempty, hence there exists another set of points {M ρ,L ,i }
, which are points in M,L (a property that will be needed for inequality (8) below), because 6 Because the uniform measure is also absolutely continuous with respect to the Lebesgue measure, the two measures are equivalent.
Defining δ = R 2 ρ, we have
s.t. a * j Mb j = 0 for j = 1, 2, · · · , n (4)
Inequality (4) uses a union bound. The event in (4) implies the event in (5) , which then implies the event in (6) . Inequality (6) is due to the following chain of inequalities, of which the last is implied by |a * j Mb j | ≤ δ:
Equation (7) is due to the independence between random vector pairs {a j , b j } n j =1 . Inequality (8) Next, we show that (8) implies P L = 0. Assume the contrary, i.e. P L > 0. Since P L does not depend on δ, we have lim inf δ→0 log P L log 1 δ = 0. By (8) and the assumed sample complexity
which is a contradiction. Since L is arbitrary, we have P L = 0 for all L ∈ Z + . This completes the proof of Lemma 9.
Corollaries 10 and 11 are direct consequences of Theorem 8.
Corollary 10 (Weak Identifiability, Bounded): Suppose the constraint set M ⊂ C m 1 ×m 2 is nonempty and bounded. For almost all a j ∈ C m 1 and b j ∈ C m 2 ( j = 1, 2, · · · , n), the recovery of M 0 from measurements a j b T j , M 0 ( j = 1, 2, · · · , n) is unique if 2n > dim B ( M ).
Proof: Define the set
Saying that the recovery of M 0 from a * j M 0 b j ( j = 1, 2, · · · , n) is unique, is equivalent to saying that there does not exist a matrix M in ( M − M 0 )\{0} such that a j b T j , M = 0 ( j = 1, 2, · · · , n). Since the set M − M 0 is the shift of the set M by M 0 , we have that dim B ( M − M 0 ) = dim B ( M ). Therefore, Corollary 10 follows from Theorem 8.
Corollary 11 (Strong Identifiability, Bounded): Suppose the constraint set M ⊂ C m 1 ×m 2 is nonempty and bounded. For almost all a j ∈ C m 1 and b j ∈ C m 2 ( j = 1, 2, · · · , n), the recovery of all matrices M 0 ∈ M from measurements
Saying that the recovery of all matrices in M is unique, is equivalent to saying that there does not exist
Therefore, Corollary 11 follows from Theorem 8. The proof of Theorem 8 is adapted from the proofs of [24, Th. 2 and Lemma 3]. We make several refinements to this approach: 1) We simplify the expression of M \{0} as a union of subsets (see (3)). We define the subsets only by the spectral norm bounds, and remove technical discussions unrelated to our analysis of identifiability. This simplification also results in an easy proof of stability in Section V-C. 2) We adjust the radius of balls in the covering number argument from δ to δ/R 2 (see (4) - (8)). This does not make any difference to the identifiability results, but has a big impact on the stability results. As will be shown by the proofs in Section V-C, this change of radius results in tighter error bounds in Section III-B, which can be interpreted in terms of signal-to-noise ratios. 3) We extend the analysis from the real case to the complex case, thus enabling its application to blind deconvolution. Despite the similarity in proofs, the extension is not a trivial application of the canonical isomorphism between C n and R 2n (see Lemmas 17 and 18 in Appendix A). The proofs in this paper can serve as a simpler proof of the sample complexity for the real matrix recovery problem, which is n > dim B ( M ), by making the following modifications:
1) Changing the number field from complex to real. 2) Using a different concentration of measure inequality in (8):
which is formally stated and proved in Lemma 17,
Owing to the linearity of the measurements in the matrix recovery problem, the above results can be easily extended to the case where the constraint set is a cone. To avoid verbosity, we only prove Corollary 12. Corollary 13 can be proved in a similar fashion.
Corollary 12 (Weak Identifiability, Unbounded): Suppose the constraint set M ⊂ C m 1 ×m 2 is a cone. For almost all a j ∈ C m 1 and b j ∈ C m 2 ( j = 1, 2, · · · , n), the recovery of M 0 from measurements
Corollary 13 (Strong Identifiability, Unbounded): Suppose the constraint set M ⊂ C m 1 ×m 2 is a cone. For almost all a j ∈ C m 1 and b j ∈ C m 2 ( j = 1, 2, · · · , n), the recovery of all matrices M 0 ∈ M from measurements
Proof of Corollary 12: We prove uniqueness by contradiction. Suppose that the recovery of M 0 is not unique, i.e., there
Therefore, when the matrix recovery problem is restricted to a nonempty bounded constraint set B , the recovery of 1 σ M 0 is not unique. This, however, contradicts the sample complexity 2n > dim B ( B ) and Corollary 10.
Corollaries 12 and 13 show that the solution to the matrix recovery problem with a cone constraint set is unique, if the solution to the corresponding problem restricted to the unit ball is unique.
V. PROOF OF THE MAIN RESULTS
A. Proof of Theorems 3 and 4
The identifiability of (x 0 , y 0 ) up to scaling in (BD) is equivalent to the uniqueness of M 0 = x 0 y T 0 in (Lifted BD). Note that
where a j = (F D) ( j,:) * is the conjugate transpose of the j th row of F D, and b j = (F E) ( j,:) * is the conjugate transpose of the j th row of F E. Rewriting (Lifted BD) in the frequency domain:
(Lifted BD) f Find M,
Clearly, the constraint set M is a cone. Since a j = (F D) ( j,:) * and b j = (F E) ( j,:) * , there exists a bijection between the pair (D, E) ∈ C n×m 1 × C n×m 2 and the set of vector pairs {a j ∈ C m 1 , b j ∈ C m 2 } n j =1 . By Corollary 12, the recovery of M 0 is unique for almost all D ∈ C n×m 1 Proof of Lemma 14: For simplicity, we only prove the upper bound for the mixed constraint set. The bounds for the other two scenarios can be proved in a similar fashion. First of all,
By Lemmas 20 and 21, we have
Recall that, in the mixed constraints scenario, the filter satisfies a subspace constraint, and Y = C m 2 . The restriction to the unit ball is Y B C m 2 = B C m 2 , whose real and imaginary parts are B R m 2 . By a standard volume argument (see [30, Lemma 4.1] ),
Hence
Meanwhile, the signal satisfies a sparsity constraint, and X = {x ∈ C m 1 : x 0 ≤ s 1 }. The restriction to the unit ball is X B C m 1 = {x ∈ C m 1 : x 0 ≤ s 1 , x 2 ≤ 1}, whose real and imaginary parts are
which is the union of unit balls in s 1 -dimensional subspaces. Denote this set by m 1 s 1 ,1 . By a standard volume argument,
where the second inequality follows from Stirling's approximation. Hence,
Combining (9), (11) , and (12), we have that the upper Minkowski dimension of the mixed constraint set is bounded by 2(s 1 + m 2 ).
B. Proof of Theorem 5
Next, we prove Theorem 5, which establishes results corresponding to those of Theorems 3 and 4 in the case where D, E, x, and y are real. When D are E are real matrices, a j = (F D) ( j,:) * and b j = (F E) ( j,:) * are complex vectors, but they are no longer generic. Therefore, Corollaries 12 and 13 cannot be applied directly to this case.
Proof of Theorem 5: By (9) Lemma 15: Suppose M ⊂ R m 1 ×m 2 is a nonempty bounded set. Let D ∈ R n×m 1 and E ∈ R n×m 2 , a j = (F D) ( j,:) * and b j = (F E) ( j,:) * ( j = 1, 2, · · · , n). For almost all D ∈ R n×m 1 and E ∈ R n×m 2 , there does not exist a matrix M ∈ M \{0} such that a j b T j , M = a * j Mb j = 0 for j = 1, 2, · · · , n, if n > dim B ( M ).
The proof of Lemma 15 is very similar to that of Theorem 8. In fact, the only difference is the following: the mapping between the real matrices D, E and the complex vectors {a j } n j =1 , {b j } n j =1 is no longer a bijection. The vectors a 1 and b 1 are real vectors. Due to the conjugate symmetry of DFT, the vectors a j and a n+2− j is a conjugate pairs, i.e. a j = a n+2− j . The same is true for b j and b n+2− j . Therefore, (roughly) the first half of the DFT measurements contain all the information of real-valued unknowns. There exists a bijection between D, E and the vectors {a j }
Due to this subtlety, in the probabilistic argument (analogous to Lemma 9) we assume {a j }
are independent random vectors as follows:
• When n is even, {a 1 , a n 2 +1 } and {b 1 , b n 2 +1 } are real random vectors following uniform distributions on RB R m 1 and RB R m 2 , respectively. The vectors {a j } j =2 are complex random vectors following uniform distributions on RB C m 1 and RB C m 2 , respectively.
We apply corresponding changes to the proof of Lemma 9.
(As before, we define δ = ρ R 2 .) When bounding the probability P L , (7) and (8) now become:
• When n is even,
• When n is odd,
Whether n is even or odd, we have P L = O N M δ R 2 δ n . By the same argument as in the proof of Lemma 9, the sample complexity is n > dim B ( M ).
C. Proof of Theorem 6
In this section, we establish the stability results in blind deconvolution. The measurement in (Noisy BD) can be rewritten in the frequency domain:
1 Mb 1 , a * 2 Mb 2 , · · · , a * n Mb n T . We rewrite (Noisy BD) in the frequency domain:
The single point stability result in the subspace constraints scenario in Theorem 6 follows from Lemma 16 , with every δ replaced by δ √ n . All other cases can be proved using similar lemmas, which we omit here for brevity.
Lemma 16: In (Noisy BD) f with subspace constraints, assume that the random vectors {a j } n j =1 are i.i.d. following a uniform distribution on RB C m 1 , and {b j } n j =1 are i.i.d. following a uniform distribution on RB C m 2 . Let the true matrix be
If n > m 1 + m 2 and δ ≤ R 2 , then with probability at least
To ensure that the probability bound is nontrivial, we insist that
Since the right-hand size vanishes as δ approaches 0, the above lemma guarantees stable recovery in (Noisy BD) f . Next, we prove this lemma, exploiting a key result in the proof of Lemma 9.
Proof of Lemma 16: We need to bound the following probability of stability:
where the probability of failure P f satisfies:
Inequality (13) follows from (8), with the norm bounds ε < M 2 ≤ 2. In (14) , the bound on the covering number
where the first two inequalities follow from (B.1), (B.2) in Appendix B, and the third inequality follows from (10) and the assumption δ ≤ R 2 . The expression for g(3δ, 1 L , 2, R) is given by (A.6) in Appendix A. Recall that V C m 1 (R) denotes the volume of a ball of radius R in C m 1 . Equation (15) follows from the fact that
m! . That completes the proof.
VI. CONCLUSION
We studied the identifiability of blind deconvolution problems with subspace or sparsity constraints. The sample complexity results in Section III are, to within a small additive term of at most 5 samples, optimal. Our results are derived with generic bases or frames, which means they are invalid only on a set of Lebesgue measure zero. If we assume that the bases or frames are drawn from any distribution that is absolutely continuous with respect to the Lebesgue measure on the space of bases or frames, then the results hold almost surely. Furthermore, if the bases or frames follow a distribution specified in this paper, then under the same sample complexities, the recovery is not only unique with probability 1, but also stable with high probability against small perturbations in the measurements. These results provide the first tight sample complexity bounds, without large constants or log factors, for unique or stable recovery in blind deconvolution. They are fundamental to the blind deconvolution problem, independent of algorithms.
Despite the fact that, under the sufficient conditions in this paper, the degenerate set of bases or frames has Lebesgue measure zero, it is unclear whether commonly used bases and frames (e.g., standard basis, wavelets) belong to the degenerate set. Therefore, it is an interesting open problem to show optimal sample complexity results for these bases and frames. 
APPENDIX A CONCENTRATION OF MEASURE
where U ∈ R m 1 ×m 1 and V ∈ R m 2 ×m 2 are orthogonal matrices, and ∈ R m 1 ×m 2 satisfies < (1, 1) = M 2 < L. Letã := U T a, andb := V T b, thenã andb are also independent random vectors, following uniform distributions on RB R m 1 and RB R m 2 , respectively. Therefore,
dã denotes the volume of a ball of radius R in R m 1 , and
does not affect the integral. Substituting (A.5) into (A.1), we obtain
Clearly, lim ρ→0
Lemma 17 is a simplified version of [24, Lemma 4] , with improved constants. Although [24, Lemma 4 ] has a better bound in terms of its dependence on ρ when the rank of M is larger than 1, our simplified bound does not affect our proof of identifiability in any negative way. As a bonus, we can deduce stability results directly from the simplified proof of identifiability.
Next, we derive a similar concentration of measure bounds for the complex case. Despite the similarity between the proofs of Lemmas 17 and 18, the latter is not a direct consequence of the former.
Lemma 18: Suppose a ∈ C m 1 and b ∈ C m 2 are independent random vectors, following uniform distributions on RB C m 1 and RB C m 2 , respectively. If a matrix M ∈ C m 1 ×m 2 satisfies ≤ M 2 ≤ L, then In a manner analogous to the proof of Lemma 17 , it follows that
Here we use V C m 1 (R) = RB C m 1 dã to denote the volume of a ball of radius R in C m 1 . Define g(ρ, , L, R)
Clearly, lim ρ→0 log g(ρ, ,L ,R) log 1 ρ = 0.
APPENDIX B USEFUL LEMMAS ABOUT MINKOWSKI DIMENSION
Lemma 19: Let X and Y be nonempty bounded subsets of a normed vector space. Then dim B ( X − Y ) ≤ dim B ( X ) + dim B ( Y ).
Proof: We cover X and Y with balls of radius ρ
, respectively. Given any point x − y ∈ X − Y , we can find centers of the above covering, x i 1 and y i 2 , such that
x − x i 1 ≤ ρ, y − y i 2 ≤ ρ.
Hence,
Therefore, the set X − Y can be covered by N X (ρ)N Y (ρ) balls of radius 2ρ centered at points (like
It follows that
We then bound the Minkowski dimension:
Lemma 20: Let X and Y be nonempty bounded subsets of C m 1 and C m 2 , respectively. Let M = {x y T : x ∈ X , y ∈ Y } ⊂ C m 1 ×m 2 . Then dim B ( M ) ≤ dim B ( X )+dim B ( Y ). Proof: Since X and Y are bounded, there exists a large enough constant L such that
We cover X and Y with balls of radius ρ centered at the following two sets of points, respectively:
Given any point x y T ∈ M , we can find centers of the above coverings, x i 1 and y i 2 , such that
x − x i 1 2 ≤ ρ, y − y i 2 2 ≤ ρ. Proof: The real and imaginary parts Re( X ) and Im( X ) are bounded subsets of R m . There exists a large enough constant L such that Re( X ), Im( X ) ⊂ LB R m .
We cover Re( X ) and Im( X ) with balls of radius ρ centered at the following two sets of points, respectively:
Given any point x ∈ X , we can find centers of the above coverings, x Re i 1 and x Im i 2 , such that
Re(x) − x Re Therefore, the set X can be covered by N Re( X ) (ρ)N Im( X ) (ρ) balls in C m of radius √ 2ρ, centered at the complex vectors (like x c ) generated by the centers of the coverings of Re( X ) and Im( X ). It follows that = dim B (Re( X )) + dim B (Im( X ) ).
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