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Graphite under high magnetic field exhibits consecutive metal-insulator (MI) transitions as well
as re-entrant insulator-metal (IM) transition in the quasi-quantum limit at low temperature. In this
paper, we identify the low-T insulating phases as excitonic insulators with spin nematic orderings.
We first point out that graphite under the relevant field regime is in the charge neutrality region,
where electron and hole densities compensate each other. Based on this observation, we introduce
interacting electron models with electron pocket(s) and hole pocket(s) and enumerate possible umk-
lapp scattering processes allowed under the charge neutrality. Employing effective boson theories
for the electron models and renormalization group (RG) analyses for the boson theories, we show
that there exist critical interaction strengths above which the umklapp processes become relevant
and the system enter excitonic insulator phases with long-range order of spin superconducting phase
fields (“spin nematic excitonic insulator”). We argue that, when a pair of electron and hole pockets
get smaller in size, a quantum fluctuation of the spin superconducting phase becomes larger and
destabilizes the excitonic insulator phases, resulting in the re-entrant IM transitions. We also show
that an odd-parity excitonic pairing between the electron and hole pockets reconstruct surface chiral
Fermi arc states of electron and hole into a 2-dimensional helical surface state with a gapless Dirac
cone. We discuss field- and temperature-dependences of in-plane resistance by surface transports
via these surface states.
I. INTRODUCTION
Graphite under high magnetic field exhibits a metal-
insulator transition at low temperature (H ≥ Hc,1 '
30 T) [1, 2]. The transition has been often considered as
a prototype of one-dimensional Peierls density-wave in-
stability associated with the 2kF logarithmic singularity
in the Lindhard response function [3–12]. A transition
temperature Tc of the density wave ordering is deter-
mined by a BCS type gap equation, lnTc ∝ −1/ρ(0).
The density of states at the Fermi level ρ(0) is pro-
portional to the magnetic field H, so that Tc increases
monotonically in the magnetic field [3–6]. Further ex-
periments discovered that graphite shows another metal-
insulator transition (H ≥ H0 ' 53 T) [13–21] as well as
an insulator-metal re-entrant transition at higher mag-
netic field (H = Hc,2 ' 75 T) [17–21]. So far, there exist
at least two distinct low-temperature insulating phases
in graphite under high magnetic field: one insulating
phase ranges in Hc,1 < H < H0 and the other ranges in
H0 < H < Hc,2. The re-entrant transition at H = Hc,2
indicates a presence of a normal metal phase with pris-
tine electron and hole pockets above the transition field,
bringing about a skepticism against the density wave sce-
narios. Namely, the transition temperature of the den-
sity wave phase would increase monotonically in the field,
until the electron and hole pockets that would form the
Peierls density wave leave the Fermi level [3–6].
Theoretically, stabilities of the Peierls density wave
phases against random single-particle backward scatters
depend crucially on a commensurability condition of an
∗ rshindou@pku.edu.cn
electron filling [25–28]. From preceding ab-initio band
calculations of graphite under high magnetic field [8, 19],
a sequence of specific values of the field in a range of
30T . H . 50T satisfy the commensurability condition.
Nonetheless, experimental transition temperatures of the
two insulating phases do not show any dramatic sensitiv-
ities on certain values of the field in the range. Both of
the insulating phases range rather broadly in field (over
20 Tesla) [17–21].
In this paper, we explain these two low-T insulating
phases in graphite under the high field as manifestation of
excitonic insulators with spin nematic orderings. We first
argue that graphite under high magnetic field (H & 20T)
is in the charge neutrality region, where electron den-
sity and hole density compensate each other. Based on
this observation, we begin with interacting electron mod-
els with electron pockets and hole pockets, to enumerate
possible umklapp scattering processes allowed under the
charge neutrality condition. Using perturbative renor-
malization group (RG) analyses on their effective boson
theories, we show that the umklapp terms have critical
interaction strength above/below which they become rel-
evant/irrelevant on the renormalization. Above the criti-
cal interaction strength, the umklapp term locks the total
displacement field as well as spin superconducting phase
field. The former locking causes the insulating behavior
along the field direction, while the latter results in a long-
range order of spin quadrupole moment. We explain the
re-entrant insulator-metal transition in graphite, through
a quantum fluctuation of the spin superconducting phase
field. We characterize the spin nematic excitonic insula-
tor phases by out-of-plane (infrared optical) conductivity
as well as in-plane transport property [out-of-plane cur-
rent is parallel to the field]. The field and temperature
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FIG. 1. (color online) Theoretical phase diagram for graphite
under high magnetic field. The phase diagram is obtained
from the RG equations, Eqs. (42,43,44) for H < H0 and
Eqs. (67,68,69) for H0 < H < H1. “SNEI-I” and “SNEI-
II” stand for two distinct spin nematic excitonic insulator
phases (strong-coupling phase). For H < H0, the electronic
state near the Fermi level comprises of two electron pockets
(n = 0 LL with ↑ spin and ↓ spin) and two hole pockets
(n = −1 LL with ↑ spin and ↓ spin). At H = H0, the outer
two pockets (n = 0 LL with ↑ spin and n = −1 LL with
↓ spin) leave the Fermi level. For H0 < H < H1, the elec-
tronic state has one electron pocket (n = 0 LL with ↓) and
one hole pocket (n = −1 LL with ↑). We choose H0 = 50
T and H1 = 120 T. For a detailed parameter set of the RG
equations, see Appendix C4. Our theory may not be able to
predict much about a transition between SNEI-I and SNEI-
II phases (a shaded area around H = H0); see a discussion
in Sec. XB. T = 0 metal-insulator transition at H = Hc,1
and insulator-metal transition at H = Hc,2 are the quantum
phase transition with the dynamical exponent z = 1.
dependences of the transport properties are consistent
with experimental observation in graphite.
A. issues to be addressed in this paper
1. direct metal-insulator transition
Under the magnetic field H (‖ z), kinetic energy part
of the three-dimensional semimetal takes a form of de-
coupled one-dimensional quantum chains (or quantum
wires). Namely, the kinetic energy within the xy plane is
quenched by the Landau quantization, while the kinetic
energy along the field direction remains intact, form-
ing one-dimensional momentum-energy dispersion. As
a result, the RPA density correlation function is char-
acterized by the Lindhard response function in the one-
dimension [3, 4]. The function has the logarithmic singu-
larity at kz = 2kF , where 2kF is a distance between the
left and right Fermi points in the same energy band [22].
Thereby, the system has a generic instability toward the
charge density wave ordering, that breaks the spatially
translational symmetry along the field direction [3–12].
Meanwhile, graphite under the relevant field regime
has four bands that run across the Fermi level (two elec-
tron pockets and two hole pockets; H ≤ H0 ' 53 T)
or two bands (one electron pocket and one hole pocket;
H0 ≤ H) [8, 19]. When each of these four (or two) bands
would undergo the Peierls density wave (DW) instabil-
ities individually, the respective instabilities would ap-
pear at different critical temperatures or critical fields.
In other words, the graphite transport experiment would
observe a step-wise increase of the (out-of-plane) resis-
tance Rzz on lowering temperature or on increasing the
magnetic field.
Nonetheless, the graphite experiment observed a di-
rect phase transition from high-T normal metal phase
to the low-T insulating phase [16–18, 20, 21]. Around
the transition, the resistance along the field direction
Rzz continuously increases [16–21] and it increases by
100 times within windows of several Kelvin or Tesla [16–
18, 21]. These experimental observations clearly dictate
that all the energy bands (pockets) at the Fermi level
are gapped out simultaneously at the transition point.
Thereby, the key question to be asked here is; what is a
“talking-channel” among these four (or two) bands that
enables this direct metal-insulator transition ?
In this paper, we consider this channel as umklapp scat-
tering terms and construct a mean-field theory that ex-
plains this direct metal-insulator transition. To be more
specific, all the excitonic insulator phases discussed in
this paper are stabilized by the umklapp terms that lock a
total displacement field along the field direction, a sum of
the displacement fields of the four (or two) bands. When
the umklapp terms become relevant in the standard RG
argument sense, the total displacement field (electric po-
larization) is locked, resulting in the electrically insulat-
ing behaviour along the field direction. By calculating
an optical conductivity along the field direction, we ex-
plicitly demonstrate the presence of finite mobility gaps
in the excitonic insulator phases.
2. re-entrant insulator-metal transition
The second issue is the re-entrant insulator-metal tran-
sition observed at the higher field region in the graphite
experiment [14–21], that can hardly be explained by the
conventional Peierls DW scenarios. Namely, the RPA
density correlation function at finite temperature sug-
gests that the transition temperature of the Peierls DW
phase increases monotonically in the field, until the elec-
tron and/or hole pockets that would form the DW leave
3the Fermi level. When they leave the Fermi level, how-
ever, the electronic state simply ends up in semiconduc-
tor phase rather than metallic phase. Contrary to this,
the graphite experiments clearly observe the insulator-
metal re-entrant transition in the higher-field region. The
low-T electric transport along the field direction above
the critical field (H > Hc,2 ' 75 T) is as metallic
as the electric transport in the high-T normal metal
phase [17, 18, 21]. The experiment clearly indicates
a presence of pristine electron and hole pockets at the
Fermi level above the critical field.
In this paper, we explain this re-entrant insulator-
metal transition as a consequence of quantum spin fluctu-
ation enhanced by raising the magnetic field. To be more
specific, we first point out that the umklapp terms lock
not only the total displacement field but also a spin super-
conducting phase field, a difference between a supercon-
ducting phase field of an electron/hole pocket with ↑ spin
and hole/electron pocket with ↓ spin respectively. The
higher magnetic field makes the electron and hole pock-
ets to be smaller in size in the kz space. In the presence
of the repulsive electron-electron interaction, the smaller
pockets make their Luttinger parameters to be smaller
than the unit. Smaller Luttinger parameters mean larger
quantum fluctuation of superconducting phase field as
well as the spin superconducting phase field. Thus, we
can naturally argue that, in the presence of such smaller
electron and hole pockets, the umklapp terms suffer from
the enhanced quantum spin fluctuation, and become ir-
relevant in the RG argument sense. When the umklapp
terms become irrelevant, the spin superconducting phase
field as well as the total displacement field are unlocked,
resulting in the re-entrant insulator-metal transition. Im-
portantly, the electronic state still possesses electron and
hole pockets above the critical field, though their sizes in
the kz space might be small.
3. field-dependence of in-plane resistance
The third issue to be addressed in this paper is an
unusual field-dependence of the electric transport in the
directions transverse to the magnetic field [14–21]. Gen-
erally, the bulk electric transport perpendicular to the
field is quenched in the clean limit at low temperature
(T  hω0; hω0 is the cyclotron frequency). Nonetheless,
the system still has low-T electric transport perpendicu-
lar to the field through the so-called surface chiral Fermi
arc (SCFA) states [23, 24]. The associated surface re-
sistance is inversely proportional to a length of the arc
in the kz space. The length is approximately equal to
the size of the respective electron (or hole) pocket in the
bulk. The size of the pocket generally decreases in the
field. Thereby, the surface resistance perpendicular to
the field is expected to increase in the field. Contrary
to this theory expectation, the in-plane resistance Rxx
in the graphite under the field (H ‖ z) shows an un-
usual field-dependence. The low-T resistance Rxx shows
a broad peak around 15T < H < 30T [1, 2, 5, 6, 13–21].
From H = 30 T to H = H0 ' 53 T, Rxx typically re-
duces by half [14–21]. Inside the high-field-side insulating
phase (H0 < H < Hc,2 ' 75T), the low-T in-plane resis-
tance Rxx stays nearly constant in the field [17–21]. For
Hc,2 < H, Rxx starts increasing in the field again [21].
Field-(nearly) independent and metallic Rxx in the
high-field-side insulating phase can be naturally ex-
plained by a novel surface reconstruction of the surface
chiral Fermi arc (SCFA) states due to the excitonic pair-
ing in the bulk. To be more specific, we will show that
an odd-parity excitonic pairing between electron and hole
pockets in the bulk reconstructs the SCFA state of elec-
tron and that of hole into a (2+1)-d helical surface state
with a gapless Dirac cone. Rxx through such a Dirac-cone
surface state is determined by carrier density doped in
the surface region, that is typically independent from the
magnetic field. Namely, unlike ‘decoupled’ SCFA states
of electron and hole, the reconstructed Dirac-cone sur-
face state barely changes its shape as a function of the
magnetic field. At the zeroth order approximation, the
field only changes a ‘depth’ of a band inversion between
electron and hole pockets, while the shape of the Dirac-
cone surface state is mainly determined by the excitonic
pairing strength inside the inverted band gap. Thereby,
one can naturally expect that the surface resistance due
to the reconstructed Dirac-cone surface state is much less
field-dependent than that of the decoupled SCFA states
of electron and hole.
B. structure of the paper
The structure of the paper is as follows. In the next
section with a help of appendix A, we argue that the
graphite under the relevant field regime (20 T < H) is
in the charge neutrality region, where electron and hole
densities compensate each other. Based on this obser-
vation, we enumerate in Sec. III possible umklapp terms
that are allowed under the charge neutrality condition in
the four pockets model (a model with two electron pock-
ets and two hole pockets; H ≤ H0 ' 53 T). Employing a
Hartree-Fock approximation, we construct effective field
theories for possible insulating phases that can be stabi-
lized by these umklapp terms (Sec. IV). There are three
such phases; spin-nematic excitonic insulator, magnetic
Mott insulator and plain excitonic insulator phases. Us-
ing renormalization group (RG) analyses, we argue typi-
cal field-dependences of the respective transition temper-
atures of these three phases and conclude that the spin
nematic excitonic insulator (SNEI-I) phase could natu-
rally fit in the phenomenology of the low-field-side out-of-
plane insulating phase (Hc,1 < H < H0) in the graphite
experiment (Sec. V). In Sec. VI, we enumerate possible
umklapp terms that are allowed under the charge neutral-
ity condition in the two-pockets model (one electron and
one hole pocket; H0 < H). We construct effective field
theories for the possible insulating phases that can be sta-
4bilized by the umklapp terms. We found two such phases;
a phase with two superposed charge density waves and a
spin nematic excitonic insulator (SNEI-II) phase. Using
the RG analyses, we conclude that the SNEI-II phase can
naturally explain the high-field-side out-of-plane insulat-
ing phase (H0 < H < Hc,2). In Secs. VII and VIII, we
argue field-dependences of the in-plane resistance in the
graphite experiment by the surface electric transports.
Especially, we show in Sec. VIII that the odd-parity ex-
citonic pairing in the two-pockets model reconstructs the
surface chiral Fermi arc (SCFA) states of electron and
hole into a (2 + 1)-d helical surface state with a gapless
Dirac cone. The surface Dirac-cone state could naturally
explain field-(nearly) independent and metallic behaviour
of the in-plane resistance inside the high-field-side insu-
lating phase. After a brief summary in Sec. IX, we give
a discussion with complementary viewpoint (Sec. X).
II. CHARGE NEUTRALITY REGIME IN
GRAPHITE UNDER HIGH MAGNETIC FIELD
Low-temperature transport properties of graphite are
dominated by four pi-orbital bands around zone bound-
aries of the first Brillouin zone [32–34]. Graphite is a
three-dimensional AB stacking of graphene layers. A
unit cell has two graphene layers and it has four inequiv-
alent carbon sites. Call them as A, A′, B and B′. A
and B share the same layer, and so do A′ and B′. A
comes right above A′ in the cell. The electronic band
structure near the Fermi level of graphite is composed
by pi orbitals of carbon atoms that are odd under the
mirror with respect to the layer, for example, 2pz or-
bital [32–34]. pi orbitals of A and A′ carbon atoms hy-
bridize rather strongly, forming two pi orbital bands at
the zone boundaries that have large momentum-energy
dispersions along the c-axis (4000 K). Call these pi or-
bitals as piA and piA′ respectively. pi orbitals of B and B
′
hybridize much weakly, as B and B′ locate right above
the centers of the hexagon in their neighboring layers.
These two, which we call piB and piB′ henceforth, form
two degenerate bands at the zone boundaries that have
a weaker energy-momentum dispersion along the c-axis
(400 K).
Under the field along the c-axis, the four bands in the
zone boundaries are split into Landau levels (LLs) [8, 19,
34–37]. For H & 30 T, the n = 0 LLs with ↑ spin and
↓ spin form two electron pockets around kz = 0, and
the n = −1 LLs with ↑ spin and ↓ spin form two hole
pockets around kz = pi/c0. Here c0 is a lattice constant
along the c-axis. According to the band calculation, the
outer electron pocket (n = 0 LL with ↑ spin) and the
outer hole pocket (n = −1 LL with ↓ spin) leave the
Fermi level at H = H0 ' 53 T.
The Hall conductivity measurements in a regime of
20 T . H . 60 T [18, 29–31] suggest that the number of
the electron states and that of the hole states compen-
sate each other almost completely. An estimation gives
Ne − Nh : Lz/c0 = 10−4 : 1, where Lz is a linear di-
mension along the c-axis, Ne and Nh are numbers of the
kz points within the electron pockets and hole pockets
respectively [kz is a crystal momentum along the c-axis]
(see Appendix A for a validity of the estimation).
III. FOUR POCKETS MODEL (H < H0)
Based on this observation, we consider an electron
model with two electron pockets (n = 0 LL with ↑ spin
and that with ↓ spins) and two hole pockets (n = −1
LL with ↑ spin and that with ↓ spins) with the charge
neutrality condition (Ne = Nh);
Hkin =
∑
kz,j
∑
n=0,−1
∑
σ=↑,↓
En,σ(kz)c
†
(n,σ),j(kz)c(n,σ),j(kz).
(1)
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FIG. 2. (color online) Schematic picture of electronic states
of graphite under high field (H < H0). Solid/dotted lines de-
scribe Fermi surfaces of two electron/hole pockets in both
bulk and edge regions. Two electron/hole pockets in the
bulk region are terminated by electron/hole-type surface chi-
ral Fermi arc states in edge regions respectively. Namely,
E0,σ(kz, yj)/E1,σ(kz, yj) goes higher/lower in energy, when yj
goes from the bulk region to the edge regions (see Appendix
A).
5The two electron pockets encompass kz = 0 and two hole
pockets are around the zone boundary kz = ±pi/c0,
En,σ(kz) = −2γ2
[
cos(kzc0)− cos(kF,n,σc0)
]
, (2)
with 0 < kF,0,↑ < kF,0,↓ < pi/(2c0) < kF,−1,↑ < kF,−1,↓ <
pi/c0 [4]. An index j (= 1, 2, · · · , (LxLy)/(2pil2)) counts
degenerate electron states within each LL. l denotes a
magnetic length, l ≡√~c/(eH). Since the kinetic energy
part takes the exactly same one-dimensional momentum-
energy dispersion along kz direction for different j, we
regard the system as coupled chains and call j as a ‘chain
index’ [38–40]. The charge neutrality condition takes a
form of
kF,0,↑ + kF,0,↓ + kF,−1,↑ + kF,−1,↓ =
2pi
c0
. (3)
For low-temperature electric transports at those tem-
perature much below the band width (2γ2 ' 400 K), the
kinetic energy part can be linearized around the Fermi
points of each pockets (kz ' ±kF,n,σ);
Hkin =
∑
j
∑
a,τ
τvF,a
∫
dzψ†a,τ,j(z)i∂zψa,τ,j(z) + · · · .
(4)
A chirality index τ specifies left mover (τ = −1) or
right mover (τ = +1). vF,a is a bare Fermi velocity
of each pocket with a ≡ (n, σ). For simplicity, we label
(n, σ) = (0, ↑), (0, ↓), (−1, ↑) and (−1, ↓) as a = 1, 2, 3 and
4 respectively throughout this paper, e.g. kF,a ≡ kF,n,σ,
ca,j(kz) ≡ c(n,σ),j(kz), and ψa,±,j(z) ≡ ψ(n,σ),±,j(z).
ψa,±,j(z) is a slowly-varying Fourier transform of those
ca,j(kz) around kz ' ±kF,a;
ψa,τ,j(z) ≡ 1√
Lz
∑
|kz−τkF,a|<Λ
ca,j(kz)e
i(kz−τkF,a)z. (5)
A short-ranged repulsive interaction is considered;
Hint =
∑
σ,σ′
∑
c,d=A,A′,B,B′
∫
dr
∫
dr′V (r − r′)
× ψ†σ(r, c)ψ†σ′(r′, d)ψσ′(r′, d)ψσ(r, c), (6)
where
V (r) ≡ g
(
√
2pi)3l0,xl0,yl0,z
e
− z2
2l20,z
−− x2
2l20,x
− y2
2l20,y , (7)
r ≡ (x, y, z), σ, σ′ =↑, ↓, and g > 0. l0,µ denotes an
interaction length along the µ-direction. ψ†σ(r, c) denotes
an electron creation at pi-orbital pic (c = A,A
′, B,B′) of
carbon atom at r with spin σ. The creation field can be
expanded in term of single-particle bases of the n = 0
and n = −1 LLs in the Landau gauge;
 ψσ(r, A)ψσ(r, A′)ψσ(r, B)
ψσ(r, B
′)
 = ∑
j
eikjx√
Lx
∑
τ=±
{ γA,σY0,j(y)γA′,σY0,j(y)γB,σY1,j(y)
γB′,σY1,j(y)
 eiτkF,0,σzψ(0,σ),τ,j(z) +
 00ηB,σY0,j(y)
ηB′,σY0,j(y)
 eiτkF,−1,σzψ(−1,σ),τ,j(z)},
(8)
where
Y0,j(y) ≡ 1√√
pil
e−
(y−yj)2
2l2 , (9)
Y1,j(y) ≡
√
2l
d
dyj
Y0,j(y) =
√
2(y − yj)√√
pil3
e−
(y−yj)2
2l2 , (10)
with yj ≡ kj l2 and kj ≡ 2pij/Lx. The slowly varying
field ψ(n,σ),τ,j(z) ≡ ψa,τ,j(z) was defined in Eq. (5) with
a ≡ (n, σ). γc,σ (c = A,A′, B,B′) comprises an eigen-
vector of a 4 by 4 SWM (Slonczewski-Weiss-McClure)
Hamiltonian at kz = ±kF,0,σ [33–37]. ηc,σ (c = B,B′)
comprises the eigenvector at kz = ±kF,−1,σ. Lx is a lin-
ear dimension of the system size along the x-direction. A
substitution of Eqs. (8,9,10) into Eq. (6) and expansion
in ψ(n,σ),τ,j(z) ≡ ψa,j(z) lead to scatterings between dif-
ferent pockets (inter-pocket scattering) and scatterings
within the same pocket (intra-pocket scattering).
In this paper, we take into consideration only umklapp
scattering terms that are allowed under the charge neu-
trality condition (Fig. 3), inter-pocket scattering terms
between opposite chiralities (Fig. 4), and intra-pocket
scatterings Hf . This is because, in fermionic functional
renormalization group analyses [12, 44, 45], these scatter-
ings are coupled with one another at the one-loop level;
they have larger chances to become relevant upon the
renormalization than those scattering terms omitted.
Under the charge neutrality condition (Eq. (3)), the
interaction allows the following four umklapp terms and
their hermitian conjugates;
Hu =
∑
j,m,n

ψ†4,+,nψ
†
3,+,j+m−nψ1,−,mψ2,−,j ,
ψ†2,+,nψ
†
3,+,j+m−nψ1,−,mψ4,−,j ,
ψ†4,+,nψ
†
1,+,j+m−nψ3,−,mψ2,−,j ,
ψ†2,+,nψ
†
1,+,j+m−nψ3,−,mψ4,−,j .
(11)
6Due to the translational symmetry along x in the Lan-
dau gauge, the scattering processes conserve a momen-
tum kj ≡ 2pij/Lx that is conjugate to x. In eq. (11),
integrals over the spatial coordinate z, and the scatter-
ing matrix elements that depend on z and j,m, n =
1, 2, · · · , (LxLy)/(2pil2) are omitted for clarity. For ex-
ample, the first and fourth terms in Eq. (11) take the
following explicit form with their Hermitian conjugates,
(1st and 4th terms in Eq. (11))
= 2
∑
j,m,n
V
(12)
m−n,j−n
∫
dz
∫
dz′ e
− (z−z′)2
2l20,z
{
e−ikF,3z−ikF,4z
′−ikF,2z′−ikF,1z(
ψ†4,+,nψ
†
3,+,j+m−nψ1,−,mψ2,−,j
+ ψ†2,+,nψ
†
1,+,j+m−nψ3,−,mψ4,−,j
)
+ h.c.
}
. (12)
The matrix element in Eq. (12) are given by a dimen-
sionless function f (12)(x, y) as
V (12)m,n ≡
g
Lx
1
2pil0,zl
f (12)(ym/l, yn/l). (13)
The function f (12)(x, y) can be calculated by the direct
substitution of Eqs. (7,8,9,10) into Eq. (6). g is from
Eq. (7).
In addition to Hu, we consider the inter-pocket scat-
terings between the opposite chirality (Hb) as well as the
intra-pocket scatterings (Hf). They are
Hb =
∑
j,m,n

ψ†4,±,nψ
†
1,∓,j+m−nψ1,∓,mψ4,±,j ,
ψ†3,±,nψ
†
2,∓,j+m−nψ2,∓,mψ3,±,j ,
ψ†4,±,nψ
†
2,∓,j+m−nψ2,∓,mψ4,±,j ,
ψ†3,±,nψ
†
1,∓,j+m−nψ1,∓,mψ3,±,j ,
ψ†4,±,nψ
†
3,∓,j+m−nψ3,∓,mψ4,±,j ,
ψ†2,±,nψ
†
1,∓,j+m−nψ1,∓,mψ2,±,j ,
(14)
and
Hf =
∑
a
∑
j,m,n
ψ†a,nψ
†
a,j+m−nψa,mψa,j , (15)
with ψa,n(z) ≡ eikF,azψa,+,n(z) + e−ikF,azψa,−,n(z) (a =
1, 2, 3, 4; see Eq. (B1) for an actual form of Hf). We
do not take into account the inter-pocket scatterings be-
tween the same chirality, because, at the one-loop level
of the fermionic renormalization group equations [12, 44,
45], they are decoupled from Hu, Hb and Hf , and do not
grow up into larger values upon the renormalization.
IV. EFFECTIVE BOSON THEORY
In this section, we construct effective field theories of
possible insulating phases that are stabilized by the umk-
lapp scattering terms in Eq. (11). To this end, we first
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FIG. 3. Schematic pictures of one of the umklapp scatter-
ing, Hu,2. As in Fig. 2, the vertical axis denotes the mo-
mentum along the field direction (kz), while the horizontal
axis denotes the chain index yj = kj l
2 with kj ≡ 2pij/Lx
(j = 1, 2, · · · , LxLy/(2pil2)). The two-particle scatterings
with solid/dotted arrows are the exchange processes (m = n)
of the first/fourth terms in Eq. (11) with (0, ↑) ≡ 1, (0, ↓) ≡ 2,
(−1, ↑) ≡ 3 and (−1, ↓) ≡ 4.
assume that the low-T insulating phases in the graphite
experiment do not break the translational symmetries
within the graphene plane [the graphene plane is per-
pendicular to the field (z)]. The assumption apparently
does not contradict with any experimental observations
in the past literatures [1, 2, 5, 6, 13–21]. We thus
introduce as ‘mean fields’ the pairings among electron
creation/annihilation operators within the same chain,
and treat the inter-chain electron-electron interactions
within a Hartree-Fock approximation. To be more spe-
cific, we keep only the direct process (Hartree term:
j = n) and exchange process (Fock term: m = n) in
Eqs. (11,14,15). Within such effective theory framework,
the metal-insulator transitions in the graphite experi-
ment are described by a phase transition between a phase
with the mean fields being zero and a phase with the
mean fields being finite. The former phase corresponds
to the high-T normal metal phase and the latter corre-
sponds to the low-T insulating phases.
To do this construction transparently, we first bosonize
the slowly-varying fermion field in terms of two phase
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FIG. 4. Schematic pictures of one of the inter-pocket scat-
terings, Hb,2. They are the exchange processes (m = n) of
the first two terms in Eq. (14) with (0, ↑) ≡ 1, (0, ↓) ≡ 2,
(−1, ↑) ≡ 3 and (−1, ↓) ≡ 4. As in Fig. 2, the vertical axis
denotes the momentum along the field direction (kz), while
the horizontal axis denotes the chain index yj = kj l
2 with
kj ≡ 2pij/Lx (j = 1, 2, · · · , LxLy/(2pil2)).
variables defined for each pocket a = (n, σ) and each
chain j = 1, · · · , (LxLy)/(2pil2) [28, 41];{
ψa,+,j(z) ≡ ηa,j√2piαe−i(φa,j(z)−θa,j(z)),
ψa,−,j(z) ≡ ηa,j√2piαe−i(−φa,j(z)−θa,j(z)).
(16)
Here (n, σ) = (0, ↑), (0, ↓), (−1, ↑) and (−1, ↓) are abbre-
viated as a = 1, 2, 3 and 4 respectively. α is a short-range
cutoff for the spatial coordinate z. φa,j(z), θa,j(z) and
∂zθa,j(z) are a displacement field along the field direc-
tion (z), superconducting phase field, and current den-
sity field along the field respectively. They are associated
with the pocket a and the j-th chain. The displacement
field and superconducting phase field cannot be simul-
taneously definite; they are canonical conjugate to each
other;
[φa,j(z), ∂z′θb,m(z
′)] = iδa,bδj,mδ(z − z′). (17)
ηa,j and ηa,j in Eq. (16) are Klein factors ensuring the
anticommutation relation among fermion fields on dif-
ferent chains (j), pockets (a) and chiralities (τ = ±);
{ηa,j , ηb,m} = {ηa,j , ηb,m} = δa,bδj,m, and {ηa,j , ηb,m} =
0. Due to the Klein factor, the interaction parts given
in Eqs. (11,14,15) cannot be fully bosonized without ap-
proximation.
To obtain the effective boson theories of the insulating
phases, we thus employ the Hartree-Fock approximation
for the inter-chain interactions in Eqs. (11,14,15), to keep
only direct process (j = n) and exchange process (m =
n) in Eqs. (11,14,15). This leads to a fully-bosonized
Hamiltonian
Hkin +Hu +Hb +Hf = H0 +
4∑
i=1
Hu,i +
4∑
i=1
Hb,i + · · · ,
(18)
H0 =
∑
m
4∑
a=1
∫
dz
{uaKapi
2
[Πa,m(z)]
2
+
ua
2piKa
[∂zφa,m(z)]
2
}
, (19)
and piΠa,j(z) ≡ ∂zθa,j(z). Ka and ua are Luttinger pa-
rameter and Fermi velocity of a pocket with a = (n, σ)
that are renormalized by the intra-pocket forward scat-
terings Hf (see appendix B for its details). As in the
standard bosonization, the renormalizations are given by
two parameters g2,a(> 0) and g4,a(> 0) as,
ua
vF,a
=
√(
1 +
g4,a
2pivF,a
)2
−
( g2,a
2pivF,a
)2
, (20)
Ka =
√
2pivF,a + g4,a − g2,a
2pivF,a + g4,a + g2,a
. (21)
See also Appendix B for expressions of g2,a and g4,a in
terms of g in Eq. (7). The Hartree and Fock terms in the
umklapp scatterings of Eq. (11) are bosonized as
Hu,1 =
∑
j,m
M
(1)
j−m
∫
dz
{
σ31,jσ42,m cos
[
Q13+,j +Q
24
+,m
]
+ σ31,jσ42,m cos
[
Q13−,j +Q
24
−,m
]}
, (22)
Hu,2 =
∑
j,m
M
(2)
j−m
∫
dz
{
σ32,jσ41,m cos
[
Q23+,j +Q
14
+,m
]
+ σ32,jσ41,m cos
[
Q23−,j +Q
14
−,m
]}
, (23)
Hu,3 =
∑
j,m
M
(3)
j−m
∫
dz
{
σ31,jσ24,m cos
[
Q13+,j +Q
24
−,m
]
+ σ31,jσ24,m cos
[
Q13−,j +Q
24
+,m
]}
, (24)
Hu,4 =
∑
j,m
M
(4)
j−m
∫
dz
{
σ34,jσ21,m cos
[
Q34−,j +Q
12
+,m
]
+ σ34,jσ21,m cos
[
Q34+,j +Q
12
−,m
]}
, (25)
where
Qab±,j ≡ φa,j + φb,j ± (θa,j − θb,j), (26)
with a, b = 1, 2, 3, 4. σab,j and σab,m are Ising variables
associated with the Klein factors within the same chain,
σab,j ≡ iηa,jηb,j , and σab,m ≡ iηa,mηb,m. The Ising vari-
ables take ±1.
The Fock term (m = n) of the inter-pocket scatterings,
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Hb,13 =
∑
j,m
H
(13)
j−m
∫
dz
{
σ31,jσ31,m cos
[
∆jmQ
13
+
]
+ σ31,jσ31,m cos
[
∆jmQ
13
−
]}
+
∑
j,m
H
(13)
j−m
∫
dz
{
σ42,jσ42,m cos
[
∆jmQ
24
+
]
+ σ42,jσ42,m cos
[
∆jmQ
24
−
]}
, (27)
Hb,2 =
∑
j,m
H
(2)
j−m
∫
dz
{
σ32,jσ32,m cos
[
∆jmQ
23
+
]
+ σ32,jσ32,m cos
[
∆jmQ
23
−
]}
+
∑
j,m
H
(2)
j−m
∫
dz
{
σ41,jσ41,m cos
[
∆jmQ
14
+
]
+ σ41,jσ41,m cos
[
∆jmQ
14
−
]}
, (28)
Hb,4 =
∑
j,m
H
(4)
j−m
∫
dz
{
σ34,jσ34,m cos
[
∆jmQ
34
−
]
+ σ34,jσ34,m cos
[
∆jmQ
34
+
]}
+
∑
j,m
H
(4)
j−m
∫
dz
{
σ21,jσ21,m cos
[
∆jmQ
12
+
]
+ σ21,jσ21,m cos
[
∆jmQ
12
−
]}
, (29)
with ∆jmf ≡ fj − fm. The Hartree term (j = n) of the
inter-pocket scatterings in Eq. (14) could also renormal-
ize the Luttinger parameters and Fermi velocities. For
simplicity, however, we consider the renormalizations of
Ka and ua only by the intra-pocket scatterings Hf as
given in appendix B. Figs. 3 and 4 schematically show
the inter-pocket scattering processes that lead to Hu,2
and Hb,2 respectively.
The inter-chain interactions inHu,i andHb,i range over
the magnetic length;
M
(n)
j−m ≡
g
Lxα2l
M(n)((yj − ym)/l), (30)
H
(n)
j−m ≡
g
Lxα2l
H(n)((yj − ym)/l), (31)
H
(n)
j−m ≡
g
Lxα2l
H(n)((yj − ym)/l), (32)
with n = 1, 2, 3, 4 and 13. M(y) andH(y) as well asH(y)
are dimensionless functions. For example, Eqs. (22,23,30)
are obtained from the direct (j = n) and exchange pro-
cesses (m = n) of Eq. (12) respectively with
M(1)(x) = −e− 18 (kF,1+kF,3−kF,2−kF,4)2l20,z f
(12)(x, 0)√
2pipi2
,
(33)
M(2)(x) = e− 18 (kF,2+kF,3−kF,1−kF,4)2l20,z f
(12)(0, x)√
2pipi2
. (34)
For the repulsive interaction case (g > 0), integrals of
Eqs. (31,32) over y ≡ (yj−ym)/l give negative values for
any n = 13, 2, 4.
In the next section, we will use a perturbative renor-
malization group (RG) analyses on the effective boson
model, H0 +
∑
iHu,i +
∑
iHb,i, where Hu,i and Hb,i
are treated perturbatively (appendix C). We show that,
at the one-loop level of the perturbative RG equations,
Hb,13, Hu,1 and Hu,3 are coupled with one another and
stabilize (what we call) a plain excitonic insulator phase.
Meanwhile, Hu,2 and Hb,2 stabilize spin nematic exci-
tonic insulator phase, Hu,4 and Hb,4 stabilize magnetic
Mott insulator phase.
V. RENORMALIZATION GROUP ANALYSES
A. spin-nematic excitonic insulator (SNEI-I) phase
We begin with the spin-nematic excitonic insulator
phase stabilized by Hb,2 and Hu,2. The renormaliza-
tion group (RG) equations for the inter-chain interaction
functions in Hb,2 and Hu,2 take following forms at the
one-loop level;
dM
(2)
j−m
dlnb
=
A23 +A14
2
M
(2)
j−m
− 2C23
∑
n
M
(2)
j−nH
(2)
n−m − 2C14
∑
n
M
(2)
j−nH
(2)
n−m, (35)
dH
(2)
j−m
dlnb
= A23H
(2)
j−m
− 1
2
∑
n
(
C14M
(2)
j−nM
(2)
n−m + 4C23H
(2)
j−nH
(2)
n−m
)
, (36)
dH
(2)
j−m
dlnb
= A14H
(2)
j−m
− 1
2
∑
n
(
C23M
(2)
j−nM
(2)
n−m + 4C14H
(2)
j−nH
(2)
n−m
)
. (37)
lnb > 0 is a scale change of the RG equations [see ap-
pendix C for their derivations]. The temperature T in-
creases monotonically on renormalization; dT/dlnb = T .
A23, A14 and their linear combination are the scaling di-
mensions of Hj−m, Hj−m and Mj−m at the tree-loop
level;
Aab ≡ 2− 1
2
∑
c=a,b
(
Kc +K
−1
c
)
coth
(ucΛ
2T
)
< 0. (38)
a, b = 1, 2, 3, 4 are the pocket indice, where 1 ≡ (0, ↑),
2 ≡ (0, ↓), 3 ≡ (−1, ↑) and 4 ≡ (−1, ↓). Λ is a short-
range cutoff in the momentum space, Λ = α−1. Cab in
Eqs. (35,36,37) is always finite positive definite constant
for any a, b = 1, 2, 3, 4 (see Appendix C3). We assume
that Cab has no dependence on temperature and mag-
netic field. Eqs. (35,36,37) are functional RG equations
9under which inter-chain interactions change their func-
tional forms. To gain a simpler idea of these functional
RG equations, we take a sum of the inter-chain inter-
actions over their chain indices. The sum reduces the
inter-chain coupling functions into coupling constants as
follows,
m(2) ≡ 2pil2
∑
j
M
(2)
j =
g
α2
∫
M(2)(y) dy, (39)
h(2) ≡ 2pil2
∑
j
H
(2)
j =
g
α2
∫
H(2)(y) dy < 0, (40)
h(2) ≡ 2pil2
∑
j
H
(2)
j =
g
α2
∫
H(2)(y) dy < 0. (41)
As mentioned above, the inequalities in Eqs. (40,41) hold
true for the repulsive interaction case. Considering the
repulsive interaction case, we assume the negative bare
values of h(2) and h(2) in the followings.
The RG equations for the coupling constants take
forms of
dm(2)
dlnb
=
A23 +A14
2
m(2) − 1
pil2
m(2)
(
C23h(2) + C14h(2)
)
,
(42)
dh(2)
dlnb
= A23h(2) − 1
4pil2
(
C14m
2
(2) + 4C23h
2
(2)
)
, (43)
dh(2)
dlnb
= A14h(2) − 1
4pil2
(
C23m
2
(2) + 4C14h
2
(2)
)
. (44)
The equations dictate that the umklapp term as well as
the inter-chain backward scattering are irrelevant at the
tree-loop level, as Aab is negative semi-definite (Eq. (38)).
Smaller m(2), h(2) and h(2) are always renormalized into
zero (‘weak coupling phase’; normal metal phase).
Cab is positive definite. Thus, the bare repulsive inter-
action g has a critical strength, above which m(2), h(2)
and h(2) help one another to grow up into larger values
(‘strong coupling phase’). The critical strength decreases
not only on increasing the magnetic field through a de-
pendence of the one-loop terms on the magnetic length
l, but also on decreasing the temperature through a de-
pendence of Aab on the temperature. This suggests that
the strong coupling phase generally appears in low tem-
perature side and a transition temperature of the strong
coupling phase increases in larger magnetic field (e.g. see
a field-dependence of the transition temperature of the
SNEI-I phase in Fig. 1 in a region of H < 40 T).
The transition temperature can also decrease when
the Luttinger parameters Ka (a = 1, · · · , 4) deviate
largely from the unit. |Aab| has a global minimum at
Ka = Kb = 1 and T = 0. When Ka deviates away from
1, Aab becomes negatively larger and thus the critical
strength for g increases; the transition temperature de-
creases. Physically speaking, Ka being greater/smaller
than the unit means stronger quantum fluctuation of the
displacement field/superconducting phase field of the a-
th pocket [Eqs. (19,17)]. The enhanced quantum fluctu-
ations generally destabilize the strong coupling phase.
This observation readily lets us propose a new micro-
scopic mechanism for the re-entrant transition from the
strong-coupling to weak-coupling phases; the transition
induced by raising the magnetic field. The higher mag-
netic field generally makes the electron pocket (a) and
hole pocket (b) to be smaller in size in the kz space.
This makes their bare Fermi velocities, vF,a,vF,b, to be
smaller with respect to the electron interaction energy
scale. Thus, in the presence of the repulsive interaction,
g2,a, g2,b > 0 in Eq. (21), the smaller Fermi velocities
make their Luttinger parameters to be smaller than the
unit, Ka,Kb < 1. Especially, for H < H0, K1 and K4 are
expected to be much smaller than the unit near H = H0,
where the electron pocket with a = 1[(n, σ) = (0, ↑)] and
the hole pocket with b = 4 [(n, σ) = (−1, ↓)] are about
to leave the Fermi level. Thus, the transition tempera-
ture of the strong coupling phase reduces dramatically
near H = H0 through an enhancement of K
−1
1 and K
−1
4
in Eq. (38) (e.g. see the field-dependence of Tc of the
SNEI-I phase in Fig. 1 in a region of 40 T < H < 50 T).
Physically speaking, this reduction is nothing but a con-
sequence of the enhanced quantum fluctuation of spin
superconducting phase variable.
When the bare repulsive interaction is greater than
the critical value (strong coupling phase), the umklapp
and inter-pocket backward scattering terms grow up into
larger values;
h(2), h(2) → −∞, m(2) → ±∞.
The following argument does not depend on the sign of
m(2), so that we set m(2) > 0 henceforth. In the strong
coupling regime, Hu,2 and Hb,2 are maximally minimized
by
φ3,m + φ2,m = Φ−, φ4,m + φ1,m =
{
2npi − Φ−
(2n+ 1)pi − Φ−
(45)
θ3,m − θ2,m = Θ−, θ4,m − θ1,m =
{
(2n+ 1)pi −Θ−
2npi −Θ− ,
(46)
with
σ32,m = σ41,m = σ32,m = σ41,m = σ. (47)
The locking of the total displacement field, φ3,m+φ2,m+
φ4,m + φ1,m = 2npi or (2n + 1)pi, dictates that the
system is electrically insulating along the field direc-
tion. Meanwhile, any electron densities, 〈ρ(r, c)〉 ≡∑
σ=↑,↓〈ψ†σ(r, c)ψσ(r, c)〉 with c = A,A′, B,B′, do not
break the translational symmetry along the field direc-
tion (z), because
〈ψ†(n,σ),τ,j(z)ψ(n,σ),τ ,j(z)〉 = 0,
〈ψ†(0,σ),τ,j(z)ψ(−1,σ),τ ′,j(z)〉 = 0,
with n = 0,−1, τ, τ ′ = ±, τ = −τ , σ =↑, ↓. Due to the
charge neutrality condition, the mean electron density
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FIG. 5. (color online) Theoretical calculation results of the
optical conductivity σzz(ω) in the SNEI-I phase (H = 40, 45,
49.5 T). (Inset) σzz(ω) in the SNEI-II phase (H = 55 T).
We use the same parameter sets as in Fig. 1. For its details,
see the appendix D. Unlike its appearance in the figures, the
delta function at ω = ω∗ is the most prominent in amplitude,
while the continuum spectrum is much less significant. The
renormalized gap ω∗ is on the order of
√
EintEbw, where Eint
is an interaction energy scale, Eint ∼ e2/(l), and Ebw is a
band width energy scale (see appendix C4).
is 2 per two LLs, n = 0 and n = −1 LLs, and per the
unit cell along the c-axis. Besides, the insulating phase is
associated with particle-hole pairings between n = 0 LL
(electron pocket) and n = −1 LL (hole pocket). Thus,
we regard this phase as excitonic insulator [18, 20, 42–45]
instead of charge density wave phase.
An insulating property is manifested by the optical
conductivity along the c-axis, σzz(ω). In the strong cou-
pling phase with large m(2), we may employ a Gaussian
approximation for the cosine terms in Hu,2. σzz(ω) is
calculated within the linear response theory as σzz(ω) =
(e2uK)/(2pil2)δ(ω − ωg), where uK ≡
∑
a uaKa. ω
2
g ≡
2piuK
∑
jM
(2)
j defines a gap for collective particle-hole
excitation associated with a fluctuation of the total dis-
placement field. An inclusion of a short-ranged dielectric
disorder renormalizes the gap into a smaller value ω∗ with
a smaller spectral weight for the delta function (see Ap-
pendix D). Meanwhile, it adds a continuum spectrum in
higher energy region. The continuum spectra compen-
sate the reduced spectral weight of the delta function.
The observation concludes that the excitonic insulator
phase is robust against any small dielectric disorder, pro-
vided that the renormalized gap size and the spectral
weight of the delta function remains finite (see appendix
D).
The long-range order of the spin superconducting
phases such as θ3 − θ2, θ4 − θ1 in Eq. (46) breaks the
U(1) spin-rotational symmetry around the field direc-
tion. The breaking of the continuous spin-rotational
symmetry is manifested by a long-range ordering of spin
quadrupole moment (‘spin-nematic excitonic insulator’).
The quadrupole moment that exhibits the order is a sym-
metric part of a 2nd-rank spin tensor composed by two
spin-1/2 moments [see appendix E]. One spin-1/2 is from
the pi orbital of A or A′ carbon atom, while the other
spin-1/2 is from the pi orbital of B or B′ carbon atom.
The 2nd rank spin tensor is defined as
Qcdµν(r) ≡ 〈Sc,µ(r)Sd,ν(r) + Sc,ν(r)Sd,µ(r)〉
− δµν〈Sc,⊥(r) · Sd,⊥(r)〉, (48)
with c = A,A′, d = B,B′, µ, ν = x, y, Sc,⊥ ≡ (Sc,x, Sc,y),
2Sc,µ(r) ≡ ψ†σ′(r, c)[σµ]σ′σ′′ψσ′′(r, c) and σ′, σ′′ =↑, ↓.
The order of the spin superconducting phase [Eq. (46)]
leads to a ferro type as well as density-wave type ordering
of the 2nd rank spin tensor, e.g.
QABxx (r) + iQ
AB
xy (r) = e
2iΘ−
(
u+ u cos(∆Kz − 2Φ−)
)
,
where ∆K ≡ kF,3 + kF,2 − kF,4 − kF,1. u is a complex-
valued coefficient. Symmetry-wise speaking, the long-
range order given in Eq. (46) can be also accompanied
by a helical magnetic order whose magnetic moment lies
in the xy plane. The helical order has two spatial pitches
along the c-axis, (2pi)/(kF,3+kF,2) and (2pi)/(kF,1+kF,4).
Microscopically speaking, however, an amplitude of the
magnetic moment is tiny and, if any, it appears only in
those spatial regions in the cell where two neighboring
pi orbitals in the same graphene layer overlap [Appendix
E].
On increasing the magnetic field, the outer electron
pocket with (n, σ) = (0, ↑) and hole pocket with (−1, ↓)
leave the Fermi level at H = H0. Ab-initio electronic
band structure calculations evaluate H0 around 53 T [8].
For H → H0 (H < H0), the bare Fermi velocities of
the two pockets vF,1 and vF,4 become smaller. So do
the Luttinger parameters of the two pockets K1 and K4
[Eq. (21)]. The reduction of the Luttinger parameters
makes the tree-level scaling dimension A14 negatively
very large [Eq. (38)]. Thus, according to Eqs. (42,44),
m(2) and h(2) are renormalized into smaller values at an
early stage of the RG flow for H . H0, irrespective of
bare values of m(2) and h(2). Meanwhile, A23 as well as
vF,2 and vF,3 remain rather constant around H = H0.
Thus, according to Eq. (43), h(2) grows up to a larger
value and eventually diverges, provided that its bare (ini-
tial) value is greater than a critical value (see below for
the critical value). Larger h(2) then helps m(2) and h(2)
to grow up at a late stage of the RG flow, by way of the
one-loop terms in Eqs. (42,44). The argument so far con-
cludes that, for H . H0, the transition temperature of
the strong coupling phase is determined only by Eq. (43)
with m(2) = 0;
dh(2)
dlnb
= A23h(2) − C23
pil2
h2(2). (49)
At the zero temperature, Eq. (49) gives the critical value
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for h(2) as,
h(2),c ≡ pil
2
C23
(A23)|T=0
=
pil2
C23
[
2−
∑
c=2,3
(
Kc +K
−1
c
)]
< 0. (50)
When h(2) < h(2),c < 0, the spin nematic excitonic insu-
lator phase always appears below a finite critical temper-
ature Tc at H ≤ H0 (Fig. 1). The situation is consistent
with the experimental phase diagram of the graphite un-
der high field. Meanwhile, RG phase diagrams of the
other insulators stabilized by Hu,1, Hu,3 or Hu,4 are not
consistent with the graphite experiment.
B. magnetic Mott insulator and plain excitonic
insulator phases
To see this, let us next consider a nature and a RG
phase diagram of the magnetic Mott insulator phase sta-
bilized by Hu,4 and Hb,4. By exchanging 2 and 4 in
Eqs. (42,43,44), we can readily obtain corresponding one-
loop RG equations for their coupling constants;
dm(4)
dlnb
=
A34 +A12
2
m(4) − 1
pil2
m(4)
(
C34h(4) + C12h(4)
)
,
(51)
dh(4)
dlnb
= A34h(4) − 1
4pil2
(
C12m
2
(4) + 4C34h
2
(4)
)
, (52)
dh(4)
dlnb
= A12h(4) − 1
4pil2
(
C34m
2
(4) + 4C12h
2
(4)
)
. (53)
Here, the coupling constants are integrals of the inter-
chain coupling functions in Hb,4 and Hu,4;
m(4) ≡ 2pil2
∑
j
M
(4)
j =
g
α2
∫
M(4)(y) dy,
h(4) ≡ 2pil2
∑
j
H
(4)
j =
g
α2
∫
H(4)(y) dy < 0,
h(4) ≡ 2pil2
∑
j
H
(4)
j =
g
α2
∫
H(4)(y) dy < 0.
The inequalities hold true for bare values of h(4) and h(4)
in the presence of the repulsive interaction g (> 0).
The RG equations tell that the bare value of the re-
pulsive interaction g has a critical strength above/below
which m(4) as well as h(4) and h(4) become rele-
vant/irrelevant on the renormalization. In the strong
coupling phase with m(4) → ±∞ and h(4), h(4) → −∞,
Hb,4 and Hu,4 are maximally minimized by
φ3,j + φ4,j = Φ−, φ2,j + φ1,j =
{
2npi − Φ−
(2n+ 1)pi − Φ−
(54)
θ3,j − θ4,j = Θ−, θ2,j − θ1,j =
{
(2n+ 1)pi −Θ−
2npi −Θ− ,
(55)
with
σ34,m = σ21,m = σ34,m = σ21,m = σ, (56)
for m(4) > 0. The locking of the total displacement
field results in an electrically insulating behavior along
the field direction, while the long-range order of the
spin-superconducting phases leads to a long-range helical
magnetic order, e.g.
〈SA,x(r)〉+ i〈SA,y(r)〉 = v′eiΘ− cos((kF,1 + kF,2)z),
〈SB,x(r)〉+ i〈SB,y(r)〉 = v′′eiΘ− cos
(
(kF,1 + kF,2)z
)
+ w′′eiΘ− cos
(
(kF,3 + kF,4)z
)
.
As for the charge degree of freedom, the insulating phase
does not break the translational symmetry; 〈ρ(r, c)〉
always respects the translational symmetry for c =
A,B,A′, B′. The phase is stabilized by the pairings with
the same LL but between the different spins, so that we
call this phase as a magnetic Mott insulator.
Unlike the spin-nematic excitonic insulator, a transi-
tion temperature of the magnetic Mott insulator goes
to zero at a certain critical field below H0. For H →
H0 (H < H0), where K1 and K4 become very small, both
A34 and A12 in Eqs. (51,52,53) become negatively very
large. Accordingly, unlike in the spin nematic excitonic
insulator case in the previous section, all of the three
coupling constants, m(4), h(4) and h(4), are renormalized
to zero for those H sufficiently close to H0 (H < H0).
In other words, the transition temperature of the mag-
netic Mott insulator always goes to zero at a certain crit-
ical field below H0. This is also the case with the plain
excitonic insulator stabilized by Hu,1, Hu,3 and Hb,13.
These RG phase diagrams are not consistent with the
experimental phase diagram of graphite under the high
field [13–18, 20].
Besides, the helical magnetic order in the Mott insu-
lator is expected to be weak against magnetic disorders.
Considering an anisotropy of g-factor in graphite [46],
it is natural to assume that the high magnetic field al-
lows the system to have single-particle backward scatter-
ings between two electron pockets with (n, σ) = (0, ↑)
and (0, ↓), and also that between two hole pockets with
(n, σ) = (−1, ↑) and (−1, ↓). The backward scatter-
ings do exist, especially when graphite contains those
graphene layers whose normal vectors (c-axis) have non-
zero angles with respect to the field direction. Such
graphene layers can appear anywhere and randomly
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along the c-axis, so that the backward scatterings are
generally accompanied by random U(1) phases λj,±(z);
H ′imp =
∑
j
∫
dzAj,+(z)
{
eiλj,+(z)ψ†1,+,j(z)ψ2,−,j(z) + h.c.
}
+
∑
j
∫
dzAj,−(z)
{
eiλj,−(z)ψ†1,−,j(z)ψ2,+,j(z) + h.c.
}
+ · · ·
When bosonized, these single-particle backward scat-
terings add random U(1) phases into Φ− ± Θ− in
Eqs. (54,55) respectively;
H ′imp =
∑
j
∫
dzAj,+(z)σ12,j
× cos [φ2,j + φ1,j − θ2,j + θ1,j + λ+,j(z)]
+
∑
j
∫
dzAj,−(z)σ12,j
× cos [φ2,j + φ1,j + θ2,j − θ1,j + λ−,j(z)]+ · · · .
Since Φ− and Θ− comprise gapless Goldstone modes in
the magnetic Mott insulator, the added random U(1)
phases readily kill the long-range orders of Φ− and Θ−,
however small the amplitudes Aj,±(z) are [25–28]. Like-
wise, the plain excitonic insulator phase stabilized by
Hu,1, Hu,3 and Hb,13 is expected to be weak against
short-ranged charged disorders. The short-ranged disor-
der causes single-particle type backward scatterings be-
tween (0, ↑) and (−1, ↑) pockets and those between (0, ↓)
and (−1, ↓) pockets. From these reasonings as well as in-
consistency between their RG phase diagrams and the ex-
perimental phase diagram of graphite, we conclude that
the magnetic Mott insulator as well as the plain excitonic
insulator can hardly explain the graphite experiment co-
herently.
One may expect that the spin-nematic excitonic insu-
lator could also suffer from random single-particle back-
ward scatterings between (0, ↑) and (−1, ↓) pockets or
those between (0, ↓) and (−1, ↑) pockets. Nonetheless,
these scatterings unlikely exist in the real system. Or, if
any, they are much smaller than the others, because the
relativistic spin-orbit interaction is needed for them, and
it is extremely small in graphite [36, 46]. Without the
spin-orbit interaction, these backward scatterings need
both the magnetic scatter and the short-ranged charged
scatter on the same spatial point. Microscopically, how-
ever, these two types of the scatters are of different origins
and they have no correlation at all. From these reason-
ings as well as the generic consistency between the RG
phase diagram (H < H0 in Fig. 1) and the experimental
phase diagram, we conclude that an insulating phase in
graphite at H < H0 is the spin-nematic excitonic insula-
tor stabilized by the interplay between Hu,2 and Hb,2.
VI. TWO POCKETS MODEL (H > H0)
For H > H0, both the electron pocket with (n, σ) =
(0, ↑) and hole pocket with (n, σ) = (−1, ↓) leave the
Fermi level [8, 19]. The low-energy electronic system
for H > H0 comprises only of the electron pocket with
(n, σ) = (0, ↓) and the hole pocket with (n, σ) = (−1, ↑).
As before, we call (n, σ) = (0, ↓) as a = 2 and (n, σ) =
(−1, ↑) as a = 3. The charge neutrality condition is given
by kF,0,↓ + kF,−1,↑ = pi/c0. Under the condition, the in-
teraction allows the following umklapp term;
H ′u =
∑
j,m,n
ψ†3,+,nψ
†
2,+,j+m−nψ2,−,mψ3,−,j + h.c., (57)
where the integrals over z and scattering matrix elements
are omitted. Other two-particle interaction terms that
are linked with the umklapp term at the one-loop level
of the fermionic RG equations are inter-pocket and intra-
pocket scatterings between different chiralities [45]. They
are
H ′b =
∑
j,m,n
ψ†3,±,nψ
†
2,∓,j+m−nψ2,∓,mψ3,±,j , (58)
and
H ′d =
∑
j,m,n
{
ψ†2,±,nψ
†
2,∓,j+m−nψ2,∓,mψ2,±,j ,
ψ†3,±,nψ
†
3,∓,j+m−nψ3,∓,mψ3,±,j ,
(59)
respectively.
To construct effective boson theories of possible insu-
lating phases stabilized by H ′u, we first assume the in-
plane (graphene-plane) translational symmetry of the in-
sulating phases, consider electron pairing within the same
chain, and treat the inter-chain electron-electron interac-
tions by the Hartree-Fock approximation. Specifically,
we keep only the direct process (Hartree; j = n) and the
exchange process (Fock; m = n) in Eqs. (57,58,59), and
bosonize them into cosine terms;
H ′u +H
′
b +H
′
d = H
′
u,1 +H
′
u,2 +H
′
d,1 +H
′
b,2 + · · · ,
H ′u,1 =
∑
j,m
N
(1)
j−m
∫
dzσ33,jσ22,m cos
[
2φ3,j + 2φ2,m
]
,
(60)
H ′u,2 =
∑
j,m
N
(2)
j−m
∫
dzσ23,jσ32,m cos
[
Q23+,j +Q
23
−,m
]
,
(61)
H ′d,1 =
∑
j,m
O
(1)
j−m
∫
dzσ33,jσ33,m cos
[
2φ3,j − 2φ3,m
]
+
∑
j,m
O
(1)
j−m
∫
dzσ22,jσ22,m cos
[
2φ2,j − 2φ2,m
]
, (62)
H ′b,2 =
∑
j,m
P
(2)
j−m
∫
dzσ23,jσ23,m cos
[
Q23−,j −Q23−,m
]
+
∑
j,m
P
(2)
j−m
∫
dzσ32,jσ32,m cos
[
Q23+,j −Q23+,m
]
. (63)
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FIG. 6. (color online) (Left) schematic pictures of two-particle
umklapp scatterings that are allowed in the two-pocket model
under the charge neutrality condition, H ′u,1 and H
′
u,2. They
are direct (j = n) and exchange (m = n) processes of Eq. (57)
respectively. (Middle) two-particle intra-pocket scatterings
H ′d,1: exchange processes (m = n) of Eq. (59). (Right)
two-particle inter-pocket scatterings H ′b,2; exchange processes
(m = n) of Eq. (58). As in Fig. 2, the vertical axis denotes the
momentum along the field direction (kz), while the horizon-
tal axis denotes the chain index yj = kj l
2 with kj ≡ 2pij/Lx
(j = 1, 2, · · · , LxLy/(2pil2)).
Here H ′u,1 is from the Hartree process (j = n) of Eq. (57),
while H ′u,2, H
′
d,1 and H
′
b,2 are from the Fock processes
(m = n) of Eq. (57), Eq. (59) and Eq. (58) respectively
(Fig. 6). The Hartree processes of H ′d and H
′
b renormal-
ize the Luttinger parameters and Fermi velocities in H0
[Eq. (19)]. Especially, the Hartree term of H ′d gives rise
to positive g2,a (a = 2, 3) in Eqs. (20,21) in the presence
of the repulsive electron interaction (g > 0).
As in the previous section, we carried out the per-
turbative RG analyses on these effective boson models,
H0 +H
′
u,1 +H
′
u,2 +H
′
d,1 +H
′
b,2. At the one-loop level of
the perturbative RG equations, H ′u,1 and H
′
d,1 are cou-
pled with each other, and so are H ′u,2 and H
′
b,2. When
the bare interaction strength g is greater than critical
interaction strength, respective pairs of the cosine terms
grow up, to have larger amplitudes and the system enters
strong coupling phases. In the following two subsections,
we argue that H ′u,1 and H
′
d,1 stabilize a plain superposed
CDW phase, while H ′u,2 and H
′
b,2 stabilize spin-nematic
excitonic insulator phase.
A. a superposed CDW phase
When H ′u,1 and H
′
d,1 become relevant, the cosine terms
in Eqs. (60,62) are maximally minimized by a charge den-
sity wave (CDW) phase, where a displacement field of the
electron pocket and that of the hole pocket exhibit long-
range orders individually;
2φ2,j = Φ2, 2φ3,j = Φ3, (64)
Φ2 + Φ3 =
{
2npi (n(1) < 0)
(2n+ 1)pi (n(1) > 0)
, (65)
with
σ22,j = σ33,j = σ. (66)
Such CDW is a plain superposition of a charge density
wave of the electron pocket with ↓ spin and pi/kF,0,↓ spa-
tial pitch and that of the hole pocket with ↑ spin and
pi/kF,−1,↑ spatial pitch. Since this strong coupling phase
is not accompanied by any long-range order of spin su-
perconducting phase fields, the transition temperature
of the superposed CDW phase increases monotonically
in the magnetic field in the presence of the repulsive
electron-electron interaction; g2,a=2, g2,b=3 > 0. Such
behaviour of the transition temperature is not consistent
with the graphite’s experimental phase diagram; the ex-
periment shows the re-entrant insulator-metal transition
at H = Hc,2 ' 75 T.
Besides, the long-range order of the relative displace-
ment between the two charge density waves, Φ2 − Φ3,
is weak against random charged impurities, unless their
spatial pitches are commensurate to the underlying lat-
tice constant c0 [25–28]. Namely, the impurity poten-
tials induce single-particle backward scatterings within
the same electron pocket and/or within the same hole
pocket. The impurities appear spatially randomly as a
function of the coordinate z. Thus, the scatterings add
random U(1) phases into 2φ2,j and 2φ3,j , unless Φ2 and
Φ3 in Eq. (64) have finite mass in the CDW phase. When
2kF,0,↓ or 2kF,−1,↑ is incommensurate with respect to
2pi/c0, the long-range ordering of Φ2 − Φ3 in Eq. (64)
is generally accompanied by a gapless phason excitation.
Thereby, even small random charged impurities wipe out
the long-range order of the relative phase between the
two density waves. Meanwhile, being locked into the dis-
crete values by the cosine potential in the umklapp term
(H ′u,1), the total displacement field, Φ2+Φ3, always has a
finite mass in the superposed CDW phase. The locking is
therefore robust against the random charged impurities,
as far as their amplitudes are small.
B. spin nematic excitonic insulator (SNEI-II)
phase
When H ′u,2 and H
′
b,2 become relevant, the cosine terms
in Eqs. (61,63) are maximally minimized by the excitonic
insulator phase with broken U(1) spin rotational symme-
try. To see a nature and an RG phase diagram of this
strong coupling phase, let us first reduce the inter-chain
coupling functions in H ′u,2 and H
′
b,2 into coupling con-
14
stants;
n(2) ≡ 2pil2
∑
j
N
(2)
j−m,
p(2) ≡ 2pil2
∑
j
P
(2)
j−m, p(2) ≡ 2pil2
∑
j
P
(2)
j−m.
For the repulsive interaction case (g > 0), bare values
of these three coupling constants are negative; the co-
sine terms in H ′u,2 and H
′
b,2 are all from the exchange
processes. The one-loop RG equations for these coupling
constants take the following forms;
dn(2)
dlnb
= A23n(2) − C23
pil2
n(2)
(
p(2) + p(2)
)
, (67)
dp(2)
dlnb
= A23p(2) − C23
pil2
(
n2(2) + p
2
(2)
)
, (68)
dp(2)
dlnb
= A23p(2) −
C23
pil2
(
n2(2) + p
2
(2)
)
. (69)
Negative semi-definite A23 and positive definite C23 were
already defined in Eq. (38) and appendix C3 respectively.
Thanks to an inversion symmetry (Qab+,j → −Qab−,j), the
coupled equations as well as the bare values of the cou-
pling constants are symmetric with respect to an ex-
change between p(2) and p(2). This decouples the RG
equations into
df±
dlnb
= A23f± ∓ C23
pil2
f2±, (70)
where f± ≡ n(2) ± p(2) = n(2) ± p(2). At the zero tem-
perature, A23 and C23 have no dependence of the scale
change lnb. Thereby, the equations immediately give out
a RG flow diagram as in Fig. 7. The strong and weak
coupling phases at T = 0 are defined by{ |n(2)| − p(2) > xc (strong coupling phase),
|n(2)| − p(2) < xc (weak coupling phase), (71)
with
xc ≡ − pil
2
C23
A23 > 0. (72)
In the strong-coupling side, the cosine terms in the
bosonized Hamiltonian are maximally minimized by
σ23,j = σ32,j = σ, (73)
θ2,j − θ3,j = Θ, (74)
2(φ2,j + φ3,j) =
{
2npi (n(2) < 0)
(2n+ 1)pi (n(2) > 0)
. (75)
The locking of a sum of the two displacement fields leads
to an electrically insulating property along the field di-
rection. The optical conductivity calculated within the
Gaussian approximation shows a gap behavior, σzz(ω) =
(e2uK)/(2pil2)δ(ω − ωg) with uK =
∑
a=2,3 uaKa and
ω2g ≡ 2piuK
∑
j N
(2)
j (see also an inset of Fig. 5). The
-1 0 1
-1
0
p (2
) FP1
FP0
weak coupling phase
strong coupling phase
 n (2)
FIG. 7. (color online) Renormalization group (RG) flow at
T = 0 in the two-dimensional parameter space subtended by
n(2) and p(2) = p(2). Weak/strong coupling phases stand for
normal metal phase/spin nematic excitonic insulator (SNEI-
II) phase respectively. Quantum criticality of the quantum
phase transition between these two are controlled by a fixed
point named as ‘FP1’. The scaling dimension of the relevant
parameter at FP1, ν2, is given in Eq. (77).
long-range order of the spin superconducting phase θ2−θ3
in Eq. (74) breaks the global U(1) spin rotational sym-
metry. The strong coupling phase is accompanied by
particle-hole pairing between the electron pocket with ↓
spin and the hole pocket with ↑ spin, so that we name
the phase also as spin nematic excitonic insulator phase.
Nonetheless, the phase could be symmetrically distinct
from the spin nematic excitonic insulator discussed in
the previous section, depending on a spatial parity of the
excitonic pairing (see also Sec. VIIIA and Sec. XB). We
thus distinguish these two by calling them as SNEI-I for
H < H0 and SNEI-II for H > H0 respectively.
The phase boundary condition, Eqs. (71,72), explains
the metal-insulator transition at a lower field regime. For
simplicity, we assume that the bare values of n(2) and
p(2) = p(2) as well as (C23)|T=0 have no H-dependence.
For a low H regime, the magnetic length l is large, so is
the critical value xc in Eq. (72). Thereby, a given bare
value of |n(2)| − p(2) can be below the critical value xc
in lower H regime (weak-coupling phase; normal metal
phase). On increasing H, the magnetic length l decreases
and so does the critical value xc. Thus, the bare value
of |n(2)| − p(2) exceeds the critical value xc at a certain
critical magnetic field (H = H∗c ). For H
∗
c < H, the
system enters the strong coupling phase (SNEI-II phase).
From a comparison with the graphite experiment [17, 18,
20], we assume that H∗c is smaller than H0. In this case,
the system at T = 0 undergoes a phase transition from
SNEI-I to SNEI-II at H = H0.
The phase boundary condition Eqs. (71,72) also ex-
plains the T = 0 insulator-metal re-entrant transition at
a higher field regime. When the field H increases fur-
ther, both electron and hole pockets become smaller in
size in the kz space. This makes their bare Fermi veloc-
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ities vF,2 and vF,3 as well as Luttinger parameters K2
and K3 smaller. The smaller Luttinger parameters can
increase the critical value xc through the dependence of
A23 on K
−1
2 and K
−1
3 [Eq. (38)]. To be more precise,
suppose that the electron pocket with n = 0 LL with ↓
spin and the hole pocket with n = −1 LL with ↑ spin
leave the Fermi level at H = H1. When H gets ‘close’
to H1 from below (H < H1), the increase of −A23 can
overcome the decrease of l2 in Eq. (72), such that xc in-
creases again. Namely, for H < H1, l
2 is always bounded
by (~c)/(eH1) from below, while K−12 and K
−1
3 as well
as −A23 have no upper bound in principle. Thus, for
some magnetic field Hc,2 with H
∗
c < H0 < Hc,2 < H1,
xc exceeds the bare value of |n(2)| − p(2) again and the
system falls into the weak coupling phase (normal metal
phase) again. From a set of reasonable parameter values
used in Fig. 1 (see appendix C4 for a set of parameters
used in Fig. 1), we obtain Hc,2 = 82 T and H1 = 120 T.
C. critical natures of the MI and re-entrant IM
transitions
The re-entrant transition point at H = Hc,2 is a zero-
temperature continuous phase transition with dynamical
exponent z = 1. Toward this quantum critical point, a
correlation length along the field direction ξz diverges as
ξz ∝ |H −Hc,2|−1/ν2 . (76)
A critical exponent ν2 is given only by the Luttinger pa-
rameters at the critical point (H = Hc,2),
ν2 =
1
2
∑
a=2,3
(
Ka +K
−1
a
)− 2. (77)
Since z = 1, the correlation length is inversely propor-
tional to the gap ωg in the optical conductivity along the
field direction, σzz(ω);
ωg ∝ (Hc,2 −H)z/ν2 = (Hc,2 −H)1/ν2 , (78)
forH < Hc,2. By measuring how the gap vanishes toward
H = Hc,2 as a function of the field, one can determine
the values of the Luttinger parameters at the quantum
critical point. By seeing how much the Luttinger param-
eters thus determined deviate from 1, one could also test
a validity of our theory of the re-entrant insulator-metal
transition.
The low-H metal-insulator transition between the nor-
mal metal and SNEI-I phases is also a quantum critical
point. Toward this point, H = Hc,1, the gap ωg in the
SNEI-I phase also vanishes,
ωg ∝ (H −Hc,1)1/ν1 , (79)
for Hc,1 < H. The critical exponent ν1 is given by the
Luttinger parameters at H = Hc,1;
ν1 =
1
2
∑
a
(
Ka +K
−1
a
)− 2, (80)
where the summation in the pocket index a is taken over{
a = 1, 4 (|A14|C23h(2)  |A23|C14h(2)),
a = 2, 3 (|A14|C23h(2)  |A23|C14h(2)). (81)
Meanwhile, the gap in σzz(ω) reaches finite constant val-
ues atH = H0±0, when the phase transition from SNEI-I
phase to SNEI-II phase is of the first order. This is the
case when the spatial parities of the exctionic pairings
in the two phases are different from each other (see also
Sec. VIIIA and Sec. XB).
VII. IN-PLANE RESISTANCE IN THE FOUR
POCKETS MODEL (H < H0)
Generally, in-plane current operators in the clean limit
have finite matrix elements only between neighboring
Landau levels. When the temperature is much lower than
the cyclotron frequency ~ω0, the in-plane resistance in-
creases on increasing magnetic field H. Contrary to this
expectation, the low-temperature in-plane resistance in
graphite under high magnetic field shows an unexpected
H-dependence [14, 15, 17, 18]. It shows a broad peak
around 15 T ∼ 30 T, and then decreases slowly on fur-
ther increasing H. From H = 30 T to H = H0 ' 53 T,
the resistance reduces by half or more. Besides, when
the system enters the low-field-side out-of-plane insulat-
ing phase (Hc,1 < H < H0), the in-plane resistance shows
an additional steep increase by 15% to 30% [14, 15, 18].
Unlike the out-of-plane resistivity, the additional increase
amount becomes smaller for lower temperature.
A. H-dependence of Rxx at H < H0
The H-dependence of the in-plane resistance in 30T <
H < H0 ' 53 T can be explained by charge trans-
ports along the surface chiral Fermi arc (SCFA) states.
To see this, notice first that the electron/hole pockets
in the bulk are terminated with SCFA states of the
electron/hole type around the boundary regions of the
system (see Fig. 2 and appendix A). A SCFA state of
the electron/hole type is a bundle of Na-number of chi-
ral edge modes of electron/hole type respectively, where
Na is a number of kz points within the electron/hole
pocket (a = 1, 2, 3, 4). Here ‘a’ denotes the pocket index;
1 ≡ (0, ↑), 2 ≡ (0, ↓), 3 ≡ (−1, ↑), and 4 ≡ (−1, ↓). The
chiral edge mode enables unidirectional electric current
flow along the boundary in a xy plane. The chiral di-
rections of the electric current flows of the electron-type
and hole-type edge modes are opposite to each other.
In the presence of short-ranged charged impurities, the
current flow along the electron-type edge mode with σ
spin can be scattered into the hole-type edge mode with
the same σ spin. In this respect, the SCFA state with
(−1, σ) (hole-type) and that with (0, σ) (electron-type)
cancel each other by the intra-surface backward scat-
terings due to the charged impurities. In the absence
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of any backward scatterings between (0, σ) and (−1, σ)
((σ, σ) = (↑, ↓), (↓, ↑); see the last paragraph in Sec. V for
the reasonings of the absence), both (N2 − N4)-number
of anticlockwise (electron-type) chiral edge modes with ↓
spin and (N3 −N1)-number of clockwise (hole-type) chi-
ral edge modes with ↑ spin individually contribute to the
two-terminal conductance within the xy plane;
Gs =
e2
h
(
N2 −N4 +N3 −N1
)
=
2e2
h
(
N3 −N1
)
. (82)
From the first line to the second line, we used the charge-
neutrality condition; N1 + N2 = N3 + N4. Impor-
tantly, the in-plane conductance given by Eq. (82) usu-
ally increases on increasing H for H < H0. This is
because a variation of N1 with respect to H is larger
than that of N3; dN1/dH < dN3/dH < 0. For N3 =
(Lz/(2c0))(1−H/H1), and N1 = (Lz/(2c0))(1−H/H0),
the H-dependence of the resistance due to the surface
charge transport is given by
Rs =
h
e2
c0
Lz
H0H1
H(H1 −H0) . (83)
The resistance is on the order of 1 Ω at H = 30 T [Lz =
50 µm, c0 = 0.67 nm, H0 = 50 T and H1 = 120 T.]
The value is on the same order of the experimental value
(2 Ω ∼ 3 Ω) [17].
B. T -dependence of Rxx at H < H0
The T -dependence of the in-plane resistance inside the
low-field-side insulating phase (Hc,1 < H < H0) can be
explained by a coupling between the SCFA states and
gapless Goldstone modes associated with the spin ne-
matic order in the bulk. The spin-nematic excitonic insu-
lator (SNEI-I) phase breaks two global U(1) symmetries.
They are the U(1) spin-rotational symmetry around the
field direction and a translational symmetry associated
with a spatial polarization of the spin (↑ or ↓) and pseu-
dospin (n = 0 LL or n = −1 LL) densities.
Such SNEI-I phase has two low-energy gapless excita-
tions. They are space-time fluctuations of the following
two phase variables [Eqs. (45,46)];
fj(z) ≡
(
θ3,j(z)− θ2,j(z)
)− (θ4,j(z)− θ1,j(z))− 2Θ−,
(84)
gj(z) ≡
(
φ3,j(z) + φ2,j(z)
)− (φ4,j(z) + φ1,j(z))− 2Φ−.
(85)
When they vary slowly in z/c0 and yj/l ≡ 2pilj/Lx, their
energy dispersions become linear in the momenta;
Hsw = 1
2LzN
∑
k
(
B1k
2 + C1k
2
z
)
f†(k)f(k)
+
1
2LzN
∑
k
(
B2k
2 + C2k
2
z
)
g†(k)g(k), (86)
with positive Bt and Ct (t = 1, 2), and k ≡ (kz, k). kz
and k are conjugate to z and yj ≡ 2pil2j/Lx respectively,
fj(z) ≡ 1
LzN
∑
k
eikzz+ikyjf(k),
gj(z) ≡ 1
LzN
∑
k
eikzz+ikyjg(k).
The gapless modes couple with the SCFA states through
a simple density-density interaction, e.g.
H′ = 1
Lx
∑
a,τ,b
∑
n
∑
m
∫
dzAe−b(a,τ ;b)(yn, ym)
× ρa,τ,n(z)
(
ψ†b,m(z)ψb,m(z)
)
, (87)
with bulk density operator ρa,τ,n(z) ≡ ψ†a,τ,n(z)ψa,τ,n(z)
(|yn| ≤ Ly/2). a, b = 1, 2, 3, 4 denote the pocket indices,
and τ = ± is the chirality index. By definition, the sum-
mations over the chain indices n and m in Eq. (87) are
restricted within the bulk region and edge region respec-
tively; Ly/2 ≤ |ym|.
When bosonized, the density operator in the bulk re-
gion is given by a linear combination of the phase vari-
ables, 2piρa,τ,n(z) ≡ ∂zφa,n(z) − τ∂zθa,n(z). Such phase
variables generally contain the two low-energy gapless ex-
citations with the linear dispersions. Thus, the situation
becomes precisely analogous to the electron-phonon in-
teraction in metal [47, 48]. The coupling gives the SCFA
electrons with finite transport life times [48]. When the
temperature is on the order of a band width of the gapless
Goldstone modes (but smaller than the transition tem-
perature of the SNEI-I phase), the transport life time of
the SCFA states is linear in temperature T ; so is the re-
sistivity due to the surface charge transport. This can
explain the T -dependence of the in-plane resistance in
the insulating phases in graphite [14, 15, 18].
VIII. IN-PLANE RESISTANCE IN THE TWO
POCKETS MODEL (H > H0)
The in-plane resistance of graphite under the high
magnetic field stays almost constant in the field inside
the high-field-side out-of-plane insulating phase (H0 <
H < Hc,2) [17–21]. Above the re-entrant insulator-metal
(IM) transition field (Hc,2 < H), the resistance shows
the normal behaviour; Rxx increases in the field [21].
In the following, we will argue that the SNEI-II phase
in H > H0 can be either topological [49–51] or topologi-
cally trivial, depending on the spatial parity of the exci-
tonic pairing between electron pocket (n = 0, ↓) and hole
pocket (n = −1, ↑). When the excitonic pairing field is
an odd function in the momentum kz, the SNEI-II phase
becomes topological and thereby the SCFA state of elec-
tron type (n = 0, ↓) and the SCFA state of hole type
(n = −1, ↑) are reconstructed into a helical surface state
with a gapless Dirac cone. The electric transport through
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FIG. 8. (color online) (a) single-particle electronic states in
normal metal phase (two pocket model). The electron pocket
(blue curve) is formed by the n = 0 LL with ↓ spin, and the
hole pocket (yellow curve) is by the n = −1 LL with ↑ spin.
(b) single-particle electronic states with the excitonic pairing.
(c) single-particle electronic states in the vacuum region.
such Dirac-cone surface state is primarily determined by
carrier density doped in the surface region, that has lit-
tle field-dependence. Thus, the reconstructed Dirac-cone
surface state may provide a simple explanation for the
field-(nearly) independent and metallic behaviour of the
in-plane resistance observed in the high-field-side out-of-
plane insulating phase (H0 < H < Hc,2).
A. topological SNEI phase
The strong coupling phase discussed in Sec. VI (SNEI-
II phase) consists of two topologically distinct phases,
depending on the sign of the umklapp term n(2). A
mean-field one-dimensional electronic Hamiltonian of the
strong coupling phase can be schematically described by
the 2 by 2 Pauli matrices as
Hsnei2mf (qz) = (M − 2γ2 cos(qzc0))σ3 + ∆EI(qzc0)σ1
≡ EEI(qz)
{
N1(qz)σ3 +N2(qz)σ1
}
, (88)
with M < 2γ2, and
EEI(qz) ≡
√(
M − 2γ2 cos(qzc0)
)2
+ ∆2EI(qzc0). (89)
The first and second elements of the 2 by 2 matrices cor-
respond to the n = 0 LL with ↓ spin and n = −1 LL
with ↑ spin respectively (Fig. 8(a)). For clarity, the elec-
tron pocket around kz = 0 is shifted by pi/c0 in Eq. (88);
qz ≡ kz − pic0 . ∆EI(qzc0) stands for an excitonic pairing
between the electron and hole pockets (Fig. 8(b)). The
pairing is induced by the umklapp H ′u,2 and inter-pocket
scattering terms H ′b,2. A function form of ∆EI(qzc0) is
determined by a value of the total displacement field,
such as in Eq. (75).
For the negative umklapp term, n(2) < 0, the excitonic
pairing field ∆EI(qzc0) is an odd function in qz, while,
for the positive case, n(2) > 0, it is even in qz. These
two cases represent two topologically distinct phases. In
the former/latter case, the following topological winding
number defined for the bulk 1-dimensional Hamiltonian
Eq. (88) takes ±1/zero respectively; [52–54]
Z ≡
∫ pi
c0
− pic0
dqz
2pi
(
~N × ∂qz ~N
)
3
, (90)
+
+
+
+
+
-
-
-
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FIG. 9. (color online) Schematic pictures of (A) side surfaces
(grey area) with the two-dimensional helical surface state with
a gapless Dirac cone. (B) top surface (grey area) with the
two-dimensional Chalker-Coddington network model.
with ~N ≡ (N1(qz), N2(qz), 0).
The non-zero bulk winding number reconstructs the
SCFA state of the electron type and that of the hole
type into a 2-d surface state with a gapless Dirac cone
at side surfaces. The side surface is subtended by z
(‖ H) and either x or y (Fig. 9(A)). To be concrete,
impose the periodic boundary conditions along z and x,
put a confining potential along y direction. The mass
term M in Eq. (88) depends on the coordinate y. In
the vacuum regime, |y| > Ly/2, the electron/hole pocket
goes above/below the Fermi level (Fig. 8(c)). Thereby,
Eq. (88) enters a normal 1-dimensional semiconductor
regime, M > 2γ2; the winding number takes zero in the
vacuum. In the bulk region, |y| < Ly/2, the gapped
mean-field Hamiltonian with the negative n(2) is in the
band-inverted regime, M < 2γ2; the winding number
takes ±1. Such two topologically distinct 1-dimensional
gapped systems are inevitably separated by a 1-d gapless
Dirac Hamiltonian, that should come somewhere around
|y| = Ly/2. In other words, the side surface has a 2-d
helical surface state that forms a gapless Dirac cone as a
function of kz and y ≡ kxl2 (Fig. 9(A)).
The reconstructed surface state has the helical veloc-
ities not only along the z-direction but also along the
x-direction. To see this, notice that the velocity along
the x-direction is given by a derivative of the single-
particle energy with respect to the spatial coordinate y;
vx ≡ l2∂EEI/∂y. Such velocity changes its sign around
y = Ly/2, where EEI(qz) forms the 1-d gapless Dirac dis-
persion; vx < 0 for y < Ly/2 and vx > 0 for y > Ly/2
(See also Figs. 8(B,C)).
Quantitatively, the Dirac cone is highly anisotropic in
its velocity within the side surface. Namely, the velocity
along the x direction is determined by a work function
in the edge region; vx = O(l2∂M/∂y). Conventionally,
the work function varies in energy on the order of eV
within a length scale of A˚; ∂M/∂y = O(eV/A˚). Thus,
the velocity along x direction is much faster than that
along z direction, the latter of which is given by an energy
scale of the band width (2γ2) or the excitonic pairing
(∆EI).
The 2-d helical surface state in the side surface is con-
tinuously connected to a 2-d critical wavefunction sitting
on a top (bottom) surface. The top (bottom) surface is
subtended by x and y coordinates (Fig. 9(B)). Theoret-
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FIG. 10. (color online) Schematic picture of energetically de-
generate SSH end states within the bulk excitonic band gap
(blue dotted line). In a generic situation, the degeneracy is
lifted by an electrostatic potential (black solid curve). An
associated spatial gradient of the end-state eigenenergy with
respect to y leads to a chiral electric current along −x direc-
tion.
ically, the critical wavefunction belongs to the 2D quan-
tum Hall universality class, while it is generically off the
Fermi level.
To see this, impose the open boundary condition along
z (‖ H) direction. The non-zero bulk winding number
leads to an in-gap end state called as SSH (Su-Schrieffer-
Heeger) state within the bulk excitonic gap (left figure
of Fig. 10). The end states are localized at the two
open boundaries along z direction, top and bottom sur-
faces. Due to the Landau degeneracy associated with
the in-plane coordinate degree of freedom, each bound-
ary has extensive number of such end states. In the clean
limit, they are energetically degenerate. In the presence
of charged impurities on the surface, the degeneracy is
lifted by an electrostatic potential created by the impu-
rities (right figure of Fig. 10). The potential depends
on x and y, causing a finite spatial gradient of the end-
state eigenenergy. The gradient in x or y gives rise to
a chiral electric current (one-dimensional chiral mode)
along y or −x direction respectively. Such chiral mode
encloses a region with higher electrostatic potential. An
uneven potential landscape gives rise to a group of chi-
ral modes on the surface (Fig. 9(B)), where two spatially
proximate (and thus counter-propagating) modes have
finite inter-mode hoppings. Electronic states of such sur-
face can be described by the Chalker-Coddington net-
work (CCN) model. [55, 56] The previous studies on the
CCN model [55, 57] conclude that a phase diagram as
a function of the chemical potential has two localized
regimes and the 2D quantum Hall critical point inter-
venes between these two localized regimes. Thus, in-gap
surface electronic states sitting on the top (bottom) sur-
face are generally localized within the in-plane direction,
unless the chemical potential is fine-tuned to the critical
point.
IX. SUMMARY
Graphite under high magnetic field exhibits mysteri-
ous metal-insulator (MI) transitions as well as insulator-
metal (IM) re-entrant transitions. We discuss these enig-
matic electronic phase transitions in terms of perturba-
tive RG analyses of effective boson theories. We argue
that the two insulating phases in graphite under high
field are excitonic insulators with spin nematic order-
ings. Similar conclusions were suggested by experimental
works both for H < H0 [20] and H > H0 [18]. This pa-
per enumerates possible umklapp terms allowed under
the charge neutrality condition, clarifies natures of insu-
lating states stabilized by each of them, and argues that
excitonic insulators with long-range orderings of spin su-
perconducting phases can give a possible explanation to
the graphite experiments.
Based on this, we propose a new mechanism for the
re-entrant IM transition. When a pair of electron and
hole pockets get smaller in size, strong quantum fluctu-
ation of the spin superconducting phase destabilizes the
spin-nematic excitonic insulator, causing the re-entrant
IM transition. The strength of the quantum fluctuation
is quantified by the Luttinger parameters of the electron
and hole pockets. We relate the Luttinger parameters
with the critical exponent of the T = 0 re-entrant IM
transition point. We show that the exponent can be ex-
perimentally determined from the infrared optical spec-
troscopy. By determining the Luttinger parameters at
the transition point, experimentalists can test a validity
of our theory for the re-entrant IM transition.
We attribute an ‘unexpected’ field- and temperature-
dependences of the in-plane electric transport in graphite
under the high field as surface charge transports through
surface chiral Fermi arc (SCFA) states and reconstructed
Dirac-cone surface state. We first argue that a metallic
temperature dependence of the in-plane transport ob-
served in the low-field-side insulating phases is due to
bulk-edge couplings between the SCFA states and gapless
Goldstone modes associated with the spin nematic or-
derings. Being gapless excitations, the Goldstone modes
in the spin-nematic excitonic insulator phases could be
experimentally detected through ultrasound measure-
ments [58]. We also argue that the odd-parity excitonic
pairing in the bulk reconstructs SCFA states of electron
and hole into a (2 + 1)-d helical surface state with a
gapless Dirac cone. Based on this finding, we discuss
the field- (nearly) independent and metallic behaviour of
the in-plane transport inside the high-field-side insulat-
ing phase [14, 15, 17, 18].
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FIG. 11. (color online) Schematic picture of a possible RG
phase diagram in the presence of a relevant perturbation (de-
noted by ‘X’ ) around the decoupled Luttinger liquid (LL)
fixed point (denoted by ‘FP0’). In the presence of such rele-
vant perturbation, the LL fixed point is unstable; the normal
metal phase is characterized by a new stable fixed point (de-
noted by ‘FP3’). A horizontal axis (‘Y ’) denotes the umklapp
and inter-pocket scattering terms that drive the system into
the excitonic insulator (EI) phases. ‘FP2’ represents a stable
fixed point charactering the EI phases. The critical proper-
ties of the metal-insulator (MI) and re-entrant insulator-metal
(IM) transitions are characterized by a new saddle fixed point
(denoted by ‘FP4’) instead of by the FP1. In this schematic
picture, we assume that the fixed point for the EI phases
(‘FP2’) is locally stable against the small perturbation X.
X. DISCUSSION
A. natures of the ‘normal’ metal phase and
criticalities of metal-insulator transitions
Our theory regards the ‘normal’ metallic phase in
the graphite experiment as decoupled Luttinger liquid
(LL) phase, where we assume that inter-chain electron-
electron interactions only renormalize the Luttinger pa-
rameters and Fermi velocities as in Eqs. (20,21,B6,B7).
Nonetheless, it could be possible that a fixed point of the
decoupled LL phase (a gaussian theory given by Eq. (19);
schematically denoted by ‘FP0’ in Fig. 11) is unstable
against a certain perturbation associated with the inter-
chain interactions (denoted by ‘X’ in Fig. 11) and, as
a result, the ‘normal’ metal phase is characterized by a
new stable fixed point (schematically denoted by ‘FP3’
in Fig. 11). The stable fixed point could be the Fermi-
liquid fixed point [59–64] or the sliding Luttinger-liquid
fixed point [65, 66]. One of the experimental evidences
that could support our theory’s assumption of the de-
coupled Luttinger liquid is a T -linear behaviour (or at
least non-Fermi-liquid behaviour) in the out-of-plane re-
sistivity in the high-T ‘normal’ metal phase. To our
best knowledge, however, no comprehensive experimental
studies have been carried out so far for the temperature-
dependence of the resistivity in the ‘normal’ metal phase
in the graphite under the high magnetic field [17, 20].
When the metal phase is characterized by a new free
theory instead of the free theory of the decoupled LL
phase (a gaussian theory given by Eq. (19)), critical
properties of the metal-insulator (MI) and re-entrant
insulator-metal (IM) transitions are characterized by a
new saddle-point fixed point (schematically denoted by
‘FP4’ in Fig. 11), rather than by the FP1 that leads to
the argument in Sec. VIC. Meanwhile, having a finite
charge gap, a fixed point of the excitonic insulator (EIs)
is expected to be locally stable against the small per-
turbation. Thereby, the primary features of the two EI
phases discussed in the paper will not change dramati-
cally even in the presence of such perturbations. These
features include the finite mobility gaps in σzz(ω) in the
two SNEI phases, an overall structure of the H-T phase
diagram as well as topological Dirac-cone surface state in
the SNEI-II phase and in-plane electric transport due to
the surface state.
B. excitonic BCS-BEC crossover and nature of a
transition between SNEI-I and SNEI-II phases
Our theory does not include an effect of an excitonic
condensation, as emphasized in Ref. [20]. When H ap-
proaches H0 from above (H > H0), electron-hole bound
states formed by electron in (n, σ) = (0, ↑) LL and
hole in (n, σ) = (−1, ↓) LL could undergo the Bose-
Einstein condensation. Such condensation further assists
electron-hole BCS pairings between (n, σ) = (0, ↓) and
(n, σ) = (−1, ↑) LLs, through the umklapp term Hu,2.
This leads to a phase with electrically insulating be-
haviour along the field direction; the phase is essentially
same as the SNEI-I phase discussed in the paper. When
the exciton BEC effect is included into our theory, the
phase boundary between SNEI-I and SNEI-II phases (say
H = Hc,3) will presumably go above H0 (H0 < Hc,3).
For H ≥ Hc,3, the long-range phase coherences defined
by θ4,j − θ1,j = npi − Θ− and φ4,j + φ1,j = (m + 1)pi −
Φ− in Eqs. (45,46) fade away, while the other long-range
phase coherences defined by θ3,j − θ2,j = Θ− and φ3,j +
φ2,j = Φ− may survive, leading to a phase similar to
the spin nematic excitonic insulator phase discussed in
Sec. VIB. From this viewpoint, the SNEI-II phase could
be regarded as a ‘partial ordered phase’ derived from the
SNEI-I phase. Nonetheless, it can be entirely possible
that these two SNEI phases are symmetrically distinct
from each other, depending on the spatial parities of the
excitonic pairings in the two phases, whose importance
was emphasized in Sec. VIIIA. Qualitative natures of the
phase transition between these two excitonic insulator
phases need further theoretical studies.
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Appendix A: charge neutrality condition
Transverse conductivity σxy gives a precise information
of electron carrier density ne and hole carrier density nh
in any given metal and semimetal under high magnetic
field through the following formula;
σxyH = ec(ne − nh). (A1)
e (> 0) and c are the electron charge, and the speed
of light respectively. In the main text, we use the for-
mula and evaluate the total number of kz points in the
electron/hole pockets Ne/Nh in graphite under the field.
With the formula, the previous Hall conductivity mea-
surement in the regime of 20 T . H . 55 T [18, 29–31]
gives (Ne − Nh) : Lz/c0 = 10−4 : 1. Using the Kubo
formula of the Hall conductivity, Akiba discussed a va-
lidity of the formula in the quasi-quantum limit in the
graphite [18]. In the following, we employ the Buttiker’s
theory of the Hall conductivity [67, 68], to demonstrate
a validity of the formula in a generic three-dimensional
metal and semimetal under high field.
Use the Landau gauge and assume that a given three-
dimensional system is translational symmetric along x
and z directions. Electrons are confined along y direction
within |y| < Ly/2 by a confining potential. A single-
particle Hamiltonian comprises of two parts;
HˆT ≡ Hˆ0(kz; κˆ±) + Vˆ(kz; κˆ±, yˆ), (A2)
with κ± ≡ (−i∂y) ± i(−kx + eHyc~ ). Hˆ0 is a bulk Hamil-
tonian that depends on the coordinate y through κˆ+ and
κˆ−. Vˆ describes an effect of the confining potential; Vˆ ≡ 0
when |y|  Ly/2. Vˆ depends on y explicitly. HˆT in
Eq. (A2) is already Fourier-transformed with respect to
x and z: they are functions of the conjugate momenta
kx and kz. In a system with multiple energy bands, HˆT
takes a matrix form. For the spinless graphite case, HˆT
is a four by four matrix; the four bases are from the pi
orbitals in A, A′, B and B′ carbon atoms within the unit
cell. Using the k · p expansion, Slonczewski, Weiss and
McClure derived H0 around the zone boundary of the
first Brillouin zone of the graphite.
In the following, we only assume that H0(kz;κ±) as
well as V(kz;κ±, y) are given by finite order polynomi-
als in κ± and y. Under this assumption, the explicit y-
dependence of V can be rewritten into the yc-dependence
by use of y ≡ (−i)(l2/2)(κ+ − κ−) + yc and yc ≡ kxl2;
HˆT (kz; κˆ±, yˆ) = Hˆ′T (kz, yc; κˆ±). (A3)
Eigenstates of such HˆT are localized in the y coordinate
at y = yc. Eigenvalues depend on kz, yc and the Landau
index n;
HˆT φn,kz,yc(y − yc) = En(kz, yc)φn,kz,yc(y − yc). (A4)
A single-particle velocity operator along x is given by
a kx derivative of HˆT . With kxl2 ≡ yc, an expecta-
tion value of the velocity with respect to the eigenstate
is given by a yc-derivative of the eigenvalue. Besides,
the eigenstate is uniformly extended along x. Thus, an
electric current carried by the eigenstate is given by
Jx,n,kz,yc =
(−e)l2
~Lx
∂En(kz, yc)
∂yc
. (A5)
The total current density from the n-the Landau level is
a sum of Jx,n,kz,yc over all the filled kz and kx ≡ yc/l2
points;
jx =
1
LzLy
∑
kz
∑
kx
Jx,n,kz,ycfT (En(kz, yc))
=
(−e)
~Ly
∫ pi
c0
− pic0
dkz
2pi
∫ +∞
−∞
dyc
2pi
∂En
∂yc
fT (En(kz, yc)).
(A6)
fT (E) is a Fermi distribution function. At the zero tem-
perature, this reduces to a step function,
fT=0(En) =
{
θ(µ+ − En(kz, yc)) (yc ' Ly/2),
θ(µ− − En(kz, yc)) (yc ' −Ly/2).
(A7)
µ± are Fermi levels around y = ±Ly/2 respectively. In
the presence of a Hall voltage VH in the +y direction,
µ+ − µ− = −eVH .
In graphite under the high field, the two electron/hole
pockets in the bulk region (n = 0/n = −1 LLs with ↑
and ↓ spins) end up with two electron/hole surface chiral
Fermi arc (SCFA) states in the boundary region. Namely,
En=0/−1,σ(kz, yc) increases/decreases in energy, when yc
goes from the bulk region to the boundary region (Fig. 2);{
En=0,σ(kz, yc) ↗ (|yc| ↗),
En=−1,σ(kz, yc) ↘ (|yc| ↗). (A8)
Accordingly, the current density induced by the finite
Hall voltage comprises of two parts that cancel each
other:
jx = − e
h
(µ+ − µ−)
Ly
(∫ k1
−k1
dkz
2pi
+
∫ k2
−k2
dkz
2pi
)
− e
h
(µ− − µ+)
Ly
(∫ 2pic0 −k3
k3
dkz
2pi
+
∫ 2pi
c0
−k4
k4
dkz
2pi
)
. (A9)
The first part is from the two electron surface states that
subtend chiral arcs from kz = −k1 to kz = k1 and from
kz = −k2 to kz = k2 respectively. The other part is from
the two hole surface states that subtend chiral arcs from
kz = k3 to 2pi/c0−k3 and from kz = k4 to kz = 2pi/c0−k4
respectively (Fig. 2). To have Eq. (A9), we assume that
the hole pocket energies are same in the vacuum,
En=−1,σ(kz, yc = −∞) = En=−1,σ(kz, yc = +∞).
(A10)
21
Eq. (A9) gives the Hall conductivity as,
σxy =
e2
h
1
Lz
(
N1 +N2 −N3 −N4
)
=
ec
H
(ne − nh), (A11)
with (N1+N2)/Lz = 2pil
2ne and (N3+N4)/Lz = 2pil
2nh.
From the previous Hall conductivity measurement [18],
we typically have
ne − nh = 5× 1015 [cm−3],
c0 = 6.7× 10−10 [m], l = 45× 10−10 [m],
for H = 30 T and
ne − nh = −10× 1015 [cm−3],
c0 = 6.7× 10−10 [m], l = 40× 10−10 [m],
for H = 55 T. This gives out a ratio between Ne − Nh
and Lz/c0 as
Ne −Nh : Lz/c0 = ±3× 10−4 : 1 (A12)
for 30 T < H < 55 T. From this very small number,
we conclude that graphite under this field regime safely
satisfies the charge neutrality condition.
Appendix B: renormalization of Luttinger
parameters and Fermi velocities
In the main text, we use the Hartree-Fock approx-
imation for the four pockets model or two pockets
model, to introduce effective boson Hamiltonians, such
as Eqs. (18,19,20,21) with Eqs. (22,23,24,25,27,28,29) or
with Eqs. (60,61,62,63). Thereby, the bare kinetic en-
ergy part takes a quadratic form in the phase variables,
Eq. (19), whose coefficients (Luttinger parameters and
Fermi velocities) are further renormalized by intra-pocket
forward scattering terms. In the following, we summarize
how the intra-pocket forward scattering terms renormal-
ize the Luttinger parameters and Fermi velocities.
The electron interaction within the same pockets is
given by
Hf =
∑
j,m,n
∑
a=1,2,3,4 (2,3)
∫
dz
∫
dz′e
− (z−z′)2
2l20,z V
(1),a
n−m,n−j
ψ†a,n(z)ψ
†
a,j+m−n(z
′)ψa,m(z′)ψa,j(z), (B1)
with ψa,n(z) ≡ eikF,azψa,+,n(z) + e−ikF,azψa,−,n(z). The
matrix element V
(1),a
n,m (a = 1, 2, 3, 4) is obtained by the
substitutions of Eqs. (7,8,9,10) into Eq. (6). In the limit
of short interaction length (l0,z  l), the matrix element
takes a form of
V (1),an,m ≡
g
Lx
1
l0,zl
f (1),a
(
yn/l, ym/l
)
. (B2)
Dimensionless functions f (1),a(x, y) decay quickly for
|x|, |y|  1. With the Hartree-Fock approximation, Hf
is bosonized into the followings,
Hf =
∑
a
∑
j,m
∫
dz
√
2pil0,z
(
V
(1),a
j−m,0 − V (1),a0,j−m
)
× (ρa,+,jρa+,m + ρa,−,jρa,−,m)
+
∑
a
∑
j,m
∫
dz
√
2pil0,z
(
V
(1),a
j−m,0 − V (1),a0,j−me−2(kF,al0,z)
2)
× (ρa,+,jρa−,m + ρa,−,jρa,+,m)
+ 2
∑
a
∑
j,m
∫
dz
√
2pil0,z
(
V
(1),a
j−m,0e
−2(kF,al0,z)2 − V (1),a0,j−m
)
× ηa,+,jηa,−,jηa,−,mηa,+,m cos
[
2(φa,j(z)− φa,m(z))
]
+ · · · , (B3)
where ρa,±,j(z) stands for an electron density in the right
(+) or left (−) branch in the a-th pocket (a = 1, 2, 3, 4)
of the j-th chain (j = 1, 2 · · · , S2pil2 );
ρa,±,j(z) ≡ ψ†a,±,jψa,±,j = −
1
2pi
(
∂zφa,j ∓ ∂zθa,j
)
.
The third term in Eq. (B3) represents a rigidity between
two displacement fields in different chains in the same
pocket. When the corresponding inter-chain interaction
is negative definite, this could result in charge density
wave orders with broken translational symmetry along
the field direction. An interplay between this inter-chain
rigidity term and one of the umklapp term is discussed
for the two-pocket model case (see Sec. V).
The first two terms in Eq. (B3) lead to the renormal-
izations of the Luttinger parameters and Fermi velocities.
To quantify them, we employ a gradient expansion with
respect to the chain index,
ρa,τ,m = ρa,τ,j + (ym − yj)∂yjρa,τ,j
+
1
2
(ym − yj)2∂2yjρa,τ,j + · · · , (B4)
to keep only the leading order. This leads to
Hf =
∑
a
∑
j
∫
dz{
g2,a + g4,a
(2pi)2
(
∂zφa,j
)2
+
−g2,a + g4,a
(2pi)2
(
∂zθa,j
)2}
+ · · · ,
(B5)
with
g2,a = 2
√
2pil0,z
∑
m
(
V
(1),a
m,0 − V (1),a0,m e−2(kF,al0,z)
2)
=
√
2
pi
g
l2
∫
dx
(
f (1),a(x, 0)− f (1),a(0, x)e−2(kF,al0,z)2),
(B6)
g4,a = 2
√
2pil0,z
∑
m
(
V
(1),a
m,0 − V (1),a0,m
)
=
√
2
pi
g
l2
∫
dx
(
f (1),a(x, 0)− f (1),a(0, x)). (B7)
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When combined with the bare kinetic energy part;
Hkin =
∑
a,j
vF,a
2pi
∫
dz
{(
∂zφa,j
)2
+
(
∂zθa,j
)2}
, (B8)
Eq. (B5) gives out Eq. (19) with Eqs. (20,21).
Appendix C: derivation of renormalization group
(RG) equations
In the main text, we employ one-loop RG equations,
Eqs. (35,36,37), and clarify possible insulating phases as
well as natures of T = 0 metal-insulator and insulator-
metal transition points in graphite under the high field.
We solve the RG equations numerically to obtain a finite
temperature phase diagram as in Fig. 1. The RG equa-
tions are derived perturbatively by use of the standard
momentum-shell renormalization method [41]. In the fol-
lowing, we briefly summarize how to derive the one-loop
RG equations for Hu,2 and Hb,2, Eqs. (35,36,37).
We begin with a partition function of the effective field
theory;
Z =
∑
σ···
∫
DφDθe−S0[φ,θ]−S1[φ,θ]. (C1)
An action S comprises of a gaussian part S0 and non-
gaussian part S1;
S0 =
∫ β
0
dτ
∫
dz
∑
a,j
1
2pi
{
− 2i∂zθa,j(r)∂τφa,j(r)
+ uaKa[∂zθa,j(r)]
2 +
ua
Ka
[∂zφa,j(r)]
2
}
,
(C2)
S1 =
∫ β
0
dτ
{
Hu,2 +Hb,2 + · · ·
}
. (C3)
Here a is the pocket index (a = 1, 2, 3, 4). The summa-
tion over Ising variables σ··· represent traces over two-
dimensional Hilbert spaces subtended by two Klein fac-
tors associated with the bosonization. With r = (z, τ),
q = (kz, iωn) and Matsubara frequency ωn = 2npi/β, the
Fourier transforms of φj,a(z, τ) and θj,a(z, τ) are given
by
φj,a(r) =
1
βLz
∑
iωn
∑
|kz|<Λ
eikzz−iωnτφj,a(q). (C4)
Λ is a cutoff in the momentum space. We decompose the
field operators into a slow mode and a fast mode in the
momentum space,
φj,a(r) = φ
<
j,a(r) + φ
>
j,a(r),
φ<j,a(r) =
1
βLz
∑
iωn
∑
|kz|<Λ′
eiq·rφj,a(q),
φ>j,a(r) =
1
βLz
∑
iωn
∑
Λ′<|kz|<Λ
eiq·rφj,a(q),
with Λ′ = Λb−1. b (> 1) denotes a scale change.
First integrate out the fast mode φ> and θ> in the par-
tition function and rescale spatial and temporal length
scales as
znew = zoldb
−1, τnew = τoldb−1, βnew = βoldb−1. (C5)
This gives a partition function for the slow mode.
The partition function takes essentially the same form
as Eqs. (C2,C3), while the interchain interactions in
Eq. (C3) are renormalized. The renormalization is calcu-
lated with respect to an infinitesimally small scale change
ln b ( 1). This gives the RG equations for the interac-
tions as in Eqs. (35,36,37).
We derive the partition function for the slow mode
perturbatively in the non-gaussian part S1. We do so up
to the second order in S1;
Z = Z>0
∫
Dφ<Dθ<e−S<0 e−〈SU 〉> +O(S3i ), (C6)
where
〈SU 〉> = 〈S1〉> − 1
2
(〈S21〉> − 〈S1〉2>), (C7)
and
〈· · · 〉> = 1
Z>0
∫
Dφ>Dθ> · · · e−S>0 ,
S<0 =
1
2βLz
∑
a,j
∑
iωn
∑
|kz|<Λ′
· · · ,
S>0 =
1
2βLz
∑
a,j
∑
iωn
∑
Λ′<|kz|<Λ
· · · ,
with Z>0 = 〈1〉>. “· · · ” in the right-hand sides of S</>0
is a Fourier transform of the integrand in Eq. (C2). The
first term in Eq. (C7) gives a tree-level renormalization to
the interchain interactions, while the second term gives
a one-loop level renormalization.
1. tree-level renormalization
〈S1〉> in Eq. (C7) gives the tree-level renormalization
to the interchain interactions;〈∫ β
0
Hu,2dτ
〉
>
=
1
2
∫
d2r
∑
j,m
∑
=±
∑
η=±
M
(2)
j−mσ
η
j τ
η
me
iMη,<jm (r)e
− 12
〈
Mη,>jm (r)
2
〉
> (C8)〈∫ β
0
Hb,2dτ
〉
>
=
1
2
∫
d2r
∑
j 6=m
∑
=±
∑
η=±{
H
(2)
j−mσ
η
j σ
η
me
iHη,<jm (r)e
− 12
〈
Hη,>jm (r)
2
〉
>
+H
(2)
j−mτ
η
j τ
η
me
iH
η,<
jm (r)e
− 12
〈
H
η,>
jm (r)
2
〉
>
}
(C9)
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where
Mηjm(r) ≡ Q23η,j(r) +Q14η,m(r),
Hηjm(r) ≡ Q23η,j(r)−Q23η,m(r),
H
η
jm(r) ≡ Q14η,j(r)−Q14η,m(r),
and
σ+j ≡ σ32,j , σ−j ≡ σ32,j ,
τ+j ≡ σ41,j , τ−j ≡ σ41,j .
As the leading order in the infinitesimally small ln b, we
obtain,
〈Mη,>jm (r)2〉> =
∑
a=1,2,3,4
1
2
(
Ka +
1
Ka
)
coth
βuaΛ
2
ln b,
〈Hη,>jm (r)2〉> = 2
∑
a=2,3
1
2
(
Ka +
1
Ka
)
coth
βuaΛ
2
ln b,
〈Hη,>jm (r)2〉> = 2
∑
a=1,4
1
2
(
Ka +
1
Ka
)
coth
βuaΛ
2
ln b,
This leads to the tree-level RG equation as
dM
(2)
j−m
d ln b
=
[
2− 1
4
∑
a=1,2,3,4
(
Ka +
1
Ka
)
coth
uaΛ
2T
]
M
(2)
j−m,
dH
(2)
j−m
d ln b
=
[
2− 1
2
∑
a=2,3
(
Ka +
1
Ka
)
coth
uaΛ
2T
]
H
(2)
j−m,
dH
(2)
j−m
d ln b
=
[
2− 1
2
∑
a=1,4
(
Ka +
1
Ka
)
coth
uaΛ
2T
]
H
(2)
j−m.
2. one-loop level renormalization
〈S21〉>,c ≡ 〈S21〉>−〈S1〉2> in Eq. (C7) gives the one-loop
level renormalization to the interchain interactions. The
one-loop renormalization comprises of products between
different interactions;
S1 = SM + SH + SH + · · · ,
S21 = S
2
M + S
2
H + S
2
H
+ 2SMSH + 2SMSH + 2SHSH + · · · , (C10)
where SM , SH and SH are defined as follows,
SI ≡ 1
2
∫
d2r
∑
j 6=m
∑
=±
∑
η=±
I
(2)
j−m(· · · )ηj (· · · )ηmeiI
η,<
jm (r)eiI
η,>
jm (r), (C11)
with I = M,H,H. The products of two interaction terms
take forms of
〈SISJ〉>,c = 1
4
∫
d2r
∫
d2r′
∑
i 6=j
∑
m 6=n
∑
,′,η,η′
I
(2)
i−jJ
(2)
m−n
(· · · )ηi (· · · )ηj (· · · )η
′
m(· · · )η
′
n 〈eiI
η
ij(r)ei
′Jη
′
mn(r
′)〉>,c (C12)
where 〈AB〉>,c ≡ 〈AB〉> − 〈A〉>〈B〉>. When i 6= m,n
and j 6= m,n in Eq. (C12), the right hand side vanishes
identically. The terms with i = m and j = n or those
with i = n and j = m are negligibly smaller than the
others in the larger Lx limit. We thus consider only those
terms in Eq. (C12) with i = m,n and j 6= m,n and/or
those terms with i 6= m,n and j = m,n.
The one-loop renormalization in Eq. (C12) generates
SM , SH and SH as well as other types of cosine terms.
Nonetheless, tree-level scaling dimensions of all the other
cosine terms thus generated are negatively much larger
than those of SM , SH and SH . Namely, they are much
more irrelevant than SM , SH and SH at the tree-level
renormalization group flow. Thus, we only keep those
terms in Eq. (C12) that generate SM , SH and SH . S
2
M
with  = −′, η = η′ and i = m (or j = n) generates
SH (or SH) respectively. S
2
H (S
2
H
) with  = −′, η = η′,
and i = m or j = n or with  = ′, η = η′, and i = n or
j = m generates SH (SH) respectively. SMSH (SMSH)
with  = ′, η = η′, and i = n (j = n) or with  = −′,
η = η′, and i = m (j = m) generates SM . SHSH does
not generate any of SM , SH and SH . In the following,
we only demonstrate how S2M generates SH .
With  = −′, η = η′ and i = m, Eq. (C12) with
I = J = M reduces to
〈S2M 〉>,c =
1
4
∫
d2r
∫
d2r′
j 6=n∑
j,n
∑
i=m
∑
,η
τηj τ
η
nM
(2)
i−jM
(2)
i−n
ei(M
η,<
ij (r)−Mη,<in (r′))〈eiMη,>ij (r)e−iMη,>in (r′)〉
>,c
=
1
2
∫
d2r
∫
d2r′
j 6=n∑
j,n
∑
i=m
∑
,η
τηj τ
η
nM
(2)
i−jM
(2)
i−n
cos
[
Mη,<ij (r)−Mη,<in (r′))
]〈
Mη,>ij (r)M
η,>
in (r
′)
〉
>
(C13)
where
cos
[
Mη,<ij (r)−Mη,<in (r′))
]
=
cos
[
Q14,<η,j (r)−Q14,<η,n (r′)
]
cos
[
Q23,<η,i (r)−Q23,<η,i (r′)
]
− sin [Q14,<η,j (r)−Q14,<η,n (r′)] sin [Q23,<η,i (r)−Q23,<η,i (r′)].
(C14)
The largest part of the contribution comes from r = r′.
In this case, the second term in Eq. (C14) vanishes (see
the next subsection for a justification of this approxi-
mation). For the first term with j 6= n, we replace
cos[Q23,<η,i (r) − Q23,<η,i (r′)] by its normal ordering with
use of a formula cos Φ =: cos Φ : exp[−〈Φ2〉/2] [41, 69].
Within the normal order, we employ a Taylor expansion
with respect to small r′−r. At the leading order expan-
sion, Eq. (C14) becomes
cos
[
Mη,<ij (r)−Mη,<in (r′)
] '
cos
[
Q14,<η,j (r)−Q14,<η,n (r)
]
e−
1
2 〈(Q23,<η,i (r)−Q23,<η,i (r′))2〉< .
(C15)
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Thereby, we have
〈S2M 〉>,c =
∫
d2r
j 6=n∑
j,n
∑
,η
τηj τ
η
n cos
[
H
η,<
jn (r)
]
× C23
∑
i
M
(2)
i−jM
(2)
i−n ln b, (C16)
where
Ccd ln b ≡
1
2
∫
dr′e−
1
2 〈(Qcd,<η,i (r)−Qcd,<η,i (r′))2〉<〈Qcd,>η,i (r)Qcd,>η,i (r′)〉>,
(C17)
with c, d = 1, 2, 3, 4. Note that the integrand in Eq. (C17)
is short-ranged in r − r′ and Ccd is a positive definite
real-valued quantity (see the next subsection). Eq. (C16)
in combination with Eqs (C7,C10) dictates that H
(2)
j−n
acquires the following one-loop renormalization,
dH
(2)
j−n
d ln b
= · · · − C23
2
∑
i
M
(2)
i−jM
(2)
i−n + · · · . (C18)
Since M
(2)
i−j = M
(2)
j−i, this is nothing but the first term of
the one-loop renormalization in Eq. (37). Similarly, one
can show all the other terms of the one-loop renormal-
izations in Eqs. (35,36,37). A factor “4” in the second
term of the one-loop renormalization in Eq. (37) is due
to the four distinct contributions to SH from S
2
H
; (i)
 = −′, η = η′, i = m, (ii)  = −′, η = η′, j = n,
(iii)  = ′, η = η′, i = n, (iv)  = ′, η = η′, j = m in
Eq. (C12). Likewise, 2SMSH (2SMSH) has two distinct
contributions to SM , giving rise to the first (second) term
of the one-loop renormalization in Eq. (35); (i)  = ′,
η = η′, i = n (j = n), (ii)  = −′, η = η′, i = m
(j = m) in Eq. (C12). This completes the derivation of
Eqs. (35,36,37).
3. evaluation of Ccd
Cab is defined in Eq. (C17). Let us first calculate the
integrand in Eq. (C17);
〈
Qab,>η,i (r)Q
ab,>
η,i (r
′)
〉
>
=
1
(βLz)2
∑
Λ′<|kz|<Λ
∑
iωn
eiq(r−r
′)〈Qab,>η,i (q)∗Qab,>η,i (q)〉>,〈(
Qab,<η,i (r)−Qab,<η,i (r′)
)2〉
<
=
1
(βLz)2
∑
|kz|<Λ′
∑
iωn
2(1− eiq(r−r′))〈Qab,<η,i (q)∗Qab,<η,i (q)〉<,
where〈
Q
ab,>/<
η,i (q)
∗
Q
ab,>/<
η,i (q)
〉
>/<
=∑
c=a,b
{
〈φ∗c,i(q)φc,i(q)〉>/< + 〈θ∗c,i(q)θc,i(q)〉>/<
+ η(−1)c(〈φ∗c,i(q)θc,i(q)〉>/< + 〈θ∗c,i(q)φc,i(q)〉>/<)}.
(C19)
with (−1)a = 1 and (−1)b = −1. We used Fourier
transform in Eq. (C4). The gaussian integrals over the
fast/slow modes lead to
〈φ∗c,i(q)φc,i(q)〉>/< =
βLzpiucKc
u2ck
2
z + ω
2
n
,
〈θ∗c,i(q)θc,i(q)〉>/< =
βLzpiucK
−1
c
u2ck
2
z + ω
2
n
,
〈φ∗c,i(q)θc,i(q)〉>/< = −
βLzipiωn
kz(u2ck
2
z + ω
2
n)
.
Accordingly, we have
〈Qab,>η,i (r)Qab,>η,i (r′)〉> =
1
2
∑
c=a,b
(
Kc +K
−1
c
)
Mc(r − r′)
+
∑
c=a,b
η(−1)cF ′2,c(r − r′),
〈
(Qab,<η,i (r)−Qab,<η,i (r′))2
〉
<
=
1
2
∑
c=a,b
(
Kc +K
−1
c
)
F1,c(r − r′)
+
∑
c=a,b
η(−1)cF2,c(r − r′), (C20)
with
Mc(r) ≡
∫
Λ′<|kz|<Λ
dkz
1
β
∑
iωn
uce
iqr
ω2n + u
2
ck
2
z
= cos(Λz)e−ucΛ|τ | ln b,
F ′2,c(r) ≡ −
∫
Λ′<|kz|<Λ
dkz
1
β
∑
iωn
iωn
kz
eiqr
ω2n + u
2
ck
2
z
= −i sgn(τ) sin(Λz)e−ucΛ|τ | ln b,
F1,c(r) ≡
∫
|kz|<Λ′
dkz
1
β
∑
iωn
2(1− cos(qr))uc
ω2n + u
2
ck
2
z
= log
[
(x2 + y2c )/α
2
]
,
F2,c(r) ≡
∫
|kz|<Λ′
dkz
1
β
∑
iωn
iωn
kz
2 · eiqr
ω2n + u
2
ck
2
z
= 2iArg
[
yc + ix
] ≡ 2iθc(r),
and yc ≡ ucτ + αsgn(τ). In the right hand side, Mc(r),
F ′2,c(r), F1,c(r) and F2,c(r) are evaluated at the zero tem-
perature. Substituting these into Eq. (C17), we obtain
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Cab at T = 0 as,
Cab,T=0 =
∑
c=a,b
∫ ∞
−∞
dτ
∫ ∞
−∞
dz
(
α2
z2 + y2a
)λa( α2
z2 + y2b
)λb
e−ucΛ|τ |
{
λc cos(Λz) cos(∆ab(r))
+
η
2
(−1)c sin(Λz)sgn(τ) sin(∆ab(r))
}
'
∑
c=a,b
λc
∫ ∞
−∞
dτ e−ucΛ|τ |
∫ ∞
−∞
dz
(
α2
z2 + y2a
)λa( α2
z2 + y2b
)λb
cos(Λz), (C21)
with y2c ≡ (uc|τ |+α)2, λa ≡ 14 (Ka+K−1a ) and ∆ab(r) ≡
θa(r) − θb(r). The integrand in the first line is short-
ranged in r, justifying a posteriori the approximations
made in Eqs. (C14,C15). Based on the same spirit, we
approximate ∆ab(r) by zero, to obtain the second line.
Cab is positive definite. One can show this by carrying
out the z-integral formally,
Cab,T=0 =
∑
c=a,b
λc
∫ ∞
−∞
dτ G(τ)e−ucΛ|τ |, (C22)
and
G(τ) ≡
∫ ∞
−∞
dξFa(ξ; τ)Fb(Λ− ξ; τ) dξ, (C23)
Fa(ξ; τ) ≡
∫ ∞
−∞
dz eiξz
( α2
z2 + y2a
)λa
,
= 2
√
piα2λa
( |ξ|
2|ya|
)λa− 12 Kλa− 12 (|ya||ξ|)
Γ(λa)
,
(C24)
with the Bessel function Kν(x) and the Gamma function
Γ(x). Since λa > 1/2, Fa(ξ, τ) is positive definite and
so is G(τ). With Eq. (C22), this assures the positive
definiteness of Cab,T=0.
Cab,T=0 in Eq. (C21) depends on the Luttinger param-
eters Ka and Kb. Nonetheless, the dependence is much
weaker than that of Aab in Eq. (38). One can see this,
by evaluating an upper bound of Cab,T=0,
Cab,T=0 <
∑
c=a,b
λc
∫
dz
(
α2
z2 + α2
)λa+λb ∫
dτe−ucΛ|τ |
=
∑
c=a,b
αλc
ΛE
Γ( 12 )Γ(λa + λb − 12 )
Γ(λa + λb)
≡ Cu.
ΛE denotes a finite high-energy cutoff in the energy scale,
ΛE = Λ×maxc=a,b(uc). When the Luttinger parameters
get much smaller/larger than 1, λa+λb → +∞, the upper
bound of Cab,T=0 as well as |Aab,T=0| diverge;
Cu → α
ΛE
Γ
(1
2
)(
λa + λb
) 1
2 ,
|Aab,T=0| → 2
(
λa + λb
)
. (C25)
Meanwhile, Cab,T=0/|Aab,T=0| goes to the zero in the
limit of λa + λb → +∞. For simplicity, we assume that
Cab,T=0 does not depend on the magnetic field H in the
main text. A typical value of Cab,T=0 is evaluated in a
simple case with Ka = Kb = 1 and ua = ub = u;
Cab,T=0,Ka,b=1,ua,b=u
=
∫
dτe−uΛ|τ |
∫
dz
α2
z2 + (u|τ |+ α)2 e
iΛz
= e−Λα
2α2
u
∫ ∞
0
dx
e−2Λx
x+ α
= eΛα
2α2
u
E1(2Λα). (C26)
E1(x) is the exponential integral. α is a lattice constant
along the z-direction while Λ is a high energy cutoff in
the momentum space; Λα = O(1).
4. parameters used in Fig. 1
To obtain theoretical phase diagram at finite temper-
ature as in Fig. 1, we solved numerically the RG equa-
tions Eqs. (42,43,44) for H < H0 and Eqs.(67,68,69) for
H0 < H < H1. Thereby, a set of parameters in the RG
equations are chosen in the following way.
Cab has an engineering dimension of [length]/[energy].
From Eq. (C26), we set
Cab =
2α
ΛE
, (C27)
for any a, b = 1, 2, 3, 4. α is the lattice constant of the
graphite along the c-axis, α = c0 = 6.7A˚. ΛE is a high
energy cutoff in the energy scale. We set this to be a
band width of the four pockets, ΛE = 40 [meV].
According to Eqs. (39,40,41), m(2), h(2), h(2), n(2), p(2),
and p(2) have the same engineering dimension as g˜ ≡
g/α2, where g represents an interaction strength as in
Eq. (7). For initial values of m(2), ... ,p(2) in the RG
flow, we set{ (
m(2), h(2), h(2)
)
= g˜ (3,−1.25,−1.25),(
n(2), p(2), p(2)
)
= g˜ (1.1,−1.25,−1.25). (C28)
A value of g˜ is set in the following way. We consider
that the interaction is from the Coulomb interaction and
therefore its typical interaction energy scale is given by
Eint =
e2
l
. (C29)
The magnetic length l depends on the magnetic field and
the relative permittivity  is set to 13 for graphite. We
regard that the Coulomb interaction ranges over the mag-
netic length in the xy plane, and ranges over the Tohmas-
Fermi screening length along the z direction λTF. We
thus compare Eint with g/(l
2λTF) [see Eq. (7)]. This
leads to
g˜ =
g
α2
=
e
l
l2
α2
λTF. (C30)
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The screening length along the c-axis is set to λTF =
c0/
√
6.
Aab in the RG equations is given by Eq. (38). ucΛ in
Eq. (38) (c = 1, 2, 3, 4) is set to the high-energy cutoff
in the energy scale, ΛE = 40 [meV] . For the Luttinger
parameters Ka in Eq. (38), we use Eq. (21). The intra-
pocket forward scattering strengths in Eq. (21) are set
as,
g4,a=1 = g4,a=4 = g˜,
g4,a=2 = g4,a=3 = g˜,
g2,a=1 = g2,a=4 = g˜/1.6,
g2,a=2 = g2,a=3 = g˜/1.1,
where g˜ is given in Eq. (C30). The bare Fermi velocity in
Eq. (21) vF,a is a kz derivative of the energy dispersion
of the four pockets given in Eq. (2);
vF,a =
∂En,σ(kz)
∂kz |kz=kF,n,σ
≡ −2γ2c0 sin(2piξn,σ) (C31)
with a = (n, σ); 1 = (0, ↑), 2 = (0, ↓), 3 = (−1, ↑), and
4 = (−1, ↓). We set 2γ2 = 40 [meV], and

ξ0,↑ = 14 − H200[T] ,
ξ0,↓ = 14 − H480[T] ,
ξ−1,↑ = 14 +
H
480[T] ,
ξ−1,↓ = 14 +
H
200[T] .
(C32)
Eq. (C32) realizes H0 = 50 [T] and H1 = 120 [T].
Appendix D: calculation of optical conductivity
σzz(ω)
In the main text, we describe how the longitudinal
optical conductivity along the field direction behaves in
the SNEI phases as well as the metal-insulator transi-
tion points at H = Hc,1 and H = Hc,2. According to
the linear response theory, the conductivity is given by
a retarded correlation function between an electron po-
larization operator Pˆz and current operator Jˆz. In the
bosonization language, the former is a sum of the dis-
placement fields over the pocket index (a) and the chain
index (j),
Pˆz = − e
pi
∑
j
∑
a
∫
dzφa,j(z). (D1)
The latter is a sum of the current density fields,
Jˆz =
e
pi
∑
j
∑
a
uaKa
∫
dz∂zθa,j(z). (D2)
The correlation function is calculated with respect to a
mean field action for the SNEI phases. For the mean field
action, we employ a Gaussian approximation forHu,2 and
H ′u,2, to replace their cosine terms by proper quadratic
terms,
Hu,2 '
∑
j,m
M
(2)
j−m
∫
dz
{(
φ2,j + φ3,j + φ1,m + φ4,m
)2
+
(
θ2,j − θ3,j + θ1,m − θ4,m
)2}
H ′u,2 '
1
2
∑
j,m
N
(2)
j−m
∫
dz
{(
φ2,j + φ3,j + φ2,m + φ3,m
)2
+
(
θ2,j − θ3,j − θ2,m + θ3,m
)2}
.
This in combination with H0 in Eq. (19), gives a gaussian
(‘mean-field’) action that takes a form of
SMF = 1
2βLzN
∑
K
(
~φ†K ~θ
†
K
)
[M0,K ]
(
~φK
~θK
)
, (D3)
with K ≡ (kz, k, iωn). The Fourier transform is taken
with respect to the spatial coordinate z, imaginary time
τ and the chain index j (yj ≡ 2pil2j/Lx);
φa,j(z, τ) ≡ 1
βLzN
∑
K
eikzz+ikyj−iωnτφa,K . (D4)
In the following, we briefly summarize how to calculate
the retarded correlation function with respect to SMF in
the SNEI-I phase with/without disorder.
For the model with two electron pockets and two hole
pockets, the gaussian action is described by a 8 by 8
matrix,
[M0,K ] ≡
[
AK BK
CK DK
]
. (D5)
A 4 by 4 matrix AK is for the displacement fields of the
four pockets φa (a = 1, 2, 3, 4), and 4 by 4 matrix DK is
for the superconducting phase fields of the four pockets
θa (a = 1, 2, 3, 4). They are given by
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AK ≡

u1
piK1
k2z + 2M(0) 2M(0) 2M
∗(k) 2M∗(k)
2M(0) u4piK4 k
2
z + 2M(0) 2M
∗(k) 2M∗(k)
2M(k) 2M(k) u2piK2 k
2
z + 2M(0) 2M(0)
2M(k) 2M(k) 2M(0) u3piK3 k
2
z + 2M(0)
 , (D6)
DK ≡

u1K1
pi k
2
z + 2M(0) −2M(0) 2M∗(k) −2M∗(k)
−2M(0) u4K4pi k2z + 2M(0) −2M∗(k) 2M∗(k)
2M(k) −2M(k) u2K2pi k2z + 2M(0) −2M(0)
−2M(k) 2M(k) −2M(0) u3K3pi k2z + 2M(0)
 , (D7)
where M(k) ≡ ∑jM (2)j eikyj .The other 4 by 4 matrices
BK and CK connect the four φ fields and the four θ
fields,
BK = CK =
ikzωn
pi
14×4. (D8)
14×4 stands for the 4 by 4 unit matrix.
For later convenience, we introduce a new basis with
respect to the pocket index;
~Φ ≡
 Φ+ΦIΦII
ΦIII
 ≡ 1
2
 1 1 1 11 1 −1 −11 −1 1 −1
1 −1 −1 1

 φ1φ4φ2
φ3
 ≡ T ~φ,
~Θ ≡ T ~θ. (D9)
In the right hand side, we omitted the subscript K for
the φ, θ, Φ and Θ fields. With the new basis, the gaussian
action is given by
SMF = 1
2βLzN
∑
K
(
~Φ†K ~Θ
†
K
)
[Mc,K ]
(
~ΦK
~ΘK
)
,
and
[Mc,K ] ≡
[
T AK T BK
CK T DK T
]
. (D10)
We consider that the total displacement field Φ+ couples
with a disorder potential through;
Hˆimp =
∑
j
∫
dz j(z)Φ
2
+,j(z). (D11)
Physically, such disorder potential j(z) is nothing but
a local fluctuation of the dielectric constant. We take a
quenched average over the local fluctuation as
· · · ≡
∫
dj(z) · · · e−
1
gy
∑
j
∫
dz 2j (z)∫
dj(z) e
− 1gy
∑
j
∫
dz 2j (z)
. (D12)
gy stands for a disorder strength associated with spatially
(but not temporally) fluctuating dielectric constant.
We first calculate an imaginary-time time-ordered cor-
relation function between Pˆz and Jˆz, and then take an
analytic continuation, iωn → ω + iη. This gives the re-
tarded correlation function. The real part of the retarded
correlation function is nothing but the optical conductiv-
ity σzz(ω);
σzz(ω) = Re
{
σzz(iωn)|iωn=ω+iη
}
,
σzz(iωn) = ~e
T
+ U
−1 T Qczz(iωn)T ~e+, (D13)
with ~e+ ≡ (1, 1, 1, 1)T . U−1 and Qczz(iωn) (Qczz(iωn) is
the quenched average of Qczz(iωn)) as well as T are 4 by
4 matrices,
U−1 ≡
 u1K1 u4K4 u2K2
u3K3
 . (D14)
Qczz(iωn) is a Fourier transform of the imaginary-time
time-ordered correlation function between four Φ fields
and four Θ fields,
Qczz(iωn) =
∫ β
0
dτ Qczz(τ) e
iωnτ ,
[Qczz(τ)]αβ ≡
e2
pi2V
∑
j,m
∫
dz
∫
dz′[Rcjm(τ, z|0, z′)]αβ ,
[Rcjm(τ, z|0, z′)]αβ ≡
∫
d~Φd~Θe
−SMF∂zΘα,j(z, τ)Φβ,m(z, 0)∫
d~Φd~Θe−SMF
,
(D15)
with α, β = +, I, II, III and the chain index j,m =
1, · · · , S/(2pil2).
With use of a Born approximation [28], we can take
the quenched average of Qczz(iωn),
Qczz(−iωn)
T
=
2e2
pi2V
∑
m
∫
dz′′
∑
k
e−ikzz
′′−ikym(−ikz)[
14×4 −
[
M−1c,K
]
ΦΦ
[
P (iωn)
]]−1[
M−1c,K
]
ΦΘ
, (D16)
where [M−1c,K ]ΦΦ, [M
−1
c,K ]ΦΘ, and [P (iωn)] are 4 by 4
matrices. [M−1c,K ]ΦΦ and [M
−1
c,K ]ΦΘ are 4 by 4 blocks of
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an inverse of the 8 by 8 matrix [Mc,K ] that connects Φ
and Φ and that connects φ and Θ respectively;
[M−1c,K ]ΦΦ ≡ T
(
A−BD−1C)−1 T , (D17)
[M−1c,K ]ΦΘ ≡ T
(
A−BD−1C)−1BD−1 T . (D18)
4 by 4 matricesA, B, C, D and T in the right hand sides
are given by Eqs. (D6,D7,D8,D9). [P (iωn)] is a 4 by 4
diagonal matrix that represents an effect of the disorder,
[P (iωn)] ≡
 gym(iωn) 0 0
0
 . (D19)
m(iωn) is a sum of the (Φ+,Φ+)-component of the inverse
of the 8 by 8 matrix [Mc,K ] over k ≡ (kz, k);
m(iωn) ≡ 2
LzN
∑
k
[M−1c,K ]Φ+Φ+ . (D20)
Note that m(iωn) is an even function of ωn (see below).
One may rewrite Eq. (D16) into
Qczz(−iωn)
T
=
2e2
pi2V
∑
m
∫
dz′′
∑
k
e−ikzz
′′−ikym(−ωn)
T
[pi2
k2z
(
DA−DTPT )+ ω2n14×4]−1T
= −e
2ωn
pi2l2
T
[pi2
k2z
(
DA−DTPT )+ ω2n14×4]−1|k=0T
(D21)
From the first to the second line, we took the sum over
the chain index l and the integral over z′′;
1
V
∑
m
∫
dz′′e−ikzz
′′−ikym =
1
2pil2
δ2k,0. (D22)
Substituting Eq. (D21) into Eq. (D13), we obtain the
imaginary-time optical conductivity as
σzz(iωn) =
e2ωn
pi2l2
~e T+
[pi2
k2z
(
DA−DTPT )+ ω2n14×4]−1|k=0U−1 ~e+.
(D23)
The k = 0 limit in the integrand is well-defined. To see
this, use Taylor expansions of A and D in small k;
AK = 2M(0)A0 + k
2
zA1 +O(k),
DK = 2M(0)D0 + k
2
zD1 +O(k),
with
A0 ≡
 1 1 1 11 1 1 11 1 1 1
1 1 1 1
 , D0 ≡
 1 −1 1 −1−1 1 −1 11 −1 1 −1
−1 1 −1 1
 ,
and
A1 ≡ 1
pi

u1
K1
u4
K4
u2
K2
u3
K3
 ,
D1 ≡ 1
pi
 u1K1 u4K4 u2K2
u3K3
 .
Since D0TP = 0 and D0A0 = 0, the integrand in the
k = 0 limit takes a finite value;
lim
kz→0
lim
k→0
1
k2z
(
DKAK −DKTPT
)
= 2M(0)
(
D0A1 +D1A0
)−D1TPT
= 2M(0)D0A1 +
1
pi
(
2M(0)− gym(iωn)
4
)
U−1A0.
From the second to the last line, we used TPT =
gym(iωn)
4 A0 and piD1 = U
−1.
The imaginary-time optical conductivity is further cal-
culated from Eq. (D23) as,
σzz(iωn) =
e2ωn
pi2l2
~e T+
[
2pi2M(0)D0A1
+ pi
(
2M(0)− gym(iωn)
4
)
U−1A0 + ω2n14×4
]−1
U−1 ~e+
=
e2ωn
pi2l2
~e T+
[
pi
(
2M(0)− gym(iωn)
4
)
U−1~e+~e T+
+ ω2n14×4
]−1
U−1 ~e+,
=
e2uK
pi2l2
ωn
ω2n + piuK
(
2M(0)− gym(iωn)4
) , (D24)
with uK ≡∑a=1,2,3,4 uaKa. From the first to the second
line, we used A0D0 = 0, ~e
T
+D0 = 0 and A0 = ~e+~e
T
+ .
From the second to the last line, we used ~e T+U
−1~e+ =
uK. In the clean limit (gy = 0), this gives σzz(ω) =
(e2uK)/(2pil2)δ(ω − ωg) with ωg ≡ 2piuK
∑
jM
(2)
j after
the analytic continuation.
The effect of the disorder average is included in
m(iωn). To see this effect in σzz(ω), let us take u1 = u4,
K1 = K4, u2 = u3 and K2 = K3 for simplicity. With use
of M(k) = 0 for k  1/l [28], we obtain the following
expression for m(iωn),
m(iωn) =
pi
2
( K1√
ω2n + ω
2
1
+
K2√
ω2n + ω
2
2
)
, (D25)
with ω21 ≡ 4piM(0)u1K1 < 4piM(0)u2K2 ≡ ω22 . After
the analytic continuation, we finally obtain the optical
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conductivity as follows,
σzz(ω) =

e2uK
pil2
|ω∗|
|g′(ω∗)|δ(ω − ω∗) 0 < ω < ω1,
e2uK
pi2l2
ωb1(ω)
a21(ω)+b
2
1(ω)
ω1 < ω < ω2,
e2uK
pil2
ωb2(ω)
a22(ω)+b
2
2(ω)
ω1 < ω2 < ω,
(D26)
where
g(ω) = −ω2 + ω2g
− gy
4
pi2uK
2
(
K1√
ω21 − ω2
+
K2√
ω22 − ω2
)
,
and
a1(ω) ≡ −ω2 + ω2g −
gy
4
pi2uK
2
K2√
ω22 − ω2
,
b1(ω) ≡ gy
4
pi2uK
2
K1√
ω2 − ω21
,
and
a2(ω) ≡ −ω2 + ω2g ,
b2(ω) ≡ gy
4
pi2uK
2
(
K1√
ω2 − ω21
+
K2√
ω2 − ω22
)
.
Note that ω = ω∗(< ωg) in Eq. (D26) is one and only
one solution of g(ω) = 0 within 0 < ω < ω1. The renor-
malized gap ω∗ becomes progressively smaller, when the
disorder strength increases. There exists a critical value
of the disorder,
gy,c ≡ 1
pi2uK
8ω2gω1ω2
K1ω2 +K2ω1
. (D27)
When gy approaches the critical value, the renormalized
gap ω∗ reduces to zero continuously. At gy = gy,c, the
system undergoes a quantum phase transition from the
SNEI-I phase (gy < gy,c) to a disorder-driven phase (gy >
gy,c). To obtain Fig. 5, we use the same parameter sets
as in the appendix C4. We set u1 = u4 and u2 = u3 by
Eq. (20). We set gy to be smaller than gy,c.
Appendix E: magnetism and spin nematicity in
SNEI phases
SNEI phases introduced in the main text are charac-
terized by particle-hole pairings between n = 0 LL with
↑ (↓) spin and n = −1 LL with ↓ (↑) spins. The phases
break the U(1) spin rotational symmetry around the field
direction. Nonetheless, neither A-carbon site pi-orbital
electron spin nor B-carbon site electron spins exhibit
magnetic order in the SNEI phases;
〈SA,+(r)〉 = 〈ψ†↑(r, A)ψ↓(r, A)〉 = 0,
〈SB,+(r)〉 = 〈ψ†↑(r, B)ψ↓(r, B)〉
=
1
Lx
∑
j
(
Y1,j(y)Y0,j(y)
)
×
×
∑
τ=±
(
γ∗B,↑ηB,↓e
−iτ(kF,1+kF,4)z〈ψ†1,τ,jψ4,−τ,j〉
+ η∗B,↑γB,↓e
−iτ(kF,2+kF,3)z〈ψ†3,τ,jψ2,−τ,j〉
)
= 0, (E1)
because
lim
Lx→∞
1
Lx
∑
j
Y1,j(y)Y0,j(y)
=
1
2pil2
∫
dyY1,j(y)Y0,j(y) = 0.
Magnetism of the SNEI-I phase is most explicitly man-
ifested by a long-range order of a symmetric part of a
2nd rank spin tensor composed of spin-12 moment of A-
carbon-site pi-orbital electron and that of B-carbon-site.
Such 2nd rank spin tensor has two components,
QAB+−(r) ≡ 〈SA,+(r)SB,−(r)〉,
QAB++(r) ≡ 〈SA,+(r)SB,+(r)〉.
In the SNEI-I phase, QAB+−(r) vanishes identically, while
QAB++(r) exhibits both a ferro-type and a density-wave-
type order;
QAB++(r) = 〈ψ†↑(r, A)ψ↓(r, A)ψ†↑(r, B)ψ↓(r, B)〉
=
1
Lx
(∑
j
Y 20,j(y)
) 1
Lx
(∑
m
Y 20,m(y)
)
×
{
γ∗A,↑γA,↓ηB,↓η
∗
B,↑e
−2iΘ−
+ γ∗A,↑γA,↓ηB,↓η
∗
B,↑e
−2iΘ−
+ γ∗A,↑γA,↓ηB,↓η
∗
B,↑e
i∆Kze−i2Φ−−2iΘ−
+ γ∗A,↑γA,↓ηB,↓η
∗
B,↑e
−i∆Kzei2Φ−−2iΘ−
}
,
with ∆K ≡ kF,2 + kF,3 − kF,1 − kF,4. Here we used
Eqs. (45,46,47) and
〈ψ†1,+,j(z)ψ4,−,m(z)〉 = δjmiσ41,mei(φ1+φ4)+i(θ4−θ1),
〈ψ†1,−,j(z)ψ4,+,m(z)〉 = δjmiσ41,me−i(φ1+φ4)+i(θ4−θ1),
〈ψ2,+,j(z)ψ†3,−,m(z)〉 = δjmiσ32,me−i(φ2+φ3)−i(θ3−θ2),
〈ψ2,−,j(z)ψ†3,+,m(z)〉 = δjmiσ32,mei(φ2+φ3)−i(θ3−θ2).
The spatial inversion symmetry generally allows
γ∗A,↑γA,↓ηB,↓η
∗
B,↑ = u (E2)
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This gives
Qab++(r) =
e−2iΘ−
(pi2l2)2
(
u+ u cos
(
∆Kz − 2Φ−
))
. (E3)
Note also that the SNEI phases could be accompa-
nied by a long-range ordering of small magnetic moments
within the xy plane. Nonetheless, the moment does exist
only in those spatial regions in the unit cell where two pi-
orbitals of A-carbon site and B-carbon site overlap. This
statement is suggested by Eq. (E1) and finite expectation
values of the following two quantities in the SNEI phases;
〈ψ†↑(r, A)ψ↓(r, B)〉 =
√
2iv
pil2
e−iΘ− cos
(
(kF,1 + kF,4)z + Φ−
)
,
〈ψ†↓(r, A)ψ↑(r, B)〉 =
√
2iw
pil2
eiΘ− cos
(
(kF,2 + kF,3)z − Φ−
)
,
with
v ≡ γ∗A,↑ηB,↓〈σ14,j〉 6= 0,
w ≡ γ∗A,↓ηB,↑〈σ23,j〉 6= 0.
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