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Abstract
Small particles and their dynamics are of widespread interest due both to their unique properties and their
ubiquity. Here, we investigate several classes of small particles: colloids, polymers, and liposomes. All these
particles, due to their size on the order of microns, exhibit significant similarity in that they are large enough
to be visualized in microscopes, but small enough to be significantly influenced by thermal (or Brownian)
motion.
Further, similar optical microscopy and experimental techniques are commonly employed to investigate
all these particles. In this work, we develop single particle tracking techniques, which allow thorough
characterization of individual particle dynamics, observing many behaviors which would be overlooked by
methods which time or ensemble average. The various particle systems are also similar in that frequently,
the signal-to-noise ratio represented a significant concern. In many cases, development of image analysis
and particle tracking methods optimized to low signal-to-noise was critical to performing experimental
observations.
The simplest particles studied, in terms of their interaction potentials, were chemically homogeneous
(though optically anisotropic) hard-sphere colloids. Using these spheres, we explored the comparatively
underdeveloped conjunction of translation and rotation and particle hydrodynamics. Developing off this,
the dynamics of clusters of spherical colloids were investigated, exploring how shape anisotropy influences
the translation and rotation respectively.
Transitioning away from uniform hard-sphere potentials, the interactions of amphiphilic colloidal particles
were explored, observing the effects of hydrophilic and hydrophobic interactions upon pattern assembly and
inter-particle dynamics. Interaction potentials were altered in a different fashion by working with suspensions
of liposomes, which, while homogeneous, introduce the possibility of deformation.
Even further degrees of freedom were introduced by observing the interaction of particles and then
polymers within polymer suspensions or along lipid tubules. Throughout, while examination of the trajec-
tories revealed that while by some measures, the averaged behaviors accorded with expectation, often closer
examination made possible by single particle tracking revealed novel and unexpected phenomena.
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with different scaling. With respect to Delaunay, the scaling is discussed in greater depth
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improves later scaling. The step with the worst provable time is the DAG shortest path.
Section 9.7.3 discusses how the previous step helps reduce the provable scaling of the DAG
shortest path step from O
(
N2
)
to practical scaling of O (N logM). . . . . . . . . . . . . . . . 97
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the shapes depicted in Figures 12.1 and 12.9(a). The uncertainty (“Unc”) column is the
standard deviation from fits of the mean-squared displacement to time elapsed. For each
shape, the inertial radius of gyration (Rg) in units of micrometers was determined. There was
a strong inverse correlation (0.97) between the radius of gyration and the rotational diffusion
coefficient. However, the radius of gyration fails to capture the full picture, since at low
Reynolds numbers, inertia is not the proper representation of hydrodynamic interaction. The
aspect ratio, here chosen to be the maximum ratio of one axis to the axis orthogonal to it
within the plane, was also determined, but was not found to strongly correlate with diffusion
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heights of 100 and 200 nm (Ewell = 1.1 and 2.2 kBT , respectively). Numbers in parentheses
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3.1 Comparison of three different filtration techniques. (a) Raw image, with a single signal at
relatively low S/N. In addition to random noise, the image includes both curvature (y-axis)
and a constant gradient (x-axis). (b) Boxcar filtered version of (a). (c) Gaussian filtered
version of (a). (d) Fourier frequency filtered version of (a). . . . . . . . . . . . . . . . . . . . . 11
3.2 Comparison of three different filtration techniques. (a) Raw image, with a single signal at
infinite S/N, which makes it easy to see the distortion which each filtration technique intro-
duces around a signal. For isolated signals, this is generally not problematic, but can be quite
problematic if another signal is present in that distorted area, particularly if the gradient in
that region is large. (b) Boxcar filtered version of (a). (c) Gaussian filtered version of (a). (d)
Fourier frequency filtered version of (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Illustration of Fourier transform registration, locking-in on the relevant image spatial frequen-
cies. (a) Raw image of MOON particles organized in a hexagonal close packed configuration.
Locating the particles in this image presents major challenges. (b) The equivalent spatial
image, after filtration in the frequency domain and reversion to the spatial domain through
IFFT. Locating MOON positions (red x’s) in this image is significantly easier. (c) The fre-
quency domain (FFT) representation. The frequencies of interest are located between the
two black rings. To get image (b), the amplitudes of all frequencies except those between the
rings were set to 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.1 The fraction of objects for which fitting fails to converge appropriately for the various meth-
ods, as a function of the ratio of the signal-to-noise. Signal is considered to be the amplitude
of the Gaussian intensity distribution. The background shot noise is not included in this ratio
but was included in the calculations. (a) The failure fraction for circular Gaussian inten-
sity distributions calculated using the moment method (black squares), nine-point regression
(green circles), iterative optimization (red triangles), and weighted overdetermined regression
(blue stars). (b) The failure fraction for the same methods but using elliptical Gaussian in-
tensity distributions. As described in the text, comparison was also made to the 2D elliptical
Gaussian fitting method included in IDL, which is a commercially available program (pink
open triangles). Symbols are the same in both panels. . . . . . . . . . . . . . . . . . . . . . . 30
5.2 Offset values plotted as a function of the ratio of the signal-to-noise for circular Gaussian
intensity distributions. Signal is considered to be the amplitude of the Gaussian intensity
distribution. Note that once this systematic deviation has been determined, it can be com-
pensated if desired. (a) The systematic offset in width for circular Gaussian intensity dis-
tributions obtained using the three methods that determine it: nine-point regression (green
circles), iterative optimization (red triangles), and weighted overdetermined regression (blue
stars). (b) The systematic offset in the total brightness for circular Gaussian intensity dis-
tributions, compared using four methods: the moment method (black squares), nine-point
regression (green circles), iterative optimization (red triangles), and weighted overdetermined
regression (blue stars). Symbols are the same in both panels. . . . . . . . . . . . . . . . . . . 32
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5.3 Offset values plotted as a function of the ratio of the signal-to-noise for elliptical Gaussian
intensity distributions. Signal is considered to be the amplitude of the Gaussian intensity
distribution. (a) The systematic offset in width x for elliptical Gaussian intensity distribu-
tions for the three methods that determine it: nine-point regression (green circles), iterative
optimization (red triangles), and weighted overdetermined regression (blue stars). (b) The
comparable systematic deviation in the width y. (c) The systematic offset in the total bright-
ness for elliptical Gaussian intensity distributions for four methods: the moment method
(black squares), nine-point regression (green circles), iterative optimization (red triangles),
and weighted overdetermined regression (blue stars). Symbols are the same in all panels . . . 33
5.4 Precision and brightness uncertainty plotted as a function of the signal-to-noise ratio for cir-
cular Gaussian intensity distributions. The values shown here incorporate the corrections
needed to compensate for systematic deviations. (a) The uncertainty in locating the center of
a circular Gaussian intensity distribution for the moment method (black squares), nine-point
regression (green circles), iterative optimization (red triangles), and weighted overdetermined
regression (blue stars). (b) The uncertainty in the determination of the width of the Gaus-
sian intensity distribution. (c) The uncertainty in the determination of the total brightness.
Symbols are the same in all panels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.5 Precision and brightness uncertainty plotted as a function of the signal-to-noise ratio for
elliptical Gaussian intensity distributions. (a) The uncertainty in locating the center of an
elliptical Gaussian intensity distribution for the moment method (black squares), nine-point
regression (green circles), iterative optimization (red triangles), and weighted overdetermined
regression (blue stars). (b) The uncertainty in determining the width in x, which was set at
one pixel. (c) The uncertainty in determining the width in y, which was set to be 1.5 pixels.
(d) The uncertainty in determining the total brightness. Symbols are the same in all panels. . 36
5.6 Various quantities plotted as a function of the aspect ratio (widthy/widthx), at a fixed
signal-to-noise ratio of 20 and width in x of one pixel. (a) The fraction of objects for
which fitting fails to converge appropriately for the various methods for the moment method
(black squares), nine-point regression (green circles), iterative optimization (red triangles),
and weighted overdetermined regression (blue stars). (b) The uncertainty in the location of
the center of the Gaussian intensity distribution; symbols same as above. The sawtooth pat-
tern observed in the moment method occurs because whenever the aspect ratio increases by
0.5, the subregion of the image selected for fitting also increases. The increased uncertainty
for iterative optimization and weighted regression may also correspond to the larger number
of pixels used, which due to the lower signal-to-noise of many of the pixels, may effectively
decrease the true signal-to-noise ratio. (c)The uncertainty in determining the width, y. (d)
The uncertainty in determining the brightness. Symbols are the same in all panels. . . . . . . 37
5.7 The uncertainty in position for simulations of both the Airy spot pattern and its equivalent
2D Gaussian approximation. (a) Abscissa is the signal-to-noise range, from 3 to 3000, for
Gaussian iterative optimization (red triangles), Airy spot iterative optimization (black open
triangles), Gaussian weighted regression (blue stars), and Airy spot weighted regression (green
open stars). (b) Abscissa is expanded to more clearly show the region at highest signal-to-noise. 39
6.1 The original matrix A (a) has both (b) diagonal (Aij where i+ j is even) and (c) off-diagonal
(Aij where i + j is odd) elements (color-coded). We need the operators (Section 6.2.2) we
apply to align with the elements. When working in the x or y directions, the operators align
with the rectangular image array (a). When working in either the x + y or x− y directions,
the operators do not naturally align with the rectangular image array. However, by selecting
the diagonal and off-diagonal elements as shown, followed by a 45◦ rotation, we have resultant
matrices to which the operators can readily be applied (after appropriate padding). . . . . . . 43
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6.2 Example demonstrating the application of various steps using the second difference operator.
The initial noisy image (a) corresponds to imaging of a fluorescently labeled giant unilamellar
vesicle (GUV). (b) The second difference operator (Section 6.2.2) does a good job of locating
the edge, but locates some additional noise as well. (c) A branched loop structure is created
(Section 6.2.6), with both small branches due to uncertainty in edge location and larger
branches due to noise. (d) Working off the loop structure, only the points on the actual edge
are retained. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.3 Examples showing the versatility of this edge-finding algorithm. (a) Locating circular bubbles
using white light imaging. Object interiors contrasted with object exteriors, so the first
difference operator was employed. In this image, three bubbles were found, demonstrating
the algorithm’s ability to simultaneously handle a wide range of object sizes and equally wide
range of S/N levels. (b) The final, smoothed perimeter of the GUV. As the object perimeter
contrasts with both the interior and exterior, the second difference operator was employed.
This image highlights the ability of the algorithm to detect edges accurately despite significant
background variations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.1 The idea of measuring rotational diffusion using MOON particles, fluorescent on one side and
dark on the other, is illustrated. (a) Schematic illustration of this idea. (b-d) Images of a
MOON particle, 2 µm diameter, for three orientations ranging from crescent to full moon.
The color denotes the varying intensity of the image. . . . . . . . . . . . . . . . . . . . . . . . 49
7.2 How to locate the center of mass of MOON particles, whose fluorescence image is inherently
anisotropic depending on how the particle is oriented relative to the observer. Left top panel:
simulated image produced by a MOON in the crescent phase, its center located at the indicated
cross-hairs. Note that, regardless of orientation relative to the observer, the bright region will
always have two points separated by the diameter of the MOON. Note also that diffraction
blurs the experimental images, but that, for clarity, diffraction-blurring was not calculated
for the simulated images. Bottom panel: one sole circle whose diameter matches the MOONs
diameter contains the fluorescent image completely. Top right panel: Image produced by
convolving the original image with a circle of this same diameter. The maximum in this
image corresponds to the deduced center of the MOON. Uncertainty in its location is greater
parallel to the tilt of the MOON than perpendicular to it; however, error in this direction has
no effect upon calculating the azimuthal angle. The color at each point indicates the relative
quality of the overlap between a circle centered at this point and the crescent at left, with the
best overlap corresponding to the centered circle. . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.3 The measured quantities, θ and ϕ, completely specify the position of the bright hemisphere of
the MOON at any given time. When determining rotational diffusion, we are less interested
in the specific orientation of the MOON than in how far the MOON has rotated from its
previous position. Therefore, the angle of variation, ω, is computed over the given time interval. 52
8.1 Sample DIC images showing an uncoated silica sphere (a) and MOON particles in half moon
(b), gibbous moon (c), and full moon (d) orientations. . . . . . . . . . . . . . . . . . . . . . . 56
8.2 Demonstration of the general process to track optically anisotropic MOONs when images
overlap. (a) Original image as recorded by the CCD camera. (b) Same image converted to
contour plot form. For clarity, fewer contours are shown than are typically used in actual
calculations. (c) Vertices of the exterior contour (blue dots) are fitted using an overlapping
object recognition algorithm. This determines the circles of which the contour is composed
(red circles). This procedure is robust, able to fit circles with half of their perimeter obscured.
It recognizes particles of different sizes, including a piece of dust on the microscope objective
(the small circle to the upper right). (d) Original image with overlaid black lines depicting
the final fit. The lines run from the center of each particle outward, in this way indicating
the angle (ϕ) in the plane of the image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
xiv
8.3 The technique to separate and resolve the elements of overlapping circular images is illustrated
for a pair of particles. The online Supporting Information for our article [10] shows the
iterative steps in movie format. In applying the method to more than the two particles
illustrated here, the procedure is fundamentally the same. (a) The starting point is a contour
plot of the overlapping images. Note that from using the overlapping object algorithm one
knows approximately the position (shown here by dots) and diameter (shown here by black
circles) of each particle. To begin, two copies of this initial contour plot are considered: one
for particle 1 (left) one for particle 2 (right). (b) A contour from particle 2 (black line) has
been selected, and a trial attempt was made to determine the portion of this contour that is
genuinely attributable to particle 2 (blue area). This is subtracted from particle 1. Note that,
because this approximation is inexact, slivers of particle 2 (red arrow) may not be subtracted.
In subsequent iterations, this same procedure is applied to a contour from the new version of
particle 1, iterating back and forth between the two particles. (c) Illustration of the imputed
image of particle 1, partway through the iterative procedure. Notice that while the subtraction
continues to improve relative to panel b, the slivers noted in panel b (red arrows) continue to
accumulate. (d) After the iterations are completed, the image of particle 1 has been isolated.
The slivers, whose presence in the earlier images was highlighted in the earlier panels of this
figure, have been largely cropped off, using the criterion that they extend too far from the
center of particle 1. Some image perturbation does remain from overlap with particle 2, whose
position is indicated by the circle, but this is mostly roughness in the contour of the circles.
This roughness is easy to notice visually but has minimal effect on subsequent calculations. . 59
8.4 (a) Five most nearly circular contour rings are used to determine the center (terminus of the
black line) of the particle. A linear fit to the centroids of each contour (red dots) yields the
azimuth angle (black line) of the MOON. (b) Comparison of the raw image with the fit (black
line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.1 Schematic example of the process of trajectory construction, illustrated here for a 3-dimensional
spatiotemporal system (x, y, and t) with frame-based observations in time.(a) Particle detec-
tion methods yield particle locations (dark spots) within individual frames (alternating frames
colored gray and blue for visual clarity). (b) Pairs of observations at different times are exam-
ined, and all pairs with sufficient connection probability (above threshold value) are retained
(red lines). Trajectory reconstruction algorithm works with this structure, attempting to find
the optimal solution (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
9.2 Schematic representation showing how even two simple spatial dimensions are not fully sta-
tistically independent. Part of the parameter Plink corresponds to the probability that the
particle was not observed during the intervening time interval. When a particle diffuses out
of the detection area, into an undetectable region in a given dimension, the contribution to
Plink based upon the probability of being undetected is based solely upon that dimension.
(a) For both particle 1 and particle 2, whenever the particle was in an unobservable region,
it was in that region in the dimension for which Plink would have factored in the probability.
(b) However, treating the dimensions as fully independent does not capture when a parti-
cle becomes unobservable in one dimension, and while unobserved becomes unobservable in
another dimension, eventually returning to the detection area from a different edge of the de-
tection area. The probability of the particle being unobserved for this long is thus artificially
understated here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9.3 (a) Typical intensity distributions, showing the average number of particles observed versus
intentity for the background noise, low S/N signals, and high S/N signals. (b) Choosing a
threshold to separate high S/N signal observations from noise observations is easy; a range of
thresholds exist which remove all the noise without discarding signal. (c) When applying a
threshold instead to low S/N data attempting to retain almost all the signal observations will
keep many noise observations as well. (d) Attempting to discard all the noise observations
will discard many signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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9.4 (a) Generally, the noise peak will be well defined and can be fit based upon the observed
distribution. (b) After determining the noise distribution, subtraction reveals the signal dis-
tribution, which may previously have appeared as a shoulder on the noise peak. . . . . . . . . 73
9.5 Illustrative example showing the dramatic difference increasing the dimensionality can make.
(a) Twenty randomly distributed data points, distributed in 2D. All twenty points are easily
distinguished. (b) The same data points, but with the second dimension removed. Many
points are now difficult to distinguish from each other. The minimum separation between a
pair of points has decreased by more than a factor of 25. . . . . . . . . . . . . . . . . . . . . . 75
9.6 (a)When particles are separated in N-dimensions by less than the amount they can move
between observations, sometimes paths will cross. (b) As the particles are otherwise indistin-
guishable, the mathematically optimal solution, which is what HOLMES and other algorithms
seek, will be different from what occurred. Additional dimensions not only increase the average
separation, they also decrease the probability of paths crossing even for the same separation. 78
9.7 An illustrative example dealing with a looped dimension, where the left edge of the image is
adjacent to the right edge of the image, or “tiled”. (a) Two copies of the image have been
placed side by side. When Delaunay tesselation was applied to one copy, the algorithm did not
correctly find connections spanning the edge. (b) If instead Delaunay tesselation is applied to
the tiled data, edge effects are still present, but if the middle region is selected, connections
spanning the properly non-existent edge are correctly found. . . . . . . . . . . . . . . . . . . . 79
9.8 (a) An example directed acyclic graph. (b) The corresponding unweighted adjacency matrix.
(c) The sparse format of the same adjacency matrix, recording only non-zero entries. . . . . . 82
9.9 (a) An example showing how each frame is split into two frames, one advanced an infinites-
imal time (gray) and one delayed an infinitesimal time. Connections of the split vertices to
themselves vi− → vi+ are shown. (b) The adjacency matrix Figure 9.8 in its expanded form. 83
9.10 (a) If the connection between vertices 1 and 3 in Figure 9.8(a) were removed, the graph is
disconnected and can be split into two connected subgraphs as shown here in red and blue.
(b) The expanded form of the corresponding adjacency matrix, with elements corresponding
to each subgraph appropriately color-coded, showing the constituent adjacency matrices for
the connected subgraphs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
9.11 An example 1-connected graph. Removal of the vertex circled in blue would disconnect the
graph, forming three smaller connected graphs. A set of non-overlapping shortest paths is
shown with darker red lines, representing the optimal solution to this graph as is. Removal
of the circled vertex would leave two of these shortest paths; while the middle path would be
partially discarded, this path likely corresponds to a couple of false observations in relatively
close proximity, which unfortunately happen to connect with some real trajectories to form a
single connected graph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
9.12 Illustration of joint probability as applied here. The most probable forward and reverse
connections Plink for each particle B (with Pinit and Pterm considered as well), combined
with the probability Preal(B), are collectively compared to a threshold. . . . . . . . . . . . . 87
9.13 (a) All edges in the graph are shown, with the forest of shortest paths shown with thicker red
lines. Note that some of the trees in this forest correspond to only single vertices (red circles).
(b) The same graph, with redundant edges (Section 9.8.1), which are provably inferior to the
currently located shortest path edges, removed. Circled in blue is an edge which corresponds
to a branching point, discussed later (Section 9.8.3) . . . . . . . . . . . . . . . . . . . . . . . . 88
9.14 Shortest paths between two pairs of vertices, s1 to t1 and s2 to t2 may or may not have vertices
in common. In this case, the shortest paths for the two particles (blue and red) intersect and
share an edge (thicker magenta). A non-overlapping set of paths from s1 to t1 and s2 to t2
are available, when s2 to t2 follows the dashed line, but this path is not a shortest path. . . . 89
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9.15 (a) The minimum spanning trees for an example disconnected graph. (b) The simulated
particle trajectories, which correspond to the exact solution. As can be seen, a high degree
of overlap exists between the minimum spanning trees and the exact solution, with most
real trajectories contained within the minimum spanning tree. As a result, employing an
MST algorithm, while not providing the solution, can improve the typical runtime of some
computationally more-intensive, later steps. Vertices in the MST graph but not the real graph
correspond to noise observations; vertices in the real graph but not the MST graph correspond
to missed observations (primarily due to edge proximity). . . . . . . . . . . . . . . . . . . . . 91
9.16 (a) An example of simple entanglement, where we currently have two shortest path trees (red
lines) with an inter-tree edge (dashed blue line), but no inter-tree edges to other trees. (b)
In order to accept the inter-tree edge, two existing edges will have to be discarded as shown,
leaving three shortest path trees, one of which must terminate, as there is nothing else to
connect to, and another of which must initiate. . . . . . . . . . . . . . . . . . . . . . . . . . . 94
9.17 Sample frames from a simulated movie for which the “optimal” solution is known, used for
examination of the relative accuracy and reliability of HOLMES and competing tracking
methods. (a) Shows a 256× 256 pixel region, the upper left corner of our simulated detector,
at time t = 0 seconds. (b) Shows the same region one second (10 frames) later. Red circles
indicate regions of special interest, described in the text. . . . . . . . . . . . . . . . . . . . . . 98
9.18 Examination of the relative accuracy and reliability of HOLMES and competing tracking
methods using a simulated 1000 frame movie (Figure 9.17), for which the “optimal” solu-
tion is known. The methods employed were HOLMES (blue), the well-known algorithm by
Crocker and Grier (red), and uTrack, a newer generation algorithm developed by the Danuser
Group (black). (a) The relative probability that each method correctly (Tpos, solid line) and
incorrectly (Fpos, dashed line) determines where an object is at both the start and end of the
specified time interval. (b) The reliability of each method in determining particle correspon-
dence over the specified interval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
10.1 The efficacy to quantify the rotational and translational diffusion of colloidal-sized MOON
particles is illustrated. (a) The translational data are plotted both for the average of six
particles (black squares) and for a single MOON particle (red circles). As described in the
text, fitting yielded an ensemble-average translational diffusion constant for the 2 µm MOONs
of 0.094 ± 0.003 µm2/s (black line). Based on the y-intercept of 0.0033 µm2, the uncertainty
in position for the MOONs is 0.04 µm. As can be seen from the virtual overlap of the two
fits, while the ensemble data is obviously less noisy, information from a single trajectory of a
single particle can be analyzed quantitatively with the same conclusion. (b) As a result of the
boundary conditions on angular displacements, the mean squared angular displacement is an
approximation limited in utility to small angles. Here, the more rigorous formula (Equation
7.2.5), which accounts for these limitations, is employed. (The right side of Equation 7.2.5,
equivalent to Dr×4t, is plotted here.) The resulting ensemble average rotational data for the
2 µm MOONs (black squares) is nicely linear. A vertical offset of 82 deg2, resulting from the
angular uncertainty of 14◦, was subtracted. The slope of this plot yields a rotational diffusion
coefficient of 585 ± 35 deg2/s (black line). For comparison, similar data for a single MOON is
also shown (red circles). From even this single MOON particle, it is possible to determine the
rotational diffusion constant of 620 ± 100 deg2/s, albeit with lower accuracy (red line). The
deviations from the linear fits after around 1 s are not significant, as the uncertainty of those
points is much greater. Additionally, the error for those points is not normally distributed,
such that, on average, one should expect to observe a downward curvature. . . . . . . . . . . 105
11.1 Schematic diagram of the experiment viewed from the side (top panel) and from the top
(bottom panel). Colloidal particles are trapped in a cylindrical corral after sedimenting to
near the bottom of the sample cell in aqueous solution. Symbols denote: sphere radius (a),
particle-particle separation (r), particle separation from the corral wall (w), elevation from
the bottom (z). The corral diameter is 8 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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11.2 (a) Distribution of elevation from the bottom of the sample cell, calculated from the Boltzmann
Equation. Inset: calculated difference between a real step of translational displacement and
its two-dimensional projection in a microscope, K = 4Xmeasured−4Xreal4Xreal . (b) The components
of translational diffusion in the directions radial (black squares) and azimuthal (red circles)
to the corral wall, plotted as a function of the particle-corral separation, for a single particle
in the corral. In subsequent studies of two-particle correlations, portions of trajectories less
than 1.5a from the corral were excluded. The vertical blue line indicates this cutoff. . . . . . 111
11.3 Illustrative example of applying the techniques introduced in this paper. Data of this kind
are needed for subsequent analysis of the time-dependent hydrodynamic interactions be-
tween interacting colloidal particles. Here, particles 1.57 µm in diameter undergo quasi two-
dimensional diffusion within a small circular corral, 10 µm in diameter, after they sediment
in 1 mM PBS buffer of pH 7 onto the quartz slide to an average final wall-colloid spacing of
≈200 nm. (a) Illustrative DIC image of two particles. The black lines show the separation of
the center of each MOON from the edge of the corral, and the white line shows the separation
between the centers of the MOONs. (b) Same image after background subtraction to facilitate
particle tracking. The black circle shows the position of the confining wall. The black and
blue traces show the spatial trajectories of the particles during an illustrative time lapse of 20
s. (c) Wall-particle separation of each of the two particles, plotted against time. (d) Time-
dependent orientation angles (ϕ, θ) for the same time series for the particle whose spatial
position is plotted in black in panel c. Note that the abrupt changes in ϕ are reasonable, as
small changes in the overall orientation of the particle result in large changes in ϕ when θ is
close to 0. From data of this kind, it is straightforward to calculate the instantaneous trans-
lational and rotational velocity and, in turn, the instantaneous hydrodynamic forces between
the colloidal particles and translation-rotation correlations, as will be reported in Section 11.4. 112
11.4 The R − R correlations show anti-correlation (sign < 0), meaning if one particle rotates
clockwise, the other particle tends to rotate counterclockwise; the T − T correlations (sign
> 0) indicates that two particles tend to translate in the same direction. (a) Rotation-rotation
(R − R) correlation plotted against their scaled separation for spheres 1.57 µm in diameter.
The data agree with hydrodynamic theory for the bulk (red line; 1/r3 dependence) and after
taking the bottom wall explicitly into account (black line). However, the latter predicts
enhanced correlations for larger spheres; the correlation expected for a pair of 3 µm particles
is also plotted (blue line). (b) Translational-translational (T − T ) correlation plotted against
scaled separation for spheres 1.57 µm in diameter. Longitudinal (black circles) and transverse
(black squares) motion are distinguished. The data deviate from hydrodynamic predictions
for bulk diffusion (not shown) but agree with predictions taking influence of the bottom wall
into account (black lines). As the strength of the correlation is predicted to increase as particle
size increases, the expected longitudinal correlation for a pair of 3 µm particles is plotted (blue
line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
11.5 More anti-correlated motion. (a) Correlation of rotation of a sphere with the translation of
a nearby sphere, plotted against scaled separation for data obtained using spheres 1.57 µm
in diameter. The effect is underestimated when the presence of the bottom wall is ignored
(red line) but the data agree with predictions which include the influence of the bottom wall
(black line). The larger effect predicted for spheres 3 µm in diameter is also plotted (blue
dashed line). (b) Schematic of self-correlation of rotation and translation for a single sphere
due to the presence of either a nearby particle (left) or the corral wall (right). . . . . . . . . . 116
12.1 Examples of the microscopic shapes whose diffusion was studied; these images were taken in
situ using differential interference contrast microscopy as described. The elementary particle
diameter is the same in each image, 1.57 µm, and the scale varies between images. . . . . . . 121
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12.2 Left ordinate: the gravitational scale height computed from the Boltzmann distribution giving
the average distance from the bottom wall vs the number of particles in the cluster. As the
number of elemental particles and hence mass of the cluster increases, the expected mean
separation of the bottom of the cluster from the wall decreases (squares). Right ordinate: the
computed ratio between near-surface translational diffusion and translational diffusion in the
bulk, for spheres described by Equation 12.3.3 (circles). . . . . . . . . . . . . . . . . . . . . . 122
12.3 Probability of deviation from the planar configuration was considered for the lightest anisotropic
cluster, a two-sphere dumbbell, in order to inspect the extent to which the systems studied in
this paper can be considered as quasi-2D. The plot shows the fractional time that the axis of
the dumbbell deviates from the 2D plane by at least the angle specified in the abscissa. For
this worst-case cluster, the deviation exceeds 25◦ less than 1% of the time. . . . . . . . . . . . 124
12.4 Examples of raw dynamic data. (a) Mean-squared translational displacement (squares) and
rotational displacement (circles) plotted against time for a linear cluster of four particles
(Figure 12.1(d)). Lines through the data are linear regressions. (b) Distribution of step size
of translational displacement (known as the van Hove distribution), plotted here regarding
the time interval of 60 ms. (c) Distribution of step size of rotational displacement, plotted
regarding the time interval of 60 ms. Lines through the data in (b) and (c) are fits to the
Gaussian distribution expected for Fickian motion. . . . . . . . . . . . . . . . . . . . . . . . . 125
12.5 (a-d) Representative colloidal triangles, for a range of bending angles (θ) described schemati-
cally in (e). (f) Raw data illustrated: mean-squared angular displacement is plotted against
time for a linear trimer. The slope of the line defines the rotational diffusion coefficient. (g)
More raw data illustrated, for the same system as for panel (f). The histogram of rotation
is plotted versus the amount of rotation for an observation time of 30 ms. The distribution
follows a Gaussian function (line through the data) and the breadth of the distribution implies
the rotational diffusion coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
12.6 Dependence of translational (Dt) and rotational (Dr) diffusion coefficients on bending angle
after normalizing by those properties characteristic of the most compact trimer, Dt180 =
0.088µm2/s and Dr180 = 208 deg
2/s (a) Normalized Dt (right ordinate) and Dr (left ordinate)
are plotted against θ. (b) Ratio of the quantities plotted in panel (a), referred to here as K, is
plotted against θ. In both panels, dashed lines are the ratio predicted using the StokesEinstein
relations for hard spheres, taking the radius of gyration of the isomers as an effective radius
and normalizing by values for the most compact trimer. . . . . . . . . . . . . . . . . . . . . . 128
12.7 The more linear the isomeric shape, the more anisotropic its diffusion. To quantify this,
parallel (D‖) and perpendicular (D⊥) directions are defined as shown in Figure 12.5(e) (a)
D‖ (filled squares) and Dt (open squares) are plotted against θ. (b) The ratio, D‖/D⊥ is
plotted against θ. For reference, D‖/D⊥ = 2 for an infinitely long slender rod and D‖/D⊥ = 1
for a sphere. (c) The ratio D‖/D⊥ of linear clusters with 2, 3 and 4 constituent particles.
For 2 particles the analytical result, D‖/D⊥ = 1.123, is known. [25] The solid line is the
expectation for a prolate spheroid with the same ratio of linear clusters. The dash dot line is
the expectation for an infinitely long slender rod. The line drawn through the data points is
just a guide to the eye. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
12.8 Translational diffusion coefficient Dt (squares) and rotational diffusion coefficient Dr (circles)
are shown for a series of clusters in which spheres are sequentially added to a central sphere
until six have been added to form a hexagon. One observes that whereasDt decreases smoothly
and nearly exponentially, Dr displays three distinct zones: Precipitous drop upon adding the
first sphere, steady decline as the next three spheres are added, then plateau for the final two
spheres. As a result, changes in the effective hydrodynamic radius for translation and rotation
are significantly decoupled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
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12.9 Data presented in a fashion to display semi-independently the consequences of changing the
number of spheres in the cluster and its shape. (a) Along the downward-sloping diagonal,
the cluster grows in size with minimal change in shape, as denoted by a line. The image is
symmetric across this axis. Leaving this diagonal, the number of spheres in the cluster is
constant but the conformation is increasingly extended, as denoted by the upward-sloping
line. Data for all of these cases, except for the semitransparent ones, are tabulated in Table
12.1. (b) Following a path parallel to the diagonal in (a), the ratio Dr/Dt decreases. (c)
Following a path perpendicular to the diagonal in (a), the ratio Dr/Dt decreases. (b) and (c)
are presented as to summarize qualitative trends evident from close inspection of situations
tabulated in Table 12.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
13.1 (a) AFM image of a surface lattice prepared as described in text. (b) Representative trajectory
of a spherical particle with diameter σ = 3µm for 200 nm thick well height (4 h) The sample
cell size is much larger than the range of motion depicted here; thus, these data are not
influenced by boundaries. (c) Probability distribution of displacement (4t = 200 seconds)
from the data in panel b (d) Long-time diffusion coefficient of this particle as a function
of the height of the lattice barriers (Ewell). The datum for smallest Ewell is in parenthesis
because for the reasons discussed in the text, there is no significant barrier to diffusion until
Ewell > 0.5kT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
13.2 Diffusion and jump frequency of a dimer of 3 µm spheres, plotted in each panel against
barrier height. D/D0 with no energy barrier are 0.66 and 0.71 for translation and rotation,
respectively. Datum for surface corrugation of 0.53 kT is not included because hopping was
not obstructed enough to distinguish different pathways. (a) Translational and rotational
diffusion coefficients (red circles and black squares, respectively). (b) Jump frequency of zigzag
and concerted motion (black squares and red circles, respectively). (c) Overall translational
diffusion (blue triangles) separated into zigzag and concerted diffusion (black squares and red
circles, respectively). (d) Jump frequencies of a dimer normalized by those of a monomer. . . 138
13.3 Isomeric planar trimers composed of 3 µm spheres. (a) Translational diffusion coefficients
plotted semilogarithmically against barrier height (Ewell) for compact trimer (3CT), linear
trimer (3LT), and tilted linear trimer (3TLT). These are closed red squares, closed black
circles, and open blue triangles, respectively. Solid line is a guide to the eye. (b) The Arrhenius
prefactors (black squares) and effective activation energy (red circles) implied from data in
panel (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
14.1 (a) Schematic representation of Janus amphiphilic colloidal spheres. In this experiment, the
hydrophilic side is bare silica, the hydrophobic side is gold coated with an ODT self-assembled
monolayer. The interactions between two Janus particles can be repulsive or attractive, de-
pending the mutual orientation between particles. (b) Schematic representation of the exper-
imental setup. First, a monolayer of Janus particles were sedimented to the bottom of the
substrate. The crystal structure was then created by slight tilting of the sample. (c) Image
of crystal structure formed by Janus particles in DI water and (d) in 2mM NaCl. . . . . . . . 143
14.2 Order parameter versus salt concentration. The translational position order is quantified by
〈|ψ6|〉. The orientational order is characterized by calculating the order parameter defined in
the text. Curves are just guides to the eye. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
14.3 Patterns in the crystal image presented by the triangles and rhombuses. (a) The possible
patterns demontrated by connecting triangles and rhombuses in a single cluster formed by
Janus particles. (b) The overlay of triangles and rhombeses with the schematic representation
of the crystal image at intermediate and (c) high salt concentration. . . . . . . . . . . . . . . 146
14.4 Rotational dynamics in 2D crystals. (a) Snapshots of crystal structure in one area. Yellow
arrows indicate the direction of the rotation. (b) Representative trajectories of three neigh-
boring particles inside a cluster. As shown in the plot, the rotation of particle 2 is highly
coupled with the rotation of particles nearby (1 & 3). . . . . . . . . . . . . . . . . . . . . . . 148
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14.5 The correlation strength decays as the interparticle distance increases (particles are on the
same side of one stripe). Distance is denoted as the number of particles apart. The alternating
sign of the correlation value clearly indicates the clock-work rotation. The points in the
parentheses are the absolute value of the negative correlation coefficient. . . . . . . . . . . . . 149
15.1 Schematic illustration of the strategy to produce nanoparticle-stabilized liposomes and their
dense suspensions. Particles with diameter in the range 100–1000 nm can be concentrated
reversibly up to volume fractions as high as 60% and remain stable for several months at
least. The enabling idea is that if nanoparticles adsorb to the outer surface of a phospholipid
liposome, this liposome is stabilized against fusion with other liposomes. Inspired by the
phenomenon of particle-stabilized emulsions we find that individual phospholipid vesicles can
be stabilized against fusion by adding nanoparticles that adsorb to the vesicle outer surface.
(A) Liposomes are made using the extrusion method. (B) Nanoparticles (silica, polystyrene,
or other material) with a diameter of < 100 nm are prepared. (C) Nanoparticle-stabilized
liposomes are formed by mixing A and B by sonication. (D) To condense the dilute liposome
suspension C, pure nitrogen gas was blown gently over the suspension until reaching the
desired volume fraction. Adapted from Zhang et al. [218] . . . . . . . . . . . . . . . . . . . . 152
15.2 A typical single-liposome trajectory for Φ = 0.50: the time elapsed was 50 seconds in a
condensed liposome suspension. Each step was 50 ms long. . . . . . . . . . . . . . . . . . . . 155
15.3 Diffusion of stabilized liposome at volume fraction Φ = 0.50 revealed by single liposome
tracking. (a) Mean square displacements
〈
4x (t)2
〉
in units of liposome hydrodynamic radius
are plotted against time on log-log scale for three individual liposomes. The line, a guide to
the eye, has a slope of unity. (b) From the analysis of ≈130 trajectories, the distribution of
diffusion coefficient, determined from data of the kind illustrated in Figure 15.3(a), is plotted.
In dilute solution, fluorescence correlation spectroscopy showed Dt ≈ 0.8 µm2/s, faster by
more than one order of magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
15.4 Fluorescence autocorrelation function G(τ) plotted as a function of logarithmic time lag τ
for stabilized liposome suspensions with volume fraction Φ = 0.01 before (red open circle)
and after (blue open square) concentration to Φ = 0.50; the data are the same within the
experimental uncertainty, demonstrating lack of history dependence. The inset, comparing
histograms of diffusion coefficients (Dt) obtained from ∼ 15 measurements at volume frac-
tion Φ = 0.01 before (red) and after (blue) concentration to Φ = 0.50, demonstrates that
distribution around the mean of Dt was also unaffected. . . . . . . . . . . . . . . . . . . . . . 157
15.5 Typical trajectories for ∼ 50 seconds for Φ = 0.77. (A) Sub-diffusive population, which
corresponds to
〈
4x (t)2
〉
∼ t1/3. (B) Diffusive population, which corresponds to
〈
4x (t)2
〉
∼
t. (C) A small fraction of trajectories are also observed which clearly transition between the
two populations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
15.6 Typical ensemble-average mean square displacement
〈
4x (t)2
〉
, scaled to the square of the
hydrodynamic radius R = 100 nm, of two populations for Φ = 0.77. The solid straight line
has a slope of one in the log-log plot. The dotted straight line has a slope of 1/3. The
histogram to the right shows the distribution of observed power laws α, with
〈
4x (t)2
〉
∼ tα.
The observations are consistent with two distinct power laws, α = 1 & α = 1/3, when the
expected variance in observed α due to limited trajectory length is taken into account. . . . . 159
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16.1 The first system: Colloidal beads diffusing on lipid tubes. (a) Schematic representation of
particles with diameter σ = 100 nm, separated by distances > 100σ, diffusing on linear tubes
of phospholipid bilayers. (b) Mean-squared displacement, normalized by particle diameter
squared, plotted against time on loglog scales for particles on lipid tubes composed of pure
DLPC bilayers (upper line) and tubes composed of DLPC bilayers containing 40% cholesterol
(bottom line). The lines have slope of unity. (c) From the analysis of hundreds of trajectories
without statistical difference, the displacement probability distribution of particles on lipid
tubes composed of pure DLPC bilayers is plotted logarithmically against linear displacement
normalized by particle diameter for several representative values of time step: 60 ms (squares),
0.6 s (circles), 3 s (crosses), and 5.8 s (triangles). . . . . . . . . . . . . . . . . . . . . . . . . . 163
16.2 (a) Representative image of a particle diffusing on a lipid tubule. The arrow shows the particle.
The image size is 5 × 20 µm. Image analysis allows us to measure relative displacements of
20 nm. (b) Representative trajectory parallel to the tube extension. The coordinate scales in
the upper trace are 10 σ and 50 s. In the lower trace, the scales are 4.5 σ and 5 s. Each time
step is 30 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
16.3 The second system: Nanospheres diffusing in entangled actin. (a) Schematic representation
of particles diffusing in entangled actin networks. The mesh size (average spacing between
filaments) in nanometers can be estimated as ξ = 300/
√
c, where c is actin concentration in
milligrams/milliliter. Their concentration is semidilute. The average particle-particle separa-
tion is ≈ 10 µm and their radius is a = 25–250 nm. (b) Mean-square displacement (MSD)
normalized by mesh size squared, plotted against time t on a log-log scale for particles in
entangled F-actin at conditions of a = 50 nm, ξ = 300 nm, showing a slope of unity. (c)
Corresponding displacement probability distributions Gs(r, t) plotted logarithmically against
linear displacement for delay time of 0.1 s. Here, Gs(r, t) can be fitted with a combination of
a Gaussian at small displacement and exponential at large displacement (solid line). In b, the
dashed line is MSD constructed according to the central Gaussian part in the displacement
distribution. In c, the dashed line shows a Gaussian distribution with the same diffusion
coefficient as for b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
16.4 A typical trajectory of particle (a = 100 nm) diffusing in entangled F-actin (ξ = 300 nm)
projected onto the xy plane with 50 ms between frames (gray) or 2 s between frames (red),
measured for 250 s. The eye distinguishes local vibrations and long jumps (gray line); for this
sampling time, motion is determined to be subdiffusive, a pattern familiar in colloidal systems
and commonly attributed to “caging.” Increasing the time period of temporal sampling by
a factor of 40 (red line) makes the long jumps more obvious to the eye, corresponding to
reversion of motion to Fickian. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
16.5 Time evolution of exponential tails in displacement distribution. (a) The decay length λ(t),
plotted versus delay time on loglog scales, shows a square-root power law. (b) Master curve
obtained by normalizing the probability distribution by the square root of the time step,
xλ = x(t)/
√
t, with delay times ranging from 30 ms to 1 s. The solid line, a guide to the
eye, shows semilogarithmic behavior. The dotted line shows Gaussian behavior with the same
diffusion coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
16.6 Comparison of mean-square displacement (MSD) normalized by mesh size squared, plotted
against time t on a loglog scale for particles in entangled F-actin at conditions of a = 100
nm, ξ = 450 nm. MSD, shown in (a) has slope of unity. The corresponding displacement
probability distribution Gs(r, t) is plotted logarithmically against linear displacement for delay
time of 0.1 s in (b). Here, Gs(r, t) can be fitted with a combination of a Gaussian function
at small displacement and an exponential function at large displacement, indicated by the
solid line. The dashed line in a is MSD constructed according to the central Gaussian part in
displacement distribution. The dashed line in b shows a Gaussian distribution with the same
diffusion coefficient as for the measurements in a. . . . . . . . . . . . . . . . . . . . . . . . . . 170
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16.7 Temporal evolution of the displacement probability distributions. (a) Gs(r, t) for diffusion
of particles with radius 100 nm in F-actin (ξ = 300 nm) at delay time t: 1 s (circles), 5 s
(triangles), and 20 s (crosses). (Inset) Master curve obtained by normalizing the probability
distribution by the square root of the time step, rλ = r(t)/
√
t, with delay times ranging from
50 ms to 5 s. (b) Decay lengths λ(t) defined in a are plotted against time on loglog scales.
Experimental conditions are a = 50 nm, ξ = 300 nm (crosses); a = 100 nm, ξ = 450 nm
(triangles); and a = 100 nm, ξ = 300 nm (circles). Lines have slopes of 1/2. The uncertainty
in fitting is less than the symbol size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
16.8 Scatter plots correlating the displacement of representative single particles with their subse-
quent displacement 4 time steps later (30× 4 ms); this is the time at which the non-Gaussian
parameter of the probability distribution function reaches a maximum. (a) For particles dif-
fusing on tubes of pure DLPC, the diffuse scatter of displacements indicates that the particles
move persistently but with dispersive variance. (b) Particles diffusing on tubes of DLPC
containing 40% cholesterol show no such heterogeneity. . . . . . . . . . . . . . . . . . . . . . . 172
16.9 Displacement transition probability density functions, Pn (4x′, t+ nτ |4x, t) , where 4x is
the 1D displacement in time interval of τ . The color is coded as the logarithmic probability
density covering 3 orders of magnitudes. (a), (b), and (c) show the P1, P2, and
∣∣P 21 − P2∣∣,
respectively, of particles (a = 50 nm) diffusing in entangled actin network (ξ = 300 nm), with
τ = 50 ms. The binning width is 50 nm. Here, Pn (0, t+ nτ |0, t) is located at the centers of
the plots; (d) shows P1 of particles (σ = 100 nm) diffusing on a lipid tubule, with τ = 30 ms.
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Chapter 1
Introduction
1.1 Small Particles
Small particles and their dynamics underpin varied fields of science, from materials science and physics with
nanoparticles, colloids, and polymers, to biosciences with cells and vesicles. Beyond scientific curiosity, these
particles command a widespread role in diverse industries. Colloids (particles larger than molecules but
small enough to sustain Brownian motion) are important to the paint, ceramic, and photonics industries
among others. [150] Colloids play a role in the production of pharmaceuticals, cosmetics, and food. [101]
Polymers, whether synthetic plastics or the natural cellulose in paper and wood, are present in the packaging
of almost every product on the market and in most of the products themselves. The motion of the cells and
their interior components (proteins, vesicles) and exterior components (cell signaling, extracellular enzymes),
provide the fundamental basis for life.
Despite their disparate origins, many commonalities exist between these particles, particularly among
those which form the basis of our research. At the particle sizes and length scales with which we have
been working (≈10 nm to ≈10 µm), thermal or Brownian motion plays a significant role in the dynamics
of the particles. Depending upon the individual system, other forces may play a significant role as well
(hydrodynamic interactions, active transport in cells, etc.). Further, in order to study these various related
systems, our work has focused on optical microscopy and Single Particle Tracking (SPT) of the resultant
images.
1.2 Beyond the Ensemble Average
Observing the behavior of single particles allows us to go beyond previous limitations, observing a wealth
of behavior generally lost when looking at ensemble and time-averaged data. While averaging the data
facilitates many types of studies, many other behaviors simply become unobservable or otherwise overlooked,
including most forms of heterogeneity. Chapter 15 provides a good example of behavior to which ensemble
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averaging is not applicable, when we study the heterogeneous dynamics of dense suspensions of stabilized
liposomes, where wide ranges of diffusivity are observed. Similarly, ensemble averaging is ill suited to
examining interactions between particles, such as the hydrodynamic correlations observed in Chapter 11.
Further highlighting the limitations of averaging, Chapter 16 reveals multiple systems where the averaged
dynamics appear typical of Brownian motion, but closer examination using SPT reveals anomalous aspects.
Similarly, SPT allows us to probe the dynamics of individual polymers within entangled polymer solutions
in Chapter 17, providing evidence of deviation from the previously assumed Polymer Tube Model.
1.3 Data Explosion
However, studying any of those phenomena requires obtaining single particle trajectories, which presents chal-
lenges of its own. In recent years, a variety of advances have facilitated single particle tracking, from better
detectors (CCDs) to better probes (brighter dyes, quantum dots, nanoparticles, GFP and variants). [68,108]
These advances have resulted in a true data explosion, with a quantity and quality of microscope images
previously unimaginable. Frequently, now, the experimental limitation lies not in acquiring microscopic
images of the particles, but is limited by the availability, the accuracy, and the efficiency of algorithms to
recognize those particles within images and reconstruct the particle trajectories. [118] As such, the techniques
often collectively referred to as Single Particle Tracking (image analysis, particle detection, and trajectory
reconstruction) constitute a significant though often overlooked components of experimental technique. In
this research, we have been pushing the limits of the available techniques, and frequently our research has
forced us to develop new solutions. The development and application of new algorithms pushing the limits
of image analysis and particle tracking (most notably Chapter 9) allow us to push the overall experimental
limits, in particular obtaining results at signal-to-noise ratios otherwise experimentally accessible. Further,
many of these algorithms are of widespread utility, valuable not simply in facilitating the specific research
for which we developed it, but for whole classes of particles, images, or SPT in general.
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Chapter 2
Particle Tracking Overview
2.1 Overview
Single particle tracking (SPT) goes by many names, dependent somewhat upon the application for which
it is being employed, but equally dependent upon personal preference. The term “particle” frequently
is replaced to refer to the specific type of object being tracked, resulting in single “molecule” tracking’ or
single “quantum dot” tracking. Instead of “single,” methods alternately refer to “multiple” particle tracking,
emphasizing that while the method seeks to determine the trajectory each and every particle (hence “single”),
the methods operate on many particles simultaneously (hence “multiple”). Even the term “tracking,” while
generally consistent, is sometimes replaced with the alternate terms “tracing” or “matching.” Another
name, used more frequently by computer scientists, is “multiple hypothesis tracking.” Regardless of name,
all these methods are attempting to solve the same underlying mathematical problem, determining which
objects observed at an earlier time correspond to objects observed at a later time.
Similarly, not only are there a diversity of methods for single particle tracking, the constituent elements
grouped under this term equally vary. For simplicity, we will subdivide SPT into the following component
elements:
1. Image Compensation
2. Particle Detection
3. Trajectory Reconstruction
In most cases, these elements are designed to operate independently of each other. Thus, in many cases it
is straightforward to combine Element 1 from one method, Element 2 from another, and Element 3 from a
third. Exceptions exist, though, where the elements are interdependent, such as basing subsequent particle
detection upon trajectory locations in the previous frame. [163] Additionally, combining disparate methods
can be difficult if the methods do not calculate and rely upon the same parameters.
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2.2 Tracking Elements
Of the three elements, trajectory reconstruction shows the greatest uniformity of objective, simply to deter-
mine corresponding particles at different times. Mathematically, in many cases this problem is not all that
difficult to formulate, and the challenge is only to find the optimal solution to the problem. Nevertheless,
despite all methods attempting to solve basically the same mathematical problem, many different methods
exist, primarily because the problem is NP-hard (nondeterministic polynomial-hard). [133, 145] As such,
while computer scientists have not definitively ruled out the possibility that the problem could be solved
with polynomial scaling, no known such method exists. In fact, merely determining whether such a method
exists, let alone determining such a method, represents one of the principle unsolved problems in computer
science today. As a result, the computational time necessary to solve an NP-hard problem with any known
algorithmic increases rapidly as the number of elements increases.
Instead, NP-hard problems must generally be addressed with approximation algorithms, which while
not necessarily obtaining the optimal solution, attempts to find a nearly optimal solution within provable
runtime bounds. For SPT as used for scientific research, the scaling order is highly important, with ap-
proximation methods operating at O(N logN) or O(N2) commonly employed out of necessity. Computer
scientists have developed and frequently employ more accurate approximations, but at the cost of worse
computational scaling, with one highly cited article claiming a significant contribution to the field for the
development of an O(N4) algorithm. [35] If 200 particles are observed in each individual frame, and movies
are taken with 1000 frames, then N = 200, 000. As even O(N2) methods typically take several minutes
to analyze such movies, clearly the use of O(N3) or worse approximation methods simply is not possible
for our applications. In Chapter 9, details are given regarding a new trajectory reconstruction method
we have developed, an approximation method requiring O(N2) in the worst case and generally scaling as
O(N logN), with advantageous features including better results at low signal-to-noise conditions, inherent
N-dimensionality, and high customizability.
In contrast, no single mathematical formulation generally applies to either image compensation of particle
detection, as both these are too dependent upon the nature of the objects being observed and the images.
Only after determination of the particle spatio-temporal locations in Element 2 is particle tracking reduced
to a relatively uniform mathematical formulation. General guidance with respect to image compensation
is provided in Chapter 3. With respect to particle detection, in Chapters 4, 6, 7, and 8, we detail several
methods corresponding to the various types of particles with which we work.
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2.3 Applications
Single particle tracking has a wide range of applications, spreading far beyond following particle motion
in microscopes. Trajectory reconstruction, as noted above, is the most versatile element, and the same
trajectory reconstruction method can easily be employed for such diverse applications as missile tracking,
computer or robotic vision, or intelligence work. Trajectory reconstruction only requires that we have a
number of observations of the same objects throughout time, as well as some parameters (dimensions)
describing the object at each observation which allow determination of which objects at different times
correspond to each other. As such, with proper particle detection techniques trajectory reconstruction can
be applied to nearly any set of objects, whether microscopic particles, missiles, airplanes, cars, or people.
Of course, most trajectory reconstruction techniques are designed to work primarily with spatiotemporal
data, but in some cases working with other parameters (such as particle intensity) is desirable. For many
algorithms, inclusion of additional parameters is most readily accomplished by rescaling the additional
parameters such that the trajectory reconstruction can simply treat the parameter as an additional spatial
dimension. [37] Unfortunately, not every type of parameter can be rescaled in such a fashion (spherical
coordinates such as the combination of θ and φ represent one such example); trajectory reconstruction
algorithms, such as the one we developed (Chapter 9), which allow simple development of customized
modules specific to the desired parameters are therefore significantly more versatile.
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Chapter 3
Image Compensation
3.1 Overview
A number of factors besides the desired signal contribute to observed microscope images and movies, as a
result of which the first step in the particle tracking process is image correction. To a certain extent, issues
such as limited Signal-to-Noise ratio can be minimized experimentally, through choices such as high-quality
optics, brighter illumination, high NA objectives, efficient dyes, longer exposure time, and CCD cameras with
high quantum efficiency and low noise characteristics. The improvements which can be made however, are
limited, and frequently introduce additional limitations or trade-offs, such as limited focal depth, increased
photo-bleaching, or decreased time resolution. Sometimes methods can be found which mitigate these trade-
offs, such as the trade-off between increased illumination (and hence signal) with faster photo-bleaching, [88]
but fundamental limitations still remain. Therefore, a variety of methods are commonly employed prior to
particle localization to remove undesired distortion from the images or at least minimize their effect upon
particle localization and tracking. Further, other sources of background signal may be present, whether due
to patterning in the sample, auto-fluorescence in cells, or contributions from outside the focal plane when
conducting quasi-2D imaging on 3D samples.
In this chapter, we provide a perspective on a number of image correction or filtration routines which we
have employed to facilitate particle tracking. The choice of method employed and efficiency of the correction
depends strongly upon the source and nature of the distortion. Randomly distributed noise, for instance, is
not readily subtracted, but its effects can be minimized through averaging due to the statistical independence
of different elements of the noise. On the other hand, modulation of background intensity, extraneous signals,
and other such image distortions where the modulation of adjacent pixels is highly correlated rarely benefit
significantly from averaging, but lend themselves much more readily to subtraction. Compensation for
distortions of both variety, before any effort is made to localize molecules within the image, dramatically
simplifies the computational work needed to distinguish features from noise and also reduces the number of
spurious features found.
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3.2 Mathematical Techniques & Data Handling
Before examining the specific techniques most applicable to various image distortions, it is helpful to discuss
a number of common mathematical and file handling considerations, as a number of these elements are
common to multiple techniques.
3.2.1 File & Variable Access
Movie analysis frequently deals with massive amounts of data. (Typical movie files we examine can be 512
pixels × 512 pixels × 1000–4000 frames, which for 32-bit data corresponds to 1–4 gigabytes per movie.)
As such, most times, it is infeasible to work solely in RAM for most cases when working on a personal
computer. Yet, repeated hard drive access can represent a substantial time burden; simply reading the data
off of a hard drive sequentially requires approximately a minute (typical hard drives having sustained read
speeds ≈60 MB/s), which does not generally limit applications. However, that represents the best case
scenario, continuous sequential reading. Fortunately, quite frequently movie analysis can be designed to
approximately operate in this fashion, such as by employing frame-by-frame processing of the movie. On the
other hand, sometimes pixel-by-pixel analysis is desired, such as determining the mean value or the median
value for each pixel in a movie.
While sequential reading of 4 GB of data takes ≈1 minute, given a typical 9 ms seek time for hard
drives, in theory reading the 109 distinct pixel intensities could take ≈100 days. In cases such as these, an
awareness of how the data is laid out on the hard drive can make quite substantial differences in the time
necessary. (In practice, a 9 ms seek time is excessive for this problem, as it represents seeking a random
location on the hard drive, whereas we need the seek time for a relatively nearby position due to looking
elsewhere in the same file. As such, the realistic time consumed may be an order of magnitude or two lower,
but still quite excessive.) Therefore, whenever possible, even when conducting pixel-by-pixel analysis, it is
highly desirable to rewrite the problem in such a fashion that it can be handled on a frame-by-frame basis.
A good example of this would correspond to desiring the mean value of each pixel. While this could be
obtained in a true pixel-by-pixel fashion, the same result is obtained much more efficiently by reading in
the pixels frame-by-frame, summing the frames together as they are read, and then dividing the sum by the
total number of frames. Other times, though, this is not feasible, such as when desiring the median value
of each pixel or the distribution of intensities observed for each pixel. In such cases, it truly is necessary to
know (have in RAM) the intensity at all times for a given pixel at once. Ideally, this would be done in a
frame-based fashion, but that would require having the entire movie in memory, which commonly exceeds
the available RAM and maximum variable size. However, rather than go to a single pixel level, it is better
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to work with as many sequential pixels simultaneously as possible (maximum number of pixels possible to
work with at once, while staying with variable size limitations, depends upon the number of frames), such
as working with an entire row or column of pixels, which would reduce the number of seeks by a factor of
512 . (The choice of whether to work with rows or columns depends upon which are stored sequentially on
the hard drive, which depends upon the specific file format.) This reduces the cost of seeking by a factor of
512, bringing the total time to a much more reasonable number.
Alternatively, if seek times represent a significant issue, this can be mitigated by using a Solid State Disk
(SSD) for data analysis, which due to their architecture and lack of moving parts do not have “seek times.”
Even here, though, as well as in RAM, there remain advantages to working with the data in the order it
is recorded. While for SSD and RAM, the issues are not significant for simply reading or writing the data,
they can be quite significant when applying higher order operations transforming and manipulating the data.
Within Matlab (Developed by The MathWorks, Matlab is both a numerical computing environment and
a programming language.) when accessing 2D matrices (in RAM), accessing and manipulating columns is
substantially faster than operating upon rows, to the point that for many higher order operations, such as
convolution, when necessary to operate upon rows, it is faster to transpose the entire image, operate upon
the rows (which are now columns), and then transpose back.
Another area where substantial differences in speed are observed in Matlab corresponds to working with
specific positions within matrices (512×512 matrix), which can either be indexed by subscripts (A(i, j) =
Aij), can be identified by a number (A(i + 512(j − 1)) = Aij), or can be indexed logically (A(x) = Aij
where x is a 5122 × 1 true/false vector). Logical indexing is generally significantly faster. While none of
the methods are particularly slow when considered for a single case, for operations that must be performed
millions or billions of times when analyzing an entire movie, even slight differences in time for a single step
(say 1 µs versus 1 ms per step) can represent a significant difference.
3.2.2 Convolution
Convolution is one of the most basic elements, and the single most important element, in digital signal pro-
cessing, which mathematically combines two signals to produce a third signal. [175] Depending upon how the
convolution kernel is chosen, convolution can enhance or emphasize characteristic structures or frequencies
in the signal to be analyzed. An in depth coverage of both 1D convolution and 2D image convolution is
provided by Smith. [175] For typical convolutions, the computational time necessary to convolute an N ×N
image with an M×M convolution kernel scales as O(N2M2). However, in some cases the convolution kernel
is separable, that is the matrix for the convolution kernel can be expressed as the product of a row vector
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and a column vector. In such cases, for large kernels the convolution can be accomplished significantly faster
by convolving the image sequentially with the one vector followed by the other, with O(N2M). [175] Both
2D Gaussians and boxcars (Section 3.3.1) are conveniently separable in this fashion. As mentioned above
(Section 3.2.1) for such convolutions in Matlab, it is generally fastest to convolve only using column vectors,
transposing the matrix to be convolved as necessary. Other convolution methods scale sometimes scale
significantly better, such as Fourier Convolution, which scales as O(N2 logN), [175] however for the image
and kernel sizes we typically work with, the improved scaling benefits do not yet manifest. Computational
efficiency can also be improved with a number of other tricks, which approximate convolution kernels which
are not separable with separable kernels or other kernels which are even more efficient, [175] but so far we
have not found it necessary to employ any of them.
3.2.3 Fourier Transform & Frequency Domain
Fourier transforms and inverse Fourier transforms allow data interconversion between spatial coordinates,
h(x), and frequency coordinates H(f). Transforming between these two representations makes use of the
Fourier transform equations: [146]
H (f) =
∫ ∞
−∞
h (x) e2piifxdx (3.2.1a)
h (x) =
∫ ∞
−∞
H (f) e−2piifxdf (3.2.1b)
If h is a function of position x in µm, H will be a function of inverse wavelength (cycles per µm). Through use
of the Fast Fourier Transform (FFT) and Inverse Fast Fourier Transform (IFFT), evenly sampled data can
rapidly be intra-converted between these representations. This can be useful for many purposes, as often the
features which are difficult to characterize spatially may exhibit greater uniformity in the frequency domain,
allowing either their exclusion (Section 3.3.3) or locking in on only those features (Section 3.4)
An unfortunate consequence, however, of sampling data, is the possibility of the data being aliased as a
result of the transformation. Unfortunately, sampling is frequently necessary; CCDs and other detectors with
infinite spatial resolution simply are not available (or possible). As a result, it is important to be aware of
the fundamental frequency limitations, expressed by the Nyquist critical frequency, which for evenly sampled
data with sampling interval 4 is given by: [146]
fc ≡ 1
24 (3.2.2)
An evenly sampled data set, such as those typically manipulated through FFT, contains complete infor-
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mation regarding all spectral components for frequencies below the Nyquist critical frequency, but aliased
information about any frequencies above the Nyquist critical frequency.
3.2.4 Lomb-Scargle Periodogram
When working with unevenly sampled data, however, additional complications are introduced. FFT based
methods require evenly sampled data. While various methods attempt to approximate the unevenly sampled
data as evenly sampled data (interpolation, insertion of average values for missing points, etc.), when such
are applied, the earlier statements regarding FFT and the Nyquist critical frequency no longer apply. As
such, when applying such manipulations aliasing and distortion may be present for any or all frequencies
examined. Drawing conclusions from data manipulated in such a fashion is therefore problematic.
Fortunately, an alternate but related technique presents itself when working with unevenly sampled data,
the Lomb-Scargle periodogram. Fitting in such a fashion has several advantages:
1. Approximating unevenly sampled data to evenly sampled data results in weighting the points based
upon the time interval they cover. Lomb-Scargle treats the points on a per-point basis, assuming that
each point contributes equal amounts of information, which generally corresponds better to the true
uncertainties.
2. The Lomb-Scargle periodogram also estimates the significance of each frequency analyzed, providing
a statistical estimate of how reliable the determination is.
As such, when working with unevenly sampled data, the Lomb-Scargle periodogram is much more appropriate
than FFT. [146]
3.3 Image Flattening
Perhaps the most noticeable example of long-range spatial distortion is spatial modulation of the background
brightness, such as commonly seen with non-uniform sample illumination. In many ways, this is one of the
easiest distortions to compensate for, as the length scales of the distortion and the desired features can be
dramatically different. Care must be taken, however, that the method employed to remove the undesired
spatial variation does not introduce other artifacts into the images which can have an equal or greater impact
upon later steps in the particle tracking process. Among other factors, it is generally necessary to bear in
mind the presence of the edges of the image, and in some fashion compensate for them in any technique.
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3.3.1 Boxcar Filtration
(a) Low S/N Raw Image (b) Boxcar Filtered
(c) Gaussian Filtered (d) Fourier Frequency Filtered
Figure 3.1: Comparison of three different filtration techniques. (a) Raw image, with a single signal at
relatively low S/N. In addition to random noise, the image includes both curvature (y-axis) and a constant
gradient (x-axis). (b) Boxcar filtered version of (a). (c) Gaussian filtered version of (a). (d) Fourier frequency
filtered version of (a).
Boxcar filtration is quite commonly used to deal with long range spatial inhomogeneity: in this procedure,
one subtracts the average of the values present in a square region around a given pixel from the intensity of
the pixel itself. [37] Equivalently expressed, boxcar filtration corresponds to convolution in x and y with the
vector of size M : [− 1M ... 1− 1M ... − 1M ] To first appearances, boxcar filtration does a good job of
flattening the image (Figure 3.1(b)) However, while digitized images are stored in a rectangular format of rows
and columns, often it is desirable that the modifications to the image be equivalent in all directions, requiring
a circularly symmetric convolution kernel. Boxcar filtration is separable but not circularly symmetric, but is
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frequently used anyway due to its separability, as the only separable, circularly symmetric filter is a Gaussian.
Since boxcar filtration is not circularly symmetric, the effect of such filtration on the image is dependent
upon the direction being considered, which can result in particularly undesired distortions depending upon
the nature of the analysis to be conducted. For instance, if one wished to analyze the angular orientation
of an elliptical 2D Gaussian in an image, the deviation from circular symmetry represents the key factor in
determining this angle, and any distortion which is not circularly symmetric can result in systematic biases.
Further, when considering boxcar filtration in the frequency domain, it becomes apparent from the
discontinuities in the derivatives of the convolution kernel that boxcar filtration can introduce distortions
in a wide range of frequencies. Boxcar convolution acts as a crude low-pass filter, attenuating the high
frequencies much more significantly than the low frequencies. However, as boxcar filtration corresponds to
the subtraction of the boxcar convolved image (or low-pass filtered image) from the original image, boxcar
filtration functions effectively as a crude high-pass filter. Due to the crude nature and its uneven frequency
attenuation, it is extremely difficult to avoid the possibility of boxcar filtration introducing distortions in
relevant frequencies (or in the spatial domain, length scales). Between this limitation and the violation of
circular symmetry, we now generally avoid employing boxcar filtration, preferring alternative methods with
fewer drawbacks. As can be clearly seen in Figure 3.2(b), around each signal a significant depression forms
in a square-like pattern. When multiple features are being sought, there is a significant risk of additional
features being significantly distorted if the feature falls within (or worse, on the edge) of this depression.
3.3.2 Gaussian Convolution
An alternative but related filtration method corresponds to convolution with a Gaussian kernel, also known
as Gaussian smoothing. Gaussian convolution, like boxcar convolution, represents a low-pass filter. As
with boxcar filtration, it is once again possible to transform this to a high-pass filter through subtraction.
Gaussian convolution maintains the computational efficiency of boxcar filtration due to its separability, but
has two significant advantages over boxcar filtration:
1. Gaussian kernels are radially symmetric, resulting in equivalent transformation of all directions.
2. Gaussian convolution maintains low-pass filtration, but unlike boxcar convolution, Gaussian convo-
lution cleanly and uniformly attenuates the higher frequencies, whereas boxcar convolution allows
varying amounts through with oscillating frequency dependence.
As such, Gaussian convolution is generally preferable to boxcar filtration. As can be seen in Figure 3.1(c),
Gaussian convolution does roughly an equal job subtracting the background compared to boxcar filtration.
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(a) Low S/N Raw Image (b) Boxcar Filtered
(c) Gaussian Filtered (d) Fourier Frequency Filtered
Figure 3.2: Comparison of three different filtration techniques. (a) Raw image, with a single signal at infinite
S/N, which makes it easy to see the distortion which each filtration technique introduces around a signal. For
isolated signals, this is generally not problematic, but can be quite problematic if another signal is present
in that distorted area, particularly if the gradient in that region is large. (b) Boxcar filtered version of (a).
(c) Gaussian filtered version of (a). (d) Fourier frequency filtered version of (a).
As with boxcar filtration, depressions again form around signals (Figure 3.2(c)), but at least in this case
the transform is radially symmetric. However, the advantages of symmetry are limited when considering
multiple signals; when ensemble averaged the distortions should not favor any particular direction, but that
does not prevent individual signals from being significantly distorted if the feature falls within (or worse, on
the edge) of this depression.
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3.3.3 Fourier Frequency Exclusion
An alternative method of frequency attenuation is through employing the FFT and IFFT. Once transformed
into the frequency domain, attenuation of specific frequencies is a simple task. IFFT follows, restoring the
now filtered data to the spatial domain. Compared to Gaussian Convolution, this has the advantage of
providing a sharp, discrete cutoff for which frequencies are allowed and which are attenuated. At times, this
is quite useful, particularly when the difference in desired frequency of observation and noise frequencies is
small. The sharp cutoff also makes determining the nature of any distortion which might be result in later
analysis easier to analyze. In contrast to the previous methods, Fourier frequency exclusion has greater
limitations with respect to background subtraction (Figure 3.1(d)). Fourier frequency exclusion does a
good job subtracting the curved background (y-axis), which can be fully expressed in excluded frequencies.
However, Fourier frequency exclusion incompletely corrects for constant gradient background (x-axis), as
the constant gradient includes frequencies which are not excluded, a drawback. However, Fourier frequency
exclusion’s advantage is seen in Figure 3.2(d). While once again the interaction of the signal and the filtration
induces a depression (actually multiple depressions for this method), for Fourier frequency exclusion not only
does the depression have minimal angular bias, but more importantly the depression will have reduced effect
upon other signals. While the distortion induced here occupies more area in the image, relative to the other
techniques the magnitude of the distortion is lower, and further the distortion induced here is more spread
out and limited to frequencies which are well removed from our frequencies of interest. As a result, there
are significantly lower gradients, and the distortions here result in significantly lower perturbations when
dealing with multiple signals.
3.4 Fourier Transform Registration
In addition to utility as a general low-pass or high-pass filter, frequency attenuation using FFT can be used
as a sort of lock-in amplifier, excluding all frequencies other than the desired frequency. This has been useful
a number of times, whether in locating and isolating a uniformly patterned background (Chapter 13), or
when the desired features themselves are periodically arranged but otherwise difficult to localize (Chapter
14). Figure 3.3 shows an example of Fourier transform registration, where MOON particles are arranged
in a hexagonal close packed lattice. Due to the complicated image pattern of MOON particles, locating a
single particle is challenging. However, due to the crystal periodicity, by locking in on the relevant frequency
it is possible to extract an image which removes most of the irrelevant information, emphasizing instead the
location of each particle.
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(a) Raw Image hcp MOONs (b) Filtered (Inverse FFT)
(c) Frequency Domain (FFT)
Figure 3.3: Illustration of Fourier transform registration, locking-in on the relevant image spatial frequencies.
(a) Raw image of MOON particles organized in a hexagonal close packed configuration. Locating the particles
in this image presents major challenges. (b) The equivalent spatial image, after filtration in the frequency
domain and reversion to the spatial domain through IFFT. Locating MOON positions (red x’s) in this
image is significantly easier. (c) The frequency domain (FFT) representation. The frequencies of interest
are located between the two black rings. To get image (b), the amplitudes of all frequencies except those
between the rings were set to 0.
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3.5 Noise Averaging
Assuming normally distributed (independent) noise, significant improvements in S/N can be obtained by
averaging multiple pixels together, whether spatially or temporally, with S/N generally scaling as S/N∝ √n
where n is the number of pixels being averaged. At the same time, such averaging results in reduced
resolution with respect to the dimension being averaged over. Noise averaging is typically done by a variety
of convolution methods, with the relevant length scales in the convolution kernels chosen to be at or below
the length scale of the equivalent dimension for the features to be observed.
Frequently, we have found it better to employ such averaging inside of specific programs, rather than
filtering the movie in advance of those programs, as it allows greater control over the averaging and the ability
to combine the use of averaged data for those aspects which benefit with non-averaged data for others where
the averaging might introduce undesired distortions or loss of resolution. For example, filtering within the
analysis allows the option to treat averaging in the x and y-dimensions independently. Such independence
is highly desirable at times, such as when high resolution in one dimension (y) is critical, but some loss of
resolution in the other dimension (x) is acceptable. In this case, the choice could be made to average over x
while not averaging over y, yielding some of the improved S/N benefits of averaging (from averaging in the
x dimension, with commensurate degradation of x resolution), yet retaining maximum resolution in the y
dimension.
3.6 Patterned Background Subtraction
While random noise represents the variety of image correction with the greatest fundamental limits, subtract-
ing patterned backgrounds is perhaps the image correction which offers the greatest variety of challenges.
Whereas with image flattening (Section 3.3) the frequencies of the distortion were well resolved from the
frequencies of image, for many patterns this is not the case. Under such circumstances, the corrections
to be applied must be considered much more carefully, almost on a case-by-case basis. Depending upon
experimental conditions, the quality of the following corrections as well as the difficulty of implementation
varies greatly. Other corrections exist as well, but these are some of the most general.
3.6.1 Average Subtraction
In some cases, the background value of a given pixel can be well approximated by its mean value over
the entire image. This method, as mentioned earlier (Section 3.2.1), can be implemented in a relatively
computationally efficient fashion. It is most applicable when the desired features are highly mobile and each
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pixel receives contributions from such features only a very small fraction of the time tfeature/ttotal. A certain
amount of distortion will always remain, roughly Poisson distributed based upon the aforementioned ratio
and the number of frames. Higher amplitude of the signals will also increase the distortion, but only in
proportion to the amplitude of the signal itself, so altering signal intensity can improve the signal-to-noise
ratio relative to background noise, but compared to the distortion from pixel average subtraction the ratio
will remain fixed. Further, this method will approximately subtract any immobile features from the image,
as they contribute to the same pixels at all times. Sometimes, this is a desirable characteristic, but is one
which must be considered before implementing this method.
3.6.2 Median Subtraction
A better method, but much more computationally intensive (Section 3.2.1), subtracts from each pixel the
median value of that pixel over the entire image. This method has relatively similar advantages and draw-
backs to average subtraction. However, compared to average subtraction, the influence of the signal upon
each pixel is somewhat reduced as long as the fraction of the time that each pixel is occupied by features
is not excessive. The premise behind this method is that the variance of the noise is significantly less than
the variance of the pixel (with noise and occasional feature observations). Taking the median value, then,
can significantly reduce the distortion, as while this method will exhibit bias in the direction of the signal,
the extent of this bias will scale with the standard deviation of the noise. The greatest advantages of this
method relative to average subtraction therefore appear for strong signals, as unlike average subtraction,
the distortion does not scale proportionally to increasing signal. Further improvements can sometimes be
made by taking the median of a certain range of values for the pixel, for example excluding the brightest
30% of observations and dimmest 10%. This will result in opposite sign distortion in pixels where features
are never observed, but can significantly improve the correction for those pixels where features are observed,
which are generally the ones in which we are most interested.
3.6.3 Reference Subtraction
Logically, the best method to employ might be to instead take a background image in the absence of signal,
and use that image for background subtraction. This requires forethought, and further not every sample
lends itself to this technique, only ones where the background is quite stable. Additionally, the background
must either be nearly perfectly regular, or else experimental conditions must allow what will be the region
of interest in the actual experiment to be accurately located and taken as a background image. In cases
where the region of interest will be smaller than the full microscope image (512×512 pixels), in most cases
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correction will be possible if the region of image is contained anywhere within the background image, as long
as the other necessary conditions apply. Identifying the necessary translational and rotational transforms
to align the background image with the region of image is generally possible in such cases, usually through
Fourier correlation.
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Chapter 4
Particle Detection: Point Finding
4.1 Overview
In order to reconstruct particle trajectories (Chapter 9), first one must accurately locate the positions
of the particles in individual frames. In some cases, this requires customized solutions dealing with the
unique characteristics of specific classes of particles (Chapters 7 and 8). Other times, the “particles” to be
tracked by the single particle tracking can only be loosely regarded as particles, such as when dealing with
extended objects, membranes, polymers, and the like, which again require specialized methods (Chapter
6). However, quite frequently the particles to be examined simply appear as points, whether diffraction
limited point sources such as fluorescent molecules or quantum dots, [61, 63, 79, 83, 93, 184, 211] or larger
point-like particles [37,82,129] which are largely symmetrical and as such lack the additional complications
seen for particles such as MOON particles (Chapter 7). [9] While specialized techniques allow further sub-
pixel localization (Chapter 5), [8, 28, 37, 65] in most cases these methods require preliminary estimations of
the particle positions and are therefore supplementary to the basic detection scheme outlined here.
Ideally, before applying the methods in this chapter, proper image compensation (Chapter 3) has ef-
fectively removed the background. While remnants may remain, in cases where substantial background
persists this approach may not be the most applicable, risking significant artifacts. Alternative approaches
designed specifically to facilitate particle detection in the presence of persistent background may be a better
choice. [163] Nor is the technique employed here designed to locate features which are not well resolved from
their neighbors, such as when separated by less than the Rayleigh criterion. Once two features are close
enough that their peaks overlap significantly, employing this technique risks finding a single local maximum
intermediate between the two techniques. Alternate methods specifically designed for overlapping objects
should be employed in such cases. [10, 153,168]
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4.2 Algorithm
The algorithm we now employ has its roots in techniques developed by Crocker and Grier [37], but has
fundamental architectural differences. The basic architecture employed by Crocker and Grier is: [37]
1. Gaussian smoothing designed to remove digitization noise
2. Gray-scale dilation of the image
3. Selection of local maxima, keeping only particles whose maximum pixel intensity is above a threshold
4. Determination of other feature parameters
In contrast, the method we have developed and employ is:
1. Creation of a secondary, Gaussian-smoothed image designed to remove digitization noise
2. Selection of local maxima in the secondary image, keeping only particles whose maximum pixel intensity
is above a threshold
3. Sub-pixel localization of the particles, using either the moment method or 2D Gaussian fitting (Chapter
5), applied to the primary image
4. For each potential particle, extraction of the appropriate subregion of the primary image, followed by
linear interpolation, centering the subregion on the particle center to reduce pixelation effects
5. Determination of other particle parameters
6. Exclusion of particles whose parameters are outside allowed thresholds
7. Deletion of particles whose separation from its nearest neighbors is below a threshold value (usually
≈Rayleigh limit), keeping the feature with the greatest overall intensity
While in many ways quite similar, the apparently minor differences can have significant effects. To
begin with, both techniques employ Gaussian smoothing (which significantly increases the probability that
a particle appears as a local maximum). However, our experience has been that it is always best to preserve
and work with as much information as possible for later steps. As a result, while smoothing is beneficial
before finding the local maxima, we preserve the primary image and use that for computing all other particle
parameters, which allows a more accurate determination of those parameters.
Similarly, Crocker and Grier’s usage of gray-scale dilation locates the greatest local maximum within a
search radius w, ignoring all lesser local maxima, effectively including the final step of our algorithm at a much
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earlier point. For many cases (such as those for which Crocker and Grier’s algorithm was developed), [37]
this procedure would work fine. However, the ordering we have chosen represents a significant improvement
when working with low S/N particles; rather than effectively making the selection of which particle to keep
between the pair (or amongst the cluster) immediately, based solely upon the intensity of the brightest pixel,
our technique has the opportunity to compute all particle parameters, discarding any candidate particles
which clearly do not represent real particles, before determining which particles are not sufficiently separated.
As such, a number of spurious signals (anomalous bright pixels, particle peaks bifurcated due to noise) can
be dealt with more appropriately. Further, for our method the final determination of which particle in a
cluster to keep is based not upon the intensity of the single brightest pixel, but rather the total intensity of
the particle. Particularly at low S/N, this provides significant advantages, as the variance of a single pixel
with respect to its ideal value is much greater than the variance of the total intensity versus ideal intensity.
Another significant difference is the employment of sub-pixel localization prior to determination of other
characteristics of the particle. As highlighted by Gao, [65], pixel-induced bias is not insignificant, but can be
significantly reduced through linear interpolation to obtain image regions whose pixels are properly aligned
with the particle center. As the 2D Gaussian fitting method we employ inherently exhibits significantly
less pixelation than the moment method employed by the others, [37, 65] we have not chosen to iterate this
process, as Crocker and Grier did to a limited extent [37] and Gao and Kilfoil apply more systematically. [65]
4.3 Conclusion
While in many ways related to existing methods, the techniques developed here provide advantages both in
accuracy and precision, particularly when dealing with low signal to noise. This algorithm interfaces with
the improved sub-pixel localization detailed in Chapter 5. As mentioned in Section 4.1, more specialized
algorithms are available to handle various additional complications (close proximity, unusual shape); this
chapter focused on the fundamental case of basic particle detection.
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Chapter 5
Particle Detection: Gaussian Fitting
Adapted with permission from S. M. Anthony and S. Granick, Image analysis with rapid and accurate two-
dimensional gaussian fitting, Langmuir, 25 (2009), pp. 8152–8160. [8] Copyright 2009 American Chemical
Society.
5.1 Introduction
Once preliminary locations are obtained for objects, the next challenge is to ensure that the localizations
are determined with the greatest accuracy and precision. For many small objects, their images as recorded
by cameras are most conveniently represented by two-dimensional (2D) circular or elliptical Gaussian dis-
tributions of light intensity. Some cases represent diffraction-limited point sources, for which 2D Gaussians
are the most computationally tractable representation of the Airy disk, and deviations from the quality of
being an Airy disk are minor in practice. [184] This is so for observations of stars and other elliptical features
in digital images, [61, 63, 64] fluorescent molecules, [83, 93, 122, 211] and quantum dots. [79] Cases involving
larger objects do not involve diffraction and produce images naturally modeled using Gaussians. This is
so for particle image velocimetry (PIV), colloids, and bubbles. [37, 82, 129] This chapter concerns how to
determine the parameters of 2D Gaussian intensity distributions in a computationally efficient fashion.
The best accuracy and precision currently comes from optimizing the parameters using least-squares
iterative Gaussian fitting; [28] this is so especially at low signal-to-noise levels, but this iterative method is
computationally expensive. It requires on the order of tens of milliseconds per object when using current
state-of-the-art desktop personal computers. For applications such as single particle tracking and single-
molecule tracking, the total number of fits needed to analyze one data set may be on the order of 1 million,
which currently can require hours of computation. Similar considerations are present in the astronomy
community.
This is why, to analyze large data sets, it is common to use the centroid and moment methods, [28,37,61]
which are computationally quicker but sacrifice precision. These methods only determine the location of
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the center of the Gaussian distribution, but not its width or amplitude. Some other estimators have been
developed that retain much of the computational efficiency of the centroid method, while giving results
comparable to iterative methods; but they hold only at very high levels of signal-to-noise ratio or are
otherwise limited. [129, 203] They are standard in applications where the signal-to-noise ratio is high, such
as PIV. For applications where noise cannot be ignored yet precision is critical, iterative methods remain
standard. [28,83,211]
In the method we develop below, the computational demands approach those of the fastest methods, yet
the resulting precision approaches that of least-squares Gaussian iterative fitting, even when the signal-to-
noise ratio is low, and equals it when the signal-to-noise ratio is high. Even for the lowest signal-to-noise
ratios, where the iterative method maintains some advantage regarding precision, our new method may
represent a desirable alternative when working on large data sets, as it runs over two orders of magnitude
faster than iterative methods.
5.2 Image Models
Data similar to that expected from typical microscopy experiments were simulated in order to compare
quantitatively the efficacy of various fitting methods. For some applications, such as PIV, a circular or
elliptical Gaussian intensity distribution is almost an exact representation of the expected signal. For other
applications, most notably single molecule microscopy, the true signal is the diffraction-limited Airy spot.
When pixelation and noise are considered, the Airy spot is close to being a 2D Gaussian, so that, for
fitting purposes, the 2D Gaussian is an almost universally employed approximation. For simplicity, the
majority of signals simulated were 2D circular and elliptical Gaussians. However, comparisons are included
for calculations considering the fully Airy spot.
Elliptical Gaussians were generated with their major and minor axes aligned with the x and y directions
of the pixelated image. This method could be trivially extended by adding an additional parameter θ, the
angle at which the major axis forms with the x-axis. However, bear in mind that a common application of
elliptical Gaussians is to fit the images of fluorescent particles to which astigmatism has been applied using
a cylindrical lens to encode z-dimension information. [93] In such cases, the orientation of the cylindrical
lens is known, and generally it is aligned with the detector. Then θ is an unnecessary parameter, and better
fits are obtained using fewer parameters. In the discussion that follows, while many different aspect ratios
were tested, for clarity, the majority of the analysis shown here refers to a set aspect ratio, widths of 1 and
1.5 for x and y, respectively.
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In order to represent actual measurements, for each trial, a 2D Gaussian was generated at a random
position not necessarily centered on a pixel. For circular Gaussians, the peak width or standard deviation
of the Gaussian was fixed to one pixel. Additional simulations reveal that results were qualitatively similar,
even when the width was varied significantly. One exception of course is when the width is small enough
that the intensity is limited to a single pixel, at which point no sub-pixel methods can be employed. Another
exception is the method developed by Nobach et al., [129] which depends strongly on peak width, and for
which the 1-pixel standard deviation of the Gaussian was near the optimum anyway. Both the number of
photons incident upon a pixel and the shot noise typical in CCD gain are Poisson processes. This noise was
incorporated by selecting a random value from a Poisson distribution of mean N , where N was the number
of counts for that pixel. To determine the effect of varying the signal-to-noise, the number of total counts
in the pristine signal was varied, and a constant background noise, normally distributed with a standard
deviation of 25, was added. Thus, there was a constant noise of 25, and additional noise where signal was
present, scaling as the square root of N , N being the number of incident photons or photoelectrons. The
analysis here assumes that the constant background level, which is generally easily obtainable, has already
been subtracted and that the background noise level is known. Each trial was generated independently, then
fit with all the fitting methods to allow direct comparison of results. Additionally, when calculating the
signal-to-noise ratio, for simplicity, this article considers only the background noise.
To further mimic typical experimental conditions, the initial image was generated using more pixels than
would be analyzed by the fitting methods whose efficacy would subsequently be compared. The portion to
which the fit was applied was determined by selecting the brightest pixel in this image, then selecting a region
of the appropriate size centered around that pixel. Some fitting methods, particularly at low signal-to-noise
levels, have a tendency to localize to the center of the region selected for fitting. By selecting the region to
be fit in this fashion, rather than on the true center of the signal, which is known for simulations but not
experiments, the fits we obtained were representative of actual experimental constraints.
Simulations were also run with shot noise absent by applying normally distributed noise whose level was
the same everywhere in the image. While not included here, these simulations showed efficacy, regarding
reliability of the fit and dependence of the fit on the signal-to-noise ratio, qualitatively similar to the simulated
images reported below in Section 5.4.5 that better approximate microscopy images.
Finally, while the 2D Gaussian is a nearly universally employed approximation of the full Airy spot
pattern, simulations were also run to determine to what extent this approximation affects the precision. For
these simulations, the background and shot noise were applied as usual, but this time they were applied to
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the Airy spot:
I (r) =
(
2 · J1
(
2·pi·r·NA
λ
)
r
)2
(5.2.1)
where r is the distance from the origin. [28] To model a typical microscope setup, NA was set to 0.75, λ
was set as 570 nm. For a CCD with 16 µm pixels, a common size, each pixel would then correspond to 100
nm. These simulations were only run for the two leading methods, iterative optimization and the weighted
regression method developed here.
5.3 Fitting Methods
The algorithms employed split into two categories: those that directly solve for the parameters, and those
that employ iterative optimization to find their best values. Three of the methods compared here – the
moment method, the regression method employed by Nobach, and the weighted overdetermined regression
method we develop in this chapter – fall into the first category. For a circular Gaussian, four parameters
suffice to describe the Gaussian: the x and y positions, the width of the Gaussian, and the amplitude.
Another parameter, the total or integrated brightness of the Gaussian, frequently used in tracking algorithms,
is a combination of the width and the amplitude. For elliptical Gaussians, either one or two additional
parameters are needed; if the major and minor axes are aligned with the x and y coordinates, splitting the
width parameter into two parameters, one for the width in each direction, suffices. If the orientation is
unknown, an additional parameter must be introduced for that term.
In addition to the division between iterative and directly solved methods, another form of iteration
can also sometimes be useful. All of these methods receive as their inputs an image subregion. However,
distortions may arise from this selection either if the feature of interest is not located at the center of a
pixel, or if the initial guess for the location of the feature of interest was not accurate to the nearest pixel.
This distortion is a frequent contributor to a type of error known as pixel-locking. Sub-pixel selection of
the input region can easily be allowed through linear interpolation, which can further refine the accuracy of
these methods. In particular, a more recent study [65] showed that iterative sub-pixel location significantly
improves the accuracy and precision of the moment method in 3D, and that the difference in accuracy was
sufficient to distort quantities of experimental interest.
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5.3.1 Moment Method
The moment method is a computationally simple method to calculate the position. For each dimension, the
center is given by:
Cx =
∑
i
∑
j (xi · Iij)∑
i
∑
j (Iij)
(5.3.1)
where xi is the position in that dimension, and Iij is the intensity of a given pixel. [37] Because of its extreme
computational simplicity and reasonable accuracy, this method is one of the most widely used methods when
analyzing large quantities of data. [61] Compared to the other methods compared here, the moment method
does not determine exactly the same parameters. While it finds the position, it finds neither the width of
the Gaussian nor its amplitude; instead, complementary methods determine related parameters. One such
parameter, the total brightness of the particle, combines information from the amplitude and the widths,
and is simply determined by adding up the intensity of all nearby pixels. The width is indirectly related
to another parameter, the radius of gyration, and a final parameter, the ellipticity, provides a measure
of whether the Gaussian is circular or elliptical, though it does not distinguish the orientation. [37] Of
these, only the total brightness lends itself to direct comparison with parameters determined by the other
techniques, and hence is the only one explored here.
As an aside, it is helpful to be aware that the literature is inconsistent regarding the name of this
method. While it is often referred to as the moment method, it is also frequently referred to as the centroid
method. [37] However, another related method,
Cx =
∑
i
∑
j
(xi) (5.3.2)
is also frequently referred to as the centroid method. In order to avoid confusion, we refer to the former
method (employed for this analysis), (5.3.1), as the moment method, and the latter method (not employed),
(5.3.2), as the centroid method.
5.3.2 Nine-Point Regression
This method, developed by Nobach and Honkanen, [129] represents one of the latest in a series of methods
developed for PIV. As time has progressed, methods have evolved to correct for deficiencies caused by pixel-
locking, diffraction-limited lenses, and other deviations from ideal Gaussian intensity distributions. Fully
described in their paper, this method applies regression to the nine point region that includes the brightest
pixel, exactly solving for the elliptical Gaussian in the absence of noise. This method works admirably for
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the high signal-to-noise ratio problems for which it is designed, but struggles with noise. The implementation
described inherently treats all Gaussians as elliptical with unknown orientation.
5.3.3 Iterative Optimization
The optimization method employed here is the downhill simplex method, [28] commonly used for particle
tracking. The specific implementation employed here uses Matlabs fminsearch.m function. Simplex meth-
ods are both significantly simpler to implement and more commonly available, so they tend to be employed
frequently. However, quasi-Newton optimization methods are almost always the most computationally ef-
ficient, [146] so, for comparison, an implementation of the quasi-Newton method, available in lsqnonlin.m,
part of Matlabs Optimization Toolbox, was similarly tested, as well as the related Levenberg-Marquardt
optimization. Simulation confirmed that quasi-Newton optimization is faster for this problem, frequently
requiring approximately 30% less computational time, but with results otherwise identical to the downhill
simplex method. Results for Levenberg-Marquardt were comparable. However, all optimization methods
were found to occasionally fail to converge, returning infinite or undefined results for some parameters.
Additionally, while the downhill simplex method would generate these values and continue running, the
quasi-Newton and Levenberg-Marquardt methods would instead crash, terminating the simulation. The
lesser computation time using the quasi-Newton method is negligible compared to the computational bene-
fits of all the non-iterative methods. Since all iterative optimization results were identical apart from minor
differences in computational time, the decision was made to employ the downhill simplex method in the
comparisons that follow.
Also note that iterative optimization depends somewhat upon the initial guesses of the parameters. The
initial estimates employed here were the position of the brightest pixel and the intensity of the brightest pixel
for that amplitude, and the standard deviation of the peak is used as proxy of the width. Experimentation
revealed that even providing the actual values (before noise) altered the computation time by a factor of
only 2 or less. For applications where this was significant, hybrid methods might be desirable, employing
the best of the other computationally simpler methods to generate the initial estimates.
5.3.4 Overdetermined Weighted Regression
This method, which we developed, [8] takes advantage of a computationally simpler least-squares estimator
and incorporates additional features to compensate for noise. Sample implementations in Matlab are avail-
able online with the original publication. [8] For the case of a circular Gaussian, the intensity of the image
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is described by:
Ixy = A · e−
((x−x0)2+(y−y0)2)
(2·w2) + xy (5.3.3)
where Ixy is the intensity of the pixel, A is the peak amplitude, x and y are the coordinates of the individual
pixels, x0 and y0 are the position of the center of the Gaussian, w is the standard deviation or width, and xy
corresponds to the noise. An additional relatively constant background term may also be included; generally
it is possible to determine the background intensity of an image and subtract that, a necessary step for
employing this algorithm. In the absence of noise, it is possible to exactly transform this to a linear equation
through use of the logarithm:
x2 + y2 = (2 · x0) · x+ (2 · y0) · y +
(−2 · w2) · (ln (Ixy)) + (2 · w2 · ln (A)− x20 − y20) (5.3.4)
which can equivalently be expressed as a linear equation with four unknowns:
x2 + y2 = a1 · x+ a2 · y + a3 · (ln (Ixy)) + a4 (5.3.5)
In this case, we already know for each point the values of x, y, and Ixy. As long as more pixels are included
than the number of unknowns, the system is overdetermined, and it is possible to directly determine estimates
for the coefficients an using linear least-squares regression, after which one can substitute for the desired
values.
A similar equation describes the elliptical Gaussian:
Ixy = A · e
(
−
(
(x−x0)2
2·w2x
+
(y−y0)2
2·w2y
))
+ xy (5.3.6)
When transformed by a logarithm, this yields:
ln (Ixy) =
( −1
2 · w2x
)
· x2 +
(
2 · x0
2 · w2x
)
· x+
( −1
2 · w2y
)
· y2 +
(
2 · y0
2 · w2y
)
· y +
(
ln (A)− x
2
0
2 · w2x
− y
2
0
2 · w2y
)
(5.3.7)
Again, this is a linear equation, in this case with five unknowns:
ln (Ixy) = a1 · x2 + a2 · x+ a3 · y2 + a4 · y + a5 (5.3.8)
While simple to implement, these transformations neglect the influence of noise, for which it is neces-
sary to compensate. First, notice that noise, while approximately symmetrically distributed originally, is
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asymmetrically transformed when one takes the logarithm. Second, one must recognize that the various
components of noise per pixel generally are constant (background noise, etc.), or else scale at a rate lower
than the number of counts (
√
N for Poisson shot noise). As such, pixels with greater intensity (on average, as
some are higher due to noise) have a higher signal-to-noise ratio. When working on the logarithmic scale, the
pixels with greater intensity have both higher signal-to-noise ratios and more symmetric noise. Therefore,
it is better to assign more relative weight to the brighter pixels. Further, it is helpful to employ a threshold,
such that pixels below a given intensity are not counted, particularly as it is necessary to exclude any pixels
with negative intensity with respect to the background, which cannot appropriately be transformed to our
logarithmic scale.
The approximate mean noise level for the entire image is generally easy to obtain; for images with large
regions of background, the standard deviation of the background regions suffices. Assuming this level of
noise for each pixel, it is possible to determine an estimate of the noise level of each pixel on the logarithmic
scale, which is then used to assign the appropriate weighting. While this weighting ignores contributions
from shot noise, shot noise is only significant relative to background noise for the brightest pixels, which
anyway have the highest overall signal-to-noise ratios. This then alters slightly the relative weightings of
those pixels but this was found to have minimal significance.
Two additional steps were important for elliptical Gaussian distributions. When a square region of the
original image was selected to be fit, for elliptical Gaussians this contains many more pixels that contain no
signal. Hence, it is important to exclude contributions from points that contain only noise. To do so, we
first quickly determine which rectangular subregion of the image contains some signal from the object, and
restrict the algorithm to that region. Additionally, a higher-than-usual threshold is employed to minimize
the contribution of remaining points with low signal-to-noise.
While not covered here, extension of the weighted regression method to 3D is simple to implement.
5.4 Results and Discussion
5.4.1 Convergence Failure
In order to accurately compare the methods, it must be recognized that some of the methods fail to converge
upon a solution sometimes. This ratio, the fraction of instances that a given method outright failed, is
plotted against the signal-to-noise ratio in Figure 5.1(a) for circular Gaussian distributions. Outright failure
is considered to be when the position was off by more than 2 pixels, or the width, amplitude, or total
brightness is off by more than 200% from the actual value. Infinite and undefined values are also considered
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to be failures. If even a single parameter was not found properly, the fit for that object using that method
was disregarded.
(a) Circular Gaussian (b) Elliptical Gaussian
Figure 5.1: The fraction of objects for which fitting fails to converge appropriately for the various methods, as
a function of the ratio of the signal-to-noise. Signal is considered to be the amplitude of the Gaussian intensity
distribution. The background shot noise is not included in this ratio but was included in the calculations.
(a) The failure fraction for circular Gaussian intensity distributions calculated using the moment method
(black squares), nine-point regression (green circles), iterative optimization (red triangles), and weighted
overdetermined regression (blue stars). (b) The failure fraction for the same methods but using elliptical
Gaussian intensity distributions. As described in the text, comparison was also made to the 2D elliptical
Gaussian fitting method included in IDL, which is a commercially available program (pink open triangles).
Symbols are the same in both panels.
Unsurprisingly, the moment method, due to its simplicity, demonstrates the greatest stability, continuing
to generate results even at the lowest signal-to-noise ratios. Iterative optimization is the next most stable
method, exhibiting failure to converge a few percent of the time for signal-to-noise ratios less than 5. Our
weighted regression method is not much worse for signal-to-noise ratios larger than 5, failing marginally
more often (less than 0.5% additional failure, none above a signal-to-noise ratio of 7.5). Results below a
signal-to-noise ratio of 5 are worse, skyrocketing to near complete failure when the signal-to-noise ratio was
less than 4. This is a consequence of the thresholds employed; at higher signal-to-noise ratios, they serve
to exclude noisy points, improving the fit, but when the signal-to-noise ratio is low, not enough points are
left to solve the linear regression problem. As such, no data is reported for weighted regression with a
signal-to-noise ratio below 4. The method of nine-point regression fares the worst, failing more than 1% of
the time even at a signal-to-noise ratio of 15, and more than 50% of the time for signal-to-noise ratios less
than 5. However, as some fraction of the objects are fit at all levels, in the discussion below we report results
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for all levels.
When elliptical Gaussians are analyzed (Figure 5.1(b)), several differences are observed. The failure rates
for the moment and iterative optimization methods are nearly the same; however, the threshold signal-to-
noise ratio below which our weighted regression method has difficulty increases to roughly 8, below which
the method does not do well. Neither does nine-point regression do as well as previously. In this case, the
essential difference is not the switch to elliptical Gaussians, as the method inherently treats all Gaussians
as elliptical, but that the method performs less well when widths deviate from their optimum values.
In addition to the four methods compared in depth, the 2D Gaussian fitting package in Research Systems
Incorporated (RSI) IDL Version 6.3, gauss2dfit.pro, is also included because of empirical observations that
the failure rate for this program is high, despite widespread usage of this program. The outputs and error
messages for gauss2dfit.pro reveal that this program is an implementation of iterative optimization. When
the example implementation included in IDL’s online help is run, catastrophic failures occur at least 1% of
the time. To provide a more direct comparison with the simulations run here, the example implementation
was modified slightly to have comparable widths and image sizes. These simulations were not a direct match
to the other comparisons, as they did not include the Poisson distributed shot noise, and as the Gaussians
were always perfectly centered in the image; both differences should, if anything, have decreased the number
of fitting failures. Despite this, the failure rate for the built-in IDL function gauss2dfit.pro is typically the
largest or nearly so. While its precision, accuracy, and computation time were not examined in depth as were
the other methods in this article, there is no obvious improvement relative to the other iterative methods,
and frequent catastrophic failures. At least one drop-in replacement for gauss2dfit.pro is available for IDL,
which uses Levenberg-Marquardt least-squares optimization. [114]
5.4.2 Systematic Deviations
When systematic deviations from the true result are known to hold, one can adjust for this. Systematic
deviations are shown in Figure 5.2 for circular Gaussians and in Figure 5.3 for elliptical Gaussians. As long
as the signal-to-noise ratio is known, it is possible to determine this systematic deviation and to compensate
for it as follows. The background noise level was already determined, so for each object, the approximate
signal-to-noise level is known, as the fitting itself determines the signal. At the same time, for cases where
compensation involves multiplying by a constant that depends on the signal-to-noise ratio, the uncertainty
must be similarly multiplied. All precisions determined in this article have been compensated this way.
The possibility of pixel-locking is not included here, though previous analysis shows this to be a significant
problem for the moment method but not for iterative optimization methods. [37] More recent work reveals
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(a) Width (b) Brightness
Figure 5.2: Offset values plotted as a function of the ratio of the signal-to-noise for circular Gaussian intensity
distributions. Signal is considered to be the amplitude of the Gaussian intensity distribution. Note that
once this systematic deviation has been determined, it can be compensated if desired. (a) The systematic
offset in width for circular Gaussian intensity distributions obtained using the three methods that determine
it: nine-point regression (green circles), iterative optimization (red triangles), and weighted overdetermined
regression (blue stars). (b) The systematic offset in the total brightness for circular Gaussian intensity
distributions, compared using four methods: the moment method (black squares), nine-point regression
(green circles), iterative optimization (red triangles), and weighted overdetermined regression (blue stars).
Symbols are the same in both panels.
this can be corrected to a certain extent through combination of the moment method and iterated sub-pixel
localization. [65] Tests on our part confirmed that pixel-locking is not significant for our weighted regression
method. As anticipated on grounds of symmetry, no systematic offset is observed in position. Similarly, no
systematic offset is observed in the amplitude for the three methods capable of determining it.
In contrast, bias is observed regarding the width of the Gaussians (Figure 5.2(a)) and also regarding
the total brightness (Figure 5.2(b)). Bias using the iterative optimization and moment methods is compar-
atively negligible, while nine-point regression shows more bias, and our weighted regression method shows
significantly more, particularly as the signal-to-noise ratio decreases.
Equivalent relations hold for elliptical Gaussians, shown in Figure 5.3, with the exception of the nine-
point regression. For elliptical Gaussians, the data shown here refer to a width in x of one pixel, and a width
in y of 1.5 pixels. As noted earlier, the nine-point regression is optimized for a width of one pixel and is
increasingly inaccurate otherwise, as demonstrated in Figure 5.3(b). As the total brightness (Figure 5.3(c))
depends upon the width, the effect propagates to inaccuracy regarding brightness.
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(a) Width X (b) Width Y
(c) Brightness
Figure 5.3: Offset values plotted as a function of the ratio of the signal-to-noise for elliptical Gaussian
intensity distributions. Signal is considered to be the amplitude of the Gaussian intensity distribution.
(a) The systematic offset in width x for elliptical Gaussian intensity distributions for the three methods
that determine it: nine-point regression (green circles), iterative optimization (red triangles), and weighted
overdetermined regression (blue stars). (b) The comparable systematic deviation in the width y. (c) The
systematic offset in the total brightness for elliptical Gaussian intensity distributions for four methods: the
moment method (black squares), nine-point regression (green circles), iterative optimization (red triangles),
and weighted overdetermined regression (blue stars). Symbols are the same in all panels
5.4.3 Circular Gaussian Precision
In Figure 5.4, precision is plotted as a function of signal intensity at fixed background noise level. Figure
5.4(a) shows that sub-pixel resolution is easily obtained with all methods, but that the resolution depends
on the analysis method. The iterative optimization method provides the best results; however, our weighted
regression method achieves nearly the same level of precision. When the signal-to-noise ratio is at least 30,
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(a) Position (b) Width
(c) Brightness
Figure 5.4: Precision and brightness uncertainty plotted as a function of the signal-to-noise ratio for circular
Gaussian intensity distributions. The values shown here incorporate the corrections needed to compensate for
systematic deviations. (a) The uncertainty in locating the center of a circular Gaussian intensity distribution
for the moment method (black squares), nine-point regression (green circles), iterative optimization (red
triangles), and weighted overdetermined regression (blue stars). (b) The uncertainty in the determination
of the width of the Gaussian intensity distribution. (c) The uncertainty in the determination of the total
brightness. Symbols are the same in all panels.
a level not uncommon for even single-molecule fluorescent dyes, the precision of weighted regression is only
5% worse. Even for a signal-to-noise ratio of only 20, weighted regression is only 15% off of the level of
the iterative optimization. For ratios above 100, the results for the two are virtually indistinguishable. In
contrast, the precision of nine-point regression is uniformly at least 50% worse, even for ratios above 500.
The moment method demonstrates the worst resolution, never giving a better resolution than approximately
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0.01 pixels. This is not unexpected, as the moment method suffers from flaws including bias toward the
center of the image, and has significant problems at low signal-to-noise. [37]
Figure 5.4(b) shows the uncertainty of the width of the Gaussian as a function of the signal-to-noise.
Here the comparison is slightly more subtle, with iterative optimization and weighted regression each faring
well. At signal-to-noise ratios above 50, those two methods are indistinguishable. As the signal-to-noise ratio
decreases, iterative optimization pulls ahead, reaching a lead of nearly 13% at a signal-to-noise ratio of 8.
Beyond that, weighted regression narrows the lead, surpassing iterative optimization at a signal-to noise ratio
of 5. The probable reason is that, as this behavior parallels with the cases when weighted regression begins
to fail to fit some objects, the hardest to fit objects are discarded by weighted regression, whereas iterative
optimization fit them but imprecisely. The method of nine-point regression is not even in contention, as it
is generally at least 4 times less precise. The moment method is not capable of determining the width of a
distribution.
Figure 5.4(c) shows the total intensity of the peak, which is the signal strength integrated over all pixels.
In reality, the fourth independent variable is the amplitude, not the total brightness, as the total brightness
depends upon both the amplitude and the width. However, the total brightness is commonly used in tracking,
and for comparison purposes is more convenient, as this can be determined for all four methods, whereas
amplitude as such is not determined by the moment method. While not shown separately, precision in
amplitude is virtually equivalent for iterative optimization and weighted regression regardless of the signal-
to-noise ratio. As such, the differences here between iterative optimization and weighted regression stem
almost entirely from the difference in precision of the width. With respect to brightness, for the first time
greater precision can sometimes be obtained with a method other than iterative optimization. Anywhere
below a signal-to-noise of about 20, the moment method is the most precise. Above that value, both iterative
optimization and weighted regression surpass it by an ever-increasing margin. As a result, since the moment
method is computationally the simplest, for any signal-to-noise ratio below 20, the moment method should
be run in addition to any other method employed, and the brightness from the moment method used. Nine-
point regression is by far the least precise, being generally at least 5 times less accurate than the other
methods.
5.4.4 Elliptical Gaussian Precision
Results for elliptical Gaussians, shown in Figure 5.5, are similar. While simulations were run for a wide
range of aspect ratios, the representative results displayed here are for widths of 1 and 1.5 pixels for x and y,
respectively. As usual, the weighted regression method asymptotically approaches the precision of iterative
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(a) Position (b) Width X
(c) Width Y (d) Brightness
Figure 5.5: Precision and brightness uncertainty plotted as a function of the signal-to-noise ratio for ellip-
tical Gaussian intensity distributions. (a) The uncertainty in locating the center of an elliptical Gaussian
intensity distribution for the moment method (black squares), nine-point regression (green circles), iterative
optimization (red triangles), and weighted overdetermined regression (blue stars). (b) The uncertainty in
determining the width in x, which was set at one pixel. (c) The uncertainty in determining the width in y,
which was set to be 1.5 pixels. (d) The uncertainty in determining the total brightness. Symbols are the
same in all panels.
optimization as the signal-to-noise increases. The nine-point regression method reveals further troubles, due
to its reliance on the width of the Gaussians being approximately 1. Recall that our weighted regression
method fails for a significant fraction of objects with a signal-to-noise ratio below 8, so results obtained below
that level likely only represent the cases that are easiest to fit, hence the relative improvement of weighted
regression at those levels.
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(a) Failures (b) Position
(c) Width Y (d) Brightness
Figure 5.6: Various quantities plotted as a function of the aspect ratio (widthy/widthx), at a fixed signal-
to-noise ratio of 20 and width in x of one pixel. (a) The fraction of objects for which fitting fails to converge
appropriately for the various methods for the moment method (black squares), nine-point regression (green
circles), iterative optimization (red triangles), and weighted overdetermined regression (blue stars). (b) The
uncertainty in the location of the center of the Gaussian intensity distribution; symbols same as above. The
sawtooth pattern observed in the moment method occurs because whenever the aspect ratio increases by
0.5, the subregion of the image selected for fitting also increases. The increased uncertainty for iterative
optimization and weighted regression may also correspond to the larger number of pixels used, which due to
the lower signal-to-noise of many of the pixels, may effectively decrease the true signal-to-noise ratio. (c)The
uncertainty in determining the width, y. (d) The uncertainty in determining the brightness. Symbols are
the same in all panels.
When examining the effect of varying the aspect ratio at a fixed signal-to-noise ratio, for the most part
the relative results are independent of the aspect ratio. Results at a fixed signal-to-noise ratio of 20, with
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a width in x of one pixel and varying the width in y, are shown in Figure 5.6. All methods other than the
simplest, the moment method, begin to break down when any width decreases below one pixel, sometimes
from outright failing to determine the parameters and sometimes from showing rapid decrease in precision
(Figure 5.6(a)). In general, as the aspect ratio increases, the precision increases slightly, as more pixels
are available to be fit, but the increases in precision are comparable for most methods. The nine-point
regression method, unsurprisingly, is the major exception, clearly demonstrating an optimum width of one
pixel. Additionally, iterative optimization exhibits higher uncertainty as the aspect ratio approaches 3.
On a side note, it is also helpful to remember that, because of the definition of signal-to-noise ratio
employed in this chapter, peak amplitude relative to background noise, when the total number of counts is
held constant but one of the widths changes, the signal-to-noise ratio varies accordingly.
5.4.5 Airy Spot
Gaussians are nearly universally employed as substitutes for the full Airy spot pattern (Equation 5.2.1) for
purposes of image analysis, and simulations confirm that for the most part, differences are negligible. The
uncertainties at low signal-to-noise ratio are virtually indistinguishable for width, position, or amplitude,
regardless of whether the data being fit is a 2D Gaussian or an equivalent Airy spot, differing by only a few
percent, roughly the accuracy of these simulations. Intuitively, this makes sense, as at low signal-to-noise
ratios, the differences between a 2D Gaussian and an Airy spot are trivial relative to the noise level. In
contrast, differences begin to manifest at higher signal-to-noise ratios of several hundred. Here, while the
overall uncertainty is low, due to the high signal-to-noise ratio, the quality of the fits slowly diverges, with
the methods not fitting the Airy spot quite as precisely as they do the 2D Gaussian. The differences are not
very significant for the width or the amplitude, less than 20% larger even at a signal-to-noise ratio of 3000.
The most significant differences are seen for position, where the uncertainty for the iterative optimization is
nearly 80% greater for the Airy spot and the uncertainty for weighted regression is nearly 40% larger (Figure
5.7).
5.4.6 Computational Time
When only one single object is fit, all methods examined here run in under 20 ms on a 2.4 GHz Core 2
Duo (common mid-range computer processor). The processes are CPU limited, and use only one core. As
such, computational time is not a consideration for some applications, if a limited number of objects are
going to be fit. However, for many other applications, such as movies of how the positions of fluorescent
particles change with time, it is not uncommon to fit hundreds of thousands or millions of objects and
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(a) Full Range
(b) High Signal-to-Noise
Figure 5.7: The uncertainty in position for simulations of both the Airy spot pattern and its equivalent 2D
Gaussian approximation. (a) Abscissa is the signal-to-noise range, from 3 to 3000, for Gaussian iterative
optimization (red triangles), Airy spot iterative optimization (black open triangles), Gaussian weighted
regression (blue stars), and Airy spot weighted regression (green open stars). (b) Abscissa is expanded to
more clearly show the region at highest signal-to-noise.
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the needed computational time adds up significantly. For systems such as stochastic optical reconstruction
microscopy (STORM), which often requires fitting millions of objects, Gaussian fitting is currently the most
time intensive component of data analysis. [83] The improvement in computational time seen here for the
weighted regression method would facilitate advances such as real-time analysis of such microscopy images.
Computational time does not depend significantly upon the signal-to-noise ratio. The moment method
is the fastest, requiring 18 µs per object on average. Weighted regression and nine-point regression are
comparable, requiring 83 and 104 µs, respectively. As expected, iterative optimization is costly, requiring
16 ms per object. Even when the slight performance boost that the quasi-Newton method would enjoy
(roughly 30% faster) is considered, our weighted regression method is easily 2 orders of magnitude faster
than iterative optimization. When considering elliptical Gaussians, the results are similar for most methods,
with the exception that the addition of an additional parameter slows the iterative optimization significantly.
5.5 Conclusions
The method we developed here, weighted regression, represents an alternative to existing methods and offers
vast improvement for a wide range of applications. Its computational efficiency is sufficient to make it a
viable alternative even to the moment method for large data sets, with substantial improvements in precision.
When precision is important, at all except the lowest signal-to-noise ratios, weighted regression represents a
direct replacement for any other method, having equivalent or greater precision, and running more than 2
orders of magnitude faster than any method generating comparable results.
Weighted regression asymptotically approaches the precision of the leading method, iterative optimiza-
tion, as the signal-to-noise ratio increases, yet even at low signal-to-noise, it does not deviate substantially
from it. Further, even at low signal-to-noise, the slight loss in precision of weighted regression compared
to iterative optimization may be worthwhile due to its hundred-fold reduction in computational time. If
precision is of the utmost importance, weighted regression can be employed as a first-round fitting, com-
pletely determining one parameter, the amplitude, and providing near-optimum initial estimates for the
other parameters. While this will still run substantially slower than weighted regression on its own, it will
generally represent a 2-fold increase in speed over iterative optimization on its own.
Finally, weighted regression is easily extended to analysis of 3D data. The computational time for
weighted regression is largely independent of the number of dimensions, whereas the computational time for
the generally most precise method, iterative optimization, increases substantially as the number of unknowns
to be optimized increases. As such, iterative optimization methods are generally considered intractable for
most 3D imaging data [65]. Weighted regression should offer substantial advantages in this regime.
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Chapter 6
Particle Detection: Edge Finding
6.1 Introduction
While many particles can be properly represented as points and dealt with accordingly (Chapters 4 and 5),
numerous other examples exist where the objects appear as more extended shapes within the microscope
image. For example, while at lower magnification fluorescently labeled DNA may represent effectively a
point source, at higher magnification resolving the chain conformation becomes possible. Similarly, giant
unilamellar vesicles (GUV’s) are sufficiently large (≈ 10 µm) that when imaged, the resulting pattern may
correspond to an approximately circular membrane cross-section. While occasionally point-based methods
may be used effectively to locate such extended patterns, generally edge-based algorithms represent a better
choice, not only yielding more accurate results but also providing additional information about the geometry.
Entire journals and numerous review articles devoted to computer pattern recognition and edge detection
exist, [54,135,152,223] in part because it is generally acknowledged that no single method consistently yields
the best results when considering different images. [135] While some relevant background is provided, the
purpose of this chapter is not to give a general overview of the subject, but to present one method which we
have developed, which is optimized for various regular objects at low S/N, and as such complements well
our other low S/N techniques (Chapters 5 and 9).
6.2 Algorithm
6.2.1 Initialization
Edge detection algorithms can generally be classified into two distinct categories: sequential methods and
parallel methods. [135] For sequential techniques, [53,59,138] the basic scheme typically involves initialization
(whether manual or automated) of one point as being on an edge, followed by search and growth from that
point. Thus, the determination of whether an individual point is on an edge depends upon the initialization
point and history of previously found points. [135] In contrast, for the parallel method, while the determi-
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nation of whether a point is an edge frequently depends upon the values of nearby points, it is independent
of the determination of any other edge points. [135, 178] While manual initialization of sequential methods
can represent an advantage, providing visual and accurate determination of the edge being sought, manual
initialization can require time consuming human interaction. Worse, the choice of initialization can dra-
matically affect the results, limiting reproducibility. Sometimes searching adjacent points allows discovery
of edges that in other methods would lie below the detection threshold, but nearby minima can also trap
the search and cause it to wander in the wrong direction. Parallel methods often are computationally more
efficient, as determination can be made simultaneously for all points. Further, parallel methods tend to be
limited to pixel resolution, while sequential methods often are designed to obtain subpixel resolution. The
method we developed attempts to combine the best aspects of both methods, with initial techniques related
to parallel methods, followed by effectively sequential search methods used to refine the points found by the
parallel search.
6.2.2 First & Second Difference Operators
Depending upon the particular application being pursued, either a first difference (gradient) operator, ∇ =
∂f
∂xi
, or a second difference (Laplacian) operator ∇2 = ∂2f∂2xi was employed. Gradient searches are better at
determining edges where the interior of the object contrasts strongly with the object’s surroundings, being
most sensitive to linear ramps. Laplacian searches, on the other hand, are better at finding edges where the
interior and exterior have similar values, but the edge pixels contrast, being insensitive to linear ramps but
highly sensitive to curvature. Both operators are somewhat sensitive to noise; however to combat this, prior
to applying either operator, we convolve the image with a 1D Gaussian with a width of two pixels, which
somewhat smooths the data and improves the edge detection, effectively also making the operators slightly
longer range due to partial averaging over several pixels (referred to as a Laplacian of Gaussian). We tried
2D averaging as well, but found 1D averaging preferable, as averaging perpendicular to the search direction
reduces the resolution substantially.
6.2.3 Checkerboard
In defining the difference operators above, we intentionally used 1D forms of the operators. When searching
for edges, difference operator based edge-finding is substantially more sensitive when the edge being sought is
perpendicular to the alignment of the operator. If an isotropic 2D operator were employed, the value obtained
by the operator would be the sum of the values obtained for its two component operators, one perpendicular
to the edge and one parallel. While the component perpendicular to the edge would be sensitive to the edge,
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the component parallel to the edge would be completely insensitive to the edge. Unfortunately, though,
the component parallel to the edge, while not containing any signal, does constitute an additional source
of noise. Since we already tend to work with low S/N samples, introduction of any unneccessary noise can
render some samples unmanageable. Ideally, therefore, we would like only use 1D operators, specifically the
component perpendicular to the edge, but that would require already knowing the edge directions.
(a) Original Matrix (b) Diagonal Elements (c) Off-Diagonal Elements
Figure 6.1: The original matrix A (a) has both (b) diagonal (Aij where i + j is even) and (c) off-diagonal
(Aij where i + j is odd) elements (color-coded). We need the operators (Section 6.2.2) we apply to align
with the elements. When working in the x or y directions, the operators align with the rectangular image
array (a). When working in either the x+y or x−y directions, the operators do not naturally align with the
rectangular image array. However, by selecting the diagonal and off-diagonal elements as shown, followed by
a 45◦ rotation, we have resultant matrices to which the operators can readily be applied (after appropriate
padding).
Since we cannot apply only the component perpendicular to the edge, significant advantages can be
obtained by applying the same 1D operator, but with multiple search directions. The x and y directions
are computationally quite simple to implement (for example ∇ = ∂f∂xi , ∇ =
∂f
∂yi
), but further benefit can be
realized by searching along the two diagonal directions as well. Unfortunately, computational considerations
dictate applying the operator to the columns of matrices. Including the diagonals requires rotations in 45◦
increments, but the diagonals cannot be arranged in a single, continuous matrix. Instead, it is necessary
to operate upon the diagonals in checkerboard fashion (Figure 6.1), creating two matrices (diagonal and
off-diagonal), followed by application of the operator. Additionally, it is important to be aware that the
distance between pixels in the checkerboarded diagonal matrices is larger by a factor of
√
2.
6.2.4 Clustering
Now that we have located numerous points specifying the edges, the next step is to subdivide the points into
connected groupings. Nearest neighbors for each point are computed using Delaunay triangulation, followed
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by detemining the distance separating each pair of nearest neighbors. A threshold distance is applied,
specifying the maximum connecting segment length to be considered, with all others discarded, yielding
an undirected adjacency matrix. (Grapth theory, Depth-First Searches (DFS), and adjacency matrices are
covered in greater depth in Chapter 9). A set of points is considered to be a connected grouping if a DFS
applied to any one point in the set finds connections to all other points in the set and only to those points.
Subdividing the points found into connected groupings improves computational efficiency of later steps.
More importantly, though, connected groupings should correspond to individual “particles.”
6.2.5 Thinning
As mentioned in Section 6.2.3, difference operators are best at detecting edges in one direction, which is why
we apply the same operator multiple times in different directions. Sometimes, the edge is only detected from
a single search direction, while other times, the edge is detected by multiple search directions, but detected
best by one alignment. At this point, we have a set of points which collectively define the edge, sometimes
with multiple points of varying accuracy all providing estimates for the same edge. Previously, when we
applied the appropriate difference operator (Section 6.2.2), in addition to recording the x and y coordinates,
we also recorded a weight term w, corresponding to the magnitude of the value determined by the difference
operator. At this point, we run a local search, keeping only those points whose relative weight is nearly
equal to the best (highest w) local determination of the edge position, scaled by distance. In this fashion,
we obtain a better estimation of the edge, by discarding the noisiest data points (which likely came from
non-optimal search directions for that point). Fitting is later (Section 6.2.7) performed only using points
with reasonable confidence, in a weighted fitting fashion.
6.2.6 Cluster Refinement
At this point, ideally we would have a selection of points which collectively define the edges. In practice,
though, generally we have both points which determine the edges, as well as additional points due to noise
(Figure 6.2(a)). As mentioned previously (Section 6.2.1), while sequential methods have their drawbacks,
they make use of additional connectivity information regarding nearby points. As we have already applied
parallel methods to determine the points, refinement with sequential methods can help eliminate noise, while
the prior parallel screening mitigates some of the sequential methods potential drawbacks. In general, we
have developed this method for locating the exterior edge of various objects, so absent edge effects, we should
be looking for closed loops. There are numerous loops in the adjacency matrix, which could be simply found
with a Depth-First Search (DFS) or Breadth-First Search (BFS). However, most of the loops which would
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(a) Raw Image (b) Initial Points
(c) Connectivity (d) Refined Points
Figure 6.2: Example demonstrating the application of various steps using the second difference operator.
The initial noisy image (a) corresponds to imaging of a fluorescently labeled giant unilamellar vesicle (GUV).
(b) The second difference operator (Section 6.2.2) does a good job of locating the edge, but locates some
additional noise as well. (c) A branched loop structure is created (Section 6.2.6), with both small branches
due to uncertainty in edge location and larger branches due to noise. (d) Working off the loop structure,
only the points on the actual edge are retained.
be found by either of these methods would be small triangles corresponding to three nearby points. The
loops (generally just one loop per cluster) we are interested in are significantly larger, containing a large
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fraction of the points in the cluster. Applying another graph theory algorithm, the Minimum Spanning Tree
(MST), provides a general connectivity structure, but finds a tree structure instead of loops, but the tree
structure is a useful basic structure. Examining segments in the original adjacency matrix which are not
in the MST tree matrix, each such segment would create one or more loops if added to the tree. Applying
repeated BFS’s, we can reintroduce segments from the original adjacency matrix to the MST derived matrix
to add only the large loops which represent our target. The resultant structure corresponds to the desired
loops as well as two distinct sets of branches: large branches due to noise extending far from the loops, and
small branches remaining close to the loops corresponding to the noisy determination of the edges (Figure
6.2(c)). Using a BFS we can isolate only the loops in the above structure, at which point we would like to
reintroduce those branchings (additional points) which correspond to noisy localization of the edges. The
simplest manner in which to do so is to simply reintroduce any points which are within a certain distance
of the loops (Figure 6.2(d)).
6.2.7 Perimeter Fitting
Finally, we have the points forming the edge, but the edge localization remains quite noisy. In some cases,
the shape of the object we are looking for is well-defined, for example either circular or elliptical. In such
cases, the simplest method to smooth the edge and obtain a single, well-defined perimeter is to apply a
weighted fit to the specified shape. Alternatively, when the shape is ill-defined, we can still smooth the
perimeter by applying an appropriate filter, in this case employing a Savitsky-Golay smoothing filter. [146]
Note that while this overall algorithm does a good job at locating object edges, systematic offsets in object
diameter may exist and need to be corrected.
6.3 Conclusions
No single edge-detection algorithm yields the best results for all types of images, hence the wide variety of
methods. [135] The algorithm developed here, like many other algorithms, employs simple first or second
difference operators to locate the edges. One example for each operator is shown in Figure 6.3 demonstrating
the quality of edge determination for two types of problems we are exploring. A number of additional
elements take this algorithm beyond a simple parallel method, employing connectivity information to reduce
the influence of noise. No claim is made regarding the general applicability of this algorithm or comparison
to competing methods. However, for the applications for which we developed and wish to employ it, this
algorithm does a good job of sub-pixel resolution detection of the edges in images with significant variations
in object dimensions, S/N, and image background.
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(a) Bubbles (First Difference) (b) Vesicles (Second Difference)
Figure 6.3: Examples showing the versatility of this edge-finding algorithm. (a) Locating circular bubbles
using white light imaging. Object interiors contrasted with object exteriors, so the first difference operator
was employed. In this image, three bubbles were found, demonstrating the algorithm’s ability to simulta-
neously handle a wide range of object sizes and equally wide range of S/N levels. (b) The final, smoothed
perimeter of the GUV. As the object perimeter contrasts with both the interior and exterior, the second dif-
ference operator was employed. This image highlights the ability of the algorithm to detect edges accurately
despite significant background variations.
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Chapter 7
Particle Detection: MOONs
Adapted with permission from S. M. Anthony, L. Hong, M. Kim, and S. Granick, Single-particle colloid
tracking in four dimensions, Langmuir, 22 (2006), pp. 9812–9815. [9] Copyright 2006 American Chemical
Society.
7.1 Introduction
As described later in Chapter 10, modulated optical nanoprobes (MOONs) represent a relatively new class
of probes with unique properties. [4,5] The MOONs we have chosen to work with represent Janus particles,
particles with two faces, whether the faces are chemically different, optically different, or a combination of
the two. This heterogeneity facilitates a variety of experimental measurements, as shown later (Chapters 10,
11, and 14) ). However, with respect to particle detection, these MOON particles represent some unusual
challenges.
The general idea for MOON particles is that, by coating one hemisphere of micro-spheres with a thin layer
of reflective metal, modulation of the intensity occurs when the particle rotates. When viewed and magnified
in an appropriate microscope, images of such particles mimic the moon in all its phases for fluorescent
particles (see Figure 7.1, discussed below). For silica spheres under white light illumination, the phenomenon
is similar, except that there exists a plane of symmetry as the shadow must always occupy at least half the
circle, although the description in this chapter focuses upon fluorescent particles. Here, we present techniques
to rapidly and accurately measure the orientation of two axes of a MOON particle from a single image, thus
enabling one to calculate rotational dynamics when successive frames are considered. Another innovation is
the capability of locating the center of the MOON particles, regardless of their orientation. Analyzing these
positions using standard single-particle tracking techniques, [7, 37] enables the simultaneous determination
of center-of-mass (translational) diffusion, allowing one to compare translation and rotation, particle by
particle.
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(a) Schematic (b) Crescent
(c) Gibbous (d) Full
Figure 7.1: The idea of measuring rotational diffusion using MOON particles, fluorescent on one side and
dark on the other, is illustrated. (a) Schematic illustration of this idea. (b-d) Images of a MOON particle,
2 µm diameter, for three orientations ranging from crescent to full moon. The color denotes the varying
intensity of the image.
7.2 Image Analysis
Before any subsequent analysis, first the spatial position of each colloid particle must be located. While
many methods are routinely used to locate and track particles, as reviewed by Cheezum et al., [28] none
are appropriate for this problem. For such previously developed techniques, the major concern was signal-
to-noise. Here, resolving a particles fluorescence from the background is not difficult because each particle
either contains many dyes, or due to Janus opacity generates an easily observable shadow under white light
illumination. But how does one locate the center of a Janus sphere? The problem is that, as a sphere rotates
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and is visible in MOON fashion, its center is not the center of brightness. (A limiting case is that, when
observing the crescent phase, the center of the sphere will display no fluorescence at all.)
Figure 7.2: How to locate the center of mass of MOON particles, whose fluorescence image is inherently
anisotropic depending on how the particle is oriented relative to the observer. Left top panel: simulated
image produced by a MOON in the crescent phase, its center located at the indicated cross-hairs. Note that,
regardless of orientation relative to the observer, the bright region will always have two points separated
by the diameter of the MOON. Note also that diffraction blurs the experimental images, but that, for
clarity, diffraction-blurring was not calculated for the simulated images. Bottom panel: one sole circle whose
diameter matches the MOONs diameter contains the fluorescent image completely. Top right panel: Image
produced by convolving the original image with a circle of this same diameter. The maximum in this image
corresponds to the deduced center of the MOON. Uncertainty in its location is greater parallel to the tilt
of the MOON than perpendicular to it; however, error in this direction has no effect upon calculating the
azimuthal angle. The color at each point indicates the relative quality of the overlap between a circle centered
at this point and the crescent at left, with the best overlap corresponding to the centered circle.
However, largely unaffected by the orientation of the MOON particle, the high contrast between its
fluorescence and the background allows a different method of locating the spatial position of the particle,
provided that the particle is divided into hemispheres (which, for the systems studied here, we confirmed
by scanning electron microscopy). The idea is that, regardless of the observed phase of a MOON particle,
the bright region should always contain two points separated by the diameter of the MOON. Therefore, if
this image is convoluted with a circle having the same diameter of the MOON, the location of the brightest
point corresponds to the center of the MOON, since a circle centered at any other point cannot completely
contain the bright region. The idea is illustrated in Figure 7.2.
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Having located the position of the MOON, the next challenge is to determine its angular orientation
relative to the observer, in the microscope. The convention we chose specified the center of the bright
hemisphere of the MOON, with θ = 0◦ corresponding to the full moon orientation, and ϕ corresponding to
the orientation within the plane of the image, from the perspective of the experimental observer. Therefore,
assuming hemispherical coating, the total brightness of the feature after subtraction of the background is
approximately co-sinusoidal:
A× (1 + cos θ) (7.2.1)
with corrections for imperfect coating described elsewhere. [80] For this purpose, the depth of focus can be
neglected, since the primary effect of being slightly out of focus is to blur the image; thus, as long as the
region used to determine the brightness is large enough, the total brightness is unaffected. While equation
7.2.1 represents the exact formula (neglecting symmetry plane) for white light imaging of silica MOONs,
for fluorescent MOONs it represents a convenient approximation, the exact formula can be determined by
calculating the fraction of the volume of the sphere not obstructed from view by the metal coating:
A×
(
1− θ
pi
+
9
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· sin (2× θ)
)
(7.2.2)
For sufficiently long movies of consecutive time series of images, all orientations will be sampled, and the
brightest value of the MOON reveals the value of A after background correction. Alternatively, for shorter
movies, it is possible to select images with easily determined θ, such as half-moon orientation, and also
calculate A.
Independently, we can determine the azimuthal angle, ϕ, which, to the best of our knowledge, has not
been calculated previously in the study of colloidal particle rotation, from a single image. For all orientations
other than θ = 0◦ or 180◦ (in which case ϕ is irrelevant), both light and dark portions of the MOON are
observed. The azimuthal angle ϕ of the MOON can be determined from the orientation of the line connecting
the center of the MOON, located previously, with the center of the bright pixels of the image, mathematically
specified by the centroid of that portion of the image. Most uncertainty in locating the center of the MOON
is collinear with this line, and thus this error does not propagate into calculating the angle. In principle,
the zenith angle, θ, can also be determined from the distance separating the two points that define the line.
However, for typical image sizes, this method is less accurate than the one just described, especially since
here the error in locating the center of the MOON becomes relevant.
The combination of θ and ϕ completely specifies the orientation of one axis of the sphere. As time goes
by, the orientation of this axis changes. The rotation of this axis with time is specified by the angle of
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Figure 7.3: The measured quantities, θ and ϕ, completely specify the position of the bright hemisphere of
the MOON at any given time. When determining rotational diffusion, we are less interested in the specific
orientation of the MOON than in how far the MOON has rotated from its previous position. Therefore, the
angle of variation, ω, is computed over the given time interval.
variation, θ, as shown in Figure 7.3. Using this quantity, we can determine the rotational diffusion constant,
Dr, using formulas developed long ago by Perrin. [140] For small angular displacements, the approximation:
〈
ω2
〉
= 4 ·Dr · 4t (7.2.3)
can be employed; however, the rigorous formula incorporating the effects of the bounded nature of angles is:
〈
sin2 ω
〉
=
2
3
· (1− e−6·Dr·4t) (7.2.4)
which can be rewritten as:
Dr · 4t =
− ln (1− 32 〈sin2 ω〉)
6
(7.2.5)
In both cases, the uncertainty in θ can be determined from the intercept at 4t = 0. Using these formulas,
it becomes possible to more accurately determine the rotational diffusion with a shorter time window.
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7.3 Verification
The accuracy of this technique was verified through application to rotationally diffusing MOON particles, [9]
as shown later in Chapter 10.
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Chapter 8
Particle Detection: Overlapping
Objects
Adapted with permission from S. M. Anthony, M. Kim, and S. Granick, Single-particle tracking of janus
colloids in close proximity, Langmuir, 24 (2008), pp. 6557–6561. [10] Copyright 2008 American Chemical
Society.
8.1 Introduction
Additional complications arise for particle detection methods when the concentration increases and the
particles are not clearly separated. Various solutions have been developed for diffraction limited particles,
[168] in some cases resolving particles separated by less than the Rayleigh’s criterion. [153] In general,
concentration has not been as significant a concern for colloidal tracking, since diffraction does not play as
significant a role. Traditional methods of colloidal tracking are capable of tracking everything from dilute
solutions to glasses. [37] However, when rotation is to be observed, optical anisotropy is required such as that
seen for MOON particles developed by Kopelman and co-workers. [17,18] Existing methods designed to deal
with particles in close proximity generally rely on the symmettry of the particles. As such, existing methods
to deal with rotation are either restricted to effectively isolated particles (Chapter 7) [9] or to pairs of particles
at carefully maintained separations larger than their diameter. [115] However, when dealing with MOON
particles, the physical problem is to discriminate particles, coated with metal on one hemisphere in order to
enable their rotation to be measured, under situations where their close proximity causes overlapping images
and diffraction, which takes diverse forms depending upon the relative orientations of adjacent MOONs.
In this chapter, we present algorithms and an improved experimental approach to resolve this problem,
which can happen not only in concentrated particle suspensions but also when low-concentration particles
come into transient close contact in the course of Brownian motion, resulting in complex hydrodynamic
forces such that solvent displacement and particle collisions mediate interactions between particles. [119,156]
Previously, we introduced new techniques that allow the concurrent measurement of translation and rotation
for optically anisotropic spheres of this kind(Chapter 7), [9] but diffraction limits these methods to dilute
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situations where particles are widely separated in space. Here, we are interested primarily in spherical
particles and present methods of image analysis simultaneously in four dimensions (two translational degrees
and also two rotational degrees of freedom).
The image analysis methods introduced here represent a significant departure from traditional methods
of colloidal tracking, [37] as they employ and extend overlapping object recognition algorithms. [82, 144]
Potentially, they can be useful when dealing with any colloidal system in which the particle images signifi-
cantly overlap each other. On the experimental side, the use here of differential interference contrast (DIC)
microscopy significantly extends the capability to monitor colloidal motion beyond what is possible using
fluorescence labeling. This technique is normally used to resolve small differences of refractive index in the
microscopy of unstained, translucent biological specimens. In this application to single-particle tracking of
colloids, its advantage is to substantially increase the precision with which the center of MOON particles
can be located, at the same time improving the resolution of one of the orientational degrees of freedom.
The potential significance is that these methods to simultaneously monitor translation and rotation
of interacting particles open new avenues of exploration. While the translational hydrodynamic cross-
correlation of particles has been studied, [39, 40, 119] comparable studies of rotational hydrodynamic cross-
correlation have so far been limited to theory and computation of limited order [32, 76] and have scarcely
been explored experimentally at the single-particle level owing to the image analysis difficulties resolved here.
With the developments presented here, translation and rotation can be measured simultaneously for almost
the full range of concentrations, from dilute to just shy of the glass transition point for a 2D sample, where
this method breaks down. Translational and rotational hydrodynamics for MOON particles are explored
later, in Chapters 11 and 14.
8.2 Algorithm
8.2.1 Overview
We will begin with a few words about advantages and limitations of DIC imaging, particularly as this usage
to image colloids is far afield from its traditional application. When observed under DIC, an untreated
colloidal sphere of silica appears as shown in Figure 8.1(a). The center of the sphere is darker than the
background and a bright halo surrounds the image, an indication of the substantial lensing caused by the
sphere. Now contrast this to what happens when one hemisphere is coated with metal. The coated region
is effectively opaque and casts a shadow (Figures 8.1(b) 8.1(c) and 8.1(d)), varying with orientation. For all
our measurements, our reference point on the MOON is the center of the coated hemisphere. The azimuthal
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(a) Bare Colloid (b) Half Moon (c) Gibbous Moon (d) Full Moon
Figure 8.1: Sample DIC images showing an uncoated silica sphere (a) and MOON particles in half moon
(b), gibbous moon (c), and full moon (d) orientations.
angle ϕ is defined to be the angle in the xy image plane, with respect to the x-axis, with 0 ≤ ϕ ≤ 2 · pi.
Correspondingly, the zenith angle θ should be the polar angle from the z-axis, with 0 ≤ θ ≤ pi (Figure 7.3).
However, when working with silica particles as opposed to fluorescent particles, there is mirror symmetry
in the observed zenith angle; this is because, regardless of whether the hemispherical metal cap is oriented
toward or away from the observer, the opaque region is effectively the same. The observed zenith angle θ
then ranges from 0 to pi/2 back to 0, as opposed to fluorescent MOONs, for which the full range of 0-pi can
be observed (Chapters 7 and 10). This is a disadvantage of silica MOONs.
The main advantage is that, regardless of orientation, the entire perimeter of the MOON is resolvable from
the background. This greatly simplifies locating particle position, particularly when particles are in close
proximity to each other. Further, greater accuracy in determining the center also improves determination of
the azimuthal angle ϕ. One further limitation is that multiple layers of MOONs would render the solution
opaque, limiting this technique to either dilute solutions or 2D samples.
The algorithmic process of tracking MOONs in DIC mode consists of four major consecutive steps:
1. Extracting the image information into a more concise form
2. Approximately locating the position of each MOON
3. Separating the overlapping MOON images
4. Extracting the more precise position and orientation from the now-isolated images
8.2.2 Image Preprocessing
The first step in working with raw images is to deal with background and optical noise. To this end, a
low pass filter is immediately applied (a standard boxcar filter, three pixels in each direction); this removes
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from the image some of the high-frequency noise. For this to be effective, the images should significantly
exceed a few pixels in diameter. To put this in perspective, for the experiments described in Chapter 11,
the typical apparent diameter of the MOONs was approximately 20 pixels including diffraction. Next, one
subtracts the background. If the background intensity is relatively uniform, then since the intensity of the
signal pixels varies dramatically compared to the background pixels, a histogram of the image brightness
peaks at the mean value of the background. Properly binned, this can be identified as background and
subtracted uniformly from all pixels of the image. The image can then be transformed into a contour plot
of lines whose intensity exceeds the background.
8.2.3 Overlapping Object Recognition
The second step is to approximately locate the position of each MOON.For any MOON or cluster of MOONs,
the contour should consist of one or more overlapping circles (see Figure 8.2). To discriminate the circles,
we employ standard algorithms for overlapping object recognition. [82, 144] The basic overlapping object
recognition algorithm employed here was described in depth by Honkanen et al. [82]
Several important modifications were made to account for our different application. The most critical
is that we deal with overlapping circles rather than spheres; another capitalizes on the fact that the circles
should possess nearly uniform size. At the same time, we could not just adopt the constant curvature method
developed for circles by Pla, [144] as our contours are much smaller and noisier, so that curvature may not
appear constant on any given length scale. Therefore, we employ the segmentation method of Honkanen
et al. [82] Of the two clustering methods they mention, the one by Shen et al. [171] was more suitable for
our purposes, as the noise level of our images often resulted in imperfect initial segmentation. This method
assumes that if two circles overlap by a certain percentage, the overlapping segments should be considered
part of the same circle. This criterion works well in our experiments, since the overlap between different
MOONs arises primarily from diffraction and hence inherently is limited to a small fraction of the entire
circle.
Finally, all segments are fit with a direct least-squares circle-fitting method. Further analysis is made
only of those circles whose fitted diameter is close to the known diameter of the parent silica particles.
8.2.4 Separation of Overlapping MOONs
Up to this point of the image analysis, the images of MOONs in close proximity to one another still overlap
owing to diffraction.
The distortion introduced from this overlap is significant. Even for simple silica spheres (not MOONs),
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(a) Raw Image (b) Contour Plot
(c) Perimeter Circles (d) Results
Figure 8.2: Demonstration of the general process to track optically anisotropic MOONs when images overlap.
(a) Original image as recorded by the CCD camera. (b) Same image converted to contour plot form. For
clarity, fewer contours are shown than are typically used in actual calculations. (c) Vertices of the exterior
contour (blue dots) are fitted using an overlapping object recognition algorithm. This determines the circles
of which the contour is composed (red circles). This procedure is robust, able to fit circles with half of their
perimeter obscured. It recognizes particles of different sizes, including a piece of dust on the microscope
objective (the small circle to the upper right). (d) Original image with overlaid black lines depicting the
final fit. The lines run from the center of each particle outward, in this way indicating the angle (ϕ) in the
plane of the image.
it is known that traditional centroid-based tracking algorithms can overestimate the particle separation by
up to tens or even hundreds of nanometers for this reason. A common method to correct it treats image
overlap as a linear superposition and then exploits the symmetry of spheres by using a simple reflection
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(a) Doublet Contours (b) Layer Subtraction
(c) Partial Separation (d) Isolated Particle
Figure 8.3: The technique to separate and resolve the elements of overlapping circular images is illustrated
for a pair of particles. The online Supporting Information for our article [10] shows the iterative steps in
movie format. In applying the method to more than the two particles illustrated here, the procedure is
fundamentally the same. (a) The starting point is a contour plot of the overlapping images. Note that
from using the overlapping object algorithm one knows approximately the position (shown here by dots)
and diameter (shown here by black circles) of each particle. To begin, two copies of this initial contour
plot are considered: one for particle 1 (left) one for particle 2 (right). (b) A contour from particle 2 (black
line) has been selected, and a trial attempt was made to determine the portion of this contour that is
genuinely attributable to particle 2 (blue area). This is subtracted from particle 1. Note that, because this
approximation is inexact, slivers of particle 2 (red arrow) may not be subtracted. In subsequent iterations,
this same procedure is applied to a contour from the new version of particle 1, iterating back and forth
between the two particles. (c) Illustration of the imputed image of particle 1, partway through the iterative
procedure. Notice that while the subtraction continues to improve relative to panel b, the slivers noted in
panel b (red arrows) continue to accumulate. (d) After the iterations are completed, the image of particle
1 has been isolated. The slivers, whose presence in the earlier images was highlighted in the earlier panels
of this figure, have been largely cropped off, using the criterion that they extend too far from the center of
particle 1. Some image perturbation does remain from overlap with particle 2, whose position is indicated
by the circle, but this is mostly roughness in the contour of the circles. This roughness is easy to notice
visually but has minimal effect on subsequent calculations.
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algorithm to subtract contributions from adjacent particles. [38, 194] This works well for pairs of particles
but not for larger groupings of particles; the method is restricted to relatively low particle concentration.
In contrast, the method developed here (see Figure 8.3), while still assuming that image overlap is a linear
superposition, uses an iterative subtraction process to separate and resolve the particles. This method can
work with larger clusters of particles (see Figure 8.2) because it avoids the method of reflection. It is also
well suited to handle the reduced symmetry of MOON particles.
The strategy proceeds as follows. Given a contour plot that consists of a linear superposition of the
images of the two MOONs, one aims to subtract the image of one of them, thus revealing the image of
the other. To accomplish this requires some bootstrapping because to implement it requires knowing the
unperturbed image of one of the MOONs, exactly what we are trying to obtain. One can, however, make
progress as follows. First, while one cannot yet work with the entire image, for those contours closest to the
background, it is relatively easy to distinguish the contribution from each separate MOON, as the contour
of each possesses a roughly circular region centered near the center of the MOON. Those contours whose
intensity rises higher above the background consist of smaller circular regions, perhaps only a hemisphere
or even less in the case of overlap between hemispheres on adjoining particles. Additionally, even without
overlap from adjacent particles, these circles may be incomplete, unless the MOON is directly facing the
observer. By fitting the circular portion, we determine the contribution from this MOON to the image of
the other MOON (see Figure 8.3(b)).
In this iterative way, while one cannot directly subtract one MOON to leave the unperturbed image of
the other, one subtracts one contour level at a time. In the process, each subsequent layer becomes less
perturbed, such that, by subtraction of the final contour level, one deals with a nearly unperturbed contour
(see Figure 8.3(d)). At each iteration, one uses image A to determine what to subtract from image B,
and then image B is subtracted from image A, and so on iteratively. Subtractions are performed using the
publicly available General Polygon Clipping library. [128]
Finally, one is left with relatively unperturbed images of each MOON. From experience, we have con-
cluded that the portions subtracted correspond well to the opposing image. It is important to note that the
accuracy of this process is unaffected by the relative orientation of the neighboring MOONs. At the end, we
are left with contour plots equivalent to those that would have been obtained from isolated MOONs at the
same orientation and at the same position.
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8.2.5 Refining the Position and Extracting the Orientation
Now, having in hand a reasonable estimate of the location of the center of each particle, it is easy to refine
it, since the image is now that of an isolated MOON. Regardless of orientation, the contours closest to the
background are complete circles. We obtain a more accurate center by fitting a circle to each of the five best
such contours and then averaging all the centers obtained, yielding a final precision of < 10 nm.
(a) Determining Position and Orientation (b) Overlaid on Image
Figure 8.4: (a) Five most nearly circular contour rings are used to determine the center (terminus of the
black line) of the particle. A linear fit to the centroids of each contour (red dots) yields the azimuth angle
(black line) of the MOON. (b) Comparison of the raw image with the fit (black line).
Next, the azimuth angle is determined. This proceeds from noticing that since the image must be
symmetric across this angle, the centroid of each contour of the image must lie along the azimuth angle.
Therefore, we compute the centroid of each contour and then apply a linear fit to the centroids to determine
the angle. The fit is trivially transformed from a line to a vector by determining which direction holds the
highest intensity (see Figure 8.4).
Finally, the zenith angle is determined, based on the total intensity of the MOON after subtraction of
the background. Determination of an exact formula equating intensity to angle is challenging here, as the
silica particles act as sphere lenses, and it is necessary to account for both diffraction and interference. Here,
instead, we make use of a convenient approximation, which corresponds to the portion of the image directly
in line with the metal cap:
I =
(
A
2
)
· (1 + cos θ) (8.2.1)
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Empirically, any deviation from this formula is less than our overall uncertainty in θ and hence can reasonably
be ignored in most cases. This is unsurprising, since even when dealing with fluorescent MOONs emitting
light from their entire volume (Chapter 10), which should exhibit much more substantial deviation, the
deviation averages 4◦.
Thus, for sufficiently long movies, it is possible to map intensities to angles, setting A equal to the
intensity of the MOON at its highest, with two caveats. First, as can be seen from Figure 8.1, the DIC
method applied here to silica spheres introduces some constant contribution to the intensity, particularly
near the borders of the image. This contribution is quantified and subtracted from the image to generate a
more accurate determination of the brightness. Second, one must realize that, when determining the zenith
angle, images are equivalent whether a hemisphere is oriented toward or away from the observer. In spherical
coordinates, computing the resulting uncertainty in orientation is a complex matter that we have not yet
undertaken; the uncertainty frequently depends on the particle’s orientation. Thus, while the accuracy of the
zenith angle determined by the DIC method carries an unknown uncertainty, the uncertainty in determining
the azimuth angle is improved relative to that based on fluorescence intensity.
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Chapter 9
Trajectory Reconstruction
9.1 Introduction
As discussed in Chapter 2, trajectory reconstruction is both the final step in particle tracking and the most
computationally challenging step. Image compensation and particle detection present their own challenges,
primarily that no single routine can cover all possible scenarios. In contrast, trajectory reconstruction con-
stitutes a single, uniform problem, is easy to formulate mathematically, but is quite challenging to practically
implement. Here, we explore the challenges inherent in trajectory reconstruction, at the same time present-
ing a new algorithm we have developed, HOLMES (Highly-Optimized Linking, Multidimensional, Efficient,
& Simultaneous), which does a better job of solving these issues for fluorescence microscopy and other sci-
entific movies. While trajectory reconstruction, and in particular HOLMES, is not limited to observations
evenly-spaced in time (frame-based data), for illustrative purposes this representation is simplest. Similarly,
we will use terminology common to tracking microscopic particles, although trajectory reconstruction is
quite general and HOLMES can equally well be employed to track different sorts of “particles,” whether
those “particles” be simple objects, people, or information.
9.2 Problem Formulation
9.2.1 Maximum Bipartite Matching
Figure 9.1 represents the type of data to be analyzed. Typically, movies are obtained from a CCD camera, so
stacks of images (or frames) are evenly spaced in time. Within each frame of the movie, there are a number
of objects of interest. Detection techniques (Chapters 4-8) have located the coordinates of the object within
each frame, so we are left with a list of points arranged in x, y, and t (Figure 9.1(a)). (As explained in
Section 9.3.1 the algorithm developed here can work with any number of dimensions, including dimensions
other than spatiotemporal. Spatiotemporal dimensions are simply the most commonly employed, and for
illustrative purposes restricting to 3D simplifies matters.) Any object can only be located at a single set of
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(a) Observations in Frames (b) Potential Connections
(c) Solution
Figure 9.1: Schematic example of the process of trajectory construction, illustrated here for a 3-dimensional
spatiotemporal system (x, y, and t) with frame-based observations in time.(a) Particle detection methods
yield particle locations (dark spots) within individual frames (alternating frames colored gray and blue
for visual clarity). (b) Pairs of observations at different times are examined, and all pairs with sufficient
connection probability (above threshold value) are retained (red lines). Trajectory reconstruction algorithm
works with this structure, attempting to find the optimal solution (c).
xy-coordinates at any given time t, and the objective of trajectory reconstruction is to follow each object’s
trajectory through time (x(t) and y(t)).
Trajectory reconstruction requires rules which define the relative probability that each observation at
one time corresponds to another observation at a different time, or alternatively the “cost” of including
that connection. Perhaps the simplest rule is minimum displacement, where the cost of any given transition
scales proportionally to the distance that object would have had to travel during the intervening time.
For example, when observing particle i at time t = 1 and particle j at time t = 2, the cost would be
Cij ∝
√
(xj − xi)2 + (yj − yi)2. Assuming that each observation in a given frame must correspond uniquely
to another observation in the next frame, we could construct a cost matrix, C, with row numbers identifying
observations within frame 1 and columns identifying observations within frame 2. As the objective is to find
the lowest cost set of mappings, we want to find the best permutation linking each observation in frame
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1 to a single observation in frame 2 and vice versa. While there are N ! possible permutations, the best
set of connections (a set which minimizes the sum of the costs) between any pair of adjacent frames is
efficiently solved through a linear assignment problem (LAP), finding solutions in O(N logN) where N =
number of observations per frame. [87] Alternatively, the problem can be rephrased and solved in graph
theory as a maximum bipartite matching. (Graph theory will be used quite extensively in this chapter;
for thorough coverage of the topic see an appropriate computer science textbook. Cormen’s is particularly
recommended. [21, 26, 34] Implementation of graph theory algorithms was accomplished using the Boost
Graph Library (BGL). [173,174])
More accurate formulations of the problem deal with probabilities rather than costs, and a similar
probability matrix can be constructed. As an example, when considering Brownian diffusion, the probability
of a particle diffusing a certain distance δ in 2D during the time interval τ is given by: [37]
P (δij |τ) = 1
4piDtτ
e
(
− δ
2
ij
4Dtτ
)
(9.2.1)
Again, matching each element in frame 1 to an element in frame 2 corresponds to selecting one and only
one element from each row and each column. When working with the cost matrix, the best matching
was the match that minimized the sum of these elements. In contrast, when working with probabilities,
the best matching corresponds to maximizing the product of these elements. For the probability given
in Equation 9.2.1, the product can be maximized by minimizing the sum of all δ2ij , [37] allowing a single
solution using LAP. (For cases where the time interval, τ , for connections can vary, probabilities must be
appropriately scaled for the time interval, generally allowing longer displacements over longer time intervals.)
More generally, regardless of the formula for the probability, LAP’s can be used to determine which elements
would maximize the product if the matrix is first appropriately transformed by taking the logarithm of each
element, as log ab = log a + log b. Since all probabilities must be ≥ 0, we do not run into any difficulties
employing the logarithm to transform the product problem to a sum problem.
9.2.2 Why NP-hard
If the expressions above fully captured all considerations necessary for trajectory reconstruction, finding the
optimal trajectory would not be nearly as challenging. With each observation in one frame corresponding
to exactly one observation in each adjacent frame, trajectories could simply be constructed by finding the
best matching between all pairs of adjacent frames. As such, the computational time would be simply F
times the computational time for a pair of frames, where F equals the number of pairs of adjacent frames.
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However, the above formulation assumes that each object is observed at all times and every observation
corresponds to a real object, conditions that do not hold for many experiments. To begin with, the obtainable
S/N is frequently experimentally limited, such that not every object can be detected in any given frame.
Besides objects being lost to noise, fluorescence emission can be intermittent (blinking) when observing
either quantum dots [22] or fluorophores. [116] Further, particularly at low S/N, detecting as many objects
as possible often results in the inclusion of additional, false observations. As such, a number of other factors
should be considered when computing the best set of trajectories, allowing the following hypotheses for each
observation:
A. Observation connects to an observation in the prior frame
B. Observation connects to an observation in the next frame
C. Observation connects to a prior observation multiple frames ago, with no intervening observation
D. Observation connects to a subsequent observation multiple frames later, with no intervening observa-
tion
E. Observation initiates a trajectory
F. Observation terminates a trajectory.
G. Observation was false (noise) and should not connect to any other observations
H. Trajectory splits at this observation (connects to multiple future observations)
I. Trajectory merges at this observation (connects to multiple prior observations)
Of these, only hypotheses A and B are considered by the approaches described in section 9.2.1.
Unfortunately, the inclusion of the additional factors fundamentally alters the nature of the problem being
considered, and the overall difficulty increases enormously, resulting in NP-hard overall complexity. [133,145]
As such, only approximate solutions can be found. Frame-by-frame approximation, such as described in
Section 9.2.1 is a convenient approximation, commonly used and for many cases quite accurate such as
when observing colloidal particles with excellent S/N. [37] However, under other experimental conditions
where the additional factors besides simple connection probability play a more prominent role in the object
observations and trajectories, or where particles may go undetected for a number of frames, frame-by-frame
techniques can result in substantially incomplete or inaccurate trajectories.
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9.2.3 Parameters Used
For purposes of the HOLMES approximation algorithm developed here, the decision was made to use four
separate parameters to define the trajectory reconstruction problem:
1. Connection Probability (Plink)
2. Initiation Probability (Pinit)
3. Termination Probability (Pterm)
4. Exclusion Probability (Pnot)
Including these terms allows a reasonably accurate representation of the overall problem as discussed in the
previous section. The first term deals with the probability of two observations matching, with Plink defined
by HOLMES such that Plink covers not only hypotheses A and B, but also C and D. However, Plink is
also defined and operates upon the assumption that both observations are true. We refer to this term as a
edge-based probability, as it is defined for each edge in a graph theory adjacency matrix (Section 9.4.3).
The likelihood of this assumption is then dealt with by the next three terms, each of which is determined
for every observation, in contrast to the first term which is determined for potentially matching pairs of
observations. As such, we refer to these terms as vertex-based probabilities, as we define these for every
vertex in a graph theory adjacency matrix (Section 9.4.3). Only two conditions are modeled with these three
terms, the probability that this observation represents:
E. First time the particle was observed
F. Last time the particle was observed
The initiation probability is defined as Pinit ≡ P (E | F ′), expressing the probability of initiating a trajectory
(which requires connecting to later observations). Similarly, the termination probability is defined as Pterm ≡
P (F | E′). The final term, Pnot, deals explicitly with the possibility of false observations, expressing the
probability that the observation should not connect to any other observations. Pnot includes not only the
basic joint probability, but specifically factors in the increased probability of P (E | F ) relative to the base
P (E), accounting for false observations and the like. Due to the statistical dependence of conditions E and
F, Pnot ≡ P (E ∩ F ) ≥ P (E)× P (F ), hence the need in HOLMES for three separate hypotheses E, F, and
G despite only modeling two different events.
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9.2.4 Extending HOLMES
As such, the only hypotheses sometimes considered [87, 158] which are not considered by HOLMES are
hypotheses H and I. The structure employed by HOLMES would allow their incorporation at a future point,
but is not implemented at present. Admittedly, even this formulation already includes a certain amount
of approximation. While the above formulation allows the probability of observations connecting to future
frames to depend upon connections to past frames, it only allows dependence upon their existence, not any
other pertinent details about prior connections. Basically, the above formulation to a certain extent assumes
the stochastic nature of the trajectories, an assumption that is essentially valid for many of our experiments.
On the other hand, this assumption is violated for cases of driven motion as opposed to thermal diffusion.
Correction for non-stochastic behavior can be accomplished in several different ways, dependent upon
the exact conditions. One of the more robust methods would be to iterate the HOLMES algorithm. Even
without correction, for most cases HOLMES will do a reasonable job of trajectory reconstruction. Following
an initial iteration, based upon the trajectories computed, the non-stochastic behavior could be modeled in
additional dimensions (for example momentum or velocity), which could be considered when recomputing
the parameters for the next iteration. In such a fashion, HOLMES would start uncorrected, but iteration
would lead to increasingly optimized, corrected trajectories.
Another manner in which to improve HOLMES would be if the values of the various parameters could
be updated to reflect the most current information throughout the algorithm. In some cases this might
be accomplished via Kalman filtration [34]. In particular, additional information is available about the
probability an individual observation is true or not based upon its connectivity. As potential connections
are determined to be false and removed throughout HOLMES, better and better determinations of Pnot
based upon the connectivity would be possible. At present, HOLMES takes the initial estimate of Pnot and
relies upon that throughout.
9.3 HOLMES Modules
9.3.1 Modularity & Customization
By defining the problem in terms of four parameters, HOLMES allows individual modules to be easily
developed specific to the experimental conditions and dimensions being employed. For example, basic 2D
particle tracking employs three dimensions, two spatial and one temporal. Frequently, modules depend upon
the time dimension in addition to one other dimension, as can be seen in Equation 9.2.1 which depends
both upon time and space. Details of various modules are covered in the following subsections, while this
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subsection covers the general advantages of modularity.
To begin with, the temporal dimension is treated differently from all other dimensions, primarily due to
the rule that no particle can be observed at more than one location simultaneously. As a result, no trajectory
can have multiple observations with the same time coordinate, though multiple observations with the same
coordinate in any other dimension is allowed. Further, while mathematically tracking is largely symmetric
whether looking forward or backwards in time (exceptions include photobleaching and thermodynamically
irreversible processes), to avoid double-counting connections between observations, HOLMES only records
each connection once, the forward direction by preference. Choice of direction (past or future) fundamentally
makes no difference and is effectively a bookkeeping measure, enforcing the condition that trajectories must
be in proper time order.
When implementing HOLMES, the primary input is a list of particle observations, with the coordinates
of the particle specified in any number and type of dimensions (time dimension required and a minimum of
any other dimension). The purpose of the modules is to take the N-dimensional location of each observation
and determine the corresponding parameters used by the rest of HOLMES. The other user-defined input to
HOLMES specifies which modules are to be run on which dimensions. As defined by the user, then, each
module deals with one or more dimensions (typically including the time dimension). Any given dimension
can be employed repeatedly by multiple different dimensions (as for instance the time dimension, which is
used by most modules). Similarly, any given module can be employed repeatedly, being applied to different
dimensions each time, as would be the case when applying the generic 1D spatial diffusion module to 2D
spatiotemporal data.
This modular approach makes HOLMES extremely customizable since most of the algorithm depends
only the four parameters, not on the specific dimensional coordinates of each observation. As a result, altering
HOLMES to employ custom dimensions or unusual probabilities is comparatively simple, requiring only the
creation of a new module properly modeling the behavior for the dimension of interest which outputs the
necessary four parameters. This allows the same general HOLMES algorithm to properly consider any type of
dimension, with modules already existing for a number of “dimensions” commonly neglected (photobleaching,
angular). As desired, any other dimension, whether color (RGB), intensity, shape, size, contrast or the like
can easily be treated as a dimension and implemented as a custom module by the end user. In short, for our
purposes a “dimension” is any factor which could be used to distinguish or differentiate two particles. In
other techniques, it is not uncommon in trajectory reconstruction to try to rescale different dimensions of a
problem so all the dimensions can be treated equivalently. For HOLMES, there is no need for such rescaling,
which in many cases is challenging, non-linear, or imperfect. Further, certain dimensions cannot simply be
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rescaled to equivalence with normal spatial diffusion, often due to differences in topography, such as looped
dimensions (1D angular rotation) or interdependent dimensions (2D rotation, diffusion on the surface of a
sphere).
As a further benefit, since most of the HOLMES algorithm deals with the four parameters, not the
original N-dimensional location of each observation, HOLMES is not simply N-dimensional, but actually
independent of dimensionality. That is, HOLMES can operate on data with any number of dimensions, but
once beyond the modular step, the number of dimensions does not directly impact the algorithm. As a result,
the computational time for most of the algorithm, including the generally most time-consuming elements,
is completely independent of the number of dimensions being considered. In fact, rather than additional
dimensions significantly increasing the computational time, additional dimensions will often indirectly reduce
the computational time by a slight amount as the additional dimension can only increase the effective
separation between particles.
As a trade-off, the modular approach assumes that the probabilities calculated for each module employed
(or the same module on different dimensions) are statistically independent of each other. For the most
part, this is a reasonable assumption. For example, until edges and boundary conditions are considered,
the probabilities for all four parameters are statistically independent for Brownian diffusion in x and y.
Of course, when edges are considered, simple multiplication does not appropriately account for particles
diffusing off one edge of an image and diffusing back on from a different edge (Figure 9.2) Generally, the
statistical dependence is not a major factor, with modularity’s benefits more than outweighing this drawback.
Further, in those cases where it is desirable to properly compensate for statistical dependence, all that is
required is the development of a custom module which includes all the interdependent dimensions.
In the following sections, the currently implemented modules are described, showing some of the versatil-
ity of HOLMES. After all desired modules are run, the parameters determined by each module are combined
appropriately to generate Plink for each pair of observations and Pinit, Pterm, and Pnot for each observation.
9.3.2 Spatial Module
For most scientific data, aside from the unique dimension of time, the primary dimensions of interest are
the spatial dimensions, handled in most cases by this module. Calculation of the connection probability is
straightforward, simply depending upon two parameters, the difference in position δ and the time interval
τ , with probability defined previously in Equation 9.2.1. Of course, this model for movement corresponds
to a random walk or thermal diffusion, as such particle dynamics is the focus of our research. For directed
or driven spatial motion, an alternate module would have to be developed.
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(a) No Violation (b) Violation of Statistical Independence
Figure 9.2: Schematic representation showing how even two simple spatial dimensions are not fully statis-
tically independent. Part of the parameter Plink corresponds to the probability that the particle was not
observed during the intervening time interval. When a particle diffuses out of the detection area, into an
undetectable region in a given dimension, the contribution to Plink based upon the probability of being
undetected is based solely upon that dimension. (a) For both particle 1 and particle 2, whenever the particle
was in an unobservable region, it was in that region in the dimension for which Plink would have factored in
the probability. (b) However, treating the dimensions as fully independent does not capture when a particle
becomes unobservable in one dimension, and while unobserved becomes unobservable in another dimension,
eventually returning to the detection area from a different edge of the detection area. The probability of the
particle being unobserved for this long is thus artificially understated here.
However, even for this simplest of dimensions, additional information is available, though normally disre-
garded. For typical experimental measurements, we have a limited range of observable spatial coordinates,
an image edge beyond which particles are free to move but simply will not be observed. As such, it is possible
to calculate the probability that the particle diffuses off the edge, never to be seen again, or similarly that
a particle enters the image for the first time. Assuming a particle is observed exactly at the edge of an
image, and assuming particle observations evenly spaced in time (frame-based), the probability Preturn of
next seeing a thermally diffusing (Brownian motion) particle within the imaging area is given by:
Preturn(n) =
1
2n− 1
Γ (n+ 1/2)
Γ (n+ 1) Γ (1/2)
(9.3.1)
where n is the number of frames later and Γ is the Gamma function, an extension of the factorial function
to real numbers.
No specific information is contained in spatial dimensions regarding the probability that an observation
was mistaken, so for this dimensions, as is the case for many dimensions, Pnot = P (E)× P (F ).
71
9.3.3 Intensity Defines Pnot Module
(a) Signal and Noise Distributions (b) Good Threshold: High S/N
(c) Low Threshold: Low S/N (d) High Threshold: Low S/N
Figure 9.3: (a) Typical intensity distributions, showing the average number of particles observed versus
intentity for the background noise, low S/N signals, and high S/N signals. (b) Choosing a threshold to
separate high S/N signal observations from noise observations is easy; a range of thresholds exist which
remove all the noise without discarding signal. (c) When applying a threshold instead to low S/N data
attempting to retain almost all the signal observations will keep many noise observations as well. (d)
Attempting to discard all the noise observations will discard many signals.
In contrast to the Spatial Module, only one of the four parameters is dealt with by this module, Pnot, but
is the primary module for that parameter. Figure 9.3(a) shows typical distributions of number of observations
made versus intensity, with a large number of approximately Gaussian distributed observations due to noise
at low intensity. (In practice, particle detection algorithms generally apply an effective cutoff which implicitly
prevents or reduces observations below a given intensity.) For many particle tracking algorithms, an explicit
threshold is applied, keeping only observations whose intensity is above a specific value. The threshold
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generally is designed to determine whether a given observation should be kept and regarded as signal, or
discarded as a false (or noise) observation. Unfortunately, an explicit threshold makes this determination
in a binary fashion, which works fine when there is no overlap in intensity between observed signals and
observed noise (Figure 9.3(b)). On the other hand, when S/N is low and the intensity range spanned by the
signal overlaps with that of the noise, no simple threshold (Figures 9.3(c) and 9.3(d)) appropriately divides
the signal from the noise. Instead, any chosen binary threshold either discards a significant number of signal
observations in an effort to eliminate noise observations (Figure 9.3(d)), or retains a significant number of
noise observations in an effort to avoid discarding signal observations (Figure 9.3(c)).
The inclusion of Pnot in HOLMES represents an important low S/N optimization, switching away from
binary thresholds. Instead, for each observation, the probability that an observation corresponds to a false
observation is recorded. While determining whether an individual observation corresponds to noise is quite
hard, generally determining the distribution of intensities for noise observations is much simpler. Examining
a histogram of observation intensities generally clearly reveals the parameters for the noise distribution,
revealing the distribution of signal observations through process of elimination (Figure 9.4). Calculating the
probability Pnot that an individual observation corresponds to noise based upon its intensity, as done by this
module, is then a matter of simply dividing the expected number of noise observations at that intensity by
the expected number of total observations at that intensity based upon the distributions.
(a) Determining Noise Distribution (b) Determining Signal Distribution
Figure 9.4: (a) Generally, the noise peak will be well defined and can be fit based upon the observed
distribution. (b) After determining the noise distribution, subtraction reveals the signal distribution, which
may previously have appeared as a shoulder on the noise peak.
By computing Pnot instead of applying a binary threshold, to begin with we are effectively applying an
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extremely low threshold, chosen to discard as many false observations as possible without discarding any
signal observations. A binary threshold at that value would represent too low a threshold, as many noise
observations would be included in the determination of trajectories. However, by calculating Pnot instead of
using a binary threshold, the probability of including false observations is substantially decreased. Segments
are only included in trajectories when the base probability of the segment Plink multiplied by the probability
each observation is real Preal = 1−Pnot is sufficiently likely. Consideration of Pinit and Pterm further improves
the decision process. In consequence, observations which are more likely to be real are given preference over
observations more likely to be false, minimizing the consequences of false observations. While some false
observations may be included in the trajectories, most will be excluded, and highly improbable individual
observations will only be included if the overall probability is quite likely. Similarly, some true observations
may be mistakenly discarded, but only a small fraction of those least likely. As such, Pnot behaves better
than any single binary threshold value, simultaneously attempting to minimize the disruption of trajectories
due to discarded real observations and the distortion of trajectories due to inclusion of false observations.
9.3.4 Matching Intensity Module
Alternatively, depending upon the nature of the experiment, different particles may be partially distin-
guishable due to differences in their average intensities, allowing intensity to be used as an additional, full
dimension. If possible, the inclusion of intensity as an additional dimension delivers several significant ben-
efits. Primarily, observations which are poorly separated in N dimensions may be well separated in N + 1
dimensions, as shown in Figure 9.5, thus improving the accuracy of the trajectory determinations. Effec-
tively, inclusion of additional, independent dimensions increases the effective average separation between
observations, a key parameter governing the mathematical complexity of the problem. As a result, besides
improving the accuracy of the trajectories, including brightness as another dimension when applicable will
also decrease the computational time required.
Whether intensity can be used as another dimension, and the exact implementation, depends upon the
experimental specifics. For observations of individual fluorescent molecules, the particles are effectively
indistinguishable based upon brightness, since for the most part the observed intensity of a given molecule is
random, selected from a common probability distribution. On the other hand, for multiply-labeled particles,
most likely different particles will have varying numbers of fluorescent labels, so while observations of the
intensity of an individual particle will fluctuate randomly, the intensity distribution for different particles
will correspond to the number of labels on that particle. As such, intensity becomes a relevant dimension,
useful in determining which observations correspond to each other. Nor does it matter that many particles
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(a) One Dimensional (b) Two Dimensional
Figure 9.5: Illustrative example showing the dramatic difference increasing the dimensionality can make. (a)
Twenty randomly distributed data points, distributed in 2D. All twenty points are easily distinguished. (b)
The same data points, but with the second dimension removed. Many points are now difficult to distinguish
from each other. The minimum separation between a pair of points has decreased by more than a factor of
25.
will have the same number of fluorescent labels and will be indistinguishable from each other based upon
intensity. While treating intensity as a dimension will have no net direct effect in differentiating those
particles, it will contribute significantly to differentiating particles with different numbers of labels, and
better determinations of the latter may also indirectly improve the former.
Dealt with most simply, intensity can be treated as if it were another spatial dimension, allowing “dif-
fusion” of intensity between frames, or a similar rescaling. While this will provide most of the benefits of
intensity as a dimension, we run into an issue mentioned earlier in Section 9.2.4, the need to determine
information based upon the whole trajectory. In the example of multiple labels, proper modeling would
assign a probability distribution to each number of labels. While a single observation may be insufficient to
determine the number of labels for that particle, examining forming trajectories should allow a consensus
determination of the number of labels for that particle. At present, there is no direct implementation of this
in HOLMES, though it could be accomplished through iteration as discussed (Section 9.2.4).
9.3.5 Photophysical Module
For certain types of particle observations, particularly fluorescence microscopy of individual dyes or quantum
dots, the observations can be intermittent due to the underlying photophysics of the particles. [22,116] Both
individual dyes and quantum dots tend to undergo periodic “blinking” as they have the potential to enter
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long lived non-emissive states. Additionally, both dyes and quantum dots have a limited lifetime before
undergoing irreversible photobleaching. The photophysical constants for these processes are frequently well
known, which allows their convenient inclusion by the HOLMES user.
Blinking can generally be approximated with a limited number of constants, generally one constant
giving the probability that an observed particle will enter a non-emissive state before the next observation
and a second constant corresponding to the typical lifetime of that state. A third constant is generally
also necessary defining the probability of an observed particle photobleaching. Of course, for systems with
multiple different energy states and lifetimes, greater accuracy can be obtained through inclusion of more
terms. These photophysical processes only depend upon a single dimension of the particle observations, the
time dimension.
Photobleaching is the first process discussed which truly breaks the time symmetry of the problem, having
significant effects on Pterm but no effect on Pinit. Consideration of blinking primarily effects Plink, rational-
izing the missing intervening observations when constructing connections between nonadjacent frames. In
cases where there is certainty that particles cannot go unobserved in given frames, such longer connections
should not be and are not allowed by HOLMES. As such, it is important for users to include terms indicating
these processes. However, blinking can also have limited effects on both Pinit and Pterm at the beginning
and ends of movies, giving consideration to the possibility that particles were in a non-emissive state at such
times.
9.3.6 Looped Dimension Module
Dealing with looped dimensions such as diffusion around a ring or 1D rotation represents the first cases
where dimensions have a different topography. In this case, rather than having a linear range of observations
(with either finite or infinite bounds), the two ends of the dimension connect to each other, for example
0◦ = 360◦. As such, while with effort the dimensions can be handled by traditional algorithms through the
use of tiling (covered more in Section 9.4.1), the process is quite inefficient. In contrast, as the graph theory
parameter formulation in HOLMES has no inherent dimensionality, as long as the individual modules can
appropriately handle such dimensions, changes in topography have no effect upon HOLMES. All that is
necessary, therefore, to appropriately model 1D angular diffusion in HOLMES is that the module properly
calculate 4φ, aware that if φ1 = 359◦ and φ1 = 1◦, then diffusion should be calculated based upon 4φ = 2◦,
not 4φ = 358◦.
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9.3.7 2D Angular Rotation Module
Similarly, 2D angular rotation (θ and φ), or equivalently traveling on the surface of a sphere, exhibits topog-
raphy challenges as for Section 9.3.6. However, an additional consideration in this case is the interdependence
of the two dimensions, another factor which this modular structure handles quite well but that cannot simply
be remapped to normal dimensions. As above, for observations of φ1 = 359
◦ and φ1 = 1◦, it is important to
be aware that the shortest distance between these two observations passes through φ = 0◦ = 360◦. However,
the actual magnitude of the change in this case is dependent not only upon φ, but also depends upon θ.
If θ = 0◦ or θ = 180◦, then φ1 = 359◦ and φ1 = 1◦, whereas the magnitude of displacement is maximized
when θ = 90◦ and is approximately half as large when θ = 30◦. As such, decoupling these dimensions is
generally impossible; fortunately HOLMES modules remove all dimensionality (other than time) prior to
further calculations.
9.4 Expressing Potential Paths in HOLMES
9.4.1 Delaunay Tesselation
Of course, while we have discussed calculating the probabilities of pairs of particles, to do so for every pair of
particles would be both prohibitive and pointless. For N vertices there are roughly N2 pairs of particles, and
most of these connections have vanishingly low probability, requiring either extreme changes in position over
a short time interval or alternately requiring that the particle be unobserved for a large number of frames,
generally equally unlikely. Therefore, from the beginning it is desirable to limit the segments considered to
those which have some potential of being included in the final trajectory.
One particularly efficient method of determining likely trajectories involves looking at the N-dimensional
location of every particle, and employing Delaunay tesselation. The computational order of this procedure
has a rigorous upper bound of O
(
Nd d2 e logN
)
, where N is the total number of observations, d is the
number of dimensions, and
⌈
d
2
⌉
is the ceiling, rounding up to the nearest integer. At first, this does not look
particularly computationally efficient, as simple direct calculation of all segments and their lengths is O
(
N2
)
,
so even for two spatial and one temporal dimension, the provable limit is lower. However, direct calculation
always takes O
(
N2
)
, while in practice if the points are “well-spaced” (a sufficient but not necessary criteria),
the computational time for Delaunay tesselation is O (N logN), significantly more efficient. [14] The overall
scaling of this step, therefore, is assigned as realistically O (N logN), and O
(
N2
)
worst case, as direct
calculation is always an option if Delaunay tesselation would take more time.
Delaunay tesselation introduces one limit, the “well-spaced” criterion, and a second limit, that the pro-
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(a) Crossed Paths (b) Optimal Solution
Figure 9.6: (a)When particles are separated in N-dimensions by less than the amount they can move between
observations, sometimes paths will cross. (b) As the particles are otherwise indistinguishable, the mathe-
matically optimal solution, which is what HOLMES and other algorithms seek, will be different from what
occurred. Additional dimensions not only increase the average separation, they also decrease the probability
of paths crossing even for the same separation.
cedure effectively finds the nearest neighboring particles and searches no farther. However, both these
limitations relate to the limits of when trajectory reconstruction can operate accurately on a data set. By
searching only for nearest neighbors, connections that bypass the nearest neighbor and connect to a point
beyond are not allowed. Rarely, however, would such connections be mathematically the best solution even
when they represent the real trajectory. Simply put, mathematically there is no way to determine when
indistinguishable particles’ trajectories cross, which would be required to form most such trajectories. As
such, for concentrations where such occurrences are frequent, accurate trajectory reconstruction simply is
not possible (Figure 9.6). The frequency of such occurrences depends primarily on the ratio 〈S〉〈δ〉 , where 〈S〉
is the average separation between particles and 〈δ〉 is the average distance a particle travels between obser-
vations. As 〈S〉〈δ〉 approaches one, accurate trajectory reconstruction is simply impossible. While trajectory
reconstruction might occasionally be mathematically possible for observations which are not “well-spaced”
or where connections are made beyond nearest neighbors, in practice the two bounds are quite similar, so the
constraint introduced by employing Delaunay tesselation is minimal (as is the risk of additional inaccuracy
if the constraint is violated), while the computational advantage is great.
A second consideration is the diversity of “dimensions” which HOLMES can employ, not all of which lend
themselves to standard Delaunay tesselation. To begin with, it is important to appropriately rescale the var-
ious dimensions (effectively according them appropriate weighting), so that “nearest neighbors” are defined
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appropriately over N-dimensions. More critically, when dealing with topographically unusual dimensions
(such as in Sections 9.3.6 and 9.3.7), employing Delaunay tesselation may present challenges. While most
likely Delaunay algorithms designed for unusual topographies exist, two easier to implement options present
themselves. HOLMES requires explicitly specifying which dimensions to employ for Delaunay tesselation,
and not every dimension need be so employed, even if they are otherwise used in the calculation of vertex-
based and edge-based probabilities. However, including as many dimensions as possible is highly desirable,
as each dimension excluded effectively decreases the ratio 〈S〉〈δ〉 ). Instead, the decision to used dimensions for
calculation of vertex-based and edge-based probabilities, but not for Delaunay tesselation, should generally
be restricted to cases such as covered in Section 9.3.3. The “dimension” used there does not constitute a
true “dimension” by our definition, in that it only contains information about the probability an observation
is false, but does not otherwise deal with identifying whether two observations came from the same particle.
(a) Untiled
(b) Tiled
Figure 9.7: An illustrative example dealing with a looped dimension, where the left edge of the image is
adjacent to the right edge of the image, or “tiled”. (a) Two copies of the image have been placed side by
side. When Delaunay tesselation was applied to one copy, the algorithm did not correctly find connections
spanning the edge. (b) If instead Delaunay tesselation is applied to the tiled data, edge effects are still present,
but if the middle region is selected, connections spanning the properly non-existent edge are correctly found.
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For some cases, a better approach would be to “tile” the observations, effectively converting the com-
plicated topography to a simpler topography for these purposes. Figure 9.7 shows an example of “tiling”,
allowing proper Delaunay-based selection of nearest neighbors, despite one dimension consisting of a loop.
However, the use of “tiling” not only requires an additional step, but also significantly increases the compu-
tational time by drastically increasing N , doubling N for the illustrated case of “tiling” one dimension.
9.4.2 Graphs
While we have now obtained the relevant parameters (Plink, Pinit, Pterm, and Pnot) for all observations and
all relevant edges, key to effectively manipulating such large quantities of data is choosing an appropriate
representation. Fortunately, the structure of the problem points directly to graph theory. From a mathe-
matician’s standpoint, a graph corresponds to a collection of points, referred to as “vertices”, and a collection
of lines connecting a subset of those vertices, referred to as “edges”. The choice of this representation is
quite intuitive, as a graph easily captures most (though not all) of the problem. We have a large number
of observations (vertices), and through Delaunay tesselation we have determined the potentially relevant
connections (edges), as illustrated in Figure 9.1.
Further, our problem can be expressed as a very specific type of graph, a labeled directed acyclic graph
(DAG). A directed graph is one where each edge has a clear directionality to it, effectively pointing one way.
A DAG is not only a directed graph, but additionally requires that no loops exist in the graph; starting at
any vertex in the graph, and following any set of directed edges, there is no way to return to your initial
starting vertex. In our case, our graph can easily be recognized as a DAG, with directionality arising from
the uniqueness of the time dimension, with each edge in our graph aligned with the time vector, which
similarly precludes the existence of loops. Additionally, our present formulation of the graph does not allow
multiple edges to connect any pair of vertices. By choosing to define the graph as a labeled DAG, we
are free to associate values with the vertices and the edges, as we have done with our chosen parameters.
Specifically, our graph is now a weighted DAG, as the edge-labels each have a numerical value, related to
their probability. Further, our graph can generally be regarded as sparse, which is to say the number of
edges |E| is much less than the square of the number of vertices |V |2. As we have already used Delaunay
tesselation to restrict which edges were included, the statement applies except when dealing with extremely
small graphs. In such cases, the dense (|E| close to |V |2) nature is not a problem; computation is generally
slower on dense graphs than equivalently sized sparse graphs, but computation on small dense graphs poses
no challenge.
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9.4.3 Adjacency Matrix
Graphs can be conveniently recorded in two forms, adjacency lists and adjacency matrices, as long as
there is at most one connection from any vertex to any other vertex. To construct an adjacency matrix
representation, the vertices are numbered in some arbitrary fashion. For an unweighted graph, each element
of the matrix A = aij is then defined such that:
aij =

1 (i, j) ∈ E
0 otherwise
(9.4.1)
Rather than using a completely arbitrary ordering, we instead arrange the vertices in increasing time order
(ordering of vertices sharing the same time coordinate remains arbitrary). In this fashion only elements aij
where j > i are non-zero, as all connections must be forward in time, leaving us with an upper triangular
matrix. Further, the diagonal elements aii are all zero, as they correspond to self loops where the vertex
connects to itself, which are not allowed here. Procedures we later use are divided in whether they operated
upon all directed graphs, just DAGs, or undirected graphs. For undirected graphs, edges have no direction
(or can be thought of connecting both ways), so for such a graph equals its own transpose (G = GT ). When
we wish to use algorithms which operate best upon undirected graphs, given the convenient upper triangular
nature with diagonal elements zero as well, we can created the corresponding undirected graph by simply
taking G+GT .
Weighted graphs are defined similarly, except that the non-zero entries are instead assigned the weight
values. (Special consideration would have to be given when weight values of 1 are allowable; in our case
they are not.) As our graph is sparse, our matrix is sparse as well, which requires special consideration.
Frequently, adjacency lists are preferred for sparse graphs, [34] primarily because adjacency lists contain
only the actual edges, whereas adjacency matrix representation contains not only the edges in the graph,
but contains one entry for each each pair (directed) of vertices in the graph, many of them 0. Using a
normal matrix representation, therefore, would store all the zero elements, which for a sparse graph would
substantially increase the memory allocated, often making storage as a regular matrix impractical. (For
scientific movies, it is not uncommon for |V | ≈ 106. The number of elements in the full adjacency matrix
would therefore be |V |2 ≈ 1012, while the number of elements in the sparse matrix will generally be a small
constant multiple, c×|V |2 ≈ c×1012.) Conveniently, though, Matlab supports sparse matrices as a variable
structure. As such, to all appearances we are working with an adjacency matrix and can use matrix based
operators, while Matlab effectively transforms to an adjacency list representation behind the scenes, only
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(a) DAG
1 2 3 4 5
1 0 0 1 1 1
2 0 0 0 1 0
3 0 0 0 0 0
4 0 0 0 0 1
5 0 0 0 0 0
(b) Full Adjacency Matrix
1 2 3 4 5
1 1 1 1
2 1
3
4 1
5
(c) Sparse Adjacency Matrix
Figure 9.8: (a) An example directed acyclic graph. (b) The corresponding unweighted adjacency matrix.
(c) The sparse format of the same adjacency matrix, recording only non-zero entries.
recording the non-zero entries (Figure 9.8(c)).
9.4.4 Expanded Adjacency Matrix
The previous section covers the creation of typical adjacency matrices. Unfortunately, we are dealing with
a DAG that is both edge-labeled (Plink) and vertex-labeled (actually triply vertex-labeled, Pinit, Pterm,
and Pnot), but most algorithms in graph theory only consider the edge weightings. Due to the manner in
which we will be solving the problem, specifically working with shortest paths in the graph (Section 9.7.1),
including the Pnot term at this point is critical, as whether a vertex is actually there (or should be removed
from the graph) can alter the shortest path between other vertices. On the other hand, the lack of inclusion
of Pinit and Pterm at this point doesn’t matter in the same fashion; these terms may make paths other
than the shortest paths we find between two points more desirable, but they do not alter what constitutes
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a shortest path.
(a) DAG
1− 1+ 2− 2+ 3− 3+ 4− 4+ 5− 5+
1− 0 1 0 0 0 0 0 0 0 0
1+ 0 0 0 0 1 0 1 0 1 0
2− 0 0 0 1 0 0 0 0 0 0
2+ 0 0 0 0 0 0 1 0 1 0
3− 0 0 0 0 0 1 0 0 0 0
3+ 0 0 0 0 0 0 0 0 0 0
4− 0 0 0 0 0 0 0 1 0 0
4+ 0 0 0 0 0 0 0 0 1 0
5− 0 0 0 0 0 0 0 0 0 1
5+ 0 0 0 0 0 0 0 0 0 0
(b) Adjacency Matrix
Figure 9.9: (a) An example showing how each frame is split into two frames, one advanced an infinitesimal
time (gray) and one delayed an infinitesimal time. Connections of the split vertices to themselves vi− → vi+
are shown. (b) The adjacency matrix Figure 9.8 in its expanded form.
Fortunately, by restructuring the adjacency matrix somewhat, we can incorporate Pnot (though unfor-
tunately only Pnot) without fundamentally changing the structure. We double the number of vertices |V |
by splitting each vertex V into two, V− and V+, moving one half infinitesimally forward in time and one
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backward in time. Edges directed into the existing point Vi (from an earlier vertex to that point) are instead
directed to the prior mirror point Vi−, while edges leading out of the existing point Vi instead lead out of
the later mirror point Vi+. We then can include Pnot in the matrix as additional weighted edges connecting
Vi− to Vi+. In this fashion, the originally vertex-based probability, Pnot, is transformed to an edge-based
probability which will be properly considered by the graph theory algorithms we will employ (Figure 9.9).
9.4.5 Assigning Weightings
While we have explained which probabilities, Plink and Pnot, determine the weightings in our adjacency
matrix, transforming from the probabilities to the weightings is not entirely straightforward. Considering
only Plink at first, we run into a problem dealt with earlier (Section 9.2.1) when working with bipartite
matching or LAP’s, namely that when examining an extended path it is necessary to take the product of
the probabilities, even though it is easier to find algorithms which will work with the sums. As before,
Plink can be simply dealt with by taking the logarithm and, as we want the most probable paths to be the
shortest, multiplying by −1. The logarithm of Pnot can be taken similarly, again converting products to
sums. However, in this case, the larger the probability Pnot, the less likely the trajectory, so we want such
paths to be longer. While we could instead take the logarithm of Preal = 1 − Pnot, which would allow all
terms in the adjacency matrix to be positive, using the former representation works as well, though with a
somewhat different weighting.
9.5 Subdivision
Now that we have established a single adjacency matrix with dimensions 2 |V | × 2 |V |, an important con-
sideration is whether we actually need to work with this matrix in its entirety. Instead, if possible it is
best to subdivide into all independently solvable problems. When looking at the undirected variant of our
adjacency matrix, we would like to divide disconnected graphs into constituent connected graphs, as those
constituent graphs have no interaction with each other (Figure 9.10). (A disconnected graph is a graph
where there exist two (or more) vertices in the undirected graph such that there is no path connecting those
vertices within the graph.) This can dramatically improve the computational time; if before we had |V |
vertices in our graph, now we may subdivide into D connected graphs, each averaging |V |/D vertices. If
before, our computational order for a given step scales as O(N logN), where before we may have scaled as
O (|V | log |V |), now we would scale roughly as O (|V | log (|V | /D)).
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(a) DAG
1− 1+ 2− 2+ 3− 3+ 4− 4+ 5− 5+
1− 0 1 0 0 0 0 0 0 0 0
1+ 0 0 0 0 0 0 1 0 1 0
2− 0 0 0 1 0 0 0 0 0 0
2+ 0 0 0 0 0 0 1 0 1 0
3− 0 0 0 0 0 1 0 0 0 0
3+ 0 0 0 0 0 0 0 0 0 0
4− 0 0 0 0 0 0 0 1 0 0
4+ 0 0 0 0 0 0 0 0 1 0
5− 0 0 0 0 0 0 0 0 0 1
5+ 0 0 0 0 0 0 0 0 0 0
(b) Adjacency Matrix
Figure 9.10: (a) If the connection between vertices 1 and 3 in Figure 9.8(a) were removed, the graph is
disconnected and can be split into two connected subgraphs as shown here in red and blue. (b) The expanded
form of the corresponding adjacency matrix, with elements corresponding to each subgraph appropriately
color-coded, showing the constituent adjacency matrices for the connected subgraphs.
9.6 Thresholding
At this point, we have the probabilities both for each individual vertex and each edge. Many of these
probabilities will be vanishingly small, with the corresponding vertices or edges having virtually no chance
of being part of the optimal solution. Even in those cases where they might be part of the mathematically
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optimal solution, generally discarding them is the better choice even so, as the chance that these vertices are
noise, or that these edges are inaccurate, is simply too high. As such, virtually every trajectory reconstruction
algorithm applies some sort of threshold, and the best computational efficiency is obtained by discarding any
vertices and edges which cannot contribute to the final solution before performing the complex computations
(effectively reducing the size of N for computational scaling).
9.6.1 Basic Probability
The first round of thresholding is to discard any vertices which have insufficient probability of being real
particles (Preal), and this threshold is actually by preference employed even prior to Delaunay tesselation.
Delaunay tesselation itself partially screens the edge-based probabilities, by effectively finding only nearest
neighbors. However, once the actual connection probabilities (Plink) have been determined for those edges
selected by Delaunay tesselation, a proper threshold can be applied, removing any edges with individually
too low of probability. Additionally, for any edge where the probability of that edge is lower than the product
of the appropriate Pinit and Pterm, we can safely discard the edge.
9.6.2 Joint Probability
Figure 9.11: An example 1-connected graph. Removal of the vertex circled in blue would disconnect the
graph, forming three smaller connected graphs. A set of non-overlapping shortest paths is shown with darker
red lines, representing the optimal solution to this graph as is. Removal of the circled vertex would leave
two of these shortest paths; while the middle path would be partially discarded, this path likely corresponds
to a couple of false observations in relatively close proximity, which unfortunately happen to connect with
some real trajectories to form a single connected graph.
Frequently, our graphs are k-connected, with k = 1, where a k-connected graph is defined as a connected
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graph where there does not exist a set of k − 1 vertices whose removal from the graph would convert it
to a disconnected graph. As established in Section 9.5, subdividing disconnected graphs can substantially
improve computational efficiency. Therefore, whenever individual vertices exist whose removal would allow
further subdivision, we particularly would like to remove them, as long as removing those vertices would not
alter the solution. Generally, many such vertices, though, can trivially be found not to contribute to the
solution (Figure 9.11).
Figure 9.12: Illustration of joint probability as applied here. The most probable forward and reverse con-
nections Plink for each particle B (with Pinit and Pterm considered as well), combined with the probability
Preal(B), are collectively compared to a threshold.
We already have excluded those vertices and edges whose respective probabilities are too low; now we
examine a slightly broader window and determine whether looking at that scale, there is any chance of the
vertex contributing. At this point in time, we examine the probability of each vertex and its most probable
connection in each direction (Plink and including the alternate hypotheses Pinit and Pterm). Vertices whose
probability of existence (Preal) multiplied by its most probable connections forward and backwards in time
is below our threshold probability are excluded (Figure 9.12). Generally, the removal of these points allows
subdivision into many more independently solvable problems (Section 9.5).
9.7 Potential Paths
9.7.1 Formulation
Now that we have formulated proper adjacency matrices, including the probability that the observation is
false (Section 9.4.4), we need to begin finding the solution. Generally, the solution to the entire problem is
much too hard, but there will be regions of the problem which can be solved much more readily. Neglecting
for the moment Pinit and Pterm, consider what a representation of the optimal solution would look like.
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(a) Forest of Shortest Paths
(b) Redundant Edges Removed
Figure 9.13: (a) All edges in the graph are shown, with the forest of shortest paths shown with thicker red
lines. Note that some of the trees in this forest correspond to only single vertices (red circles). (b) The same
graph, with redundant edges (Section 9.8.1), which are provably inferior to the currently located shortest
path edges, removed. Circled in blue is an edge which corresponds to a branching point, discussed later
(Section 9.8.3)
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Further, say we were searching for the trajectory of only a single particle, but we still have the complication
of false observations (covered by Pnot). In graph theory terms, the optimal solution would correspond to
a forest, with an unbranched tree linking all the vertices in the trajectory, and each false observation is its
own tree (Figure 9.13). (In graph theory, a tree is a graph for which any two vertices are connected by a
single, unique path, with no repeated vertices along that path. A forest is a disjoint union of trees.) In
particular, due to the manner in which we have weighted the edges, each unbranched tree (or path) in the
optimal solution forest corresponds to a shortest (or least weight) path between its end vertices.
Figure 9.14: Shortest paths between two pairs of vertices, s1 to t1 and s2 to t2 may or may not have vertices
in common. In this case, the shortest paths for the two particles (blue and red) intersect and share an edge
(thicker magenta). A non-overlapping set of paths from s1 to t1 and s2 to t2 are available, when s2 to t2
follows the dashed line, but this path is not a shortest path.
Now, consider how the solution would appear if we were looking for multiple trajectories (multiple real
particles). Again, the solution must appear as a forest, and for the optimal solution each false observation
would again be its own tree. In this case, however, the real trajectories may or may not correspond to shortest
paths. Shortest path algorithms solve for the least weight path between two vertices, but unfortunately we
are instead looking for the forest which minimizes the total distance of our trajectories. Consider the case
where there are two real trajectories, with starting vertices s1 and s2, and terminal vertices t1 and t2. As
shown in Figure 9.14, the shortest paths from s1 to t1 and s2 to t2 may or may not have vertices in common.
On the other hand, the solution we are looking for does not allow a single vertex to be used in more than
one path (considerations of merging and splitting, not currently implemented in HOLMES, aside). If the
shortest paths from s1 to t1 and s2 to t2 are disjoint, then they represent the optimal solution. If not,
then the optimal solution corresponds to the two disjoint paths which together sum to the least weight.
Calculating the latter is more complicated, while efficient algorithms for finding shortest paths are readily
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available in BGL. As such, forests where every tree is both unbranched and a shortest path between its
endpoints, while not providing the solution, presents a very convenient framework from which to start.
9.7.2 Component Shortest Paths
Since we are working only with DAGs, which represent a special case when computing shortest paths,
determining the shortest path for any pair of points is extremely efficient (O (|V |)). Unfortunately, as
pointed out above, shortest path algorithms on their own do not guarantee that the shortest paths for
different pairs do not overlap. Conveniently, one property of shortest paths is that any component path
within a shortest path is also a shortest path. As such, one mechanism to create a forest of non-overlapping
shortest paths would be:
1. Begin with the full graph, G, and initialize an empty forest F
2. Select two vertices si and ti, such that si 3 F and ti 3 F
3. Find a shortest path SP in G between termini si and ti
4. Find vertices all vertices v ∈ SP
5. Break SP into component shortest paths, removing any vertices v ∈ F
6. Add those component shortest paths to F
7. Repeat steps 2 to 6 until all vertices in G are also in F
However, using this method immediately has two drawbacks. First, each iteration requires computation
of a DAG shortest path, and as many as |V | /2 iterations might be required, making the order O
(
|V |2
)
.
Second, the vertices si and ti were selected somewhat arbitrarily, so while we will have a forest of shortest
paths, those shortest paths are not especially likely to be the paths in the optimal solution.
9.7.3 Minimum Spanning Tree
Instead, we first employ a minimum spanning tree (MST) algorithm on the undirected variant of our ad-
jacency matrix. An MST is the tree which, for the connected graph G, contains all vertices in G and has
minimum weight. While paths within the MST are not guaranteed to be shortest paths, there is a high
probability that they are. More importantly, while almost guaranteed not to be exact, there is a high degree
of overlap between the paths in the MST tree and the optimal solution forest (Figure 9.15), yet the compu-
tational time for finding the MST is only O (|E|+ |V | log |V |). Employing MST before finding component
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(a) MST
(b) Real Paths
Figure 9.15: (a) The minimum spanning trees for an example disconnected graph. (b) The simulated
particle trajectories, which correspond to the exact solution. As can be seen, a high degree of overlap exists
between the minimum spanning trees and the exact solution, with most real trajectories contained within
the minimum spanning tree. As a result, employing an MST algorithm, while not providing the solution,
can improve the typical runtime of some computationally more-intensive, later steps. Vertices in the MST
graph but not the real graph correspond to noise observations; vertices in the real graph but not the MST
graph correspond to missed observations (primarily due to edge proximity).
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shortest paths as above generates a better shortest path forest and also tends to minimize the number of
iterations of DAG shortest paths necessary to find that forest, significantly improving the computational
time (While the provable combined time may still be O
(
|V |2
)
, typical running time appears to be reduced
to approximately O (|V | log |V |).)
9.7.4 Intra- & Inter-Tree Edges
Having generated the forest F , quite a few edges within G are not present in F . These edges can be divided
into two different categories, intra-tree edges and inter-tree edges. We define intra-tree edges as any edge in
G which if added to F would introduce a cycle to one of the trees in F . That is to say, intra-tree edges are
edges where both vertices are elements of the same tree in F . We define inter-tree edges as any edge in G
which if added to F would connect two trees in F into a single tree, as the two vertices connected by the
edge are in different trees.
9.8 Decision-Making
At this point, we have the basic structures for solving each independently solvable (Section 9.5) problem:
1. The weighted adjacency matrix G, factoring in Plink and Pnot
2. The corresponding forest F with every tree an unbranched shortest path
3. A list of all intra-tree edges
4. A list of all inter-tree edges
5. Pinit for each vertex
6. Pterm for each vertex
Rather than attempting to find which edges form the optimal solution, the key to HOLMES is attempting at
each step to remove edges which cannot be part of the optimal solution, employing the following increasingly
complex steps:
I. Examine individual trees, and remove redundant intra-tree edges
II. Examine pairs of trees with inter-tree edges
III. Examine branching off
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IV. (Natural location to add additional computational steps)
V. When all else fails, remove some edges which may contribute, but are least likely to do so
VI. Begin again
While both methods have the same overall complexity, attempting to find edges in the optimal solution
tends to be complex from the very beginning, making progress difficult, while generally many edges are
easily determined not to be part of the optimal solution. Eventually, after a number of such edges have
been removed, the complexity will have again risen to the point where further progress is too difficult.
As a result, when employing either method, eventually some decisions will have to be made about which
edges to keep (or discard) without certainty whether those edges belonged in the optimal solution (Step V).
However, HOLMES attempts to defer such guessing as long as possible, frequently allowing the problem to
be partially solved before any guessing occurs. Further, the partial solution usually allows the problem to
again be broken down into smaller component problems (Section 9.5). As such, deferring guessing causes
each guess to perturb a smaller portion of the original graph. Additionally, since the problem is further
defined at the point where guessing occurs, while guessing is still necessary, HOLMES has a better chance
of selecting edges which would not contribute to the optimal solution.
While the relative computational time required for each step can depend significantly upon the structure
of the graph, the steps have been organized in generally increasing computational complexity. Implementa-
tion in HOLMES consists of additional repetitions compared to that shown above, starting by running only
the least complicated step (Step I) and each time continuing on with an increasingly complex sequence of
steps. After each such repetition, we subdivide into as many independent problems as possible (Section 9.5).
Each time a more-complicated step is run, all less-complicated steps are also run, as the more-complicated
steps may have opened up new regions for solution. Step IV is included as a logical location to extend
HOLMES. The prior steps provide exact solutions to portions of graphs for some types of graph structures;
as computationally efficient methods to exactly solve portions for other structures can be developed, they
should be incorporated. Following Step V, we begin again, starting by running just the least complex step
and building back up in complexity.
9.8.1 Redundant Edges
Step I attempts to remove the most trivially unnecessary edges, a subset of the intra-tree edges. As shown
in Figure 9.13(b), when examining just one shortest path tree, frequently there are numerous corresponding
intra-tree connections. When considering any two points along the shortest path, if none of the intervening
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points have any inter-tree connections, then only two possible states exist for those intervening points in the
optimal solution:
1. Inclusion in a trajectory as part of (some of) this shortest path
2. Exclusion from all trajectories
The shortest path formulation ensures that the former case is always a better choice than the latter. There-
fore, when considering any intra-tree edge, if none of the intervening points have any inter-tree connections,
the edge can be safely discarded.
9.8.2 Simple Entanglement
(a) Potential Switch (b) Fragmentation
Figure 9.16: (a) An example of simple entanglement, where we currently have two shortest path trees (red
lines) with an inter-tree edge (dashed blue line), but no inter-tree edges to other trees. (b) In order to accept
the inter-tree edge, two existing edges will have to be discarded as shown, leaving three shortest path trees,
one of which must terminate, as there is nothing else to connect to, and another of which must initiate.
The next step in increasing complexity is Step II, which considers regions where inter-tree edges connect
two trees, T1 and T2, but there are no inter-tree connections to other trees. As such, while the existing
shortest paths may not be the optimal solution, including any inter-tree edge, v1 → v2 where v1 ∈ T1 and
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v2 ∈ T2, requires that the shortest path in T1 terminate just prior to v1 and the shortest path in T1 initiate
just prior to v1, while connecting the other portions of T1 and T2. As such, we have two possible scenarios
here, and we know all the appropriate probabilities for both, including Pinit and Pterm, allowing or discarding
v1 → v2 (Figure 9.16), and we simply calculate which alternative is better. If the existing shortest paths
constitute the more probable option, we can safely delete the edge v1 → v2. On the other hand, if including
v1 → v2 is the better option creating three new trees, care must be taken to ensure that the newly created
trees constitute shortest paths, which is not guaranteed. Since most of the HOLMES algorithm operates
upon a forest of shortest paths, ensuring the continued shortest path character of all trees within the forest
is critical.
9.8.3 Simple Branching
The highest level of complexity currently fully solved, Step III deals with regions which would have been
handled by Step I, except that they included inter-tree edges. If regions exist where all inter-tree connections
point the same direction in time, there is a possibility we may be able to determine that an edge is not part
of the optimal solution. We limit this step to examining cases where selecting the inter-tree edge would force
the existing tree to split into two, one portion becoming part of a new tree with the current inter-tree edge,
and the other portion either forced to initiate or terminate. Once again, we have two options to compare,
Pexisting and Pnew, though in this case we can only place an upper limit Plimit > Pnew on the probability
of the alternate hypothesis (switching to the inter-tree edge), as the vertices in the tree it connects to may
or may not be needed for other trajectories in the optimal solution. Therefore, if the existing shortest
path constitute the more probable option, we can safely delete the edge (Pexisting > Plimit > Pnew, so
Pexisting > Pnew). On the other hand, if the alternate hypothesis appears better, no decision can be made,
as this is a necessary but not sufficient condition. One such branch is highlighted in Figure 9.13(b).
9.8.4 Locally Worst Edges
Finally, Step V is included to gradually remove those edges hopefully least likely to contribute to the optimal
solution when we have run out of computationally efficient ways to accurately solve portions of the graph.
Here, we examine each vertex and determine the highest probability edge in each time direction for that
vertex. Any other edges whose probability is some factor C below the highest probability edge for that
vertex are summarily discarded. At this point, we begin with Step I again. Each time we return to Step
V, the value of C is increased to discard additional points, until eventually C = 1, which corresponds to
simply taking the apparent locally optimal solution. A trade-off exists regarding how quickly to increase
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C; the more gradually it is increased, likely the greater accuracy. However, the number of steps necessary
to increase to C = 1 governs the maximum number of iterations, scaling the computational time. Current
implementation increases C logarithmically, increasing by one order of magnitude each iteration.
9.9 Post-Processing
Same Particle Different Particle
Found by Algorithm True Positive False Positive
(Tpos) (Fpos)
Not Found by Algorithm False Negative True Negative
(Fneg) (Tneg)
Table 9.1: Combinations of possible results. Edges can either exist in the final solution found by an algorithm,
or they may also not be included. Edges can correctly link two different observations of the same particle,
or they can incorrectly link observations of different particles. Desirable results are true results, whether
correctly finding edges which should be found, Tpos, or not finding edges which should not be found Tneg.
False results are undesirable, whether not finding edges which ideally would be found, Fneg, or worse,
incorrectly linking two different particles Fpos.
Once the previous processes are completed, HOLMES has basically found its final approximation of
the optimal solution. A few minor post-processing steps are employed, though. Most importantly, edges
can either exist in our final solution or not, and edges can either be part of the real solution or not. The
combinations of these possibilities are shown in Table 9.1; ideally the algorithm maximizes both true positives
Tpos (accuracy) and the percentage of edges returned which are true, which we refer to as the reliability:
Tpos
Tpos + Fpos
(9.9.1)
For scientific measurements, the accuracy determines how many trajectories were found, while the reliability
determines whether conclusions based upon that data can be trusted. Experience has shown that the
reliability is significantly worse for the first and last edge of any trajectory. Intuitively, this makes sense;
barring reaching the end of the observation window, a trajectory spontaneously initiating or terminating is
a high probability indicator that something may have gone wrong. Whatever went wrong, it may not have
even occurred in the trajectory reconstruction, it may instead indicate temporary degradations in S/N in the
experiment. Regardless of why something went wrong, the chances of the adjacent edge being a false positive
are significantly higher. Thus, routinely excluding the first and last edge of any trajectory can generally
significantly improve the reliability of the data while minimally decreasing the quantity of the data.
Second, by its design, HOLMES has the probability of each edge and vertex in the final trajectory.
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Additional post-processing can be performed to remove those trajectories or portions which, while the best
approximate solution, are significantly lower probability and likely contribute much more to reliability. Care
must be taken, however, to do so in a statistically appropriate fashion.
Finally, a significant number of false edges may be due to cases where the local concentration of obser-
vations is temporarily higher. Figure 9.6 shows an example of a case where the mathematically optimal
trajectory which HOLMES attempts to find is not the real trajectory. Depending upon the type analysis to
which the final trajectories will be subjected, it may be desirable prior to final analysis to determine when
trajectories pass too close to each other and hence have a higher probability of being incorrectly determined.
Such regions of the trajectories can then be discarded to improve overall reliability.
9.10 Computational Efficiency
Step Step Provable In
Step Order Iterations Total Practice
Modules special* 1 special* O (N)
Delaunay special* 1 O
(
N2
)
O (N logN)
Graph Construction O (N) 1 O (N) O (N)
Subdivision O (N) constant O (N) O (N)
Thresholding O (M) N/M O (M) O (N)
MST O (M logM) N/M O (N logM) O (N logM)
DAG shortest path O (M) M ×N/M O (N ×M) O (N logM)
Inter & Intra-Tree Edges O (M) constant×N/M O (N) O (N)
Redundant Edges O (M) constant×N/M O (N) O (N)
Simple Entanglement O (M) constant×N/M O (N) O (N)
Simple Branching O (M) constant×N/M O (N) O (N)
Locally Worst Edges O (M) constant×N/M O (N) O (N)
Table 9.2: The computational scaling, both provable (worst case scenario) and how long the step takes in
practice. For two cases (*), computational order has not been defined. With respect to modules, all of the
current modules are O (N), but in theory new modules could be developed with different scaling. With
respect to Delaunay, the scaling is discussed in greater depth in Section 9.4.1, but the provable and realistic
bounds are provided here. Note, subdivision breaks the problem into N/M smaller problems each of size
M , which potentially significantly improves later scaling. The step with the worst provable time is the DAG
shortest path. Section 9.7.3 discusses how the previous step helps reduce the provable scaling of the DAG
shortest path step from O
(
N2
)
to practical scaling of O (N logM).
As mentioned, the provable computational order is O
(
N2
)
, where N is the total number of observations,
but in practice the computational efficiency tends to be significantly higher, with data suggesting most cases
scale as O (N logN). Table 9.2 shows a general breakdown for the computational ordering of each step; note
that subdivision into independent problems of size M (Section 9.5) potentially plays a very significant role in
reducing the computational time, as M may be much less than N . Additional computational efficiency could
easily be obtained by customizing some of the graph theory algorithms, particularly the DAG shortest path,
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which corresponds to one of the slowest steps. The algorithm being employed, while part of the BGL and
highly optimized, [173,174] corresponds to a single-source shortest path search, looking at all other vertices
with respect to the source vertex. HOLMES, though, only needs the shortest path between a specified pair
of vertices, and implementation in this fashion could be significantly more efficient.
Additionally, while the current implementation of HOLMES has not been explicitly optimized for par-
allelization, the architecture of HOLMES lends itself to parallelization quite readily. Frequently, there are
a number of independently solvable problems to be considered, which would be trivial to parallelize. Addi-
tionally, the most computationally intensive elements of HOLMES are all standard graph theory algorithms.
While at present HOLMES uses the BGL, a parallel variant of the BGL also exists. [173]
9.11 Validation and Comparison
(a) Simulated Image at t = 0 s (b) Simulated Image at t = 1 s
Figure 9.17: Sample frames from a simulated movie for which the “optimal” solution is known, used for
examination of the relative accuracy and reliability of HOLMES and competing tracking methods. (a) Shows
a 256 × 256 pixel region, the upper left corner of our simulated detector, at time t = 0 seconds. (b) Shows
the same region one second (10 frames) later. Red circles indicate regions of special interest, described in
the text.
For validation of HOLMES, in addition to subjective observations on experimental data, simulated movies
were generated where the true positions and trajectories of the particles could be known with 100% con-
fidence. Simulated movies were generated with the following parameters designed to model reasonable
experimental conditions: 157.5× magnification, 0.75 NA, 542 nm fluorescence emission, 6000 emitted pho-
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tons/s, 100 ms acquisition time. The simulated detector had a 16 µm pixel size, and for simplicity 100%
quantum yield. Equivalent regions (256 × 256 pixels) of two frames one second apart (10 frames later) of
one such simulated movie are shown in Figure 9.17(a) and 9.17(b). Images were modeled using an Airy
spot profile, with Poisson distributed signal and additional Poisson noise (80 counts/pixel/s, modeling shot
noise) and Gaussian noise (8 counts/pixel modeling detector noise). The total length of the movie was 1000
frames, and each particle was assigned a diffusion constant Dt = 0.1 µm
2/s.
Working with simulated data allows complete knowledge of the true locations and trajectories of the
particles. One caveat which must be considered, though, is that even the “optimal solution” mathematically
may not be able to capture the trajectories in their entireties. Figure 9.17(a) and 9.17(b) provide two
good examples of this, circled in red. In the lower right of Figure 9.17(b), within the circled region two
distinct particles are seen, whereas when examining the same location in Figure 9.17(a), the particles are
too close together to clearly resolve, and likely would only be detected as a single observation. The exact
limits where this occurs, and the extent to which the Rayleigh criterion can be superseded, depend upon the
detection method, [153] but regardless of method, temporary loss of particles (and hence tracking) remains
a possibility. Further, even when all particles are detected, sometimes the “optimal” solution is not the
true solution (Figure 9.6). While some of these factors may be compensated for to a varying extent, when
comparing trajectory reconstruction methods to simulated data, it is important to be aware that even the
best (though NP-hard) method will not return 100% of the simulated trajectories. Similarly, in the upper
left of Figure 9.17(a), a particle is barely visible at the edge of the detector, whereas when examining the
same location in Figure 9.17(b), the particle has diffused beyond our observation window. If this particle
were to reenter our field of view at a later time, from simulation we would know it was the same particle,
but the “optimal solution” might not be able to discern that.
For purposes of comparison, three methods were employed: HOLMES, the well-known algorithm by
Crocker and Grier, [37] and uTrack, a newer generation algorithm developed by the Danuser Group. [87]
In terms of computational time, unsurprisingly, Crocker’s method as the simplest, was the most efficient,
taking only 0.2 minutes for this movie on a modern mid-range personal computer, with total number of
detected particles (real and false detections) N ≈100,000. Simulation with HOLMES, including simulations
with significantly different values of N , backed up our earlier assertion (Section 9.10) that while the provable
scaling of HOLMES is O(N2), in practice HOLMES tends to scale as O(N logN). For the simulated movie
here, with N ≈100,000, HOLMES required ≈ 4.3 minutes. In comparison, while uTrack has similar stated
scaling, O(N logN), [87] the computational time required for uTrack was the largest, as 48 minutes.
While computational time can be important, ruling out the use of methods with otherwise desirable
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(a) Comparison of % Found (b) Comparison of Reliability
Figure 9.18: Examination of the relative accuracy and reliability of HOLMES and competing tracking
methods using a simulated 1000 frame movie (Figure 9.17), for which the “optimal” solution is known. The
methods employed were HOLMES (blue), the well-known algorithm by Crocker and Grier (red), and uTrack,
a newer generation algorithm developed by the Danuser Group (black). (a) The relative probability that
each method correctly (Tpos, solid line) and incorrectly (Fpos, dashed line) determines where an object is
at both the start and end of the specified time interval. (b) The reliability of each method in determining
particle correspondence over the specified interval.
characteristics, the primary consideration, though, is which method produces the best results. Figure 9.18
compares these three methods based upon two criteria, the frequency and the reliability with which each
algorithm correctly determines which particles correspond to each other over the specified time interval.
The former measure, shown in Figure 9.18(a), gives the amount of usable data which will be obtained from
analysis of a movie. This also illustrates in part one of the major challenges inherent to tracking particles at
relatively low S/N; in order to have a reasonable probability of observing long trajectories, the probability of
determining any individual segment correctly must be extraordinarily high. Assuming that the probability
of correctly determining each segment is independent (which is not the case), even if each individual segment
is found with 99% accuracy, there is less than a 1% chance of correctly identifying the location of the same
particle 500 frames later. The solid lines in Figure 9.18(a) reveal that for these conditions, for the most
part HOLMES and uTrack have relatively equal probability of correctly determining corresponding particles,
although HOLMES manages to find a few more of the longest trajectories. The method by Crocker finds
a reasonable number of trajectories as well, but the number found decays away more rapidly as the length
increases. For many experiments, therefore, Crocker would not provide sufficient data, as often only the
long trajectories are usable for analysis.
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The dashed lines in Figure 9.18(a), however, highlight another important consideration in determining
which method to employ, the frequency with which incorrect results are obtained. The solid lines correspond
to correct observations, Tpos in Table 9.1. In contrast, the dashed lines correspond to incorrectly determined
corresponding particles, Tpos in Table 9.1. Figure 9.18(b) shows the reliability of each method in determining
corresponding particles versus time interval, where the reliability was previously defined in Equation 9.9.1
as the ratio of true to total determinations. As shown, while uTrack significantly locates corresponding
particles with significantly higher frequency than Crocker’s method, doing so comes at the price of decreased
reliability for the relatively low S/N conditions tested here. Even for short trajectories, uTrack is significantly
less reliable. Worse, when looking at longer time intervals (frequently of the greatest experimental interest)
the reliability of uTrack drops precipitously, with a crossover point observed at a time interval τ = 288
frames, where there is equal probability that any examined pairing is correct or incorrect. The decreasing
reliability at long times makes a certain intuitive sense when the mechanism of uTrack is considered. uTrack
functions by finding short trajectories and linking them together, and linkages would be expected to contain
a higher number of false connections Fpos than the original short trajectories. As these linkages are now
likely to exist in the middle of longer trajectories, incorrectly paired particles will be observed much more
frequently at long time intervals. In contrast, based upon its architecture, HOLMES is most likely to have
false connections at the terminal segments which we previously trimmed off (Section 9.9). The probability
of making false connections Fpos is, if anything, reduced in the middle of long trajectories, so HOLMES
exhibits nearly constant, high reliability throughout.
9.12 Conclusions
HOLMES represents a significant advance in the field of trajectory reconstruction, yielding trajectories with
accuracy and reliability exceeding that of existing methods, on computationally feasible timescales. The
improved reliability is a critical factor, as for many purposes the percentage of incorrect trajectory assign-
ments determines the feasibility of the method. In scientific observations, high reliability is key, as incorrect
trajectories present the possibility of drawing false conclusions from the data. Similarly, for missile targeting,
trajectories which are evenly falsely thought to be errant can be maybe dealt with an acceptable but undesir-
able manner; errant trajectories that are not recognized may have terrible consequences. Further, HOLMES
represents an entirely new architecture for trajectory reconstruction; not only does this architecture make
HOLMES highly extensible and customizable through modules, but the already improved results suggest
that additional development upon this framework (with several potential places for extension already noted)
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could further surpass established methods, where advances generally proceed more slowly.
Already, the improved accuracy and reliability extend the experimentally accessible regime, particularly
in the areas of low S/N and high effective particle concentration (concentration in N-dimensions scaled by
typical displacements). By virtue of explicitly incorporating the possibility that any given observation could
be false into its algorithms, HOLMES provides significant advantages at low S/N and can operate reliably
at lower levels. Similarly, the architecture of HOLMES lends itself to operating at high effective particle
concentrations, employing highly efficient graph theory algorithms which scale well to larger problems. As
mentioned, HOLMES not only can handle N-dimensional data (with capability to consider almost anything
as a dimension), but consideration of additional dimensions does not increase the computational complex-
ity, further augmenting HOLMES’s capability to handle high effective concentrations, as the inclusion of
additional dimensions decreases the effective concentration while increasing the accuracy of the trajectories
constructed.
HOLMES additionally makes better use of information in the time domain, effectively considering in-
formation from all times simultaneously, whereas most methods look at only narrow windows. HOLMES
therefore allows a certain amount of “self-correction”, where information from surrounding times can re-
fine hypotheses that would otherwise be mistaken. Additionally, while here we have focused on employing
HOLMES on frame-based data, the most common scientific format, HOLMES is equally capable of handling
intermittent or unevenly spaced observations. Whereas many other architectures are inherently frame-based,
HOLMES allows variable time intervals and also, as noted, allows for missed observations, allowing HOLMES
to function on intermittent observations.
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Chapter 10
Translation & Rotation: Single
Colloids
Adapted with permission from S. M. Anthony, L. Hong, M. Kim, and S. Granick, Single-particle colloid
tracking in four dimensions, Langmuir, 22 (2006), pp. 9812–9815. [9] Copyright 2006 American Chemical
Society.
10.1 Introduction
Colloids are widely found both in nature and technology. Particles in this size range (larger than molecules
but small enough to sustain Brownian motion) are employed in diverse applications, including paints, ceram-
ics, and photonic materials. [150] Models of crystal growth, [66,149] glass transition, [191,210] and material
fracture [167, 190] are all studied with colloids serving as convenient proxies for atoms, as they present the
great advantage of being visible in an optical microscope. Translational diffusion of colloidal particles has
been widely studied. Its study (especially in dense suspensions) comprises a major theme of modern colloid
science. [37, 200]
Here, we demonstrate a general method to measure concurrently the rotational diffusion of colloidal
particles, described earlier (Chapter 7). We validate this method by comparison with theoretical models in
a model system to which this method was applied as proof-of-principle, spherically shaped particles at dilute
concentrations.
Alternative methods to study the rotational diffusion of colloids are limited. For example, time-resolved
fluorescence anisotropy is used widely to study the rotational diffusion of molecules, [90] but it cannot be used
to study rotation whose time scale is longer than the fluorescence lifetime of a fluorescent dye, which is on the
order of nanoseconds. A further complication involves the distinction between single-particle behavior and
its ensemble average. The ensemble-average rotational diffusion of colloids has been studied using dynamic
light scattering and fluorescence recovery after photo-bleaching, [31,92] but these methods cannot track the
rotational diffusion of single particles. Thus, they cannot dissect the constituent elements that comprise an
ensemble.
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10.2 Experiment & Data Analysis
10.2.1 Samples
MOONs were prepared using mono-disperse solutions of 2 µm carboxylate-modified polystyrene latex parti-
cles labeled with red fluorescence (F8826 from Invitrogen, Inc., lot 42514A), using standard techniques. [4]
One hemisphere of these particles was coated with a 30 nm thick coating of gold, followed by suspension in
aqueous solution. The size distribution was less than 2%.
10.2.2 Microscopy Methods
Images were collected using epi-fluorescence microscopy using a 532 nm laser focused at the rear focal point of
the objective. A 63× long working distance objective with 2.5× post-magnification provided good resolution
while maintaining sufficient depth of field to image the entire MOON in its trajectory. The fluorescence
image was collected using the same objective and recorded by a back-illuminated electron multiplying CCD
camera (Andor iXON DV897-BV) after filtering out light from the excitation laser.
The dynamic data were recorded with an exposure time of 50 ms, with 1500 frames captured. The
concentration of particles for all experiments was < 1% in an aqueous solution. These concentrations were
sufficiently low to avoid multi-body interactions.
10.2.3 Data Analysis
Colloid position and orientation were obtained from the images using techniques described earlier (Chapter
7). Following standard procedures for particle tracking, when computing the mean squared displacement for
time step t, each trajectory is subdivided into as many segments of length t as possible with no overlap, and
averaging is conducted over all these segments from all the particles. Similar averaging was employed when
computing the rotational diffusion. Slopes were determined using weighted least-squares linear regression.
When working with data concerning center-of-mass displacement, the confidence intervals for each point
were determined based upon the number of segments averaged to form that point, and were highly asymmet-
ric when the sample size was small. However, when the sample size was large enough to allow averaging over
more than 100 segments, the uncertainty for each point was found to be approximately normally distributed
(skewness and residual kurtosis < 1).
Because weighted linear regression assumes that uncertainty is normally distributed, only data that
satisfied this criteria were used in subsequent calculations of the diffusion coefficient. Note that the fitting
uncertainty was negligible compared to systematic uncertainties such as polydispersity (see below).
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10.3 Results and Discussion
For preliminary measurements and verification of technique, we selected a spherical colloid particle at dilute
concentrations because, for this case, the theoretical predictions are clear-cut and the comparison of this
new experiment to theory would be most unequivocal.
(a) Translation (b) Rotation
Figure 10.1: The efficacy to quantify the rotational and translational diffusion of colloidal-sized MOON
particles is illustrated. (a) The translational data are plotted both for the average of six particles (black
squares) and for a single MOON particle (red circles). As described in the text, fitting yielded an ensemble-
average translational diffusion constant for the 2 µm MOONs of 0.094 ± 0.003 µm2/s (black line). Based
on the y-intercept of 0.0033 µm2, the uncertainty in position for the MOONs is 0.04 µm. As can be seen
from the virtual overlap of the two fits, while the ensemble data is obviously less noisy, information from
a single trajectory of a single particle can be analyzed quantitatively with the same conclusion. (b) As a
result of the boundary conditions on angular displacements, the mean squared angular displacement is an
approximation limited in utility to small angles. Here, the more rigorous formula (Equation 7.2.5), which
accounts for these limitations, is employed. (The right side of Equation 7.2.5, equivalent to Dr × 4t, is
plotted here.) The resulting ensemble average rotational data for the 2 µm MOONs (black squares) is nicely
linear. A vertical offset of 82 deg2, resulting from the angular uncertainty of 14◦, was subtracted. The slope
of this plot yields a rotational diffusion coefficient of 585 ± 35 deg2/s (black line). For comparison, similar
data for a single MOON is also shown (red circles). From even this single MOON particle, it is possible
to determine the rotational diffusion constant of 620 ± 100 deg2/s, albeit with lower accuracy (red line).
The deviations from the linear fits after around 1 s are not significant, as the uncertainty of those points
is much greater. Additionally, the error for those points is not normally distributed, such that, on average,
one should expect to observe a downward curvature.
Analysis of the time sequence of images confirmed the ability to monitor translation of this particle and
its rotation concurrently, as well as the ability to distinguish between MOON particles and other particles.
The findings described below are based on six particle trajectories in elapsed time, each lasting 75 s. The
observation period for the retained trajectories was sufficient to observe them rotate completely, allowing
the zenith angle to be determined from the brightest and dimmest points. In Figure 10.1(b), the rotational
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dynamics are plotted according to Equation 7.2.5. From the slope of the linear fit, the rotational diffusion
constant was found to be 0.178 rad2/s, that is, 585 ± 35 deg2/s. Since the reported error was based upon the
variation in the computed rotational diffusion constant throughout the time sequence, this error represents
the error in measurement for this sample, but does not include the error introduced by the polydispersity,
This agrees well with the Debye-Stokes-Einstein rotational diffusion constant of 540 deg2/s for a 2 µm sphere.
Upon the basis of the y-intercept, our average uncertainty in orientation was 14◦. This would suggest an
average uncertainty of approximately 10◦ in our determination of the zenith and azimuthal angles. However,
it is important to note that the uncertainty in these measurements itself depends on the zenith angle. With
respect to the zenith angle, accuracy decreases when the zenith angle is near one of its extreme bounds.
Since there exists an approximately co-sinusoidal relationship between the zenith angle and the brightness,
smaller uncertainties in brightness produce correspondingly larger uncertainties in the zenith angle when it
is near its extreme values. Similarly, determining the angle of the azimuth depends on the zenith angle. For
a zenith angle of 90◦ (half moon), the azimuthal orientation is clear; however, as the zenith approaches its
limits, discerning the azimuthal orientation becomes increasingly difficult.
Simultaneously, the translational dynamics were determined (Figure 10.1(a)). Contributing to the faith-
fulness of particle tracking in this respect is our ability to track the center-of-mass of the particle, which
must be distinguished from its center of brightness. From the y-intercept of 0.0033 µm2, the uncertainty in
position for the MOONs is 0.04 µm, or approximately 1/2 pixel, which is not surprising since the image-
analysis algorithms we use [7] locate positions to the nearest pixel in the interest of computational efficiency.
Upon the basis of the slope, the translational diffusion constant was determined to be 0.094 ± 0.003 µm2/s.
This is less than would be anticipated from the Stokes-Einstein equation for dilute particles of this diam-
eter in solution (0.22 µm2/s), but reflection shows this finding to be unsurprising when the hydrodynamic
influence of the nearby wall is considered. Note that the particle whose time-dependent position we tracked
had previously sedimented to near the bottom of the sample cell. The expected ratio of diffusion parallel to
this wall, relative to bulk diffusion, is given by:
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where r is the radius of the particle and z is the separation of the center of the particle from the wall. [60]
Assuming a Boltzmann distribution based upon gravitational potential energy for the separation of the
particles from the wall and given the calculated density of the MOON particles, 1.45 g/cm3, the mean
distance between the bottom of the particle and the wall is 0.22 µm. Then, considering the Boltzmann
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distribution of in-plane diffusion coefficients of particles located at each expected distance from the wall, the
expected ratio of these quantities is 0.47, which should be compared with the observed ratio of 0.45. This is
excellent agreement, especially considering that this estimate does not even consider the second-order effect
that particles also diffuse normal to the solid surface.
10.4 Conclusions
This simple method described earlier (Chapter 7) determines the orientation of MOON particles and the
position of the center of the bright hemisphere uniquely specified within each image, according to each
individual particle whose Brownian motion is tracked. Of paramount importance this allows simultaneously
observation of two of the rotational and two of the translational degrees of freedom.
The experimental approaches in this chapter are not important in their own right; they just confirm
known theories for the simple model system that we studied intentionally to validate the technique. The
main point is that they point the way toward applying these methods of single-particle tracking in new
directions, the most prominent among them being to study the translational-rotational coupling of colloids
in concentrated suspensions. [67,98,142,151,193] Apart from an intriguing light scattering study by Bonn and
co-workers of colloidal disks, [85] we note that the vast literature on translation-rotation coupling regarding
molecules is not yet accompanied by data concerning colloids.
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Chapter 11
Translation & Rotation: Interacting
Colloids
11.1 Introduction
One of the challenges of colloid science is to quantify not only the structural packing but also the rich
dynamics of concentrated colloidal systems. It is a problem worthy of being solved, because as colloidal
particles are so ubiquitous in both nature and technology, to understand them is of widespread interest and
potential utility. Yet, the major experimental advances made in recent years regarding the packing structure
of colloidal glasses and crystals [98, 106, 148, 200] are not yet fully matched by corresponding advances
regarding orientational dynamical behavior at the single-particle level, partly owing to the difficulties of image
analysis. For colloidal particles in dilute to moderately concentrated suspension, methods to locate individual
particles have been established for a long time, [37] leading to exciting developments in comparing particle
mobility to packing structure. We have developed methods for determining the position and orientation of
specially modified colloidal particles (MOONs), both for isolated particles (Chapter 7) [9] and for interacting
particles (Chapter 8). [10] Here, we will provide experimental verification for the latter method, as well as
applying this method to the study of hydrodynamic correlations.
Any object moving in a fluid entrains fluid nearby. This entrains nearby fluid and the resulting cascade
of similar events generates very long-range interactions. In earlier work, translational correlations between
two particles were measured in various conditions and agreed well with theory [36,52,119] but rotation was
not considered, probably because it could not be measured except in the ensemble average with the methods
available at that time. However, rotating flow fields are prominent. Examples range from biological sys-
tems, such as the synchronization of rotating flagellar filaments of bacteria [157] and the beating of cilia on
eukaryotic cells via circulating flow fields, [195] to materials properties, such as the collective orientational re-
laxation of highly concentrated colloidal suspensions. [46] We note also that correlation between rotation and
translation, speculatively identified in molecular systems, [19, 56] is also a subject of fundamental scientific
interest. Here, building upon methods just developed for single-particle measurement of rotation (Chapter
7), [9] we report the rotational-rotational (R-R) correlation, the translational-rotational (T-R) correlation
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and the self-correlation of rotation and translation between spheres in close proximity under the action of
Brownian motion, for what is considered to be the first time. However, as hydrodynamic forces vanish
when objects are stationary and cannot be integrated to give a potential energy, they are not considered in
traditional descriptions of forces between colloidal particles. [181] They are a neglected child of condensed
matter physics.
11.2 Experimental Setup
11.2.1 MOON Fabrication
Figure 11.1: Schematic diagram of the experiment viewed from the side (top panel) and from the top (bottom
panel). Colloidal particles are trapped in a cylindrical corral after sedimenting to near the bottom of the
sample cell in aqueous solution. Symbols denote: sphere radius (a), particle-particle separation (r), particle
separation from the corral wall (w), elevation from the bottom (z). The corral diameter is 8 µm.
MOONs were prepared by depositing reflective metal onto one hemisphere of monodisperse 1.57 µm silica
micro-spheres (Duke Scientific 8150) following standard techniques. [3] Coating with 15 nm of aluminum
oxide was selected because the density mismatch with silica is smaller than that of alternative reflective
metals such as gold. This was followed by an additional coating of 15-20 nm of silicon oxide in order to
render the MOON particles chemically homogeneous: bare silica on the uncoated hemisphere, matched with
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silicon oxide that covered the metal. The final variation in size of the colloids was less than 3% of their
mean size. While, for these experiments, optically heterogeneous but chemically homogeneous Janus colloids
were employed, the techniques are equally suitable to chemically heterogeneous Janus colloids. The MOONs
were dispersed in an aqueous solution with 1 mM salt, such that the Debye length was 5 nm. The solution
was deposited on a glass microscope slide, where under the influence of gravity the MOONs maintained an
average separation of 200 nm from the surface. Dispersed in water, they sedimented close to the bottom of
the sample cell, onto which a cylindrical corral to confine them was previously fabricated using lithography
as shown in Figure 11.1. Salt (3 mM of KN03) reduced the Debye screening length to 5 nm, a negligible
distance relative to colloid size.
11.2.2 Microscopy
Images were tracked in a microscope using a 100× oil immersion objective followed by a 1.6× optivar and
recorded using a CCD camera (Andor iXON DV897-BV). For verification experiments (Section 11.3), dy-
namic data were recorded with a 16 ms time interval, whereas for hydrodynamic studies (Section 11.4), data
were recorded with a 50 ms time interval. Imaging software we developed allowed position and orientation
to be tracked even when the images of spheres in close proximity were broadened by diffraction (Chapter
8). [10] The data in this paper concern rotation in the plane of the microscope image; this we denote as
Φ. We also consider translational displacements, denoted as X. When considering the correlation functions
(C) introduced below, subscripts and superscripts attached to these symbols refer to the first and second
spheres, 1 and 2.
As microscope images are two-dimensional projections, we verified that out-of-plane motion was negligible
under the conditions of this experiment. The Boltzmann distribution of elevation, calculated from the mass
of the spheres and plotted in Figure 11.2(a), showed that the average elevation and its standard deviation
were small, 13% of the sphere diameter. On this basis, the inset shows that out-of-plane motion was
negligible, <1.5% of an average step of translational displacement. This is also confirmed by the excellent
agreement with theory of some results presented below. A further experimental consideration was to decide
the influence of the corral wall. To approach this, translational diffusion was investigated with a single
particle in the corral. Figure 11.2(b) shows the translational diffusion coefficient (Dt) plotted as a function
of scaled distance from the corral wall, having separated Dt into its azimuthal and radial components.
One observes that wall effects extend to larger distances for the latter, which is physically reasonable. In
subsequent analysis presented below, only those portions of trajectories were analyzed for which both of the
particles were located at least 1.5 radii from the wall – a regime that this data shows to be free of corral-wall
effects.
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(a) Height Distribution (b) Sidewall Effect
Figure 11.2: (a) Distribution of elevation from the bottom of the sample cell, calculated from the Boltz-
mann Equation. Inset: calculated difference between a real step of translational displacement and its
two-dimensional projection in a microscope, K = 4Xmeasured−4Xreal4Xreal . (b) The components of translational
diffusion in the directions radial (black squares) and azimuthal (red circles) to the corral wall, plotted as a
function of the particle-corral separation, for a single particle in the corral. In subsequent studies of two-
particle correlations, portions of trajectories less than 1.5a from the corral were excluded. The vertical blue
line indicates this cutoff.
11.3 Illustrative Example
An aim of developing the methods in Chapter 8 was to analyze time-dependent hydrodynamic interactions
between colloidal particles. A convenient experimental approach is to confine particles within a spherical
corral into which they sediment and subsequently undergo quasi- two-dimensional diffusion. Figure 11.3
shows illustrative spatial and rotational trajectories when two MOON particles (1.57 µm diameter) were
confined within a spherical corral (10 µm diameter).
An image of an unprocessed image, at an instant of time when the two particles were close together
near the center of the corral, is shown in Figure 11.3(a). During the course of diffusion, the blue and black
lines in Figure 11.3(b) show the trajectories of each particle as they wander throughout this closed area and
sometimes approach the wall closely such that the particle image overlaps momentarily the image of the wall
(the time lapse is 20 s). Figure 11.3(c) shows the time-dependent position of each particle, plotted against
time. Notice that the positions were accurately quantified even when they approached close to the wall. In
fact, the particles were well resolved not only when diffraction broadening caused images to overlap, but
even when one particle rose momentarily in the vertical direction and partially eclipsed the other, leading
to an interparticle separation of less than one diameter in the plane of the image. For these same data,
Figure 11.3(d) shows the accompanying time-dependent azimuth angle (ϕ) and zenith angle (θ). Notice
that the occasional abrupt changes are reasonable, as small changes in particle orientation appear as large
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(a) Illustrative Image (b) Background Corrected
(c) Distance (d) Orientation
Figure 11.3: Illustrative example of applying the techniques introduced in this paper. Data of this kind
are needed for subsequent analysis of the time-dependent hydrodynamic interactions between interacting
colloidal particles. Here, particles 1.57 µm in diameter undergo quasi two-dimensional diffusion within a
small circular corral, 10 µm in diameter, after they sediment in 1 mM PBS buffer of pH 7 onto the quartz
slide to an average final wall-colloid spacing of ≈200 nm. (a) Illustrative DIC image of two particles. The
black lines show the separation of the center of each MOON from the edge of the corral, and the white line
shows the separation between the centers of the MOONs. (b) Same image after background subtraction to
facilitate particle tracking. The black circle shows the position of the confining wall. The black and blue
traces show the spatial trajectories of the particles during an illustrative time lapse of 20 s. (c) Wall-particle
separation of each of the two particles, plotted against time. (d) Time-dependent orientation angles (ϕ, θ)
for the same time series for the particle whose spatial position is plotted in black in panel c. Note that
the abrupt changes in ϕ are reasonable, as small changes in the overall orientation of the particle result
in large changes in ϕ when θ is close to 0. From data of this kind, it is straightforward to calculate the
instantaneous translational and rotational velocity and, in turn, the instantaneous hydrodynamic forces
between the colloidal particles and translation-rotation correlations, as will be reported in Section 11.4.
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changes in ϕ when θ is close to 0. From data of this kind, it is straightforward to calculate the instantaneous
velocity and, in turn, the instantaneous hydrodynamic forces between the colloidal particles, as covered in
the following section. Studies of translation-rotation correlation are also enabled by data of this kind.
11.4 Hydrodynamic Correlations
11.4.1 Interparticle Translation-Rotation Correlation
We turn now to what to expect on physical grounds. For translational (T ) displacements, hydrodynamic
interactions between colloidal-sized spheres are mediated by linear momentum transfer from collisions with
solvent molecules. But the angular momentum transfer in rotation (R) has a different origin: its origin
is the ’no-slip’ boundary condition between the fluid and the particle. As one can expect intuitively, the
angular momentum transfer process is less efficient, so R − R correlation is less than T − T correlation
and decays faster. For comparison to experiment, standard hydrodynamic predictions for diffusion in the
bulk [49] were augmented by solving the Langevin equation for the motion of two spherical particles near
a planar wall in a viscous fluid. From the hydrodynamic mobility matrix obtained in the standard Rotne-
Prager approximation, including the wall in the boundary conditions, [16] the R−R correlation and T − T
correlations were calculated, giving analytical results plotted in Figures 11.4 and 11.5. Briefly, while in
the bulk these correlations to decay as 1/r3c and 1/rc respectively, for the present problem the range of
interaction is similar but the magnitude of correlations is reduced at any given sphere-sphere separation rc.
In Figure 11.4(a) and 11.4(b), these differences are plotted as a function of scaled particle separation.
We define the R−R correlations as:
CΦ1Φ2 ≡
〈4Φ1z · 4Φ2z〉√
〈4Φ21z〉 ·
√
〈4Φ22z〉
(11.4.1)
the longitudianl T − T correlation as:
CX1LX2L ≡
〈4X1L · 4X2L〉√〈4X21L〉 ·√〈4X22L〉 (11.4.2)
and the transverse T − T correlation as:
CX1TX2T ≡
〈4X1T · 4X2T 〉√〈4X21T 〉 ·√〈4X22T 〉 (11.4.3)
For R − R correlations, agreement with the theoretical model is good regardless of whether the bottom
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(a) Rotation-Rotation
(b) Translation-Translation
Figure 11.4: The R − R correlations show anti-correlation (sign < 0), meaning if one particle rotates
clockwise, the other particle tends to rotate counterclockwise; the T − T correlations (sign > 0) indicates
that two particles tend to translate in the same direction. (a) Rotation-rotation (R−R) correlation plotted
against their scaled separation for spheres 1.57 µm in diameter. The data agree with hydrodynamic theory
for the bulk (red line; 1/r3 dependence) and after taking the bottom wall explicitly into account (black line).
However, the latter predicts enhanced correlations for larger spheres; the correlation expected for a pair of
3 µm particles is also plotted (blue line). (b) Translational-translational (T − T ) correlation plotted against
scaled separation for spheres 1.57 µm in diameter. Longitudinal (black circles) and transverse (black squares)
motion are distinguished. The data deviate from hydrodynamic predictions for bulk diffusion (not shown)
but agree with predictions taking influence of the bottom wall into account (black lines). As the strength of
the correlation is predicted to increase as particle size increases, the expected longitudinal correlation for a
pair of 3 µm particles is plotted (blue line).
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wall is taken into account. But for T − T correlations, despite having a free parameter to work with when
applying to this planar geometry the expected for the bulk (not shown), that decay is much weaker than
observed, and a proper fit is obtained only by taking into account the influence of the bottom wall. These
different actions of the wall can be understood in terms of its different action upon the respective flow fields.
While the wall diminishes R−R correlations, this makes little difference to the shape of the flow field. This
is not so as concerns how the sphere diffuses from spot to spot in space; this difference changes both the
magnitude and the shape of the decay of the T −T correlation. This agrees with previous measurement [195]
of collective translational motion of two spherical particles as they get close to a planar wall.
Furthermore, the nearby presence of the wall changes how correlations depend on size of the colloidal
sphere. In an unbounded fluid, particle size does not influence correlations when making comparisons in
terms of normalized separation, r/a. However, a pair of 3 µm particles near a wall is predicted (blue dashed
lines, 11.4) to show stronger correlations than 1.5 µm particles, the magnitude of the difference depending
on how far the spheres are separated.
But it is too simple to imagine rotation and translation as independent. Since the flow field gener-
ated by transverse displacements of one particle decays as distance increases, a nearby particle experiences
non-uniform torque on its surface, and this tends to induce rotation. In Figure 11.5(a), this coupling is
characterized by the T −R correlation function:
CX1Φ2 ≡
〈4X1T · 4Φ2z〉√〈4X21T 〉 ·√〈4Φ22z〉 (11.4.4)
where the positive x-axis is oriented from the center of a translating particle to the center of a rotating
particle, and the y-axis is oriented according to the right-hand rule. Measurements of this quantity agree
well with our theoretical description when one includes the bottom wall (black line). This correlation decays
stronger than would be expected in the bulk, for which case the T − R correlation decays as (red dashed
line). To guide one’s intuition about systems of this kind, it is notable that the correlation is significant,
close to −0.1 when the two particles are close together, indicating that the translation of one particle can
account for 10% of the rotational displacement of the adjacent particle and vice versa. Theory predicts the
effect to be even larger for larger spheres, as shown by the blue dash line for 3 µm sized particles in Figure
11.5(a).
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(a) Rotation-Translation
(b) Schematic
Figure 11.5: More anti-correlated motion. (a) Correlation of rotation of a sphere with the translation of
a nearby sphere, plotted against scaled separation for data obtained using spheres 1.57 µm in diameter.
The effect is underestimated when the presence of the bottom wall is ignored (red line) but the data agree
with predictions which include the influence of the bottom wall (black line). The larger effect predicted for
spheres 3 µm in diameter is also plotted (blue dashed line). (b) Schematic of self-correlation of rotation and
translation for a single sphere due to the presence of either a nearby particle (left) or the corral wall (right).
11.4.2 Intraparticle Translation-Rotation Correlation
We now introduce the notion of hydrodynamic self-correlation of translation and rotation, mediated by a
nearby wall or particle. When a particle diffuses near a wall, it experiences hydrodynamic drag whose
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magnitude on the hemisphere closer to the wall is larger than on the other side; this generates torque. The
same holds for the influence of a nearby particle. (Figure 11.5(b)) When this coupling is quantified in the
correlation function:
CX1Φ1 ≡
〈4X1T · 4Φ1z〉√〈4X21T 〉 ·√〈4Φ21z〉 (11.4.5)
for the cases of self-correlation near the corral wall and near a second particle, it is very weak, about
−0.005, an order of magnitude smaller than the T −R correlation between two particles. As such, negative
correlation is just beyond the bounds of experimental uncertainty and is observed only when the spacing is
less than a particle radius, no self-correlation is seen when the particle is more than its radius away from
the other particle or the wall. This self-coupling effect is not predicted by the commonly used Rotne-Prager
approximation near the second particle, or to the fourth order of a/l near a wall.
11.5 Conclusion
These observations give physical insight about the coupled motion of objects through a viscous fluid between
them. This study, about a system that analytical theory can also solve, validates not just applicability of the
theoretical framework but also efficacy of experiment to confirm rotational correlations at the single-particle
level, reported here for what is considered to be the first time. It sets the stage to study experimentally many-
body systems for which no generally-accepted theory exists, such as the microscopic dynamics of colloids
approaching the glass transition and the motions of proteins in crowded environments, both of which can now
be treated by rational extension of this experimental approach. It is fascinating that macroscopic analogies
extend to where Brownian motion is so prominent. Spheres tend to rotate in opposed directions (reminiscent
of gears). Stroking of one sphere by a nearby one causes the first one to tend to roll (reminiscent of ball
bearings).
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Chapter 12
Translation & Rotation: Colloidal
Clusters
Material in this chapter concerning trimers was adapted with permission from M. Kim, S. M. Anthony, and
S. Granick, Isomeric colloidal clusters with shape-dependent mobility, Soft Matter, 5 (2009), pp. 81–83. [101]
Copyright 2009 Royal Society of Chemistry.
Material in this chapter concerning other geometries was adapted with permission from S. M. Anthony,
M. Kim, and S. Granick, Translation-rotation decoupling of colloidal clusters of various symmetries, Journal
of Chemical Physics, 129 (2008), p. 244701. [11] Copyright 2008 American Institute of Physics.
12.1 Introduction
Colloidal particles stand at the cross-section of chemistry, biology, and engineering; such particles are inter-
esting due to their ubiquity in nature and technology and also their capacity to be imaged in a microscope
while retaining key features of particles that are even smaller. [180] On the technological side, colloids have
found applications ranging from common materials such as paints and ceramics to advanced materials such
as photonic crystals [89] and chemical sensors. [78] On the academic side, their capacity to be imaged has led
to their employment as model systems in which to study generic physical problems such as crystal growth
and structure, [106] the dynamics of glassy states, [200] and grain boundary formation in crystals. [1] In
recent years, study has branched out from analysis of uniform spherical particles to colloids with more com-
plicated geometry, including rods, disks, ellipsoids, and chemically heterogeneous particles. [41,70,126] The
significantly more complex hydrodynamic interactions of such systems lead one, on physical grounds, to
expect large differences when comparing these systems to more conventional ones based on uniform spheres.
To understand this would be pertinent to understanding flow, gelation, and jamming of these materials.
However, to date, fabrication and understanding has been primarily limited to simple geometrical idealiza-
tions, structures of high symmetry (rod, disk-like, ellipsoid, and so forth), thus missing the wealth of shapes
present in nature. As a result, computation-based methods have been developed that enable the solution
of fluid dynamics equations for objects with complex shapes. [43, 113] However the need to compute each
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case separately with appropriate software renders these techniques specialized. As an alternative, we present
here experiments in which colloidal spheres are assembled into explicitly discrete isomeric shapes and their
mobility is tracked individually under a microscope.
Considering translation and rotation in the surface plane, parallel to a wall after particles sediment in
water to near the bottom of a sample cell, we particularly focus on trimers as the simplest chain structure
that can provide insight into how isomerization matters. As is well known, in this situation lubrication
forces slow translational diffusion relative to that in the bulk (Equation 10.3.1)), [60] and in a prior related
study we considered this quantitatively. [9] However, in-plane symmetry of the surface causes lubrication
forces to affect equally those translational motions parallel and perpendicular to the surface; the absolute
magnitudes are reduced but not their ratios, which are the main point of the present study. Using CCD
detection we have accumulated large statistical samples; this enables us to contrast,without concern even in
principle about sample heterogeneity, the influence of isomerization on translational and rotational diffusion
for rigid assemblies whose masses are identical but whose shapes differ.
To produce colloidal isomers, we build upon methods developed by many previously to form close-packed
colloidal monolayers, [80,112,182,202] except that to produce isomers, instead we form submonolayers onto
which a thin (30 nm) layer of silicon oxide is coated by electron beam deposition. This produces coherent,
bridged objects that are easy to remove by mild ultrasonication, resulting in a family of particles based on
silica spheres welded together into planar clusters, with significant variation both in the number of spheres
employed and the overall symmetry of the clusters. Single-particle tracking codes described previously [7] are
used to quantify the trajectories observed for Brownian diffusion. After allowing the isomers to sediment to
near the bottom of a sample cell, copious statistics regarding their Brownian diffusion parallel to the surface
are accumulated. Taking this approach, we examine systematically the relative influence of cluster size
and configuration upon the translational and rotational mobilities of colloidal particles when they undergo
effectively 2D diffusion.
Of course, the particles also fluctuate slightly in their position from the bottom of the sample cell. How-
ever, the standard deviation of the Boltzmann distribution of the position of the center of mass from the
bottom of the sample cell (75 nm in these experiments) was just 2.5% of the particle diameter. Detailed
investigation (Section 12.2.2) of the consequences of such fluctuations of elevation shows that while they
could broaden the tails of displacement distribution functions when considering the interactions between
neighboring particles, the rotation and translation of dilute particles, reported below, was unaffected. Fur-
thermore, we noted in Chapter 10 that for spherical colloids which had sedimented in this way, the in-plane
translational diffusion coefficient was slowed down relative to predictions from the StokesEinstein equation,
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in quantitative agreement with expectations for lubrication forces at the calculated distance from the wall. [9]
We also showed the in-plane rotational diffusion coefficient to be quantitatively described by the Debye equa-
tion, unmodified by lubrication forces, which is understandable because hydrodynamic forces from rotation
are short-range.
The significance is to document the connection between translational and rotational mobilities for geo-
metrical shapes not described by the StokesEinsteinDebye equations for spherical particles. It is common
practice to regard non-spherical particles in terms of their equivalent hydrodynamic radius, the size of a
sphere that would display similar dynamical behavior. Here, we show that cluster asymmetry causes sys-
tematic differences between the equivalent hydrodynamic radius for rotation and translation. Therefore,
while translational diffusion is frequently a more accessible value than rotational diffusion, without knowing
and understanding the geometry of a particle, it is not possible to determine the rotational diffusion from
the translational diffusion.
12.2 Experimental
12.2.1 Fabrication
The clusters were fabricated by spreading a droplet of aqueous solution of 1.57 µm diameter colloidal silica
particles (0.5% solid, Duke Scientific 8150) onto a microscope slide treated with piranha solution. Subsequent
evaporation left a dispersed submonolayer of particles, with randomly distributed clusters ranging in typical
size from two to nine colloids. During evaporation, the slide was manually tilted in such a fashion that the
contact line moved across the slide to avoid the coffee ring effect. [44] Electron beam deposition of a thin
(30 nm) layer of SiO2 bonded the spheres together. [80] The large variety of structures generated using this
fabrication method were planar; their microscopic images are shown in Figure 12.1. A key point is that as
the bonding layer of SiO2 had the same chemical makeup as the parent silica particles, the resulting clusters
were essentially homogeneous chemically.
12.2.2 Gravitational Effects
The clusters were dispersed in a 3 mM KNO3 aqueous solution such that the Debye length was screened
to be negligible (5 nm) relative to the cluster size. Due to their density mismatch (1 g/cm3), the clusters
sedimented toward the bottom microscope slide, resulting in a Boltzmann distribution of elevation from the
bottom. The gravitational scale height, which to a first approximation gives the average distance between
the cluster and the bottom wall, was computed for each cluster and is plotted in Figure 12.2 (together with
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Figure 12.1: Examples of the microscopic shapes whose diffusion was studied; these images were taken in
situ using differential interference contrast microscopy as described. The elementary particle diameter is the
same in each image, 1.57 µm, and the scale varies between images.
the anticipated wall effect on translational diffusion, discussed below). The effects of entropic depletion
of the clusters from the bottom wall, for all geometries other than the sphere, were not included in this
or the following equations, however. Gravitational settling confined these structures to the image plane
of the microscope. Further, gravitational settling against the bottom wall also limited the orientation of
the clusters and confined the translation and rotation of the clusters to quasi-2D. Trivially, the cluster
exhibiting the greatest deviation from 2D is the dimer, as it contains only two particles and experiences the
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Figure 12.2: Left ordinate: the gravitational scale height computed from the Boltzmann distribution giving
the average distance from the bottom wall vs the number of particles in the cluster. As the number of
elemental particles and hence mass of the cluster increases, the expected mean separation of the bottom
of the cluster from the wall decreases (squares). Right ordinate: the computed ratio between near-surface
translational diffusion and translational diffusion in the bulk, for spheres described by Equation 12.3.3
(circles).
least gravitational settling. Mathematically, for these purposes this cluster can be equivalently treated as an
infinitely thin rod with length equal to the particle diameter, and the same mass as the cluster. The angles
that the rod can sample are therefore limited based on the height of the center of the rod from the wall:
θ ≤ arcsin
(y
r
)
(12.2.1)
where θ is the angle of the cluster with respect to the 2D plane, y is the height of the center of the rod from
the wall, and r is the radius of the particle. Integrating the possible states with the probability distribution
of heights above the wall, the probability that the angle which the axis of the cluster forms with the 2D
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plane is greater than θ and is given by:
P (θ) = e−
r·sin(θ)
h − sin (θ) · e− rh − r · sin (θ)
h
∫ r
r·sin(θ)
e−
y
h
y
∂y (12.2.2)
where h is the gravitational scale height. As can be seen in Figure 12.3, the cluster deviates from 2D by
more than 25◦ less than 1% of the time. Therefore, 99% of the time, the component of the cluster parallel to
the 2D imaging plane is at least 95% of the value it would have if it were truly 2D. Therefore, even for the
least 2D case we observe, quasi-2D analysis is appropriate, although undoubtedly this is partially responsible
for the comparatively larger error bars for our measurements of diffusion for the clusters of two and three
particles than for larger clusters.
12.2.3 Microscopy
The mobility of the clusters was observed with white light illumination in a Zeiss Axiovert 200 inverted
microscope configured in DIC mode. A 63× objective was employed, followed by a 1.6× optivar. Time-
sequence movies of translational and angular positions were recorded using a back-illuminated electron
multiplying charge coupled device camera (Andor iXON DV897-BV), with an exposure time of 30 ms/frame
for clusters of 3 particles or less and 60 ms/frame for larger clusters. The intercluster separation was kept
large, large enough that the influence of neighboring clusters was negligible.
Trajectories were analyzed using the methods outlined in previous chapters. Translation and rotation
about the center of mass of each cluster were computed from inspecting the trajectories of its spherical
elements.
12.3 Results and Discussion
12.3.1 Data Analysis
The raw data consisted essentially of mean-squared displacements, both angular displacement around the
center of mass of the cluster and translational displacement of the center of mass of the cluster. Regardless
of cluster size and shape, both of these invariably gave trajectory characteristic of simple Fickian diffusion,
as illustrated in Figure 12.4(a). From this, the translational diffusion coefficient was readily computed using
the following relation appropriate for diffusion in a plane:
MSDt (4t) = 4Dt4t (12.3.1)
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Figure 12.3: Probability of deviation from the planar configuration was considered for the lightest anisotropic
cluster, a two-sphere dumbbell, in order to inspect the extent to which the systems studied in this paper
can be considered as quasi-2D. The plot shows the fractional time that the axis of the dumbbell deviates
from the 2D plane by at least the angle specified in the abscissa. For this worst-case cluster, the deviation
exceeds 25◦ less than 1% of the time.
Here, MSDt is the translational mean-squared displacement of the center of mass, Dt is the translational
diffusion coefficient, and 4t is the time elapsed. Similarly, by compensating for the looped nature of angle
(θ) by allowing the angle to vary freely (values < 0 or > 360◦), rotation about the center of mass follows
the equivalent relation:
MSDθ (4t) = 2Dθ4t (12.3.2)
where MSDθ is the rotational mean-squared displacement of the center of mass, Dθ is the rotational diffusion
coefficient, 4t is the time elapsed, and the constant of proportionality is reduced to 2 since just a single
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(a) Mean Squared Displacements
(b) Translational Distribution (c) Rotational Distribution
Figure 12.4: Examples of raw dynamic data. (a) Mean-squared translational displacement (squares) and
rotational displacement (circles) plotted against time for a linear cluster of four particles (Figure 12.1(d)).
Lines through the data are linear regressions. (b) Distribution of step size of translational displacement
(known as the van Hove distribution), plotted here regarding the time interval of 60 ms. (c) Distribution of
step size of rotational displacement, plotted regarding the time interval of 60 ms. Lines through the data in
(b) and (c) are fits to the Gaussian distribution expected for Fickian motion.
degree of freedom comes into play. The application of Equation 12.3.2 is limited to the special case where
the rotation is 2D or quasi-2D as we have here; for the case of three dimensional diffusion, the angle θ cannot
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be considered independently of the angle ϕ.
Examination of the displacement probability distribution revealed that both translational and rotational
displacements were Gaussian, as should be the case for Brownian motion, as illustrated in Figures 12.4(b) and
12.4(c). It is true that ellipsoidal particles were recently shown to display deviations from this relation. [70]
Discrepancies of that kind were not observed here, partly because the aspect ratio of the present particles
was smaller and partly because the present distributions were averaged over all orientations.
For perspective, it has long been known for dilute spheres in the bulk that the translational diffusion
constant is given by the StokesEinstein relation:
Dt0 =
kBT
6piηr
(12.3.3)
and the rotational diffusion constant is given by the DebyeStokesEinstein relation:
Dr0 =
kBT
8piηr3
(12.3.4)
where T is the temperature, η is the viscosity of the medium, and r is the radius of the sphere.
12.3.2 Substrate Influence
The presence of a nearby solid wall retards translational diffusion. For a sphere, it has long been known that
diffusivity parallel to the wall (Dt) relative to unbounded bulk diffusion is given by Equation 10.3.1. Thus,
for a sphere, the translational diffusion coefficient diminishes by at most 2/3.
As a qualitative guide of what to expect in the way of translational diffusion, the component particles
can be considered as independent. Their translational diffusivity is then reduced as if for a single sphere but
their separation from the wall follows the Boltzmann distribution expected from gravity and hence depends
on mass of the entire cluster. The expected reduction in translational diffusivity then depends on the mass
of the cluster. For particles of the size studied in this paper, it falls from 55% of the bulk value, for a single
sphere, to 36% of the bulk value, for clusters of nine particles. For each of the particle sizes that were
studied, Figure 12.2 shows this computation.
When considering rotation, wall effects are inherently weaker. For spheres, the lowest-order solution
based on solving the Langevin equation can be shown to be:
Dr
Dr0
= 1− 1
8
(r
z
)3
(12.3.5)
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where r is the radius of the sphere and z is the separation of the center of the sphere from the wall. [72] For
the range of mean wall separations shown in Figure 12.2, this leads to expecting rotation to be slowed from
94% to 89% of the bulk value. Going beyond the spherical approximation, it is not clear what to expect, as
the axis of rotation for a sphere lies through the sphere’s closest point of approach to the wall, but the same
does not hold for a cluster. Fortunately, the influence on rotation is weaker to begin with, and thus given the
large changes we observed in Dr, unlikely to be the dominant factor. At the same time, we cannot discount
the possibility that some of the trends reported below might include contributions from the presence of the
nearby wall.
12.3.3 Trimer Isomerization
(a) 60◦ (b) 85◦ (c) 120◦ (d) 180◦
(e) Schematic (f) Rotational MSD (g) Angular Distribution
Figure 12.5: (a-d) Representative colloidal triangles, for a range of bending angles (θ) described schematically
in (e). (f) Raw data illustrated: mean-squared angular displacement is plotted against time for a linear
trimer. The slope of the line defines the rotational diffusion coefficient. (g) More raw data illustrated, for
the same system as for panel (f). The histogram of rotation is plotted versus the amount of rotation for
an observation time of 30 ms. The distribution follows a Gaussian function (line through the data) and the
breadth of the distribution implies the rotational diffusion coefficient.
To most clearly examine the effects of isomerization, we examine several configurations of trimers (exam-
ples in Figures 12.5(a), 12.5(b), 12.5(c), and 12.5(d)), introducing the bending angle (θ) between adjacent
elements of these trimer clusters, shown schematically in Figure 12.5(e). As bending angle varies, so the
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isomerization also varies.
Placing into perspective the numbers that follow, first we illustrate the raw data from which they come.
The slope of the mean-square displacement, plotted against time, defines the diffusion coefficient – this, in
Figure 12.5(f), is illustrated for the rotational diffusion coefficient of the sample defined in the figure caption.
Alternatively, from the large statistical data set, Figure 12.5(g) shows the histogram of angular motion during
an observation time of 30 ms, and from the breadth of the distribution the diffusion coefficient follows. For
all of the data presented below, these alternative approaches gave consistent findings. The findings presented
below concern translational and rotational diffusion coefficients, Dt and Dr respectively, determined in this
manner for dilute concentrations of these isomeric clusters.
(a) Diffusion Ratios (b) Ratio of Ratios
Figure 12.6: Dependence of translational (Dt) and rotational (Dr) diffusion coefficients on bending angle
after normalizing by those properties characteristic of the most compact trimer, Dt180 = 0.088µm
2/s and
Dr180 = 208 deg
2/s (a) Normalized Dt (right ordinate) and Dr (left ordinate) are plotted against θ. (b)
Ratio of the quantities plotted in panel (a), referred to here as K, is plotted against θ. In both panels,
dashed lines are the ratio predicted using the StokesEinstein relations for hard spheres, taking the radius of
gyration of the isomers as an effective radius and normalizing by values for the most compact trimer.
Our central findings in this section describe how colloidal isomers diffuse at substantially different rates.
For clarity of presentation, diffusion coefficients of all the isomers were normalized by those measured for
the most compact one. Figure 12.6(a) summarizes how this ratio depends on deviations from linear shape
– notice that rotational diffusion of the most compact-shaped isomers speeds up by 90% and translational
diffusion by 10%.
It was also interesting to consider the ratio of rotational to translational diffusion coefficients, taking the
radius of gyration as an effective radius, as is traditional to do in modeling complex shapes. [180] In Figure
12.6(b), this ratio is plotted against bending angle and one observes that the radius of gyration description
systematically over-predicts the data, even though it might seem at first glance a natural approximation of
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complex shape. The common model of a prolate spheroid [25, 70] also predicts poorly the motion of these
pearl necklace isomers, as seen by the comparison in Figure 12.7(c). This is because of the curvature where
colloidal particles meet. It causes nonlinear hydrodynamic drag, which is very different from the smooth
surface of the shapes modeled in classical theory regarding this problem. [126] For this same reason, classical
models based on cigar shapes [25] are not quantitative either if one seeks to apply them to these geometries.
We have not encountered an analytic solution for a circular cylinder whose length along the long axis is
comparable to width of the short axis.
Furthermore, the more linear the isomeric shape, the more anisotropic is the mobility – diffusion is
faster parallel to the long axis (D‖) and slower perpendicular to it (D⊥). In Figure 12.7(a), D‖ and D⊥
are plotted against bending angle. Their ratio was also considered (Figure 12.7(b)). As the shape deviates
increasingly from linear, there is more speeding up of perpendicular motion than slowing down of parallel
motion. Notice also, in Figures 12.7(a) and 12.7(b), that D‖, D⊥ and their ratio show the most rapid change
when 0◦ < q < 20 – this contrasts with minimal change of the overall translational diffusion coefficient, which
is the mean of D‖ and Dt. The minimal overall change is actually the result of rapid increase and decrease
of two constituent directional motions; it is a cancellation of effects.
12.3.4 Varying Size & Shape
For the clusters depicted in Figure 12.1, their translational and rotational diffusion coefficients are summa-
rized in Table 12.1.
Seeking to generalize, we offer some qualitative observations. First, Figure 12.8 shows the addition, one
sphere at a time, of spheres to a central sphere. Eventually this forms a filled hexagon, six spheres in a
hexagon around the original sphere; the intermediate stages of filling are also shown. To add a second sphere
causes the rotational diffusion to drop quite dramatically to less than a quarter of its original value, while
the drop in translational diffusion is much less pronounced, remaining at 2/3 of its original value. To add
the next three particles to the cluster continues to widen the ratio between rotational and translational
diffusions, yet the rotational diffusion coefficient ceases to drop so precipitously, decreasing by a slightly
lesser fraction in these three steps combined than in the first step. Clearly, translation and rotation diffusion
coefficients do not change in step with one another.
Most interesting of all is the contrasting influence, on rotation and translation, of adding the final two
particles. The rotational diffusion coefficient remains the same within experimental uncertainty, indicating
nearly the same hydrodynamic radius for rotation, probably because the average distance of the outer spheres
from the center of mass of the cluster is nearly unchanged. But translational mobility decreases, each accreted
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(a) Dt ‖ and ⊥
(b) Dt Ratio
(c) # of Particles
Figure 12.7: The more linear the isomeric shape, the more anisotropic its diffusion. To quantify this, parallel
(D‖) and perpendicular (D⊥) directions are defined as shown in Figure 12.5(e) (a) D‖ (filled squares) and Dt
(open squares) are plotted against θ. (b) The ratio, D‖/D⊥ is plotted against θ. For reference, D‖/D⊥ = 2
for an infinitely long slender rod and D‖/D⊥ = 1 for a sphere. (c) The ratio D‖/D⊥ of linear clusters with
2, 3 and 4 constituent particles. For 2 particles the analytical result, D‖/D⊥ = 1.123, is known. [25] The
solid line is the expectation for a prolate spheroid with the same ratio of linear clusters. The dash dot line
is the expectation for an infinitely long slender rod. The line drawn through the data points is just a guide
to the eye.
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# of Dt (Unc) Dr (Unc) (Unc) Aspect Shown
particles (µm2) ± (deg2) ± Dr/Dt ± Rg Ratio Shape at:
1 0.165 1099 6644 0.5 1.0 point
2 0.111 0.013 251 38 2300 610 0.9 2.0 linear a
3 0.082 0.004 99 3 1200 100 1.4 3.0 linear b
3 0.085 0.008 189 21 2200 400 1.0 1.1 triangle c
4 0.062 0.001 43 2 710 50 1.8 4.0 linear d
4 0.070 0.004 121 14 1700 300 1.2 1.4 diamond e
4 0.072 0.003 118 10 1600 200 1.2 1.0 square f
4 0.067 0.004 83 9 1200 200 1.4 1.6 g
4 0.072 0.001 87 2 1200 100 1.4 1.4 T-shape h
5 0.055 0.004 71 6 1300 200 1.4 1.6 trapezoid i
5 0.064 0.001 62 3 970 50 1.6 1.9 j
5 0.053 0.003 51 2 960 90 1.7 1.3 k
5 0.062 0.009 79 4 1300 300 1.5 1.4 bowtie l
6 0.057 0.001 45 2 800 50 1.7 1.8 m
6 0.052 0.001 50 3 960 90 1.6 1.9 parallelogram n
6 0.050 0.004 61 7 1200 200 1.5 1.1 o
6 0.050 0.002 44 3 870 90 1.8 2.1 p
6 0.054 0.004 45 3 840 120 1.5 1.1 triangle q
7 0.045 0.001 59 3 1300 100 1.5 1.1 hexagon r
8 0.039 0.001 29 2 740 80 2.0 2.4 parallelogram s
9 0.036 0.001 31 3 860 90 1.9 1.5 diamond t
Table 12.1: Tabulated translational and rotational diffusion coefficients (Dt and Dr, respectively) for the
shapes depicted in Figures 12.1 and 12.9(a). The uncertainty (“Unc”) column is the standard deviation
from fits of the mean-squared displacement to time elapsed. For each shape, the inertial radius of gyration
(Rg) in units of micrometers was determined. There was a strong inverse correlation (0.97) between the
radius of gyration and the rotational diffusion coefficient. However, the radius of gyration fails to capture
the full picture, since at low Reynolds numbers, inertia is not the proper representation of hydrodynamic
interaction. The aspect ratio, here chosen to be the maximum ratio of one axis to the axis orthogonal to it
within the plane, was also determined, but was not found to strongly correlate with diffusion constants.
sphere increasing the minimum cross section of the cluster. This explains why, upon adding the final particle,
the ratio Dr/Dt, which, previously decreased, now increases: the higher effective hydrodynamic radius for
translation is no longer accompanied by higher hydrodynamic radius for rotation. Our observations thus
include cases where the effective hydrodynamic radius changes more rapidly for translation than rotation,
the converse, and also the cases where the effective hydrodynamic radius for translation changes significantly,
while that of rotation is effectively constant.
Figure 12.9(a) summarizes the consequence of changing independently the size of the cluster and its
symmetry. Note the mirror symmetry of this table across the diagonal axis from the upper left to the lower
right. Along this diagonal, the number of spheres in the cluster increases; the shapes are parallelograms
whose aspect ratio differs. Moving from this diagonal mid-line signifies primarily that the number of spheres
is the same but the shape is increasingly extended. Representative slices along each axis are summarized in
Figures 12.9(b) and 12.9(c). Seeking to generalize, we observe that upon increasing the cluster size while
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Figure 12.8: Translational diffusion coefficient Dt (squares) and rotational diffusion coefficient Dr (circles)
are shown for a series of clusters in which spheres are sequentially added to a central sphere until six have been
added to form a hexagon. One observes that whereas Dt decreases smoothly and nearly exponentially, Dr
displays three distinct zones: Precipitous drop upon adding the first sphere, steady decline as the next three
spheres are added, then plateau for the final two spheres. As a result, changes in the effective hydrodynamic
radius for translation and rotation are significantly decoupled.
maintaining a relatively consistent shape, both Dr and Dt decrease smoothly, as does their ratio Dr/Dt. The
same qualitative trend holds when maintaining the same number of particles in the cluster and extending
the cluster geometry.
12.4 Conclusions
The significance of this work, beyond the quantitative data summarized in Table 12.1, is to validate a new
experimental platform in which to explore the connections between rotational and translational diffusions
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(a) Systematically Varying Cluster Geometry
(b) Growth (c) Extension
Figure 12.9: Data presented in a fashion to display semi-independently the consequences of changing the
number of spheres in the cluster and its shape. (a) Along the downward-sloping diagonal, the cluster grows
in size with minimal change in shape, as denoted by a line. The image is symmetric across this axis. Leaving
this diagonal, the number of spheres in the cluster is constant but the conformation is increasingly extended,
as denoted by the upward-sloping line. Data for all of these cases, except for the semitransparent ones, are
tabulated in Table 12.1. (b) Following a path parallel to the diagonal in (a), the ratio Dr/Dt decreases. (c)
Following a path perpendicular to the diagonal in (a), the ratio Dr/Dt decreases. (b) and (c) are presented
as to summarize qualitative trends evident from close inspection of situations tabulated in Table 12.1.
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at the single-particle level for geometrical shapes not described by the Stokes-Einstein-Debye equations for
spherical particles. In future work, it will be interesting to extend this approach to crowded situations where
hydrodynamic interactions between clusters come into play. A limitation of the current experiments is that
the diffusion studied here is parallel to a planar surface, but this is not considered fundamental because we
do not consider diffusion in the constrained vertical dimension anyway, while diffusion parallel to the surface
is unbounded.
Additionally, the capability shown here to discriminate cluster shape by contrasting translational and
rotational mobility also suggests the possibility that one may seek to deduce particle shape by measuring the
mobility of an unknown structure, though at present this approach will apply only to particles that sediment
to a fairly well-defined distance from the wall. In the future, with the development of methods to acquire
large statistics of single-particle level for unbounded diffusion, this restriction may be relaxed, but this would
require elaborate feedback to maintain the diffusing particle with an imaging microscope’s plane of focus.
This would be exciting because in fact, anisotropic shape is also typical of proteins, which also often exist
as oligomeric structures with distinct subunits, but a quantitative connection is not offered at this time.
The poor predictive capability of the prolate spheroid model, shown in Figure 12.7(c), also provides support
for recent approaches to include atomistic structures into the theory of liquid crystals, [204] whose mobility
has traditionally been modeled using models of ellipsoids, which are shown here for colloidal clusters to fail
on the quantitative side. Similarly, the mobility of “banana-shaped” liquid crystals [164] ought by analogy
also to depend on the bending effects demonstrated here, after extending these findings to three-dimensional
diffusion.
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Chapter 13
Translation & Rotation: Activated
Surface Diffusion
Adapted with permission from M. Kim, S. M. Anthony, and S. Granick, Activated surface diffusion in
a simple colloid system, Physical Review Letters, 102 (2009), p. 178303. [100] Copyright 2009 American
Physical Society.
13.1 Introduction
Activated hopping from site to site is a dominant mechanism of diffusion – its existence is taken for granted
and it is enshrined in textbooks. Long central to the phenomenological interpretation of atomic motion in
crystals and on crystal surfaces, [6,13,69,176,215] potentially analogous behavior was discovered recently in
biophysics regarding how lipid molecules diffuse on plasma membranes. [104] It is also central to theoretical
understanding of energy dissipation in tribology. [141,160] A limitation on the experimental side is that the
nature of what constitutes an elementary activated jump is problematic to measure directly. The role of size
has been addressed most directly in the surface science of metal cluster mobility on surfaces, [99, 111, 209]
but atomic clusters change configuration and dissociate easily so that measurements of that kind inevitably
reflect the motion of clusters in different configurations. In this study, we introduce a simple model system
in which to quantify, one cluster at a time, how colloidal particles of definite size and shape diffuse on a
commensurate surface lattice. While the energy barrier in this study is gravitational, which has the advantage
of allowing single-particle imaging of individual jumps over barriers that are easy to vary systematically, the
principles derived here can be translated to other systems by substituting the appropriate potential energy
barrier. We observe that mobility depends on the cluster shape, not just on its mass, showing the failure of
a na¨ıve Arrhenius picture and a decoupling between translational and rotational motion for systems where
transition state pathway favors particular configurations.
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13.2 Experimental
Our approach is to study the surface diffusion of colloidal clusters after they sediment in aqueous suspension
to near the bottom a sample cell that is patterned with a surface lattice of hexagonally-spaced barriers
whose height requires these colloids to hop between them. The surface lattices are fabricated by colloidal
templating. A droplet of aqueous colloidal particles, 3 µm diameter (2% solid), is spread on a microscope
slide cleaned with piranha solution. A close-packed monolayer forms when the water evaporates. Upon
coating with a thin film of SiO2 using electron beam deposition, the SiO2 also deposits at the spots between
neighboring spheres. The colloidal monolayer is easily detached by mild ultrasonication in water. Left behind
is a hexagonal configuration of SiO2 posts, analogous to the arrangement of a fcc (111) crystal, and their
height is the thickness of the SiO2 film, 50–300 nm, in the experiments presented below. A representative
atomic force microscope (AFM) image is shown in Figure 13.1(a).
To create clusters, the procedure is the same except that the SiO2 film is only 30 nm thick; this is
negligible relative to the colloid size but large enough to bond colloids together. The ultrasonication step
results in clusters of various sizes and the motion of desired ones is tracked in a microscope using a 63× air
objective and recorded by a CCD camera (Andor iXON DV897-BV). While for these experiments, we have
chosen to use colloids of size commensurate with the well diameters, by varying the colloid size relative to
the well diameter, a variety of incommensurate surface patternings could be produced, expanding the utility
as a model system. The water contains salt (3 mM NaCl) to reduce the Debye screening length to 5 nm,
negligible compared to the particle diameter. The images are analyzed using tracking programs described
by us elsewhere. [7, 10] In the graphs presented below, each datum represents the analysis of 5–7 different
particles or clusters.
13.3 Results and Discussion
To illustrate raw data, consider how spherical particles hop along these corrugated surfaces. The repre-
sentative trajectory of a single particle in Figure 13.1(b) shows the discrete area visited during 4 hours.
Displacement probability in Figure 13.1(c) shows the quantization of positions. The energy barrier over
which a particle hops to pass from one surface lattice site to the next is the gravitational potential and can
be quantified from the density mismatch (4ρ = 1g/cm3) and the well height, resulting in an energy barrier
Ewell of 0.011 kT per nanometer of well height for a 3 µm particle. Throughout, Ewell is expressed in terms
of the barrier for a single particle, regardless of the number of particles in the cluster. Figure 13.1(d) shows
that translational diffusion (Dt) decreases exponentially as the energy barrier increases, consistent with the
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(a) Substrate AFM (b) Representative Trajectory
(c) Displacement Distribution (d) Increasing Barrier
Figure 13.1: (a) AFM image of a surface lattice prepared as described in text. (b) Representative trajectory
of a spherical particle with diameter σ = 3µm for 200 nm thick well height (4 h) The sample cell size is
much larger than the range of motion depicted here; thus, these data are not influenced by boundaries.
(c) Probability distribution of displacement (4t = 200 seconds) from the data in panel b (d) Long-time
diffusion coefficient of this particle as a function of the height of the lattice barriers (Ewell). The datum for
smallest Ewell is in parenthesis because for the reasons discussed in the text, there is no significant barrier
to diffusion until Ewell > 0.5kT .
classical Arrhenius relation:
D = D0 · e
(−Ewell
kT
)
(13.3.1)
where Ewell is the activation energy.
Only at first is it surprising that the diffusivity is nearly the same for the cases Ewell = 0 and Ewell =
0.5kT . The reason is partly geometrical and partly entropic. First, owing to the curvature of the colloids,
the triangular barriers do not contact the colloids until sufficiently high, and when shorter than this present
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no obstacle. Second, sufficient energy barriers must be present to constrain the colloids to lattice positions;
prior to this point, the entropic advantage of having many orientations prevents the particles from being
well localized. This is why when analyzing the trend of the data, we consider only the regime where
Ewell > 0.5kT .
(a) Diffusion Ratios (b) Jump Frequency
(c) Diffusion Components (d) Normalized Frequency
Figure 13.2: Diffusion and jump frequency of a dimer of 3 µm spheres, plotted in each panel against
barrier height. D/D0 with no energy barrier are 0.66 and 0.71 for translation and rotation, respectively.
Datum for surface corrugation of 0.53 kT is not included because hopping was not obstructed enough
to distinguish different pathways. (a) Translational and rotational diffusion coefficients (red circles and
black squares, respectively). (b) Jump frequency of zigzag and concerted motion (black squares and red
circles, respectively). (c) Overall translational diffusion (blue triangles) separated into zigzag and concerted
diffusion (black squares and red circles, respectively). (d) Jump frequencies of a dimer normalized by those
of a monomer.
Now contrast this to dimers. In Figure 13.2(a), one sees that whereas Dr (rotation parallel to the surface)
decreases exponentially with increasing energy barrier, Dt decreases even more strongly, slope close to 1.3
on the semilogarithmic scale. Both observations differ from the na¨ıve expectation, that because the mass is
twice that of a single particle, the slope on the semilogarithmic scale should be 2. Especially noteworthy is
that the slope for rotational diffusion is unity, meaning that a dimer’s rotation has the same energy barrier
as a monomer’s translation.
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Clearly, for dimers, translational and rotational diffusion are decoupled because positional jumps can
take two pathways. They may be concerted: both ends hopping in unison over the same energy barrier.
Or they may be zigzag: one end hopping, the other end swiveling behind. The frequencies (Γ) of these
respective alternatives were quantified from the raw data using the relation derived by Einstein and commonly
used, [13,130] D = a
2Γ
4 , where a is jump distance. They are plotted against barrier height in Figure 13.2(b).
As a pleasing check of consistency, we note that the sum of these two diffusion pathways adds to the
measured macroscopic diffusion coefficients. Specifically, Figure 13.2(c) shows that when the energy barrier
was varied, Dt for zigzag motion dropped exponentially with slope −1 as barrier height increased, just the
same as for a single particle. This is because just one particle lifts up at a time and the second particle
swivels behind. In contrast, the slope of Dt from the concerted jump pathway is 2 since this requires two
particles up above the wells simultaneously. This explains why the macroscopic diffusion coefficient, which
is the sum of these two, has the strange non-integer slope close to 1.3 in Figure 13.2(c); it reflects the sum
of two exponential decays. As for rotational motion, analysis of the raw data shows that only zigzag motion
contributes to rotation of a dimer and this is why the measured rotational diffusion of a dimer has a slope
of one in Figure 13.2(a). The jump frequency of zigzag and concerted motion, plotted semilogarithmically
against well height in Figure 13.2(d), agrees with this notion.
Some of the experimental results for dimers can similarly be obtained theoretically from the Langevin
equation; however, approximations must be made, the validity of which is not a priori evident without the
experimental confirmation provided here. Namely, this approach is based on considering the known hydro-
dynamic interaction of a dimer with a flat plane, not the unknown interaction with the corrugated surface.
However, given the excellent agreement between the experimental data and the theoretical approximation
(black and red lines in Figure 13.2(d)), the difference introduced by the corrugation does not appear to be
significant. With regard to trimers, we are unaware of any analytical result even for a smooth plane.
Consider trimers experimentally now. Decoupling between translational and rotational diffusion was
observed, just as described for dimers (not shown). Three planar isomers exist according to the angle
between the two ends: linear trimer (LT, 180◦), tilted trimer (TLT, 120◦) and compact trimer (CT, 60◦).
Their respective translational diffusion coefficients (Dt), plotted on semilogarithmic scales as a function of
barrier height in Figure 13.3(a), reveal a complex pattern in which the relative dependence on barrier height
is non-monotonic. For instance, CT diffuses most slowly for the largest barrier but most rapidly for the
smallest barrier. Figure 13.3(a) also includes control experiments in which the surface had no corrugation
at all. Describing these data in the language of an Arrhenius activation process, we deduce the prefactor
(Dt0) and the effective activation energy (E), shown in Figure 13.3(b).
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(a) Diffusion Components
(b) Arrhenius Terms
Figure 13.3: Isomeric planar trimers composed of 3 µm spheres. (a) Translational diffusion coefficients
plotted semilogarithmically against barrier height (Ewell) for compact trimer (3CT), linear trimer (3LT),
and tilted linear trimer (3TLT). These are closed red squares, closed black circles, and open blue triangles,
respectively. Solid line is a guide to the eye. (b) The Arrhenius prefactors (black squares) and effective
activation energy (red circles) implied from data in panel (a).
To find the highest prefactor for the most compact shape is understandable because this smallest radius
of gyration sustains the least hydrodynamic drag, but to understand the different activation energies requires
examining the different jumping mechanisms summarized in Table 13.1. The translation of a trimer’s center
of mass does not require all three of its elemental units to move in a concerted jump (although it can do so);
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CT 3 LT 3 TLT 3 CT 2 LT 1 TLT 1 Dimer
100 nm barrier height 3.4(0.8) 2.4(0.7) 3.3(0.8) 12(2) 29(5) 28(6) 13(1)
200 nm barrier height 0.27(0.19) 0.29(0.13) 0.31(0.16) 0.87(0.16) 4.9(2.3) 3.9(1.5) 0.88(0.21)
# of particles in motion 3 3 3 2 1.5 1.5 2
Table 13.1: Comparison of surface hopping mechanisms for a dimer and three isomeric planar trimer clusters:
compact (CT), linear (LT), and tilted linear (TLT). The top row shows that a hopping event may involve
overall translation of 3, 2, or 1.5 elemental particles within the cluster. The accompanying jump frequency,
number of jumps per hour, is tabulated for well heights of 100 and 200 nm (Ewell = 1.1 and 2.2 kBT ,
respectively). Numbers in parentheses are standard deviation from multiple experiments.
translation of only two elemental units in a zigzag motion is also possible, as is translation of 1.5 elemental
units. In Table 13.1, the motion of a dimer is included.
The concerted jump, three particles moving to adjacent sites while keeping the same orientation, has
essentially the same jump frequency regardless of isomeric shape, but the frequencies of zigzag motion differ.
The compact trimer swivels two elemental particles up above the barriers wells and these two particles rotate
60◦ into neighboring wells; comparison with the dimer shows almost the same zigzag jump frequency. In
contrast, the linear and tilted linear trimers can pass through transition states in which all three elementary
particles are incommensurate with the surface lattice because particles sit off the center of the surface lattice.
These shapes rotate 30◦ to this metastable state while lifting one elementary unit at one end above a barrier
and the elementary unit in the middle to half the barrier height. That is why LT and TLT have a lower
activation energy than the compact-shaped trimer. The influence on translational diffusion coefficient is
more prominent, the higher the barrier height; this explains why, for the highest barrier height, the LT and
TLT diffuse more rapidly than the compact-shaped trimer.
13.4 Conclusions
The hopping of colloidal clusters on a surface lattice affords a simple model system in which to visualize
how elementary jump mechanisms produce a macroscopic diffusion coefficient in the long-time limit. In the
study presented here to introduce the concept, we find that the influence of the surface lattice to be both
energetic and entropic. The entropic part comes because hexagonal arrangement of the barriers causes a
restricted family of cluster configurations to be favored during the jump process, as visualized here.
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Chapter 14
Amphiphilic MOON Pattern
Formation & Interactions
14.1 Introduction
Natural patterns show up everywhere. From the white-and-black stripes on Zebra, to everyone’s unique fin-
gerprint, human eyes are especially sensitive to these ordered patterns. [23] They also turn up in laboratories,
e.g. patterns arising from oscillatory chemical reactions or spontaneous cell formation in a Rayleigh-Benard
layer. The ubiquity of pattern formation triggered huge interest of researchers from different disciplines,
ranging from mathematics to biology. Among the regular patterns, a striped pattern is the most common
one, which is usually caused by two opposite interactions on different length scales. Typical examples include
striped structures in thin film of block copolymers, in Langmuir-Blodgett films or biological membranes, and
even in type I superconductors. [169] In these cases, the building blocks, whether atoms or polymer molecules,
are much smaller than the size of the feature so that continuum theories are usually employed. But what if
the size of the unit becomes comparable to that of a stripe? In this Chapter, we show experimentally that
stripe patterns could emerge simply from the geometric property of the building block.
The building blocks we use are micron-sized MOON particles. Colloidal particles have been extensively
used to mimic the collective behavior of atoms, such as crystallization, glass formation, and more recently,
epitaxial growth. [2] The selected size of the particles makes them visible with microscopy while still subjected
to Brownian motion. Recently, there has been a growing interest in the so-called Janus particle (a superset
of the MOON particles described previously and named after two-faced Roman God Janus), which was
proposed in Professor De Gennes’ Nobel address. [137] They are particles with two sides being of distinctive
properties. Due to their resemblance to block copolymer and surfactant, the self-assembly and phase behavior
of Janus particles are studied actively using simulation techniques. However, experimentally well-defined
ordered structures are still lacking, despite many available synthetic techniques for Janus particles. Here,
we simplify the system by confining the Janus particles to a defined hexagonal lattice. Figure 14.1(a) gives
the schematic representation of our system. We will show how ordered patterns could emerge simply from
the combination of the lattice symmetry and the geometric properties of the Janus particles.
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(a) Janus Schematic
(b) Experimental Schematic
(c) No Salt (d) 2 mM NaCl
Figure 14.1: (a) Schematic representation of Janus amphiphilic colloidal spheres. In this experiment, the
hydrophilic side is bare silica, the hydrophobic side is gold coated with an ODT self-assembled monolayer.
The interactions between two Janus particles can be repulsive or attractive, depending the mutual orientation
between particles. (b) Schematic representation of the experimental setup. First, a monolayer of Janus
particles were sedimented to the bottom of the substrate. The crystal structure was then created by slight
tilting of the sample. (c) Image of crystal structure formed by Janus particles in DI water and (d) in 2mM
NaCl.
14.2 Materials & Methods
Janus particles were prepared from homogeneous 2 µm silica particles following a standard method in lit-
erature. [81] After forming a submonolayer on a pretreated glass slide, 2 nm of Ti and 25 nm of gold were
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deposited on one side of the particles. A self-assembled monolayer was formed on the gold side from octade-
cylthiol (ODT), which made the gold side hydrophobic. The uncoated silica surface remained negatively
charged. After dispersing the Janus particles in deionized water, they were first sedimented to the bottom
of the sample cell due to density mismatch. By slight tilting of the sample cell (≈ 1◦), particles were forced
to concentrate on one side of the sample cell (Figure 14.1(b)). Finally, by gradually increasing the ionic
strength, the electrostatic repulsion between the particles was shielded to the point that they were effectively
close packed.
Ordering gradually emerged as we increased the salt concentration. Figure 14.1(c) shows the two-
dimensional crystal formed in DI water. The black portion in the image corresponds to the modified gold
coatings on the Janus particle; the white portion corresponds to the bare hydrophilic silica surface. As salt
was gradually added to the system, ordered structures gradually emerged. At the highest salt concentration
accessible in the experiment ([NaCl] = 2mM), the system showed a striking pattern consisted of alternating
black and white stripes, as shown in Figure 14.1(d). Stripes generally terminate within the observation
window, with some stripes straight throughout their lengths, while other stripes exhibit occasional 120◦
kinks. Nearby chains are parallel to each other. However, due the presence of kinks and chain ends, not all
chains are in one direction: they assume one of the three principle orientations of the underlying lattice.
14.3 Image Analysis
Methods we have developed allow tracking both the position and the orientation of the particles in the
images. To show the hexagonal order more clearly, we Fourier transformed the raw image (Figure 3.3(a))
and applied a band filter to pick out the frequency of interest (Figure 3.3(b)). The as-obtained inverse FFT
transform image is shown in Figure 3.3(c). By overlaying the particle center tracked in inverse-FFT image
with the original image and calculating the offset in one particle, we can track orientations of the particles
even in close proximity.
14.4 Results and Discussion
The ordering in the 2D crystal is born out of one simple principle: to maximize hydrophobic-hydrophobic
(denoted as B − B) contact. At fixed interparticle distance, the interaction between two Janus particles
depends on their relative orientation. If the two hydrophobic sides are facing each other, energy goes down
due to the attractive hydrophobic interaction. Here, we use a simplistic, discrete model: two particles share a
B−B contact only if (ni·rij) > 0 and (nj ·rji) > 0, where ni is the orientation vector of particle i and rij is the
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vector pointing from the center of particle i to its neighbor j. The rationale is that hydrophobic interaction is
relatively short ranged (exponentially decaying with a decay constant on the order of 10 nm); [121] therefore,
we expect that between two Janus particles, only small regions that are close to each other contribute to
the hydrophobic attraction. In similar way, we can also define hydrophilic-hydrophilic (L− L) contact and
hydrophobic-hydrophilic contact (B−L). Counterintuitively, the system is also maximizing repulsive L−L
contact because by symmetry, the number of B −B contacts is always the same as that of L− L contacts.
Figure 14.2: Order parameter versus salt concentration. The translational position order is quantified by
〈|ψ6|〉. The orientational order is characterized by calculating the order parameter defined in the text.
Curves are just guides to the eye.
To quantify the orientation order, we defined the order parameter of the system as PB−B + PL−L −
PB−L (P is probability), which equals 0 in the random state and goes to unity for ground state. The
dependence of the orientational parameter with salt concentration is plotted in Figure 14.2, along with
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the local bond orientation order parameter 〈|ψ6|〉, a common indicator of positional order of an hexagonal
array. [221] Assignment of Sorientation becomes less accurate the when the salt concentration is too low,
due to an extensive out-of-plane rotation and difficulty in accurately tracking particles. As can be seen in
Figure 14.2, in the range accessible in the experiment, S increases monotonically with salt concentration,
with a somewhat linear relationship. Physically, this means that as salt concentration goes up, attraction
between the hydrophobic surfaces gradually wins over repulsions between the hydrophilic surfaces, since the
electrostatic repulsion has an exponential dependence on the screening length that scales inversely with salt
concentration, while the magnitude of hydrophobic attraction is relatively insensitive to salt concentration.
Another thing to note is that the positional order doesn’t change much throughout the concentration range;
in other words, the positional order and the orientational order are more or less decoupled. Hence, the current
system might provide a good platform to study microscopic aspects of second order phase transitions such as
the ferromagnetic transition, in which spins interact on a predefined lattice. Direct mapping of the system
to an Ising model or XY model is possible and would make a good subject for further work.
(a) Schematic
(b) Intermediate NaCl Concentration (c) High NaCl Concentration
Figure 14.3: Patterns in the crystal image presented by the triangles and rhombuses. (a) The possible
patterns demontrated by connecting triangles and rhombuses in a single cluster formed by Janus particles. (b)
The overlay of triangles and rhombeses with the schematic representation of the crystal image at intermediate
and (c) high salt concentration.
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On a more microscopic view of the system, onnce the interaction strength is fixed, the observed pattern
could be explained largely from geometric considerations. Suppose we start from an orientationally isotropic
state. From simple statistical arguments, the average number of B − B contacts for one particle is 1.5.
A simple way to increase the number of contact is to form trimers. However, the symmetry of the lattice
allows one particle to share as many as three B − B contacts with its neighbors. So the next step is
therefore to form rhombus tetramers, in which the two particles at the 120◦ vertices achieve three B − B
contacts. These tetramers can be arranged side by side and, after proper adjustment of orientation, allow
all particles to have the maximum number of B − B contacts (as schematically shown in Figure 14.3(a)).
Experimentally, two lines of particles with continuous B −B contacts give the visual appearance of a black
stripe. Note that trimers and monomers can be incorporated into a stripe in the same way, with their numbers
determined thermodynamically by the experimental condition. Figure 14.3(b) shows the reconstruction of
Figure 14.1(d) using information obtained by particle tracking, along with comparison with results from low
salt concentration. Red lines represent B − B contacts. As can be seen from the figure, only tetramers
with the same orientation can be linked together; otherwise, a trimer or a monomer is needed to bridge
them. Moreover, lattice displacements of a single particle, when they occur, will also prevent the chain
ends from properly aligning. At any given snapshot in time, there will be some “broken bonds”, i.e. locally
nonoptimized configurations, due to thermal excitation. Note that the current system is not geometrically
frustrated, but it is possible to design a lattice that inhibits the minimization of attraction.
It is na¨ıve to expect the ground state of the system to consist solely of straight stripes. When tetramers
with the same orientation are connected to each other, energetically it is equivalent whether three rhombi
are connected forming a straight line or form a 120◦ kink (the same reasoning applies for trimers and
monomers). However, experimentally we do see a preference for linear linkage versus kinking. We lack
have a clear explanation for this observation yet. We note that a similar problem was recently observed in
buckled colloidal monolayers, [71] where straight and zigzagged stripes have the same local energy. Simulation
results showed a strong boundary effect, but kinetic arguments cannot be ruled out. More recent theoretical
treatment indicates a subtle energy difference among the two configurations due the difference in the entropy
of the phonon. These assumptions would be a good subject of further investigation. Apart from this puzzle,
the subextensive ground state entropy, which scales with
√
N (where N is the number of particles), also
relates the system to models of glassy dynamics.
Moving away from the static picture, we now described the dynamics inside the pattern. The Janus
particles are not stationary; they rotate constantly due to thermal motion. And the rotation of one particle
is not independent of each other: as shown in Figure 14.4(b), the orientation of neighboring particles along
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(a) Snapshots
(b) Rotational Dynamics
Figure 14.4: Rotational dynamics in 2D crystals. (a) Snapshots of crystal structure in one area. Yellow
arrows indicate the direction of the rotation. (b) Representative trajectories of three neighboring particles
inside a cluster. As shown in the plot, the rotation of particle 2 is highly coupled with the rotation of
particles nearby (1 & 3).
a chain is strongly correlated. A more rigorous analysis can be achieved by measuring the strength of
the Pearson correlation coefficient of the trajectories of interacting particles. For the pairs of neighboring
particles on the same side of the cluster, the correlation is strong and the signs are always negative. The
measurements on many other clusters throughout the image uniformly yield the same results. The average
values were shown in Figure 14.5. The absolute value of correlation coefficient for particles on one side of a
cluster decays exponentially, and vanishes around 5 particles away for samples at [NaCl] = 1.5 mM.
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Figure 14.5: The correlation strength decays as the interparticle distance increases (particles are on the
same side of one stripe). Distance is denoted as the number of particles apart. The alternating sign of the
correlation value clearly indicates the clock-work rotation. The points in the parentheses are the absolute
value of the negative correlation coefficient.
A closer look at the correlation reveals its origin; the largest contribution comes from the less frequent,
highly-cooperative, large-amplitude angle changes. In other words, as long as the nature of the contact
between two particles does not change, the particles can rotate relatively independently. But in the case of
large amplitude rotation, the particles try to rotate in a clockwork-like manner (hence negative correlation
coefficient), to keep the same amount of L−L and B−B contacts along a chain. Similar successive rotation is
proposed to explain the dynamics in HCl crystals, where the number of hydrogen bonds is maximized. [166]
Such correlated rotation might have important consequences in the rotational phase transition of molecular
crystals.
The dynamics of the overall pattern follows naturally from the correlated rotation. Figure 14.4(a) shows
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4 snapshots taken from one region in a movie of 2D Janus crystals at [NaCl] = 1.5 mM. Initially, two parallel
lines are observed. After the cooperative rotation of several particles, the two chains are broken into a
shorter chain, a discrete tetramer, and a longer chain with two 120◦ kinks. Reorganization inside a chain
can also occur, as can be seen from the third to the fourth frame. In effect, a trimer and a tetramer exchange
positions. Because of these exchange modes, the chains and the overall pattern keeps changing over time.
We should emphasize that such a pattern change is the result of thermal motion in the equilibrium state,
since the Sorientation didn’t change much throughout the movie.
14.5 Conclusions
To sum up, our 2D Janus particle crystal provides a novel system in which static and dynamic patterns can
be studied both microscopically and macroscopically. Alternatively, it injects the concept of orientation to
the colloidal crystal, enabling the modeling of many aspects in atomic or molecular crystals that homogenous
particles cannot. Applications could also be envisaged, such as information transmission through a chain of
particles undergoing successive gear-like rotations.
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Chapter 15
Translation in Dense Suspensions:
Stabilized Liposomes
Details concerning stability adapted with permission from Y. Yu, S. M. Anthony, L. Zhang, S. C. Bae, and S.
Granick, Cationic nanoparticles stabilize zwitterionic liposomes better than anionic ones, Journal of Physical
Chemistry C, 111 (2007), pp. 8233–8236. [214] Copyright 2007 American Chemical Society.
Details regarding diffusion adapted with permission from Y. Yu, S. M. Anthony, S. C. Bae, E. Luijten,
and S. Granick, Biomolecular science of liposome-nanoparticle constructs, Molecular Crystals and Liquid
Crystals, 507 (2009), pp. 18–25. [213] Copyright 2009 Taylor & Francis.
15.1 Introduction
Phospholipid liposomes, submicron-sized artificially-constructed capsules of phospholipid bilayers, present
an increasingly important platform for areas as diverse as biotechnology, nanomedicine, and analytical
chemistry. They are tremendously biofunctionalizable; antibodies, protein receptors and other biosensor
molecules can attach to them. [134,189] They comprise compartments that can be used to encapsulate and
store various cargoes, such as enzymes, proteins, DNA and various drug molecules. [51,136,170] Their small
and controllable size, diameter from tens to thousands of nm, signifies that individual liposomes comprise
nanocontainers with volumes from zeptoliters (10−21 L) to femtoliters (10−15 L). When biomolecules or other
chemical reactants are loaded into this biocompatible container, cellular processes and chemical reactions
including protein expression, mRNA transcription and enzyme-catalyzed reactions can be performed inside.
[29,159,212] To release the final products, one can either change the temperature to below the bilayer main
phase transition temperature, beyond which lipid packing defects create transient pores in the membrane,
or use strong electric pulses to break it apart.
Here, we are interested in the functions of phospholipid liposomes as novel colloidal particles – soft
and flexible particles. Recent experiments show that submicrometer-sized phospholipid vesicles (also called
liposomes) fail to fuse with one another when coated with adsorbed nanoparticles at surface coverages on
the order of 25%. [218] The idea of how to accomplish this is summarized in Figure 15.1. This route to
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Figure 15.1: Schematic illustration of the strategy to produce nanoparticle-stabilized liposomes and their
dense suspensions. Particles with diameter in the range 100–1000 nm can be concentrated reversibly up to
volume fractions as high as 60% and remain stable for several months at least. The enabling idea is that if
nanoparticles adsorb to the outer surface of a phospholipid liposome, this liposome is stabilized against fusion
with other liposomes. Inspired by the phenomenon of particle-stabilized emulsions we find that individual
phospholipid vesicles can be stabilized against fusion by adding nanoparticles that adsorb to the vesicle
outer surface. (A) Liposomes are made using the extrusion method. (B) Nanoparticles (silica, polystyrene,
or other material) with a diameter of < 100 nm are prepared. (C) Nanoparticle-stabilized liposomes are
formed by mixing A and B by sonication. (D) To condense the dilute liposome suspension C, pure nitrogen
gas was blown gently over the suspension until reaching the desired volume fraction. Adapted from Zhang
et al. [218]
stabilization is appealing because the low occupied surface area enables these liposomes to retain the potential
to react functionally with their environment. However, the original study [218] addressed only the influence
of anionic nanoparticles whose charge density was high. Moreover, those studies of shelf life, at dense
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concentrations, were only qualitative – leaving open the question of the respective efficacy of nanoparticles
of different electric charge, as well as the question whether liposomes retain fluidity, using this stabilization
route, up to dense concentrations.
Here, the efficacy of cationic and anionic nanoparticles for the stabilization of DLPC, 1,2-dilauroyl-sn-
glycero-3-phosphocholine is compared, and we conclude that cationic nanoparticles stabilize these zwitteri-
onic liposomes better than anionic ones. [214] It is known that the P−-N+ (phosphorus-nitrogen) dipole in
zwitterionic phosphatidylcholine (PC) is nearly parallel to the local bilayer plane with an average angle of 0◦
to ≈ 3◦ in the fluid phase. [73,143,220] When this zwitterionic headgroup is exposed to an anionic nanoparti-
cle, a simple electrostatic argument suggests tight electrostatic binding by raising the headgroup’s tilt angle,
because an anionic adsorbate has opposite charge as the P− end group. Conversely, if the headgroup is ex-
posed to a cationic nanoparticle, this is not encouraged electrostatically. The geometrical relation between
the P−-N+ dipole of the headgroup and the charge of the adsorbing nanoparticle, therefore, determines the
strength of binding: anionic nanoparticles would adsorb more strongly than cationic ones.
We are unaware of any theoretical predictions regarding the effect on liposome stability, though our
original publication [218] on this topic attributed stabilization to the combined influences of electrostatic
repulsion between adsorbed nanoparticles and steric impediments analogous to particle-stabilized emulsions.
Also, this is potentially analogous to a related problem, the stabilization of micrometer-sized solid parti-
cles suspended in aqueous media. [185] Computer simulations have made the paradoxical prediction that
nanoparticles stabilize most effectively when they adsorb weakly – the reason being that in this case they are
less apt to bridge between adjacent particles, less likely to tie them together. [94, 109, 110] Here we confirm
the validity of the analogy as it applies to liposomes comprised of zwitterionic lipids.
Early stages of this study, using fluorescence tagging described below, validated the hypothesis that
weaker binding, rather than tight binding of nanoparticles to liposomes, was more effective. At volume
fractions Φ > 0.50, liposome samples bearing anionic nanoparticles formed a dense lipid phase in which
individual liposomes failed to move – but liposome samples bearing cationic nanoparticles remained fluid.
In the remainder of this chapter, we go beyond this qualitative observation and use single-particle tracking
to quantify the fluidity, for which the volume fraction was fixed at Φ = 0.50. Additionally, we explore the
dynamics of concentrated suspensions of stabilized liposomes.
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15.2 Materials and Methods
For study, phospholipid DLPC, 1,2-dilauroyl-sn-glycero-3-phosphocholine, was selected because its gel-to-
fluid phase transition of −1◦C was far below the experimental temperature, 23◦C. The fluorescent lipid was
DMPE, 1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine, with polar head group labeled by rhodamine
B (DMPE-RhB). Both lipids were obtained from Avanti Polar Lipids, Inc. Positively charged aliphatic
amidine polystyrene (PS) latex, with charge density quoted by the manufacturer of 5.6 nm2 per unit charge,
and negatively charged carboxyl modified PS latex [218] were purchased from Interfacial Dynamics Corp
(Eugene, OR).
Single-liposome detection of fluidity was performed in a home-built epi-fluorescence setup described
elsewhere. [218] The diffusion of liposomes was tracked, using a modified implementation of standard single-
particle tracking algorithms described previously, with spatial resolution of 50 nm. [7, 37] The methods of
fluorescence correlation spectroscopy (FCS) were described previously. [218]
15.3 Experimental
We prepared large unilamellar lipid vesicles (liposomes) with a maximum diameter of 200 nm in deionized
water (Millipore) using the well-known extrusion method, employing procedures described in detail else-
where. [208] With the use of methods described elsewhere, [218, 219] liposomes of DLPC were mixed by
low-power sonication with these nanoparticles, diameter 20 nm. The molar ratio of 100:1, approximately
1:1 by weight, corresponds to the upper limit of ≈ 25% surface coverage if all nanoparticles adsorb. To
image the liposomes, typically ≈500 DMPE-RhB probes per liposome were doped into a small fraction of
the liposomes, leaving the rest unlabeled and free of fluorescence. To prepare concentrated suspensions, first
the liposomes were prepared at 1 vol %, then they were concentrated by bubbling nitrogen gas gently over
them. To calculate the volume fraction, calculations included not only liposomes but also nanoparticles and
were determined from the difference between initial and final suspension volumes. An essential point is that
liposomes prepared using this method are polydisperse. Using quasi-elastic light scattering, we estimated the
ratio of standard deviation to liposome diameter as 0.34. The low concentration of fluorescent lipids – ap-
proximately 0.01% of the liposomes contained fluorescent DMPE-RhB lipid probes – enabled single-liposome
detection of fluidity in a homebuilt epi-fluorescence setup. Parenthetically, we note that the community of
scientists that studies phospholipid bilayers sometimes reserves the term “fluidity” to the 2D diffusion of
lipids – our use of the term here is different, as we refer to liposome diffusion in bulk (3D) suspension.
We focused at least 2 µm away from the coverslip to avoid wall effects. Usually, the total observation
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Figure 15.2: A typical single-liposome trajectory for Φ = 0.50: the time elapsed was 50 seconds in a
condensed liposome suspension. Each step was 50 ms long.
time at a given focus spot was 50 s, yielding 1000 time steps of 50 ms length. Occasionally, liposomes
would diffuse out of the plane of focus during this time – in these cases, those trajectories could not be used
to quantify the statistics of very long trajectories, though still they were useful to quantify the statistics
of shorter trajectories. These and other technical issues were discussed in an earlier publication from this
laboratory. [9] The diffusion of liposomes was tracked, using a modified implementation of standard single-
particle tracking algorithms described previously, with spatial resolution of 50 nm. [7,8,37] Figure 15.2 shows
one of the representative liposome trajectories at Φ = 0.50. The mean square displacement (
〈
4x (t)2
〉
) for
trajectories at this concentration was linear in elapsed times – as must be so for a random walk.
15.4 Results and Discussion
15.4.1 Lower Concentration Φ = 0.50
From the liposome trajectories, the mean-square displacements
〈
4x (t)2
〉
=
〈
(x (τ + t)− x (τ))2
〉
were
individually computed for all trajectories that lasted longer than 100 time steps. As is frequently done for
single-particle tracking, [97] time averaging was employed to improve the statistics. For instance, the mean
square displacement for 4t = 4 s was calculated using the mean square of the displacements from t = 0 to
t = 4 s and from t = 4 to t = 8 s.
Figure 15.3(a) illustrates the mean square displacements for three individual stabilized liposomes at
Φ = 0.50. The displacements are in units of the liposome hydrodynamic radius. The log-log plot of
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(a) MSD for 3 liposomes (b) Distribution of Dt
Figure 15.3: Diffusion of stabilized liposome at volume fraction Φ = 0.50 revealed by single liposome tracking.
(a) Mean square displacements
〈
4x (t)2
〉
in units of liposome hydrodynamic radius are plotted against time
on log-log scale for three individual liposomes. The line, a guide to the eye, has a slope of unity. (b) From
the analysis of ≈130 trajectories, the distribution of diffusion coefficient, determined from data of the kind
illustrated in Figure 15.3(a), is plotted. In dilute solution, fluorescence correlation spectroscopy showed
Dt ≈ 0.8 µm2/s, faster by more than one order of magnitude.
individual
〈
4x (t)2
〉
versus time all yielded slopes of ≈ 1 for Φ = 0.50, which is expected for Fickian
diffusion. Checking for dynamical heterogeneity, i.e., differences from spot to spot within the sample,
diffusion coefficients Dt =
〈
4x (t)2
〉
/4t were calculated from individual mean square displacements.
Figure 15.3(b) shows a histogram of the diffusion coefficients Dt =
〈
4x (t)2
〉
/4t calculated from individ-
ual mean square displacements. The uncertainty, based upon weighted linear regression, was estimated to be
0.01 µm2/s on average. The distribution in Dt is attributed to polydispersity of the elementary liposomes.
For comparison, for these same nanoparticle-stabilized liposomes in dilute (1%) suspension, FCS showed
Dt = 0.8 µm
2/s, faster by more than one order of magnitude. The decrease of Dt at high Φ is attributed to
higher solution viscosity.
Reversibility was also investigated and is illustrated in Figure 15.4. The same suspension was concentrated
to Φ = 0.50 using the procedure just described, then diluted back to Φ = 0.01 by adding deionized water, and
finally vesicle diffusion was remeasured using FCS using methods described previously. [218] The diffusion
coefficient before and after this concentration process were unchanged.
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Figure 15.4: Fluorescence autocorrelation function G(τ) plotted as a function of logarithmic time lag τ for
stabilized liposome suspensions with volume fraction Φ = 0.01 before (red open circle) and after (blue open
square) concentration to Φ = 0.50; the data are the same within the experimental uncertainty, demonstrating
lack of history dependence. The inset, comparing histograms of diffusion coefficients (Dt) obtained from
∼ 15 measurements at volume fraction Φ = 0.01 before (red) and after (blue) concentration to Φ = 0.50,
demonstrates that distribution around the mean of Dt was also unaffected.
15.4.2 Higher Concentration Φ = 0.77
But what happens when liposomes are concentrated to even higher concentrations? There is an analogy
to concentrated hard-sphere colloidal systems near the glass transition, where it is known that dynamical
heterogeneity occurs when particles in different regions show diverse mobility, both temporally and spatially,
which is believed to be related to inhomogeneous structural relaxation. [200] A large variety of soft glassy
materials exhibit fast dynamics related with the elasticity. At the same time, most of the systems also
exhibit slow dynamics, often associated with dynamical heterogeneity and aging. [33, 154] The origin of
such dynamical heterogeneity is still poorly understood. Analyzing mean square displacements of individual
liposomes for this system comprised of soft, flexible particles, we find heterogeneity in the diffusion for
volume fractions up to 0.79. Two populations of liposomes with distinct power laws,
〈
4x (t)2
〉
∼ 4dttα,
where Dt is the diffusion coefficient of liposomes, can be identified. Examples of trajectories are displayed
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Figure 15.5: Typical trajectories for ∼ 50 seconds for Φ = 0.77. (A) Sub-diffusive population, which
corresponds to
〈
4x (t)2
〉
∼ t1/3. (B) Diffusive population, which corresponds to
〈
4x (t)2
〉
∼ t. (C) A
small fraction of trajectories are also observed which clearly transition between the two populations.
in Figure 15.5. Mean-square displacements, plotted against time on log-log scales, are displayed in Figure
15.6. Conventional hard colloids lack the flexibility and charge elements of these liposome systems, so to
observe distinctly new patterns of translational dynamics is exciting. This holds the potential to open new
vistas of scientific investigation.
15.5 Outlook
These results demonstrate the appealing potential of liposome-nanoparticle constructs to not only shed light
on topical scientific questions but also to contribute to new technological possibilities in the biomolecualar
arena. The capability, demonstrated in this study, to use single-particle tracking to follow the diffusion
of individual liposomes within a concentrated stabilized liposome suspension offers a platform to reveal
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Figure 15.6: Typical ensemble-average mean square displacement
〈
4x (t)2
〉
, scaled to the square of the
hydrodynamic radius R = 100 nm, of two populations for Φ = 0.77. The solid straight line has a slope
of one in the log-log plot. The dotted straight line has a slope of 1/3. The histogram to the right shows
the distribution of observed power laws α, with
〈
4x (t)2
〉
∼ tα. The observations are consistent with two
distinct power laws, α = 1 & α = 1/3, when the expected variance in observed α due to limited trajectory
length is taken into account.
the dynamics of these flexibly shaped objects in a variety of other situations. Preliminary findings in this
laboratory show that proteins can be incorporated into the stabilized liposomes without loss of bioactivity.
[216]
Turning to biofunctionalization, it is interesting to note that the design of function in phospholipid
vesicles is complicated by competing needs. On the one hand, their stability against fusion with one another
is augmented by coating them with a protective layer such as PEG, polyethylene glycol. But the capability of
vesicles to react chemically with their environment requires that reactants have access to the vesicle surface.
It is desirable to understand how protein-membrane binding is modulated by the repulsion that prevents
deleterious aggregation or fusion of neighboring liposomes. A potential advantage of the nanoparticle-
stabilization strategy outlined in Figure 15.1 is that the strength of the repulsion between liposomes is easily
tuned by varying the surface coverage of adsorbed nanoparticles. In the case that nanoparticles adsorb
sparsely, we have confirmed earlier experiments of others showing that streptavidin proteins not only bind
to liposomes containing embedded biotin ligands but also can bridge between liposomes to form liposome
networks or clusters. [216] Going beyond this, in the case of higher levels of nanoparticle surface coverage,
large-scale aggregation between liposomes fails to occur but ligand-receptor binding remains effective. [30]
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This shows that at low surface coverage, < 50%, the outer surfaces of nanoparticle-stabilized liposomes
remain biofunctionalizable. This opens another door to using liposomes in emerging biotechnological fields
in which it is desirable to possess stable liposome suspensions while retaining the capacity for proteins
embedded within the liposome to sense their environment without loss of bioactivity.
This is not the conventional use of single-particle tracking. Indeed, these findings may seem odd if
one considers that conventional colloidal-sized suspensions of the type studied previously by single-particle
tracking, [98, 200, 201] monodisperse hardsphere suspensions, undergo a freezing transition at Φ = 0.494,
[98,201] which is less than the volume fraction for which liquid-like diffusion of individual liposomes has been
demonstrated in this article. At least three factors may contribute to the retention of fluidity at Φ = 0.50
and the capability to study systems at Φ = 0.77: the flexible lipid bilayer membrane, the polydispersity of
the liposomes, and the strong electrostatic repulsion between cationic nanoparticles.
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Chapter 16
Anomalous yet Brownian
Adapted with permission from B. Wang, L. Zhang, S. C. Bae, and S. Granick, Nanoparticle-induced surface
reconstruction of phospholipid membranes, Proceedings of the National Academy of Sciences of the United
States of America, 105 (2008), pp. 18171–18175. [196] Copyright 2008 National Academy of Sciences.
16.1 Introduction
The supposition that Brownian motion follows Gaussian statistics is seldom tested experimentally. In fact,
there are few physical situations in which the statistics of displacement distribution can be measured di-
rectly. More often, one simply verifies that mean-square-displacement is proportional to time, which defines
a diffusion coefficient, D. However, a finite diffusion coefficient does not necessarily stem from a Gaussian
distribution, because D only holds information regarding second-order cumulants but not the full probabil-
ity distribution of displacements. [117] Relaxation functions in Fourier space are also heavily relied upon in
experimental tests of theories that assume Gaussian statistics, but the limited signal-to-noise ratio in mea-
suring these quantities does not typically allow one to deduce distribution functions in real space with the
large dynamic range presented by the experiments described below. It is easy to show formally that other
zero-centered distributions than Gaussian, in particular exponentially decaying probability distributions of
displacement amplitude, would also lead formally to mean squared displacement proportional to time.
Here, using single-particle tracking, [7] we report the full displacement probability during Brownian mo-
tion in 2 complex liquid systems and conclude that the distribution of displacement probability is exponential
for large displacements, the variance of the exponential being proportional to time. This is reminiscent of
the exponential rather than Gaussian displacement distributions that have been observed in glassy systems
and in those systems is believed to originate in activated hopping. [12,27,165,177] The point is 2-fold: first
the finding that this is combined with Fickian diffusion, < 4r2 >∝ t, and second that the decay length of
the exponential, λ(t), grows with the square root of time, t. We also compare with particle trajectories that
are subdiffusive at the earliest measurement times but Fickian at the longest measurement times, finding
161
that the displacement probability distributions fall onto the same master curve for both regimes. The fact
that λ(t) ∝ √t is more generic than < 4r2 >∝ t is striking.
Beyond the 2 independent systems described in this chapter, in which this pattern was observed by direct
measurement, discussion at the end of this chapter leads us to anticipate that this non-Gaussian diffusion
may be common in other complex liquids with slow environmental fluctuations whose wavelength exceeds
the size of the diffusing element.
16.2 Experimental Methods
16.2.1 Colloidal Beads on Phospholipid Bilayer Tubes
Tubular lipid vesicles were produced by drying a suspension of liposomes composed of dilauroylphosphatidyl-
choline (DLPC; Avanti Polar Liquids) on a clean glass slide, followed by prehydration in water vapor and
then hydration in water or buffer. Tubes form with diameters ranging from 100 nm to 1 µm and lengths
of several hundred microns. Carboxylate-modified fluorescent colloidal polystyrene spheres with diameter
σ = 100 nm (Interfacial Dynamics) were added after the phospholipid tubes relaxed.
Figure 16.1(a) shows a schematic diagram as colloidal particles were imaged as they diffused on tracks
composed of lipid bilayer tubes at concentrations so low that they did not interact with one another. A
representative image is shown in Figure 16.2(a). The anionic particles adsorbed strongly to the zwitterionic
lipid head groups, [198] presumably owing to charge-dipole attraction, and were observed to never leave
the tubes although they diffuse along them. Although tubes of various diameters formed by using the
preparation protocol, we analyzed only those straight tubes with diameter of ≈ 100 nm (estimated from
the colloid transverse vibration range) that lacked long-range vibrations when they lay on the surface of the
glass sample cell. To exploit the simplicity of one dimension, the particle diameter was kept the same as
the tube diameter, ≈ 100 nm, with the added advantage that for this size, thermal fluctuation significantly
outweighed gravity, and the length scale of 100 nm exceeded that of the lipid molecules and the particle
roughness, allowing the desired long-range motions to be abstracted. At the experimental temperature,
22–23 ◦C, these lipids were in the fluid phase. An illustrative 1-dimensional trajectory is shown in Figure
16.2(b). From data of this kind, we calculated the ensemble-average mean-square-displacement (MSD):
〈4x2 (t)〉 = 〈|x (t)− x (0)|2〉 (16.2.1)
where x is position and t time, and brackets denote averaging over hundreds of trajectories. Figure 16.1(b)
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(a) Schematic (b) MSD
(c) Displacement Distribution
Figure 16.1: The first system: Colloidal beads diffusing on lipid tubes. (a) Schematic representation of
particles with diameter σ = 100 nm, separated by distances > 100σ, diffusing on linear tubes of phospholipid
bilayers. (b) Mean-squared displacement, normalized by particle diameter squared, plotted against time on
loglog scales for particles on lipid tubes composed of pure DLPC bilayers (upper line) and tubes composed
of DLPC bilayers containing 40% cholesterol (bottom line). The lines have slope of unity. (c) From the
analysis of hundreds of trajectories without statistical difference, the displacement probability distribution of
particles on lipid tubes composed of pure DLPC bilayers is plotted logarithmically against linear displacement
normalized by particle diameter for several representative values of time step: 60 ms (squares), 0.6 s (circles),
3 s (crosses), and 5.8 s (triangles).
(upper line) shows that MSD is proportional to time over our observation time window – classical Brownian
motion.
163
(a) Representative Image
(b) Representative Trajectory
Figure 16.2: (a) Representative image of a particle diffusing on a lipid tubule. The arrow shows the particle.
The image size is 5 × 20 µm. Image analysis allows us to measure relative displacements of 20 nm. (b)
Representative trajectory parallel to the tube extension. The coordinate scales in the upper trace are 10 σ
and 50 s. In the lower trace, the scales are 4.5 σ and 5 s. Each time step is 30 ms.
16.2.2 Colloidal Beads in Entangled Actin Suspensions
Lyophilized G-actin (rabbit skeletal muscle; Cytoskeleton) was reconstituted in fresh G-buffer (5 mM Tris
[Tris(hydroxymethyl)aminomethane] at pH 8.0, supplemented with 0.2 mM CaCl2, 1 mM ATP, and 0.2 mM
DTT and 0.01% NaN3) at 4
◦C and used within 7 days of reconstitution. G-actin was polymerized into
F-actin by the addition of salt (100 mM KCl, 2 mM MgCl2), in the presence of gelsolin (human plasma;
Cytoskeleton) to control the length of the filaments. [86] In other control experiments, the ATP concentration
was varied to show no dependence of observations on ATP level (0.11 mM), thus confirming that treadmilling,
whose time scale is hours, [172] is negligible for the duration of these experiments.
Fluorescent tracer particles, carboxylate modified colloidal polystyrene nanospheres (Molecular Probes),
were coated with BSA (SigmaAldrich), a widely used blocking protein, [188] to preclude nonspecific adsorp-
tion. The extra BSA was removed from the solution by repeated centrifugation (25000× g for 30 minutes)
and washing. The possible aggregates were filtered out by passing the modified particles through PVDF
membranes (Millipore) with pore size cutting off single nanospheres. Modifying the surface has only a small
effect on the particle motion.
The probes were added into G-actin solutions at concentration ≈ 10−15 M immediately before polymer-
ization. After mixing and polymerization, the samples were stabilized on the microscope stage for at least
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4 hours. We focused ≈ 100 µm into the sample to avoid wall effects. To reduce the noise in displacement
probability distribution, ≈ 100 particles were imaged in the field of view, and ≈ 50 movies were taken from
35 samples for each condition.
(a) Schematic
(b) MSD (c) Displacement Distribution
Figure 16.3: The second system: Nanospheres diffusing in entangled actin. (a) Schematic representation
of particles diffusing in entangled actin networks. The mesh size (average spacing between filaments) in
nanometers can be estimated as ξ = 300/
√
c, where c is actin concentration in milligrams/milliliter. Their
concentration is semidilute. The average particle-particle separation is ≈ 10 µm and their radius is a = 25–
250 nm. (b) Mean-square displacement (MSD) normalized by mesh size squared, plotted against time t on
a log-log scale for particles in entangled F-actin at conditions of a = 50 nm, ξ = 300 nm, showing a slope
of unity. (c) Corresponding displacement probability distributions Gs(r, t) plotted logarithmically against
linear displacement for delay time of 0.1 s. Here, Gs(r, t) can be fitted with a combination of a Gaussian
at small displacement and exponential at large displacement (solid line). In b, the dashed line is MSD
constructed according to the central Gaussian part in the displacement distribution. In c, the dashed line
shows a Gaussian distribution with the same diffusion coefficient as for b.
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The schematic diagram in Figure 16.3(a) illustrates this system: transport of solute particles (blue
sphere) through the porous structure created by surrounding entangled macromolecular filaments (gray)
whose translational diffusion is known from many studies of F-actin networks to be slow relative to this
transport. These are semiflexible filaments. [172]
Figure 16.4: A typical trajectory of particle (a = 100 nm) diffusing in entangled F-actin (ξ = 300 nm)
projected onto the xy plane with 50 ms between frames (gray) or 2 s between frames (red), measured for
250 s. The eye distinguishes local vibrations and long jumps (gray line); for this sampling time, motion is
determined to be subdiffusive, a pattern familiar in colloidal systems and commonly attributed to “caging.”
Increasing the time period of temporal sampling by a factor of 40 (red line) makes the long jumps more
obvious to the eye, corresponding to reversion of motion to Fickian.
The trajectories (see Figure 16.4) of dilute nanoparticles were followed as they diffused through entangled
F-actin networks formed as described above. The filament lengths of 220 µm were comparable with the
persistence length of ≈ 15 µm. [172] Potential nonspecific adsorption to actin was excluded by coating the
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particles (fluorescent carboxylate-modified polystyrene spheres) with BSA, a widely used blocking protein.
The F-actin concentration was kept sufficiently low that the networks remain isotropic.
A pioneering study by Weitz and coworkers on a similar system analyzed patterns of subdiffusive behavior
when the ratio of particle size to mesh size was increased. [206] Here, we focused on selected values of particle
radius (a) and mesh size (ξ), such that displacement was Fickian over times as short as we could measure,
as short as 50 ms, and analyzed the full distribution of displacement probability instead. As an extension,
we also examined the situation where diffusion was subdiffusive for some window of observation time but
was Fickian in the long-time limit.
16.2.3 Microscopy and Tracking
The samples were imaged by using a homebuilt setup for epifluorescence microscopy with a diode-pumped
Nd/YAG laser (CrystaLaser) excitation source. [172] The laser was focused to the back focal point of an
air objective (LD Neofluor 63×, NA = 0.75), causing the beam out of the objective to be parallel and
homogeneous. Fluorescence excited was collected through the objective and detected by a back-illuminated
electron-multiplying CCD camera (Andor iXON DV-897 BV). The total system magnification of the CCD
was 100 nm/pixel. Fluorescence images were collected typically at the speed of 20 frames per second for
500 s. The video images were converted into digital format and analyzed by using single-particle tracking
programs, locating the center of each particle in each frame and then stringing these positions together to
form trajectories by using software written in-house. [7, 8] The accuracy was ≈ 20 nm. [8]
For the case of particles diffusing on lipid tubules, before the movies can be analyzed by using standard
particle tracking algorithms, the fluorescent contribution of the tubes must be subtracted. We exploited
their effectively constant contribution. For the majority of the time, the intensity of a pixel reflected the
background value with a small noise component. Thus, if we average the value of a pixel over all times
after discarding the brightest quarter, we obtain an almost perfect background image. Some distortion
persists because the average value at those locations where a particle was never present will be slightly too
low, but this deviation is minimal and acceptable because this random noise is trivial compared with tube
fluorescence. This has the beneficial side effect of excluding fixed particles from consideration. Finally, the
trajectories are projected to the axis parallel to the extending direction of the tubes for further statistical
analysis.
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16.3 Results
16.3.1 Colloidal Beads on Phospholipid Bilayer Tubes
The relation: 〈4x2 (t)〉 = 2Dtt (16.3.1)
where Dt is the translational diffusion coefficient, implies Dt = 0.4 µm
2/s for particles. This value is
strikingly fast, ≈ 20% of the value in free dilute suspension, even though the viscosity of lipid bilayers is
≈ 100 times higher than the viscosity of bulk water, and the particles never left the surface track. Exploring
further, we compared our experimental values with diffusion on solid-supported lipid bilayers formed from
the fusion of single unilamellar vesicles of these same lipids [217] and found slower diffusion for bilayers, a
2-dimensional diffusion D = 0.01 µm2/s, which agrees with literature. [58] Although it is true that diffusion
on the supported bilayer is expected to be slower than diffusion along the tubes owing to friction from the
solid substrate underneath, such reduction is expected to be on the order of a factor of 2, the amount that
friction from the supporting substrate reduces diffusion in supported bilayers compared with free-standing
giant unilamellar vesicles. [147] The much larger difference in diffusion observed is believed to result from
coupling to thermal fluctuation of the membrane. Such fluctuations without adsorbed particles have been
studied both theoretically and experimentally. [91,105] Although fluctuation in the presence of an adsorbed
particle might be perturbed, it is reasonable that fluctuations continue to be significant, albeit perturbed,
given that particle adsorption can drastically deform membranes [47] and disturb the Goldstone modes of
lipid tubules. [62]
In another control experiment, we mixed 40% cholesterol into the tubes to stiffen and tighten them. [103]
The mean-squared-displacement remained Brownian but with smaller Dt, 0.012 µm
2/s (Figure 16.1(b),
lower line). This cannot be attributed to viscosity change, because cholesterol increases viscosity by only
≈ 20%. [55] Noting that cholesterol largely suppresses membrane fluctuations, reducing their amplitude by
an order of magnitude, this further supports the hypothesis that membrane fluctuations speed up diffusion.
In other control experiments, we also observed that adsorbed DNA displays enhanced diffusion, enhanced
by approximately the same factor as these rigid colloid particles. The result seems generic.
From the analysis of hundreds of trajectories, the probability distribution of particle displacement:
Gs (x, t) = 〈δ (x− |xi (t)− xi (0)|)〉 (16.3.2)
where xi(t) denotes the projected position along the tube of particle i at time t, are reported in Figure 16.1(b).
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LogarithmicGs(x, t) is plotted against displacement normalized by particle diameter, σ, for particles diffusing
on tubes of dilauroylphosphatidylcholine (DLPC), and the distribution was observed to decay linearly on a
semilogarithmic plot for observation times up to several seconds. Phenomenologically:
Gs (x, t) =
1
λ (t)
e−
|x|
λ(t) (16.3.3)
However, beyond t ≈ 4 seconds, the exponential decay smoothly reverted to Gaussian decay, becoming
indistinguishable from Gaussian decay within a couple of seconds. Although the statistics change in this
major qualitative way, the mean-squared-displacement remains Fickian, with the same diffusion coefficient
throughout.
(a) Evolution of Decay Length (b) Master Curve
Figure 16.5: Time evolution of exponential tails in displacement distribution. (a) The decay length λ(t),
plotted versus delay time on loglog scales, shows a square-root power law. (b) Master curve obtained by
normalizing the probability distribution by the square root of the time step, xλ = x(t)/
√
t, with delay times
ranging from 30 ms to 1 s. The solid line, a guide to the eye, shows semilogarithmic behavior. The dotted
line shows Gaussian behavior with the same diffusion coefficient.
The decay length λ(t) grows as the square root of the time over which displacements are measured,
λ(t) ≈ √t (Figure 16.5(a)), which is consistent with linear MSD. Consequently, the probability distributions
collapse to form a master curve if normalized by λ(t) (Figure 16.5(b)). For comparison, Figure 16.5(b) also
shows the hypothetical Gaussian distribution that would give this same proportionality between mean-square
displacement and elapsed time; one observes fewer small steps than in the Gaussian distribution and more
long steps, even though the implied diffusion coefficient is the same. Finally, for the control experiment of
diffusion on stiffer tubes (tubes containing cholesterol), the probability distribution was simply Gaussian
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regardless of the time scale of the step.
16.3.2 Colloidal Beads in Entangled Actin Suspensions
(a) MSD (b) Displacement Distribution
Figure 16.6: Comparison of mean-square displacement (MSD) normalized by mesh size squared, plotted
against time t on a loglog scale for particles in entangled F-actin at conditions of a = 100 nm, ξ = 450
nm. MSD, shown in (a) has slope of unity. The corresponding displacement probability distribution Gs(r, t)
is plotted logarithmically against linear displacement for delay time of 0.1 s in (b). Here, Gs(r, t) can be
fitted with a combination of a Gaussian function at small displacement and an exponential function at large
displacement, indicated by the solid line. The dashed line in a is MSD constructed according to the central
Gaussian part in displacement distribution. The dashed line in b shows a Gaussian distribution with the
same diffusion coefficient as for the measurements in a.
Strictly Fickian behavior was observed in the least-obstructed systems and was illustrated for 2 cases,
both of which are within a/ξ < 0.15. The first case was shown earlier in Figure 16.3, Figure 16.6 shows
qualitatively similar data for a different colloid size. to show the generality of Fickian behavior when both
particle size and mesh size were varied. For Fickian diffusion, classically, one expects Gaussian decay:
Gs (r, t) ∝ e−
r2
4Dtt (16.3.4)
where D is the diffusion coefficient, and r(t) denotes the 2-dimensional projection of displacement in time t.
This is consistent with the data when the displacement is small, but for larger displacements, the data are
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definitively exponential instead (Figure 16.3(c)):
Gs (r, t) ∝ e− rλ (16.3.5)
One expects, in principle, the displacement distribution to revert to Gaussian at sufficiently long times,
but this was not observed, perhaps because the system relaxation time estimated from rheology measure-
ments on similar F-actin networks (>1,000 seconds) so much exceeds the time on which these experiments
were conducted. [86] In fact, it was the opposite: The contribution of the central portion that could be
fitted as Gaussian decreased with time elapsed. Inspection shows that the crossover point from Gaussian to
exponential occurs approximately at the distance (ξ− 2a)/2, which is the average distance between particle
and filaments. When the distributions spread with increasing observation time, this cross-over point did
not. The result is that the exponential parts took larger and larger portions of the overall distribution.
This then suggests that the exponential arises from interaction between particle and filaments, although a
molecular explanation is not the main subject of this article. Furthermore, the dashed line in Figure 16.3(c)
shows the hypothetical Gaussian distribution that would lead to the diffusion coefficients implied by the
raw data in Figure 16.3(b). Just as for the first system described in this article, in the observed probability
distribution, one observes fewer small steps than in the Gaussian distribution and more long steps, even
though the implied diffusion coefficient (Dt) is the same.
Also in common with the first system described in this article, the temporal evolution of Gs(r, t) reveals
that the exponential tail spreads with time. In Figure 16.7, the plot on loglog scales shows λ(t) ∝ √t over
2 orders of magnitude of t.
We now compare trajectories that span subdiffusive, crossover, and Fickian diffusion regimes (Figure
16.7(a)), the system with a/ξ ≈ 0.3). It is evident that the displacement distribution is exponential in all 3
regimes and that the decay lengths of the exponential collapse onto the same curve in Figure 16.7(b). Again,
probability distributions collapse to form a master curve when normalized by λ(t) (Figure 16.7(a) Inset),
showing universal exponential tails and Gaussians disappearing with time. The fact that λ(t) ∝ √t is more
generic than
〈4r2〉 ∝ t is striking.
16.3.3 Transition Probability Density
In the same spirit of comparing mean-square displacement and the full displacement probability functions,
we measured conditional probability density, also called transition probability density. We analyzed the lipid
tubule system, where the motion is simply 1D. To inspect correlations between points on a single trajectory,
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(a) Displacement Temporal Evolution (b) Evolution of Decay Length
Figure 16.7: Temporal evolution of the displacement probability distributions. (a) Gs(r, t) for diffusion of
particles with radius 100 nm in F-actin (ξ = 300 nm) at delay time t: 1 s (circles), 5 s (triangles), and 20
s (crosses). (Inset) Master curve obtained by normalizing the probability distribution by the square root of
the time step, rλ = r(t)/
√
t, with delay times ranging from 50 ms to 5 s. (b) Decay lengths λ(t) defined in
a are plotted against time on loglog scales. Experimental conditions are a = 50 nm, ξ = 300 nm (crosses);
a = 100 nm, ξ = 450 nm (triangles); and a = 100 nm, ξ = 300 nm (circles). Lines have slopes of 1/2. The
uncertainty in fitting is less than the symbol size.
(a) Pure DLPC Correlation (b) Cholesterol+DLPC Correlation
Figure 16.8: Scatter plots correlating the displacement of representative single particles with their subsequent
displacement 4 time steps later (30 × 4 ms); this is the time at which the non-Gaussian parameter of the
probability distribution function reaches a maximum. (a) For particles diffusing on tubes of pure DLPC, the
diffuse scatter of displacements indicates that the particles move persistently but with dispersive variance.
(b) Particles diffusing on tubes of DLPC containing 40% cholesterol show no such heterogeneity.
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we extracted displacements with time intervals of 30 ms and correlated them with a time delay 4 time
steps later (120 ms), the time at which the non-Gaussian parameter [131] of the probability distribution
function reaches a maximum. Accompanying a high density of small-amplitude steps, larger steps of broadly
dispersed variance are significant as well (Figure 16.8(a)). The contrast for a particle diffusing on a tube
doped with cholesterol is shown in Figure 16.8(b); the long steps are absent.
Next, on the ensemble level, we calculated transition probability density functions, Pn (4x′, t+ nτ |4x, t),
where 4x is the 1D displacement in time interval of τ . Figure 16.9(a) and 16.9(b) compares the first 2
transition probability functions of beads diffusing in actin networks, and it is obvious to the eye that they
also deviate from Gaussian. The shapes of equiprobability are nearly square, corresponding to exponential
distribution, not circular, as expected for Gaussian distributions.
In contrast to zero-displacement correlation functions, the weak orientation in P1 indicates anti-correlation
in these displacements. Large positive displacements have more chance to be followed by large negative dis-
placements and vice versa. Interestingly, the symmetry of the pattern still ensures a zero average correlation.
However, this weak anti-correlation dies out quickly with time, as one notes from observing that the second-
order transition probability, P2, is essentially isotropic. This observation is also consistent with the picture
that particles are hardly trapped under our experimental conditions.
Figure 16.9(c) shows that (P 21 −P2) ≈ 0, illustrating no memory effect on the time scales experimentally
available; in other words, these motions are Markovian. Examining the higher-order transition probability
functions supports the same conclusion, because Pn1 ≈ Pn.
Figure 16.9(d) shows P1 for the beads on the lipid tubule system considered in the first section of
this article. The qualitative temporal trend and nonspherical shape are evident although these data are
noisier because the statistical dataset available for this system is smaller. However, it shows a weak positive
correlation of displacement, in accord with the earlier observation of enhanced diffusion.
From this analysis we conclude that although both systems have zero-mean displacement correlation
and Markovian characteristics, the transitional probability density presents heterogeneous and exponential
behavior.
16.4 Discussion
16.4.1 General Discussion
We focus below on generic aspects of these observations but first make some system-specific comments.
For the first system described here, colloids on lipid tubules, physically, one expects slow entropic forces to
173
(a) Actin P1 (b) Actin P2
(c) Actin
∣∣P 21 − P2∣∣ (d) Tube P1
Figure 16.9: Displacement transition probability density functions, Pn (4x′, t+ nτ |4x, t) , where 4x is the
1D displacement in time interval of τ . The color is coded as the logarithmic probability density covering 3
orders of magnitudes. (a), (b), and (c) show the P1, P2, and
∣∣P 21 − P2∣∣, respectively, of particles (a = 50
nm) diffusing in entangled actin network (ξ = 300 nm), with τ = 50 ms. The binning width is 50 nm. Here,
Pn (0, t+ nτ |0, t) is located at the centers of the plots; (d) shows P1 of particles (σ = 100 nm) diffusing on
a lipid tubule, with τ = 30 ms. The binning width is 100 nm.
promote diffusion because adsorption perturbs spontaneous membrane fluctuations (Section 16.4.2). For the
second system described here, colloids in actin networks, entropic forces arise from coupling between these
diffusing particles and transverse fluctuations of actin filaments. Considering that the presence of particles
might modify the thermal fluctuation of the environment as well, it is reasonable to speculate that these
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phenomena have an intermittent nature consisting of a long sequence of stochastic bursts resulting in a
broad distribution of time scales; analysis along these lines is presented in Section 16.4.3. The main point is
experimental: the ubiquitous observation of exponential tails.
Regarded just on its own, data for the second system might suggest activated diffusion between pores in
the entangled F-actin networks, in the same spirit as activated diffusion and exponential tails observed in
glassy systems. [27,165] But data for the first system show diffusion nearly as rapid as for the same colloids
in free suspension. Although the exponential tail is reminiscent of slow dynamics in a glassy system, in fact,
these dynamics are exceptionally rapid.
16.4.2 Membrane Fluctuation
In the continuum limit and harmonic approximation, membrane undulation in the long time limit is given
by: 〈
(4h)2
〉
=
kBT
piγ
ln
(
L
pi
√
γ
κ
)
(16.4.1)
where γ ≈ 10−19 J, and κ ≈ 10−4 ≈ 10−5 J·m2 are the tension and stiffness of the membrane respectively, L is
the tube length, and h is fluctuation amplitude normal to the membrane. [42] Inserting known experimental
parameters for this system, the estimated amplitude of fluctuations is ≈ 10 nm, a significant fraction of
the particle size. Meanwhile, the relaxation frequency of membrane fluctuation known for hydrodynamic
damping in this system:
ω (q) =
〈z〉3 q2
12η
(
κq4 + γq2
)
(16.4.2)
corresponds to a time of 5 s, where q ≈ 3 × 105 m−1 is the smallest wave factor considering the particle
adsorption, η is the viscosity of bulk water, and 〈z〉 ≈ 100 nm is the average lipid tube diameter. [91] This
pleasing consistency between 2 time scales, 5 seconds from this calculation and also in the data in Figure
16.1(c), highlights the potential coupling of particle diffusion and membrane fluctuation.
16.4.3 Alternative Random Walk Models
We compare the experimental van Hove functions in the frequency domain by performing the discrete
FourierLaplace transform of Gs (x, t) → Fs (k, u) on these data, with those calculated functions from the
continuous time random walk (CTRW) model. Inputting the conjectural jumping length ψ(k) and pausing
time φ(u) distributions into the Montroll-Weiss equation:
Fs (k, u) =
1− φ (u)
u
1
1− ψ (k)φ (u) (16.4.3)
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best “fittings” are achieved with power-law distributions both for displacements, ψ(x) ≈ x−1−β , and time
intermittency, φ(τ) ≈ τ−1−α, within the range of 0.3 ≤ η < 0.5, 2α ≈ β for colloid diffusion on lipid
tubule. It is consistent to observe the relation between exponents, 2α ≈ β. This satisfies the linear MSD we
observed, because according to the CTRW model, this relation corresponds to a complicated spatiotemporal
correlation,
〈4x2 (t)〉 ≈ t2α/β . [15]
Another line of thought considers a dynamic disordered landscape with stochastic potential barriers
chosen to have a finite lifetime. As pointed out to us by D. Wu, simulation shows cross-over from Fickian
(and Gaussian) behavior, to Fickian and exponential behavior when the barrier lifetime exceeds the mean
collision time between particle and barrier.
16.4.4 Einstein’s Derivation of Gaussian Statistics Revisited
With these considerations in mind, it is interesting to revisit Einstein’s classic derivation of Brownian motion,
which forms the basis of the well-known Fokker-Planck equation. It corresponds to a truncation of high-
order cumulants in the Kramers-Moyal expansion of the Markovian master equation, [161] which leads to
recovering Fick’s diffusion equation. Physically, those high-order terms connect to the nonlinear dissipations.
This truncation supposes that the mass and the momentum of the surrounding particles are infinitesimally
small. [161] Na¨ıvely, it is appropriate to question its legitimacy in complex fluids such as those studied
experimentally in this chapter, where the environment is massive in both mass and momentum. But it
is difficult to make progress with this argument. Although there is continuous theoretical effort to involve
higher-order terms, [192] this is a demanding task for lack of appropriate mathematical tools and the common
belief that high-order corrections are of little importance. This is perhaps appropriate because of the
paucity of relevant data with which to compare. Computer simulations have for decades often measured the
nonzero non-Gaussian parameters in various diffusion processes. [102,131] This essentially reflects high-order
cumulants of the displacement probability, but the full distribution in general was not explicitly explored.
16.4.5 Persistance and Exchange
It is tempting to investigate these data in the framework of the continuous-time random walk (CTRW) model,
in the same spirit as for glassy systems. [27] An exponential-like displacement distribution was implied long
ago [123] and also has been derived with approximations for the situation where the transition rate is
heterogeneous. [27] It has been suggested as well that MSD can be linear in time even when the central limit
theorem is not satisfied. [186] To pursue this idea, from our raw data, we calculated the “persistence” and
“exchange” time distributions (Figure 16.10), introduced to characterize dynamic heterogeneity in random
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walks. [20, 27,75]
(a) Actin (a = 50 nm, ξ = 300 nm) (b) Actin (a = 100 nm, ξ = 300 nm)
(c) DLPC Tubules
Figure 16.10: Exchange and persistence time distributions (circles and squares, respectively) for particles
diffusing (a) in actin networks when a = 50 nm and ξ = 300 nm, (b) in actin networks when a = 100 nm and
ξ = 300 nm, and (c) on lipid tubules. The corresponding displacement probability distributions are shown
in Figures 16.3(c), 16.6(b), and 16.1(c) respectively. Here, a cutoff displacement length, d, which locates the
peak of time distributions at the center of the experimentally accessible time range and serves to define large-
scale motions, is defined as 0.5 µm in (a) and 1 µm in (c). Similar results were obtained for d in the range
0.1–5 µm. The dashed line in (a) presents the exchange and persistence time distributions obtained from a
simulated random walk with Gaussian statistics. For a Gaussian distribution, the exchange and persistence
time distributions are identical and have narrower tails. Local events are defined as a displacement distance
> ξ.
These times are defined according to Chandler and Garrahan. [20, 27, 75] In brief, consider a particle i,
initially at t0 = 0 observed at position ri(0). The persistence time t1 for a cutoff distance d is specified by
the first time that particle i has moved far enough that |ri (t1)− ri (t0)| ≥ d. Exchange times tn − tn−1
for n > 1, require the recursive determination tn from tn−1, with tn defined as the first time that particle
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i has moved far enough so that |ri (tn)− ri (tn−1)| ≥ d. For a given threshold distance d, distributions of
exchange and persistence times can be obtained by ensemble averaging over all trajectories.
When computing these quantities, care must be taken to avoid biasing the data because of the finite time
extent of the trajectories. Trivially, the probability of observing a time interval greater than the total time
span of the trajectory is zero, placing an absolute upper bound on the window of times we can measure. More
importantly, when computing exchange times, for each subsequent tn, the time remaining till the end of the
trajectory decreases, continually narrowing the window over which our relative probabilities are accurate.
The decreasing window results in a noticeable bias to the data, increasing the relative probability of shorter
time intervals. Fortunately, this problem can be circumvented with minimal difficulty by simply reserving a
portion at the end of each trajectory during which measured displacements are allowed to terminate but not
to start. In so doing, bias will be limited to time intervals greater than the extent of the reserved portion,
whereas the relative probabilities will be accurate for all time intervals less than this extent. Because of
largely discarding a portion of the trajectory, a trade-off therefore exists between the size of the window
of accurately observable times and the precision of the observations. For all results presented here, time
intervals were selected to avoid any bias in the figures.
Further improvement was obtained by increasing the sampling of the trajectories; in effect, the initial
time t0 was arbitrary, and similar analysis can be applied for t0 = 1, 2, etc. In practice, although significantly
increasing the data available, special consideration must be applied when implementing increased sampling.
In contrast to ensemble averaged trajectories, oversampled trajectories are not fully statistically independent,
so when calculating the precision, careful consideration must be given to the number of independent degrees
of freedom. Although not exactly analogous, a more thorough explanation of this issue is provided by
Valentine and Weitz, [187] who determined the number of independent degrees of freedom obtained by
oversampling of trajectories when computing the mean-squared displacement. To determine precise error
bars for the persistence and exchange distributions, similar analysis would need to be used to determine the
degree of statistical independence for these calculations. A simpler estimate of the error bars corresponds
to the roughness of the curves of the distributions.
Because the roughness of these curves in Figure 16.10 is minimal compared with the qualitative differences
observed here, although not precisely calculated, the error bars for our measurements would be insufficient
to alter our qualitative observations.
In the first system, the lipid tubule system, decoupling of these 2 times can be observed (Figure 16.10(c)),
but in the second system, the actin network system, these 2 distributions are the same when the process
is Fickian (Figure 16.10(a)). For trajectories that are subdiffusive at early times (Figure 16.10(b)), a slight
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decoupling is observed. Taken together, these findings suggest that exponential statistics is more general
than the picture of CTRW models. Interestingly, in all cases, the exchange and persistence time distributions
have broader tails than those generated from simulated random walks with Gaussian statistics. Moreover,
comparing trajectories on different time scales (Figure 16.4), intermittency disappears on long time scales,
but exponential tails persist. Most important of all, calculations following this line of reasoning do not
necessarily reproduce the power law relation, λ(t) ≈ √t, which seems to be universal in our observations.
16.4.6 Alternate Models
This discrepancy led us to consider other similar models (Le´vy walk and dynamic disorder), which were
discussed in Section 16.4.3. Taken together, the common difficulties in evaluating this sort of model are
2-fold.
1. How to legitimize on physical grounds the fitting parameters?
2. How to rationalize that the probability distribution function described not only slow dynamics (colloids
in actin) but also enhanced diffusion (nanoparticles on DLPC tubules)?
Another line of explanation, attractive in its simplicity, is to assume that the exponential tail of the
probability distribution is a series of Gaussian distributions with different variance. Then the total can be
written as G (x) =
∑
p (x)ω (σ), where ω (σ) is the weight of the Gaussian distribution with given variance.
Approximately, the sum can be performed by integration, which gives:
Gs (r, t) ≈ e−
|x|
λ (16.4.4)
assuming that:
ω (σ) ≈ e−σ
2
t (16.4.5)
It follows that λ ∼ √t. Because each elemental process is diffusive, the variance of the total should be
λ2 ≈ t – also diffusive. In this interpretation, the enhanced diffusion observed in our first system reflects
contributions from those Gaussians with large variances. Physically, each Gaussian connects to a certain level
of force on the particle as a consequence of the central limit theorem, and the weightings reflect Boltzmann
distributions of those states. [117] Observed in the laboratory frame, as we have done in this experimental
study, diffusion is then the superposition of a packet of diffusive processes.
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16.4.7 Conclusions
These arguments are similar in spirit to notions about distributions of dynamic activity in supercooled liquids.
[120,207] For this picture to be consistent, dynamic heterogeneity must flip very fast in our systems. On the
one hand, this is supported by the observations of Fickian diffusion, no significant velocity autocorrelation
on the experimental time scales, and exchange and persistence time distributions that are nearly the same.
This contrasts with glasses, where correlations of heterogeneity are long lived, finally leading to bistability
of trajectories [74] and spatial distribution of fast and slow populations. [179] On the other hand, there are
difficulties. It is not clear how to justify the assumption of independent Gaussian processes when they are
highly entangled nor that variances are related to one another in this assumed way. Also, one must establish
explicitly the connection between environmental fluctuations and dynamic heterogeneity in trajectory space.
The data presented in this chapter raise fundamental questions concerning what is the statistical na-
ture of the diffusive process when the physical situation is such that the assumption of Einstein’s classic
derivation of Brownian motion are not satisfied. It is our hope that this experimental study [196] will call
renewed theoretical and experimental attention to the problem of random walks under conditions where the
environment fluctuates on similar time scales as the random walk itself.
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Chapter 17
Polymer Entanglement
Adapted with permission from B. Wang, J. Guan, S. M. Anthony, S. C. Bae, K. S. Schweizer, and S.
Granick, Confining potential when a biopolymer Filament reptates, Physical Review Letters, 104 (2010), p.
118301. [197] Copyright 2010 American Physical Society.
17.1 Introduction
Polymer entanglement is imperfectly understood. [45, 155] This impedes much progress, from processing of
plastics to transport in the cell cytoskeleton. Historically, it is modeled [45,50,155] with increasing sophisti-
cation as ”reptation,” the thermal motion of linear chains within a ”tube” along a coarse-grained snake-like
”primitive path”, [57, 95, 139, 205] but too little is known from experiment about the confining potential, a
dynamical property that describes transient localization on time scales less than the disentanglement time,
owing to the paucity of methods to do so.
Researchers in this field have been well aware of the desirability of this goal. In addition to the voluminous
literature comparing models to measurements of mechanical properties and diffusion, [57,124] which is indi-
rect, we call attention to the direct measurements. The pioneering work of Sackmann confirmed anisotropy
of diffusion for the system that we study here, [48] semiflexible filaments of F-actin, but was limited by
colloidal bead markers attached to actin. Force measurements were made by dragging DNA through other
similar DNA molecules [162] but nonlinear flows complicated interpretation. Computer simulations [57, 84]
to date are limited to modest degrees of entanglement, N/Ne ≈ 10 or less (N is the degree of polymerization
and Ne the entanglement onset). Here a novel fluorescence approach enables us to quantify distributions of
monomer displacement normal to the primitive path for N/Ne ≈ 100, with subdiffraction resolution. These
measurements refer to times far shorter than the disentanglement time, ≈ 100 minutes for this system, [84,95]
and thus define a ”confining potential.” [222]
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17.2 Experimental
(a) Schematic (b) Localization
(c) Representative Trajectories
Figure 17.1: The main idea of this experiment. (a) Schematic representation of a chain constrained into a
tube-like region by an effective harmonic potential, the collective topological effect of surrounding chains.
Minima of this potential define the primitive path. As discussed in the text, the radius of the tube is
irregular and polydisperse. (b) A representative image showing two labeled segments of a long actin filament.
Analyzing the raw data using a two-dimensional Gaussian spreading function allows one to determine the
actual position of segments with subpixel resolution ( ∼ 10 nm in this set of experiments), indicated by
the crosses. (c) An overview of the variety of curvilinear-like diffusive motions of labeled actin segments
in entangled F-actin networks. Colors denote time lapse of the trajectory. The F-actin concentration is0.7
mg/mL. Temporal step is 0.5 seconds. The dimension of the view is 50 µm × 50 µm.
F-actin networks are chosen since the filaments are long enough to be visualized by fluorescence mi-
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croscopy (Figure 17.1(a)). The mean filament length (number averaged, Ln) of 23 µm has, from this sample
preparation, weight-average to number-average polydispersity, Lw/Ln, of 1.3, and persistence length ∼ 17
µm. [107] Semi-flexibility implies that ”tube leakage”, random looping between discrete entanglements, is
unlikely. Subdiffraction spatial resolution is achieved by sparse fluorescent labeling.
The experiment begins by mixing trace labeled probe filaments with entangled unlabeled filaments (0.2–2
mg/ml). Probe filaments are constructed by annealing short segments (≈100 nm long), generated by passing
a mixture of Alexa-568 labeled and unlabeled F actin at a ratio of 1:10 through a 26 gauge syringe needle 6
times, then fixing the annealed filaments with phalloidin to prevent treadmilling and depolymerization. [127]
Annealing proceeds for > 12 hours. Brownian motion of labeled segments was viewed in an epifluorescence
microscope with air objective (63×, NA = 0.75) to focus deep into the sample (> 100 µm) to avoid potential
wall effects. Video images were digitized and analyzed using software written in house. [7] Local changes in
positions of labeled monomers are resolved with 10 nm precision (Figure 17.1(b)).
17.3 Results and Discussion
Representative time traces of fluorescent labels along F-actin filaments show the expected reptation (Figure
17.1(c)). We identify the primitive path by a B-spline fitting of the position point cloud using a squared
distance minimization algorithm, and calculate the minimum distance r⊥ from every measured point to
the primitive path with a quadratic approximation. [199] This one dimensional projection of the transverse
fluctuation distance within the tube brings an extra experimental uncertainty of < 10 nm, estimated from the
variance of a single distance calculated from fitting with different initial conditions. As the average spacing
between labels along the filaments exceeds the persistence length, this excludes potential spatial correlations
of measured transverse fluctuations. Chain ends were excluded from analysis. Trajectories lasting 300–700
seconds were analyzed with a frame rate (0.5 seconds) sufficiently slow that bending fluctuations, which are
on the millisecond time scale, [24] did not contribute. This time scale is longer than the entanglement time,
the time that the movement of the filaments starts to become sterically confined by their neighbors. [84]
In Figure 17.2, histograms of root-mean-squared (RMS) transverse fluctuations,
√〈r2⊥〉, of single time
traces of filaments are shown for two actin concentrations. The right-skewed shapes deviate from the classical
tube radius notion.
The ensemble-average dynamical confining potential felt by an actin monomer, V (r⊥), is extracted by
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(a) cactin = 1 mg/mL
(b) cactin = 0.2 mg/mL
Figure 17.2: Histograms of RMS transverse fluctuations (distribution of ”second moments”) of single time
traces along filaments at actin concentrations of 1 (a) and 0.2 mg/mL (b). The solid lines compare to the
expected distribution predicted by the ensemble- averaged model presented in the text, assuming that each
filament feels a homogenous environment. The discrepancy between these two distributions demonstrates
that the heterogeneity quantified here occurs on length scales smaller than the filament length.
combining the full trajectories from all filaments using the relation: [48,222]
V (r⊥)
kBT
= − ln P (r⊥)
P (0)
(17.3.1)
where P (r⊥) is the transverse distance probability distribution, and kBT is the thermal energy. Experimental
limitations preclude measurement of the (expected weak forN  Ne) time dependence of V (r⊥). [222] Figure
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17.3(a) shows an example of the displacement probability distribution spanning 3 orders of magnitude of
transverse fluctuation. Data for a single filament (crosses) agrees with the ensemble-average for many
filaments (circles) though the former is noisier, showing that fluctuation on the single filament level is well
represented by the ensemble distribution. For the first logarithmic decade of probability distribution, the
transverse distance r⊥ agrees with the classical picture of a harmonic constraining potential, following the
Gaussian probability distribution:
P (r⊥) ∝ e−
r2⊥
R2e (17.3.2)
where Re is the tube radius defined as the distance beyond which the constraining potential exceeds kBT .
Beyond this, it is better described by an exponential decay:
P (r⊥) ∝ e−
|r⊥|
λ (17.3.3)
This is the case for probabilities < 0.1, corresponding to a constraining potential of ≈ 2kBT or more, a regime
not probed in prior studies. [48] At other actin concentrations, the distribution was similar except that it
broadened as concentration decreased. The concentration range studied was limited by the requirement to
achieve entanglement at the low end and to avoid nematic ordering at the upper end. [96]
Figure 17.3(b) shows an effective equivalent restoring force, −dV⊥dr⊥ , plotted against the transverse distance.
For small displacements, force increases linearly with transverse distance and the spring constant is the slope,
as postulated in classic tube or slip-link models. But in the large displacement regime, the restoring force is
constant and in the range ∼ 10–100 fN, the value depending on actin concentration. This softening is not
included in theories of polymer dynamics of which we are aware. However, for these semidilute solutions
whose mean concentration is so small (≈ 10−4 in terms of volume fraction for actin) large concentration
fluctuations are present. It is then reasonable to expect the entangled network, which controls actin monomer
displacements, to have a broad distribution of physical and mechanical mesh sizes. This we propose is the
origin.
17.4 Simple Model
We now introduce a simple physical quantification of this idea.
1. It is reasonable to model the spatial distribution of filaments as a random fluid of thin rods, since actin
concentrations are below the nematic phase transition.
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(a) Probability Distribution (b) Restoring Force
Figure 17.3: Illustrative transverse fluctuation distributions. (a) Transverse distance probability distribu-
tions, plotted against distance normal to the primitive path, for an ensemble of hundreds of filaments (circles)
and for the trajectory of a single filament (crosses). Actin concentration is 0.5 mg/mL. The solid line is a fit
using Equation 17.4.4a with α = 1. The dashed line is the corresponding Gaussian fit to the center part of
the distribution. (b) Effective restoring forces, inferred from a Boltzmann distribution law as explained in
the text, plotted against transverse distance. The actin concentrations are 1 (crosses), 0.5 (triangles), and
0.2 mg/mL (circles).
2. Given 1, the physical mesh (ξ) distribution was determined by Ogston to be:
Pξ (ξ) = 4piρξe
−2piρξ2 (17.4.1)
where ρ is the contour length per volume. [132] This implies that the suspension can be thought of
as tiling space with meshes (groups of nearby filaments) of variable local density and size randomly
distributed.
3. As in semidilute solutions of entangled flexible chains in a good solvent, a direct connection between
physical mesh and entanglement (or localization tube) length applies.
Mean field ideas [84] and a binary collision approximation (BCA) [125] show that average tube radius and
mesh size are related as:
Re = aξ
6/5l−1/5p (17.4.2)
where lp is the persistence length of semi-flexible polymer and a is a numerical constant. This concentration
dependence of the tube radius has been recently revisited [77,183] but we show below that this simple relation
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is consistent with our experimental data. The BCA allows us to employ this relation locally, on a mesh-by-
mesh basis, in order to relate local spatial variation of actin density to local spatial variation of the tube
radius. How correlation effects should be included is unknown, and (as we show) apparently unnecessary to
adequately describe our observations. Then the probability a given actin monomer has displacement r⊥ is
given by probability density averaged over spatial and temporal fluctuations:
P (r⊥) =
∫
PRe (Re)
1√
piR2e
e
(
− ˜r⊥
R2e
)
dRe (17.4.3)
where for each specific tube radius the distribution of transverse fluctuation is Gaussian. The implied
distribution of tube radii, PRe (Re), is plotted in Figure 17.4(a). But the tube radius cannot be arbitrarily
small, since filaments have finite size, so a lower limit of integration is introduced. This physical argument
generates a dimensionless formulation of the 1D transverse distance distribution:
P (r˜⊥) = c
∫ ∞
α
R˜−(1/3)e e(
−pi4 R˜5/3e )e
(
− r˜
2
⊥
R˜2e
)
dR˜e (17.4.4a)
where:
R¯e ≡ a (8ρ)−(3/5) l−(1/5)p (17.4.4b)
R˜e ≡ Re/R¯e (17.4.4c)
r˜⊥ ≡ r⊥/R¯e (17.4.4d)
and α is the dimensionless lower cutoff of the integration, and c is a normalization factor depending on R¯e
and α.
For large r⊥, using the method of steepest descent for Equation 17.4.4a predicts a nearly exponential
tail:
P (r⊥) ∝ e−1.2(
r⊥
Re
)
10/11
≈ e−( r⊥λ ) (17.4.5a)
where:
λ ≈ R¯e
1.2
(17.4.5b)
Physically, the tail is the ensemble-average consequence of an effectively static disorder of harmonic tube
constraints which follow the local variation of mesh sizes. This agrees with data at different actin con-
centrations and suggests (Figure 17.3(a)) that α = 1. This parameter mainly determines the position of
transition from Gaussian to exponential-like distribution. A value of unity implies the mean tube radius
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(a) Radius Distribution (b) Radius Distribution (log)
(c) Concentration Dependence
Figure 17.4: The tube radius distribution. (a) The distribution of tube radius, R¯ePRe
(
R˜e
)
=
5pi
12 R˜
2/3
e e(
−pi4 R˜5/3e ), is plotted against the dimensionless defined in the text, on linear scales. The shadowed
region shows the needed lower cutoff determined by fitting the data. (b) The distribution of tube radius
plotted on semilogarithmic scales rescaled by mean tube radius, taking lower cutoff into consideration so
that the average tube radius 〈Re〉 = 1.6R¯e. (c) Logarithmic plot of R¯e versus actin concentration.The error
bars show the standard deviation from many experiments. The solid line has slope −3/5.
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(Figure 17.4(a)):
〈Re〉 ≈ 1.6R¯e ≈ 1.6ρ−(3/5)l−(1/5)p (17.4.6)
where R¯e, effective filament thickness, is plotted logarithmically versus actin concentration in Figure 17.4(c),
and follows a power law:
R¯e ∝ c−(3/5) (17.4.7)
consistent with its definition. Note that the cutoff generates a monotonically decreasing tube radius distri-
bution, consistent with the observation of positive skewness of RMS fluctuations in Figure 17.2. To illustrate
the connection between the distribution and the mean value, the distribution rescaled by mean tube radius
is also plotted in Figure 17.4(b). Fast thermal fluctuation of single filaments accounts for concentration
dependence of the effective filament thickness, which is defined by the largest possible amplitude of bending
fluctuation considering the statistically averaged interfilament interaction. Another plausible physical origin
of the cutoff is strong suppression of small meshes due to their high local osmotic pressure and hence large
free-energy cost.
17.5 Conclusions
The present experiments cannot discriminate between spatial and temporal heterogeneity, which remains
as an enticing challenge. Another open question concerns the length scale of heterogeneity. That the
distribution of RMS fluctuations from a single filament are narrower (Figure 17.2) than the theoretically
deduced tube radius distribution suggests it to be smaller than the filament length. That is supported by the
fact that data for a single actin filament, Figure 17.3(a), are consistent with the ensemble average. However,
the data do not allow us to distinguish between this and other small scales, the entanglement length and
persistence length. Although the microscopic nature of this heterogeneity is not fully understood, we hope
these findings will call attention to the prominence of distributions instead of ”averaged” numbers, even in
classical models.
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