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Resumen 
Un nuevo escenario en el entorno de las tecnologías de la información ha emergido en 
cuanto al desarrollo y la explotación de aplicaciones. La irrupción del cloud computing 
viene acompañada de un cambio de paradigma que lleva a tranformar también el modo 
en que la infraestructura es gestionada. 
 
En este contexto muchas empresas toman la decisión de construir sus propias 
plataformas de tipo cloud. Este trabajo trata sobre el diseño e implantación de una cloud 
privada basada en OpenStack y software Open Source únicamente. 
 
Tras el análisis del contexto tecnológico y las alternativas existentes, se realiza un 
análisis de requisitos en base a un supuesto práctico. Dicho supuesto toma como 
ejemplo una empresa que pretende transicionar a este nuevo modelo de plataforma 
utilizando OpenStack. Como requisito fundamental, se establece que el sistema integre 
características de alta disponibilidad propias de los entornos críticos, con disponibilidad 
próxima al 100%. 
 
El diseño final resultante, que incluye el conjunto de requisitos identificados 
previamente, se utiliza finalmente para realizar una implementación real del sistema 
descrito (un piloto). 
 
El piloto, totalmente funcional, solo se diferenciará de un entorno real en las 
limitaciones hardware que le son impuestas. Adicionalmente se implementa el conjunto 
habitual de servicios centrales presentes en una organización, tales como DNS, NTP, 
servicio de directorio (LDAP) y otros. De este modo el piloto constituye un entorno que 
permite validar el diseño de forma fidedigna. 
 
Para validar dicho piloto, se realiza un conjunto detallado de pruebas tanto manuales 
como automatizadas que pueden ser utilizadas en un contexto productivo. 
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Abstract 
A new scenario in the information technologies environment has emerged regarding 
how the applications are developed and delivered. The cloud computing irruption 
brings a new paradigm that includes a different approach in the way how the 
infrastructure is managed. 
 
In this context many companies take the decision of building their own cloud platforms. 
This project discuss about the design and implementation of a private cloud based on 
OpenStack and Open Source software only. 
 
After analyzing the technological context and the existing alternatives, an analysis of 
the requeriments is performed based on a practical example. This example is related to 
a company that wants to evolve to this new platform model using OpenStack. As a main 
requirement, it is established that the system has features of high availability similar to 
critical environments, with availability close to 100%. 
 
The resulting final design, which includes the previously identified set of requirements, 
is finally used to perform a real implementation of the described system (a PoC1). 
 
The PoC, fully functional, will only differ from a real environment in the hardware 
limitations that are imposed. In addition, the usual set of core services present in an 
organizatio (such as DNS, NTP, directory service (LDAP) and others) are implemented. 
In this way, the PoC provides an environment that allows the validation of the design in 
a reliable way. 
 
In order to validate this PoC, a detailed set of manual and automated tests are carried 
out. This set of tests can also be used in a productive context. 
 
 
 
  
                                                
1 Proof of Concept – termino utilizado en inglés para designar un piloto a realizar para probar una tecnología. 
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1.  Introducción 
 
 
 
 
 
 
 
 
 
 
Este capítulo introduce el contexto tecnológico en el que se 
desenvuelve este proyecto. Partiendo de la exposición de la 
problemática tratada, analizamos el estado del arte, objetivos a 
cumplir y método utilizado para ello. Le sigue un esquema de la 
organización de esta memoría. 
1.1.  Definición del problema 
Actualmente nos encontramos en un contexto en el que la adopción de metodologías 
orientadas al desarrollo y despliegue ágil son la base para que un nuevo producto 
desarrollado triunfe o fracase. La capa de infraestructura, en la que se ejecutan las 
aplicaciones, precisa también adaptarse a las nuevas necesidades que surgen. 
 
Se dan los siguientes desafíos: 
 
• Cambio de paradigma en el despliegue y gestión del ciclo de vida de una 
aplicación 
 
Frente a modelos clásicos donde las fases de requisitos, diseño e 
implementación son fases bien definidas, el desarrollo se torna ahora en un 
proceso iterativo e incremental. Los requisitos y soluciones evolucionan con el 
tiempo según las necesidades de la aplicación. Este enfoque es necesario para 
poder llevar cuanto antes a los clientes nuevas funcionalidades y adaptarse 
rápidamente a los cambios. La puesta en marcha y gestión de la infraestructura 
subyacente debe por tanto ir acorde con dicha agilidad. 
 
• Inmediatez de puesta en marcha de una aplicación 
 
Tener una gran idea comercial no nos valdrá de nada si tarda excesivamente en 
ver la luz ya que la competencia habrá llegado antes. La infraestructura donde se 
despliega la aplicación debe poder responder a este desafío. 
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• Flexibilidad y escalabilidad 
 
Muchos de los desarrollos de servicios on-line de la actualidad deben poder 
adaptarse a cargas de trabajo que fluctúan enormemente en el tiempo. Las 
arquitecturas escalables implementadas por éstos precisan que la capa de 
infraestructura sea capaz también de satisfacer esa demanda.  
 
• Ahorro de costes 
 
Se impone un modelo de facturación por uso, como único modo de alcanzar la 
rentabilidad a largo plazo. Una web de compra de entradas para eventos, una 
web de juegos online o soluciones de análisis masivo de datos, son casos de uso 
que precisan una gran capacidad de cálculo durante cortos espacio de tiempo. 
 
 
El aumento de desarrollos software que necesitan satisfacer estas necesidades ha hecho 
que el Cloud Computing (del que se hablará en el capítulo 2 de este documento) tome 
una gran relevancia como plataforma donde realizar este tipo de despliegues. 
 
 
 
Aunque el servicio Cloud de infraestructura como servicio (IaaS) se viene ofertando por 
terceros (Cloud Pública) muchas empresas están comenzando a implantar plataformas 
propias (Cloud Privada). De este modo se benefician del nuevo modelo sin perder el 
control sobre la infraestructura donde se despliega. 
 
Dentro del marco de las soluciones de Cloud Privada, surge OpenStack en el año 2010. 
OpenStack es un sistema operativo cloud desarrollado para dar solución a las 
necesidades mencionadas anteriormente. Se compone de muchos proyectos (también 
llamados módulos) que coexisten dentro de un mismo marco y que implementan cada 
una de las distintas funcionalidades requeridas. 
 
Alcanzar el éxito en un despliegue de una Cloud Privada en OpenStack es complejo 
porque se presentan las siguientes dificultades: 
 
• Complejidad de despliegue 
 
Es una arquitectura abierta y enormemente configurable, pero precisamente esto 
la hace compleja de implementar. Existen un gran número de módulos diferentes 
para elegir y la integración entre ellos no siempre es sencilla. 
 
• Continuos cambios y mejoras 
 
OpenStack se encuentra en desarrollo permanente. Constantemente aparecen 
módulos nuevos o nuevas versiones de los ya existentes. La compatibilidad entre 
versiones es limitada. 
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• Escasa documentación 
 
La comunidad Open Source2 que desarrolla OpenStack tiene como foco 
principal crecer en funcionalidad. Aspectos como la documentación o la 
estabilidad pasan a un segundo plano. No existen guías oficiales de despliegue o 
recomendaciones de arquitectura claras dadas las múltiples opciones posibles. 
 
• Enorme dificultad para actualizar 
 
Debido al dinamismo con el que OpenStack va evolucionando, la capacidad de 
actualizar de versión sin pérdida de servicio es casi nula. Las subidas de versión 
implican cambios tan drásticos que la alternativa recomendada es instalar la 
nueva versión en paralelo para luego migrar los datos a ésta. 
 
 
Este proyecto consiste en la elaboración de una guía de diseño e implantación de una 
Cloud Privada basada en OpenStack. Con ello pretende servir de apoyo para poder 
llevar a cabo este tipo de despliegues con plenas garantías.  
1.2.  Estado del Arte 
Siendo la infraestructura como servicio (IaaS) el concepto sobre el que se asienta 
Openstack y las distintas soluciones de Cloud Pública y Privada, estimamos 
conveniente hacer un breve recorrido histórico, partiendo del propio nacimiento del 
centro de procesado de datos. 
1.2.1.  Evolución histórica hacia la Cloud 
A continuación, se muestra una breve evolución histórica desde los “mainframes” hasta 
el Cloud: 
• Anterior a 1960: 
o Los primeros ordenadores constituían el datacenter en sí mismos. 
• 1960s: 
o Comienza el reinado del “mainframe” gracias a la disminución del 
tamaño de los transistores. 
• 1980s: 
o Se produce el boom del microprocesador y nace el primer IBM Personal 
Computer (PC). 
• 1990s: 
o Los servidores (microcomputatores corporativos) comienzan a ubicarse 
en habitaciones denominadas Centro de Datos.  
o Se crean las primeras compañías dedicadas a albergar contenidos (web 
hosting) pero también a alquilar espacio en sus datacenters (housing).  
o A finales de esta década comienzan a surgir los primeros productos de 
virtualización. 
                                                
2 Software Open Source - Dícese de aquel software sujeto a una licencia que permite el acceso a su código fuente. 
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• 2000s: 
o Los datos de coste y consumo de los Centros de Datos comienzan a 
dispararse. 
o Las tecnologías de virtualización se asientan en los Centros de Datos 
consiguiendo de esta manera un uso más racional de los recursos. 
o A finales de esta década comienzan los primeros servicios de Cloud 
Pública, por ejemplo, Amazon E2C y Microsoft Azure. 
• 2010s: 
o Nace OpenStack como sistema operativo Cloud para el despliegue de 
Cloud Privadas. 
1.2.2.  Infraestructura como servicio (IaaS) 
El paradigma de Cloud Computing establece una orientación al servicio que puede darse 
en distintos niveles de abstracción [1]: 
 
 
Ilustración 1. Enfoques de Cloud Computing 
 
• Infrastructure as a Service (IaaS). Provee la capa más básica de elementos de 
un despliegue: máquinas, almacenamiento, redes, reglas de firewall. El usuario 
es el responsable de gestionar todo lo que se ejecuta en ellos: sistemas 
operativos, configuración de los elementos de red, aplicativos, etc, etc. 
 
• Platform as a Service (PaaS).  Provee la capacidad de desplegar aplicativos o 
servicios soportados por la plataforma. El usuario por tanto no gestiona aspectos 
como el sistema operativo, red, … solamente la parte de despliegue y 
configuración del aplicativo. 
 
• Software as a Service (SaaS). Se trata del último nivel de abstracción, donde el 
usuario simplemente usa el servicio que proporciona el aplicativo en la “nube”, 
pudiendo ser accedida mediante distintos tipos de dispositivos. No es consciente 
de la implementación. 
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En este proyecto nos centraremos el modelo IaaS que es el que implementa Openstack. 
1.2.3.  Cloud Pública vs Cloud Privada en IaaS 
Existen dos tipos de plataformas Cloud IaaS según donde estén almacenados los datos: 
• Cloud Pública: 
 
o Los servicios de Cloud Pública son ofrecidos por un proveedor externo 
de servicios y la infraestructura desplegada por los clientes se aloja en 
Internet. 
o Se suele elegir Cloud Pública en los siguientes contextos: 
§ El tiempo en el que los servicios tienen que salir al mercado es 
mínimo y no se tiene una estimación inicial de cuantos recursos 
se van a necesitar. 
§ No se guardan datos críticos de negocio en los servicios que se 
despliegan en la cloud. 
§ Se quiere delegar la administración de la infraestructura de Cloud 
a un tercero y ocuparse solamente de la administración de la 
propia infraestructura del servicio. 
 
• Cloud Privada: 
 
o Los servicios de Cloud Privada son ofrecidos por el propio departamento 
interno de TI de la compañía y la infraestructura desplegada se aloja en 
los centros de datos de la compañía. 
o Se suele elegir Cloud Privada en los siguientes contextos: 
§ La seguridad de los datos desplegados en la cloud es esencial. 
Son datos muy críticos para el negocio. 
§ Las conectividades con sistemas propios de la compañía son 
críticas y aunque pueden realizarse soluciones basadas en VPN 
(virtual private network) no siempre tienen la fiabilidad y ancho 
de banda precisadas. 
§ Se quiere controlar a todos los niveles el rendimiento, 
crecimiento, seguridad, etc… de la infraestructura de cloud y 
además se cuenta con un equipo de TI preparado para realizarlo. 
§ El volumen de infraestructura precisada por grandes empresas 
hace que los costes de externalizar excedan los de implementar 
una solución propia habida cuenta que mucha de la 
infraestructura necesaria ya existe previamente. 
1.2.4.  Cloud Privada basada en OpenStack 
OpenStack es un sistema operativo Cloud que proporciona una solución de 
Infraestructura como servicio (IaaS). De esta manera OpenStack provee todos los 
recursos de un centro de datos; almacenamiento, computación y red, de una manera 
centralizada. Se permite la autoprovisión y gestión de los recursos de forma interactiva 
(portal web) o programáticamente mediante el uso de un API REST, que es donde 
obtiene su máxima potencia. 
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Tras su lanzamiento en el año 2010, el proyecto OpenStack se ha ido extendiendo en 
distintos contextos. Inicialmente satisfacía las necesidades concretas del conjunto de 
entidades y empresas que comenzaron su desarrollo, pero con el tiempo comienza a 
verse su potencial como producto.  
 
Empresas como RedHat y Ubuntu, dedicadas al desarrollo de distribuciones de 
GNU/Linux y lanzamiento de productos Open Source comienzan a distribuir OpenStack 
en 2013 en su versión “Grizzly”. Inicialmente se trata de versiones con funcionalidades 
básicas y con numerosos errores programáticos (bugs). Los departamentos de TI de 
grandes empresas empiezan a implantar estas distribuciones apoyadas por contratos de 
soporte firmados con estos distribuidores. 
 
Empresas como Rackspace (principal contribuidor desde sus inicios) continúan en un 
modelo de explotación en el que gestionan el ciclo de vida completo de su versión 
particularizada, si bien mantienen una fuerte interacción con la comunidad, aportando 
con el tiempo sus mejoras. 
1.3.  Objetivos y aportaciones 
 
La problemática que se nos plantea a la hora de diseñar una Cloud Privada basada en 
OpenStack nos lleva a definir los siguientes objetivos: 
 
• Hacer un análisis de las diferentes variantes o distribuciones basadas en 
OpenStack que existen actualmente, para decidir cuál es la que más se adapta a 
nuestras necesidades. 
• Diseñar una Cloud Privada basada en OpenStack que sea capaz de cumplir los 
siguientes requisitos: 
• Asegurar una disponibilidad cercana al 99.99%. 
• Independiente del hardware a utilizar. 
• Uso de componentes Open Source en exclusiva.  
• Escalable. 
• Implementar un piloto basado en la solución elegida que nos permita poner en 
práctica el diseño anteriormente realizado. 
 
Las aportaciones principales de este trabajo son: 
 
• Satisfacer la necesidad de una guía diseño e implantación para entornos de alta 
capacidad. 
• Aportar una prueba de concepto totalmente funcional, indicando las dificultades 
encontradas y soluciones aportadas. 
• Dentro de la guía de implantación destacar los siguientes aspectos recogidos: 
o Cómo implantar un piloto en un entorno virtualizado para pruebas que 
permita realizar con un conjunto de hardware limitado, pruebas 
funcionales antes de un despliegue real. 
o Cómo implantar un entorno de pruebas con las características habituales 
de un entorno TI: 
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§ Servicios de autenticación centralizada: LDAP3. 
§ Servicios de básicos de red: DNS4 y NTP5. 
§ Comunicaciones cifradas basadas en SSL6 con certificados 
validados por entidad certificadora propia. 
§ Zonas de seguridad: Firewall. 
§ Acceso seguro mediante red privada virtual: VPN7. 
• Como realizar pruebas funcionales de forma automatizada para reducir tiempos 
y aumentar fiabilidad. 
1.4.  Método 
El método elegido para resolver el problema es el de la realización de un caso práctico. 
 
Para ello partimos del supuesto de una empresa (Management Services S.L.) que ha 
tomado la decisión de implementar una solución de Cloud Privada basada en OpenStack 
para dotarse de infraestructura como servicio dentro de su organización. Esta plataforma 
dará cabida a distintos proyectos internos dedicados a implementar servicios a terceros, 
la cual constituye la base de su negocio. 
 
Las necesidades de cada proyecto oscilan de la siguiente manera: 
 
• Proyectos con un uso muy estático de los recursos, que su infraestructura apenas 
cambia en el tiempo. 
• Proyectos con un uso muy dinámico de los recursos hardware, con picos de 
carga estacionales o que son difíciles de predecir desde un inicio. 
 
La empresa Management Services S.L. tiene una serie de soluciones para pymes 
basados en desarrollos propios y se enfrenta a los siguientes retos: 
 
• Agilidad en el despliegue – el entorno actual es muy competitivo y el 
departamento de desarrollo ha adoptado el uso de metodologías ágiles orientadas 
a obtener nuevas funcionalidades para sus productos cada tres meses.  
 
• Automatización de provisiones – los ciclos de desarrollo, implantación en 
entorno de pruebas y despliegue en entorno productivo dejan un escaso tiempo 
para la realización de tareas manuales de provisión.  
 
• Autoprovisión de recursos – se quiere realizar provisiones automatizadas 
usando API REST8. Se ha pedido explícitamente que la solución sea compatible 
con la API de OpenStack ya que es la que consideran que se ajusta a sus 
necesidades. Al ser una de las más extendidas sus herramientas de despliegue 
continuo se integran con facilidad de este modo. 
                                                
3 Lightweight Directory Access Protocol – Comúnmente usado también para denominar a un servidor que 
implementa dicho protocolo de acceso centralizado para usuarios. 
4 Domain Name System – Servicio distribuido de resolución de nombres en Internet. También referido en ocasiones 
al servidor local que implementa ese protocolo.  
5 Network Time Protocol – Servicio para sincronizar los relojes de los equipos. 
6 Secure Sockets Layer – Protocolo criptográfico para comunicaciones seguras y encriptadas. 
7 Virtual Private Network. Tipo de red utilizada para establecer conexiones privadas y seguras por Internet. 
8 API REST - protocolo cliente/servidor sin estado que usa como transporte http. 
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Con las necesidades planteadas se establecerán los requisitos que la solución ha de 
cumplir y de ahí pasaremos a realizar un análisis de las alternativas para cumplirlos en 
el contexto de OpenStack. Incluirá un estudio en el que se relacionan la funcionalidad 
buscada con los componentes y opciones de configuración elegidas y su justificación. 
Una vez enunciada la arquitectura de referencia, se implementará un piloto real donde 
poner a prueba la viabilidad del diseño y obtener conclusiones sobre el mismo. Sobre 
este piloto se comprobará que se satisfacen los requisitos definidos. 
1.4.1.  Fases del Proyecto 
El método de trabajo que se llevará a cabo para diseñar una Cloud Privada basada en 
OpenStack se dividirá en fases: 
 
• Fase I - Análisis de requisitos: 
 
Durante esta fase realizaremos un análisis de los requisitos que una Cloud 
Privada basada en OpenStack debe cumplir en el marco del supuesto que sirve 
de punto de partida.  Estos requisitos tendrán se dividirán en dos tipos: 
 
• Requisitos funcionales - que funcionalidades tendrá la cloud de cara a 
sus usuarios. 
• Requisitos de infraestructura - disponibilidad, escalabilidad, seguridad, 
etc. Todo ello desde el punto de vista de la gestión de la propia 
infraestructura. 
   
• Fase II - Elección de la solución técnica: 
Basándonos en los requisitos analizados en la fase I se realizará la elección del 
software a desplegar, teniendo en cuenta: 
 
• Distribución de OpenStack que mejor cumpla los requisitos. 
• Versión de OpenStack que mejor se adapte a los requisitos. 
• Módulos de OpenStack a desplegar para cumplir todos los requisitos. 
 
• Fase III - Diseño de una Cloud Privada basada en OpenStack: 
 
En esta fase se realizará un diseño a fondo de la plataforma que se va a 
implantar: 
 
• Definición de equipamiento hardware necesario. 
• Parametrización de los servidores físicos. 
• Diseño de red. 
• Parametrización de la herramienta de implantación. 
• Integración con otros sistemas presentes en el entorno tecnológico del 
supuesto. 
• Configuraciones extras o desarrollos específicos necesarios y no 
presentes en el producto originalmente. 
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• Fase IV - Implantación de un piloto: 
 
En esta fase se realizará la implantación técnica de un piloto de plataforma 
basada en OpenStack que siga el diseño elaborado en la fase anterior. Se 
adecuará a las limitaciones hardware existentes pero buscando alternativas para 
que a nivel funcional sea totalmente equivalente a una implantación real y los 
requisitos de tipo funcional puedan ser verificados. 
 
• Fase V - Plan de pruebas: 
 
En esta fase se definirán pruebas sobre la plataforma de OpenStack para 
asegurar que se cumplen todos los requisitos tanto Funcionales como de Alta 
Disponibilidad definidos en las fases anteriores. Se ejecutará sobre el piloto 
implementado y se mostrará un resumen de los resultados obtenidos. 
1.5.  Estructura de la memoria 
El presente documento tendrá la siguiente estructura: 
 
1. Capítulo 1. Introducción – realizaremos una introducción del proyecto y 
analizaremos cual es el estado del arte actual. 
 
2. Capítulo 2. Arquitectura de OpenStack – se realizará un análisis a alto nivel 
de OpenStack, definiendo cada uno de los módulos de los que se compone el 
producto y analizando su ciclo de vida. 
 
3. Capítulo 3. Análisis de requisitos – tomando como ejemplo una empresa 
ficticia plasmaremos los requisitos que habrá que tener en cuenta para llevar a 
cabo este proyecto. 
 
4. Capítulo 4. Elección de la solución técnica – basándonos en los requisitos del 
capítulo 3, analizaremos las posibilidades que tenemos de resolver cada uno de 
ellos y elegiremos cual es la mejor solución técnica para desarrollar el proyecto. 
 
5. Capítulo 5. Diseño de una Cloud Privada basada en OpenStack – se 
realizará un diseño de una cloud privada basada en OpenStack que sea 
totalmente funcional y válido para un entorno productivo de una empresa. 
 
6. Capítulo 6. Implantación del piloto – se implantará un piloto totalmente 
funcional que cubra todos los requisitos definidos anteriormente. Se indicarán 
los pasos a llevar a cabo para la implantación completa de la solución. 
 
7. Capítulo 7. Planes de pruebas – se realizarán pruebas exhaustivas sobre el 
piloto desplegado para comprobar que funciona como es esperado y que se 
cumplen los requisitos. 
 
8. Conclusiones – una vez desplegado el piloto y realizado el plan de pruebas se 
resumirán las conclusiones a las que se ha llegado. 
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2.  Arquitectura 
de OpenStack 
 
 
 
 
 
 
 
 
 
 
Durante el presente capítulo vamos a dar una visión detallada de la 
arquitectura y componentes que conforman Openstack. También se 
analizará aspectos del proyecto como son su ciclo de vida, 
distribuciones existentes y como se sustenta actualmente. 
2.1.  ¿Qué es OpenStack? 
 
Como se comentaba anteriormente OpenStack es un sistema operativo Cloud que 
proporciona una solución de Infraestructura como servicio (IaaS). OpenStack tiene las 
siguientes características: 
 
• Provee todos los recursos de un centro de datos de manera centralizada. Estos 
resursos son del tipo: 
 
o Almacenamiento. 
o Computación. 
o Red. 
 
• Se permite la autoprovisión y gestión de los recursos de dos maneras diferentes: 
 
o Interactivamente – a través de un portal web. 
o Programáticamente – mediante el uso de un API REST. Utilizando este 
API REST es cómo OpenStack obtiene su máxima potencia. 
 
• OpenStack es muti-proyecto, también denominado multi-tenant – Esto quiere 
decir que varios clientes podrán desplegar sus recursos dentro de la misma 
infraestructura de manera totalmente segura y sin que ninguno pueda acceder a 
los recursos del otro. 
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• OpenStack constituye una arquitectura abierta y modular que permite su 
despliegue a medida de las necesidades de la plataforma que queremos 
implementar. 
 
El desarrollo de OpenStack se realiza por parte de una comunidad Open Source. Dentro 
de esta comunidad hay un gran número de voluntarios, pero también cada vez más 
aportaciones por parte de empresas interesadas en la evolución de la plataforma.  
 
Las empresas interesadas en la evolución de OpenStack participan en el desarrollo del 
producto de las siguientes maneras: 
 
• certificando sus plataformas hardware para el uso de OpenStack. 
• integrando sus productos software existentes con OpenStack. 
• realizando contribuciones puntuales de código, que de esta forma se libera y se 
comparte con toda la comunidad. 
• asignando programadores a tiempo completo para trabajar en los desarrollos de 
los distintos módulos. 
2.2.  Módulos que componen OpenStack 
 
A continuación, se explicarán los módulos que componen OpenStack. Hay que 
distinguir entre módulos esenciales de la solución y módulos adicionales. 
2.2.1.  Módulos esenciales de OpenStack 
2.2.1.1.  Módulo de autorización y autenticación (Keystone) 
Es el módulo que se encarga de la autorización y autenticación. Proporciona este 
servicio a los siguientes elementos: 
 
• provee autenticación y autorización al resto de módulos de OpenStack para que 
la comunicación entre los diferentes módulos sea segura.  
• provee la autorización y autenticación para que los clientes (tenants) de la 
plataforma pueden acceder ella. 
 
Keystone puede utilizar diferentes tipos de usuarios: 
 
• Usuarios locales a la propia plataforma de OpenStack. 
• Usuarios de un directorio LDAP. De esta manera se puede utilizar el servicio 
LDAP centralizado ya existente en nuestra compañía para que los usuarios 
finales puedan usar el mismo nombre de usuario que ya utilizan para las 
herramientas corporativas tales como correo electrónico, recursos de la Intranet, 
etc. 
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2.2.1.2.  Módulo de gestión de recursos de computación (Nova) 
Es el módulo que se encarga de la gestión de los recursos de computación (máquinas 
virtuales) de la plataforma. En OpenStack a las máquinas virtuales se las denomina 
instancias. Nova se encarga de la provisión, modificación (cambio de recursos de CPU, 
RAM, etc…), configuración y eliminación de las instancias. 
 
Nova puede desplegar instancias en diferentes plataformas de virtualización: 
 
• KVM - es un software de virtualización Open Source que se despliega sobre 
GNU/Linux [2]. 
• VMware vSphere - es un software privativo9 de virtualización [3]. 
• Microsoft Hyper-V - es un software privativo de virtualización [4]. 
2.2.1.3.  Módulo de gestión de recursos de red (Neutron) 
Es el módulo que se encarga de la gestión de la red y del direccionamiento IP dentro de 
una plataforma de OpenStack. Anteriormente se denominaba Quantum, pero fue 
cambiado a Neutron a partir de la versión Havana. 
 
Neutron proporciona el siguiente tipo de recursos: 
 
• Asignación de direcciones IP a las instancias desplegadas, ya sean estáticas o 
dinámicas mediante DHCP10. 
• Configuración de VLANs11 para aislar los entornos de cada uno de los tenants. 
• Configuración de reglas de cortafuegos dentro de cada uno de los tenant, para 
securizar los accesos a las instancias desplegadas. 
 
Neutron puede realizar configuraciones de red sobre diferentes plataformas de red: 
 
• Open vSwitch - conmutador virtual distribuido Open Source que se despliega 
sobre GNU/Linux [5].  
• VMware NSX - plataforma de virtualización de redes empresarial (software 
privativo) [6].  
• Integración con multitud de conmutadores hardware del mercado incluyendo a 
los principales fabricantes: Juniper, Cisco, Nuage, etc... 
2.2.1.4.  Módulo de gestión de recursos de almacenamiento permanente 
(Cinder) 
Es el módulo que se encarga de la gestión del almacenamiento permanente de datos de 
las instancias dentro de una plataforma de OpenStack.  
 
 
                                                
9 Software privativo – Dícese de aquel software que se distribuye sin acceso a su código fuente. 
10 Dynamic Host Configuration Protocol – Servicio de red que permite a los nodos de una red IP obtener sus 
parámetros de configuración automáticamente.  
11 Virtual Local Access Network – Método para crear redes lógicas independientes dentro de una misma red física. 
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En OpenStack existen dos tipos de volúmenes: 
 
• Volúmenes “permanentes”: 
o son los volúmenes que no se destruyen tras el borrado de la instancia 
desde la que son accedidos.  
o suelen usarse como volúmenes de datos. 
o son gestionados por Cinder. 
• Volúmenes “efímeros”: 
o son los volúmenes que desaparecen junto a la instancia al ser ésta 
destruida.  
o suelen usarse fundamentalmente como disco de arranque del sistema.  
o son gestionados por Nova. 
 
A continuación, se mencionan alguna de las funcionalidades que tienen los volúmenes 
permanentes de Cinder: 
 
• Cinder emula dispositivos SCSI12 que las instancias ven como disco local donde 
poder almacenar sus datos.  
• los volúmenes Cinder (discos) se pueden conectar a una o varias instancias 
según se requiera.  
• se puede hacer crecer y decrecer el tamaño de los volúmenes Cinder según se 
requiera. 
• Cinder permite realizar instantáneas a nivel de dispositivo que pueden ser 
utilizados para hacer backup de las instancias o para clonar sus contenidos a otro 
disco si es necesario. 
 
Los dispositivos Cinder se pueden almacenar en diferentes localizaciones: 
 
• Disco local de cualquier servidor GNU/Linux. 
• Ceph - software de almacenamiento de datos distribuido Open Source. 
• Multitud de equipos hardware dedicados al almacenamiento (cabinas), siendo 
los principales fabricantes: EMC, NetApp, PureStorage, Hitachi, IBM, etc... 
 
2.2.1.5.  Módulo de gestión de imágenes (Glance) 
Es el módulo que se encarga de la gestión de imágenes dentro de una plataforma 
OpenStack.  
 
Este módulo permite lo siguiente: 
 
• Subir imágenes - de esta manera hacemos disponibles nuevas imágenes para los 
usuarios de OpenStack. 
• Descubrir imágenes - se puede realizar una búsqueda de imágenes para darlas de 
alta en la plataforma de OpenStack. 
• Desplegar imágenes - se pueden desplegar nuevas instancias a partir de las 
imágenes almacenadas en Glance. 
                                                
12 SCSI – Siglas utilizadas para Small Computer System Interface. Interfaz de sistema para la transferencia de datos a 
disco. 
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• Realizar backups - se pueden realizar backups de instancias y almacenarlos en 
Glance para su uso posterior. 
 
Las imágenes de Glance se pueden almacenar en diferentes localizaciones: 
 
• Disco local de cualquier servidor GNU/Linux. 
• Ceph - almacenamiento de datos distribuido Open Source. 
• Swift - almacenamiento de objetos (módulo de OpenStack). 
• Equipos hardware de almacenamiento (cabinas). 
2.2.1.6.  Módulo de acceso web a la infraestructura (Horizon) 
El módulo de Horizon proporciona un portal web para acceder a los entornos de 
OpenStack.  
 
Horizon tiene las siguientes características: 
 
• Es a la vez web de administración de la plataforma y web de administración de 
los recursos de un usuario final.  
• Permite crear nuevos elementos, borrarlos, modificarlos, etc...  
• Algunos de los recursos que se pueden gestionar son: 
o instancias (recursos de Nova). 
o almacenamiento (recursos de Cinder). 
o configuraciones de red (recursos de Neutron). 
o plantillas para desplegar nuevas instancias (recursos de Glance). 
• Este portal tiene integración con Keystone, por lo que el acceso es seguro a los 
recursos de cada uno de los usuarios. 
2.2.1.7.  Módulo de orquestación de despliegues (Heat) 
Heat es un servicio de orquestación para entornos OpenStack, que permite hacer 
despliegues complejos de recursos en un entorno OpenStack a través de ficheros de 
configuración (llamados plantillas de Heat). 
 
Algunos de los recursos que se pueden gestionar a través de Heat son: 
 
• instancias (recursos de Nova). 
• almacenamiento (recursos de Cinder). 
• configuraciones de red (recursos de Neutron). 
 
Heat soporta dos formatos para sus plantillas: 
 
• Plantillas en formato HOT (Heat Orchestration Template) - usan la sintaxis 
YAML13 y son sólo compatibles con plataformas OpenStack. 
                                                
13 YAML Ain’t Markup Language – Es un lenguaje de texto ligero fácilmente legible por humanos y fácilmente 
formateable por máquinas. 
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• Plantillas en formato CFN (AWS CloudFormation) - usan la sintaxis JSON14 y 
son compatibles con plataformas OpenStack y con el servicio en la nube 
Amazon AWS. 
2.2.2.  Módulos adicionales de OpenStack 
Sobre una cloud de OpenStack ya desplegada y funcional, se pueden integrar multitud 
de módulos para aumentar la funcionalidad. 
2.2.2.1.  Módulo de almacenamiento de Objetos (Swift) 
Entendemos por almacenamiento de objetos una arquitectura de almacenamiento que 
administra datos como objetos en contraposición al almacenamiento de archivos, que 
usa una estructura de directorios jerárquica. Un objeto contiene datos, metadatos y un 
identificador global único.  
 
El almacenamiento de objetos se prefiere para las aplicaciones de nube por su capacidad 
inherente para escalar de manera masiva, la facilidad de acceso a través de API 
comunes y la posibilidad de usar un espacio de nombres, que puede abarcar múltiples 
instancias de hardware físico.[7] 
 
Swift es un módulo de almacenamiento basado en objetos robusto, fiable, redundante y 
escalable. Cada objeto es un conjunto arbitrario de bits que es almacenado bajo un 
identificador. Posteriormente e indicando el identificador se puede volver a obtener el 
contenido. Todo ello mediante una sencilla API REST basada en HTTPS.  
 
Generalmente es usado dentro de Openstack para: 
 
• Como repositorio de imágenes de Glance. 
• Realizar backups de dispositivos Cinder. 
• Por parte de los usuarios finales de Openstack, como repositorio de objetos que 
utilizan sus aplicativos. 
2.2.2.2.  Módulo de estadísticas de uso (Ceilometer) 
Ceilometer es un módulo de estadísticas que recolecta datos de uso y genera métricas 
para: 
 
• Datos necesarios para realizar la facturación de cada tenant basándose en los 
recursos que ha utilizado. 
• Métricas de monitorización para saber el rendimiento de cada uno de los 
módulos y tenants. 
• Métricas necesarias para desarrollar un plan de capacidad sobre la plataforma. 
Es decir, saber cuándo tenemos que añadir más equipamiento, ampliar anchos de 
banda de nuestras comunicaciones, etc. 
                                                
14 JavaScript Object Notation – Es un lenguaje de texto ligero fácilmente legible por humanos y fácilmente 
formateable por máquinas. 
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2.2.2.3.  Módulo de gestión de máquinas físicas (Ironic) 
Ironic es un módulo que se encarga de realizar provisiones de máquinas físicas en lugar 
de instancias virtuales. El uso de máquinas físicas puede ser necesario por necesidades 
de rendimiento o para cumplir las recomendaciones de ciertos fabricantes del software 
que se vaya a instalar en esas máquinas. 
 
A continuación de mencionan algunas de las características de Ironic: 
 
• se encarga de la instalación remota de la máquina física. 
• gestiona el encendido y apagado de la máquina física. 
• gestiona el ciclo de vida completo de la máquina física, de forma análoga a 
como se realiza en el caso de máquinas virtuales.  
• Ironic funciona mediante la comunicación vía protocolo PXE15 e IPMI16 
presentes en el firmware de cualquier equipo estándar de servidor. 
2.2.2.4.  Otros módulos de OpenStack 
Existen infinidad de módulos menos comúnmente utilizados. Destacamos los más 
populares dentro de la extensa lista de módulos adicionales: 
 
• Trove - módulo para dar Bases de Datos como servicio (DBaaS). Tanto bases de 
datos relacionales (MySQL) como no relacionales (MongoDB), integrado dentro 
de OpenStack. 
• Designate - módulo que implementa DNS como servicio (DNSaaS) integrado 
dentro de OpenStack. 
• Manila - módulo que provee NFS como servicio (NFSaaS) integrado dentro de 
OpenStack. 
• Magnum - módulo para gestionar contenedores (Docker) desde una cloud 
OpenStack. 
 
2.2.3.  Diagrama módulos de OpenStack 
A continuación, se presenta un diagrama resumen de los módulos de OpenStack con su 
funcionalidad y la relación entre ellos: 
 
                                                
15 Preboot eXecution Environment – Es un entorno para encender y arrancar el sistema operativo de un equipo a 
través de la red. 
16 Intelligent Platform Management Interface – Es una interfaz de gestión del Hardware de servidores a través de la 
red. 
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Ilustración 2. Diagrama módulos de OpenStack. 
2.3.  Ciclo de vida de OpenStack 
2.3.1.  Tiempo entre versiones 
La primera versión de OpenStack, llamada “Austin”, fue desarrollada durante el año 
2010. Desde entonces se han ido sucediendo nuevas versiones cada 6 meses, ampliando 
funcionalidad y corrigiendo errores.  
2.3.2.  Compatibilidad con versiones anteriores 
La compatibilidad entre versiones a nivel de API de los distintos módulos sólo se 
asegura para dos versiones previas. Por tanto, cada año podemos perder dicha 
compatibilidad. Este dato deja claro el enfoque del desarrollo de OpenStack hacia el 
crecimiento en funcionalidad frente a la estabilidad. 
 
La primera versión que cuenta ya con todos los módulos necesarios para considerarse 
una Cloud Privada totalmente funcional es “Havana”, liberada en 2013.  
2.3.3.  Mantenimiento y política de corrección de errores 
Los esfuerzos de la comunidad están siempre enfocados a las últimas dos versiones 
liberadas. Los errores (bugs) detectados sólo se corrigen para éstas, dejándolos sin 
resolución para versiones anteriores también afectadas. Este es un inconveniente para la 
adopción de la solución por parte de empresas que no pueden seguir el frenético ritmo 
de actualizaciones.  
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2.3.4.  Mantenimiento versiones anteriores por parte de las distribuciones 
Empresas como RedHat o Mirantis, que comercializan el soporte a sus distribuciones de 
OpenStack, aportan aquí su valor adaptando las correcciones a versiones anteriores.  
 
Dichos cambios se distribuyen en forma de paquetes a sus clientes por su canal de 
suscriptores, que ven así mejorado su experiencia con la plataforma. Ésta es una de las 
razones del alto número de contribuciones al proyecto por parte de estas empresas.  
2.4.  Contribuyentes a la Comunidad de OpenStack 
Como se ha explicado anteriormente OpenStack es desarrollado y mantenido por una 
comunidad de desarrolladores Open Source. Esta comunidad la integran personas a 
título personal como empresas que contribuyen en distinta medida. 
2.4.1.  Nivel de contribución por entidades 
En la web http://stackalytics.com se pueden consultar las contribuciones realizadas para 
cualquier versión de OpenStack ordenadas por contribuyente: 
 
Orden Contribuyente Líneas de código Porcentaje de contribución 
1 Rackspace 5925073 15% 
2 Mirantis 4359316 11% 
3 Red Hat  4279590 11% 
4 HP / HPE 3410106 9% 
5 independientes 2563973 7% 
6 IBM 2378140 6% 
7 SUSE 1497276 4% 
8 Intel 1068340 3% 
9 Nebula 1016101 3% 
10 Cisco Systems 959119 3% 
11 Fujitsu 868085 2% 
12 Huawei 712613 2% 
13 NEC 631229 2% 
14 VMware 596968 2% 
15 Canonical 445624 1% 
Tabla 1. Contribuciones realizadas históricamente para OpenStack por contribuyente. 
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2.4.2.  Análisis de las contribuciones 
Las contribuciones son muy diversas, sin que ninguna entidad supere el 15% del total. 
 
• El principal contribuyente de OpenStack es Rackspace. Rackspace es una 
compañía de hosting en la nube que desarrolló la primera versión de OpenStack 
junto con la NASA (Nebula), con el objetivo de hacer un software IaaS 
desarrollado con código abierto. 
 
• El segundo máximo contribuyente de OpenStack es Mirantis, que es una 
compañía que mantiene su propia distribución de OpenStack y se dedica 
íntegramente al soporte y consultoría de OpenStack [7]. 
 
• El quinto máximo contribuyente al proyecto de OpenStack es el conjunto de 
desarrolladores independientes, que no participan como miembros de ninguna 
compañía, y que lo hacen como voluntarios. 
 
• Las compañías que empaquetan las principales distribuciones de GNU/Linux 
(Red Hat, SUSE, Canonical) se encuentran también entre los principales 
contribuyentes. 
 
• Los grandes fabricantes tecnológicos de software y hardware como HP, IBM, 
NEC, Fujitsu, Cisco Systems y Huawei se postulan como importantes 
contribuyentes. Algunos de ellos mantienen sus propias distribuciones de 
OpenStack (HP, Huawei) y otros colaborando de forma especialmente activa en 
diferentes módulos que tienen mayor relación con su ámbito tecnológico. 
 
• Los líderes del mercado en tecnologías de virtualización (VMware) están entre 
los principales contribuyentes de OpenStack, colaborando principalmente en el 
módulo de Nova y también en Neutron. 
2.4.3.  Conclusiones 
Después de ver estos datos podemos entender la magnitud del proyecto OpenStack. Las 
principales compañías del sector tecnológico están dedicando un gran esfuerzo a que el 
proyecto de OpenStack siga creciendo. Las motivaciones varían dependiendo del rol de 
cada compañía, pero el resultado es un gran empuje. 
 
Destaca ver cómo los fabricantes de hardware y software de virtualización están en 
primera línea, muy interesados en que productos se encuentren soportados de la mejor 
forma posible. Es un indicativo del éxito que se prevé a la plataforma y de ahí el deseo 
de posicionar sus productos dentro de la lista de compatibilidad. 
2.5.  Principales distribuciones de OpenStack 
Existe una gran cantidad de distribuciones de OpenStack, cada con características 
específicas. A continuación, expondremos las que consideramos que son las más 
relevantes en la actualidad. Tienen en común apoyarse únicamente en los módulos Open 
Source originales frente a otras que los sustituyen parcialmente por equivalentes 
existentes en el entorno del software privativo. 
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2.5.1.  Mirantis OpenStack 
En la distribución de Mirantis OpenStack encontramos las siguientes características [8]: 
 
• Compañía – Mirantis es una compañía 100% dedicada a OpenStack. 
• Instalador – usa el instalador Fuel, que permite la gestión de un ciclo de vida 
completo del producto (borrar y añadir nodos, actualizar, etc…). 
• Sistemas Operativos de base – existen dos tipos: 
o Nodos de OpenStack – el sistema operativo de base es Linux Ubuntu. 
o Instalador – el sistema operativo de base es Linux CentOS. 
• Soporte – Mirantis ofrece soporte oficial al producto. 
• Versiones 
o Primera versión – Mirantis OpenStack “Folsom” (2012). 
o Última versión disponible – Mirantis Openstack 9 “Mitaka” (2016). 
2.5.2.  Red Hat OpenStack 
En la distribución de Red Hat OpenStack encontramos las siguientes características [9]: 
 
• Compañía – Red Hat es una compañía dedicada a infinidad de productos 
basados en Open Source. 
• Instalador – usa un software llamado “Director” como instalador, un derivado 
del proyecto “TripleO” (desarrollo de la comunidad). 
• Sistemas Operativos de base – tanto para el instalador como para los nodos de 
OpenStack, el sistema operativo de base es Red Hat Enterprise GNU/Linux. 
• Soporte – Red Hat ofrece soporte oficial al producto. 
• Versiones 
o Primera versión – RHOS 3 “Grizzly” (2013). 
o Última versión disponible – RHOS 10 “Newton” (2017). 
2.5.3.  Ubuntu Openstack 
En la distribución de Ubuntu OpenStack encontramos las siguientes características [10]: 
 
• Compañía – Canonical es la compañía que desarrolla la distribución Ubuntu y 
otros proyectos Open Source. 
• Instalador – usa un software llamado “Autopilot” como instalador. 
• Sistemas Operativos de base - tanto para el instalador como para los nodos de 
OpenStack, el sistema operativo de base es Linux Ubuntu. 
• Soporte – Canonical ofrece un soporte comercial. 
• Versiones 
o Primera versión – basada en OpenStack “Cactus” (2011). 
o Última versión disponible – basada en OpenStack “Newton” (2017). 
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2.5.4.  Comparativa de distribuciones de OpenStack 
A continuación, se presenta una tabla resumen de las principales características de las 
distribuciones de OpenStack analizadas: 
 
  
Mirantis 
OpenStack 
Red Hat 
OpenStack 
Ubuntu 
OpenStack 
Compañía Mirantis Red Hat Canonical 
Instalador Fuel Director Autopilot 
Sistemas Operativos 
de base 
Nodos OpenStack Linux Ubuntu Linux Red Hat Linux Ubuntu 
Nodo Instalador Linux CentOS Linux Red Hat Linux Ubuntu 
Soporte Comercial Comercial Comercial 
Versiones 
Primera  Folsom  Grizzly Cactus 
Última Mitaka Newton Newton 
Tabla 2. Comparativa entre distribuciones de OpenStack. 
2.6.  Software instalador de OpenStack 
En sus primeras versiones, el despliegue de Openstack suponía un proceso manual muy 
complejo. Creaba una notable barrera para entidades que no contaran con perfiles 
técnicos multidisciplinares capaces de conocer las diferentes tecnologías utilizadas. 
Precisaba la instalación y parametrización de un amplio conjunto de software Open 
Source de última generación con escasa documentación. Todo ello en un contexto de 
continuos cambios en cada nueva versión. 
 
De este modo surge la necesidad de los instaladores. Son herramientas complejas cuyo 
objetivo es automatizar y simplificar en lo posible los despliegues de Openstack. Sus 
principales objetivos son: 
 
• Permitir disminuir los tiempos de despliegue. 
• Permitir abstraer al responsable de la explotación los detalles cercanos al 
desarrollo que en ocasiones son precisos. 
• Permitir a los suministradores ofrecer un soporte más efectivo y 
económicamente viable, mediante una relativa estandarización. Las múltiples 
variaciones de implantación que de otro modo existen en despliegues manuales, 
lo hacen insostenible ya que requieren ingenieros de soporte dedicados para cada 
despliegue particular. 
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Dentro del conjunto de instaladores encontramos, entre los más relevantes, los 
siguientes [11]: 
2.6.1.  Devstack 
Es el más sencillo de los listados. Se trata de un script con un nivel muy limitado de 
parametrización que permite realizar despliegues sencillos.  
 
Principalmente se usa para realizar pruebas de concepto de nuevas versiones, pequeños 
entornos de pruebas, etc. 
2.6.2.  TripleO / Director 
Es un proyecto Open Source en la órbita de proyectos relacionados con OpenStack. Es 
altamente parametrizable y aspira a ser un instalador de tipo generalista que permita el 
mayor número de parametrizaciones posible. Red Hat lo integra en su distribución como 
instalador oficial bajo el nombre de Director. 
 
Se basa en el concepto de usar un OpenStack minimalista para desplegar y operar un 
segundo OpenStack, que da el servicio final buscado. Al OpenStack final se le 
denomina “Overcloud” mientras que al usado para su despliegue se le denomina 
“Undercloud”. 
 
Sus características principales son: 
 
• El “Undercloud” instala todos sus componentes en una sola máquina. Es una 
versión adaptada de OpenStack y no tiene todas las características habituales. 
• El “Undercloud” utiliza el módulo Ironic para manejar las máquinas físicas del 
“Overcloud”. Este a su vez usa los protocolos PXE e IPMI para comunicarse con 
las tarjetas de gestión remota de las máquinas físicas.  
• El despliegue del “Overcloud” se realiza usando el módulo de orquestación 
Heat. Todos los elementos del despliegue se modelizan usando plantillas en 
formato HOT. 
• Las tareas de instalación del software, configuración, etc se realiza mediante 
Puppet, una popular herramienta de gestión de la configuración. 
• Utiliza distribuciones de la familia Red Hat, CentOS en su versión comunidad y 
Red Hat Enterprise Linux en su versión con soporte comercial, Director. 
 
Conclusiones: 
 
• La complejidad para realizar despliegues personalizados es muy alta, siendo 
habitual la necesidad de perfiles especialista para parametrizar dichas 
instalaciones. 
• Aunque se desarrolló con el propósito de permitir la gestión de cambios en la 
plataforma, este nivel de madurez no ha llegado aún. 
• Actualmente la estabilidad del proyecto es todavía limitada, siendo numerosos 
los errores y muchas las dificultades en la implantación. 
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2.6.3.  Fuel 
Fuel es una herramienta para generar despliegues basados en OpenStack, que además 
permite gestionar el ciclo de vida completo la plataforma. Originalmente desarrollado 
como software privativo por parte de Mirantis, fue liberado más tarde con licencia Open 
Source a la comunidad. 
 
Caratecterísticas: 
 
• Usa DHCP en conjunción con el protocolo PXE para la instalación desatendida 
de los distintos nodos de OpenStack. 
• Se basa en la distribución Ubuntu para el sistema operativo base. 
• La instalación se realiza a partir de una imagen mínima de Ubuntu (bootstrap) 
que se comunica con el nodo de Fuel. Éste inyecta y ejecuta distintos roles de 
Puppet para realizar la instalación y configuración de los distintos módulos. 
• Soporta realizar cambios de configuración (limitados) posteriores a su 
instalación. 
• Permite la adición de nuevos nodos de OpenStack según se vayan necesitando. 
• Acepta extensiones y personalizaciones mediante Plugins de la comunidad o 
elaborados por el usuario mediante Shell Script17 o código Puppet. 
 
Conclusiones: 
 
• Tiene un grado de madurez mayor a otras alternativas expuestas. 
• Controla el ciclo de vida del proyecto, aunque como el resto, el soporte a las 
actualizaciones de versión está muy limitada a instalaciones sin personalizar. 
2.6.4.  Limitaciones al modelo 
A pesar del intento de simplificar las instalaciones de OpenStack, no se llega a la 
estandarización de una única herramienta a usar, existiendo un conjunto amplio que se 
va quedando obsoleto frente a nuevas alternativas. Cada una introduce a su modo nueva 
complejidad al proceso de despliegue. 
 
Tampoco sirve para estandarizar de forma efectiva los despliegues en muchos casos, 
pues los requisitos numerosas veces precisan configuraciones que no son soportadas 
inicialmente. 
  
                                                
17 Shell Script – Es un fichero de texto que contiene uno o más comandos de Shell que se pueden ejecutar como un 
pequeño programa. 
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3.  Análisis de 
requisitos 
 
 
 
 
 
 
 
 
 
 
En este capítulo enunciamos los requisitos funcionales identificados 
para el supuesto práctico propuesto. Cada uno recibirá un 
identificador y una descripción, de modo que sea sencillo 
referenciar unívocamente cada uno de ellos a través del resto de 
secciones. 
 
 
 
 
Realizamos una primera división en torno a los requisitos de la siguiente manera:  
 
• Requisitos de usuario: 
o Requisitos que hemos identificado de forma directa en base a peticiones 
concretas de funcionalidad por parte del usuario. 
o Los identificaremos con la siguiente expresión regular:  
RFU-[0-9]{2}[a..z] 
• Requisitos de infraestructura: 
o Requisitos que se identifican a nivel de infraestructura para cumplir con 
los requisitos de disponibilidad, escalabilidad y continuidad del servicio 
prestado. 
o Los identificaremos con la siguiente expresión regular:  
RFI-[0-9]{2}[a..z] 
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3.1.  Requisitos de usuario 
3.1.1.  RFU-01 – API REST compatible con OpenStack Compute API v2.x 
Se identifica que al menos ha de cumplir las siguientes funcionalidades: 
 
RFU-01 – API REST compatible con OpenStack Compute API v2.x 
Código Descripción 
RFU-01a Gestión básica de máquinas virtuales: creación y borrado de las mismas. 
RFU-01b Aumento/disminución de capacidad (hardware virtual) de las máquinas virtuales. 
Tabla 3. RFU-01 – API REST compatible con OpenStack Compute API v2.x. 
3.1.2.  RFU-02 – API REST compatible con OpenStack Network API v2.0 
Se identifica que al menos ha de cumplir las siguientes funcionalidades: 
 
RFU-02 – API REST compatible con OpenStack Network API v2.0 
Código Descripción 
RFU-02a Capacidad de crear redes privadas en IPv4. 
RFU-02b Capacidad de crear enrutadores virtuales en IPv4. 
RFU-02c 
Capacidad de crear reglas de firewall basadas en IPv4 a nivel de infraestructura, 
es decir, de forma externa a la configuración de la máquina y que aplique al 
conjunto de un proyecto o tenant. 
RFU-02d 
Capacidad de gestionar un conjunto IPs públicas asignadas al proyecto y que 
podrán servir de interfaz externa del servicio a los usuarios finales de un 
proyecto. Pudiendo asignarse de forma dinámica en cada momento. 
Tabla 4. RFU-02 – API REST compatible con OpenStack Network API v2.0. 
3.1.3.  RFU-03 – API REST compatible con OpenStack Block Storage API v2.0 
Se identifica que al menos ha de cumplir las siguientes funcionalidades: 
 
RFU-03 – API REST compatible con OpenStack Block Storage API v2.0 
Código Descripción 
RFU-03a Creación de volúmenes de tamaño arbitrario. 
RFU-03b Capacidad de asociar volúmenes a las máquinas virtuales del usuario. 
Tabla 5. RFU-03 – API REST compatible con OpenStack Block Storage API v2.0. 
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3.1.4.  RFU-04 – API REST compatible con OpenStack Orchestration API v1.0 
Se identifica que al menos ha de cumplir las siguientes funcionalidades: 
 
RFU-04 – API REST compatible con OpenStack Orchestration API v1.0 
Código Descripción 
RFU-04a Creación/modificación de un stack
18 usando plantillas en formato nativo ‘HEAT 
templates’. 
Tabla 6. RFU-04 – API REST compatible con OpenStack Orchestration API v1.0. 
3.1.5.  RFU-05 – API REST compatible con OpenStack Image Service API v2.0 
Se identifica que al menos ha de cumplir las siguientes funcionalidades: 
 
RFU-05 – API REST compatible con OpenStack Image Service API v2.0 
Código Descripción 
RFU-05a Acceso a un catálogo amplio de imágenes de sistema operativo predefinido. 
RFU-05b Crear imágenes de máquina personalizadas de forma privada al tenant o proyecto de usuario. 
Tabla 7. RFU-05 – API REST compatible con OpenStack Image Service API v2.0. 
3.1.6.  RFU-06 – Interfaz web que permita gestión básica de la infraestructura 
del usuario 
La interfaz web ha de tener las siguientes características funcionales mínimas: 
 
RFU-06 – Interfaz web que permita gestión básica de la infraestructura del 
usuario 
Código Descripción 
RFU-06a La interfaz web debe permitir la gestión de las redes. 
RFU-06b La interfaz web debe permitir la gestión de máquinas virtuales. 
RFU-06c La interfaz web debe permitir la gestión de volúmenes. 
RFU-06d La interfaz web debe permitir el acceso a la consola de las máquinas para operaciones que lo requieran (solución de problemas, etc). 
RFU-06e La interfaz web debe permitir la gestión de direccionamiento IP asignado. 
RFU-06f La interfaz web debe permitir la gestión de las reglas de firewall que apliquen al contexto de proyecto o tenant del usuario. 
Tabla 8. RFU-06 – Interfaz web que permita gestión básica de la infraestructura del usuario. 
                                                
18 Stack – es un conjunto de elementos que se provisionan en OpenStack para dar un servicio (por ejemplo, dos 
máquinas virtuales, 3 volumenes persistentes y 4 reglas de Firewall). El Stack se puede crear, modificar y redesplegar 
gracias al módulo Heat. 
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3.1.7.  RFU-07 – Independencia de recursos entre proyectos (tenants) 
Se han de cumplir las siguientes características funcionales mínimas: 
 
RFU-07 – Independencia de recursos entre proyectos (tenants) 
Código Descripción 
RFU-07a Cada proyecto debe ver tan solo su conjunto de recursos disponibles. 
RFU-07b 
El proyecto debe poder definir una arquitectura de red propia aislada de otros 
proyectos. El único punto en común será una red pública (ya sea red interna de 
servicios o la red pública Internet). 
Tabla 9. RFU-07 – Independencia de recursos entre proyectos (tenants). 
3.1.8.  RFU-08 – Gestión de los recursos que asegure disponibilidad de los 
mismos 
Se han de cumplir las siguientes características funcionales mínimas: 
 
RFU-08 – Gestión de los recursos que asegure disponibilidad de los mismos 
Código Descripción 
RFU-08a Se debe poder contar con una gestión de los recursos para evitar un problema de escasez de recursos por competencia entre distintos proyectos. 
RFU-08b 
Cada proyecto debe poder visualizar su capacidad máxima de crecimiento y ser 
modificada de forma ágil por los administradores bajo petición de los usuarios 
en caso de necesidad y disponibilidad de dichos recursos. 
Tabla 10. RFU-08 – Gestión de los recursos que asegure disponibilidad de los mismos. 
3.1.9.  RFU-09 – Seguridad 
Relativa al criterio de proveer una capa de seguridad a nivel de infraestructura: 
 
RFU-09 – Seguridad 
Código Descripción 
RFU-09a Las redes locales definidas en cada proyecto o tenant deben estar totalmente aisladas de cualquier usuario de otro proyecto. 
RFU-09b La conectividad exterior a la infraestructura, incluida la red privada de la entidad (no solo Internet), se debe encontrar por defecto limitada. 
RFU-09c El acceso hacia o desde el exterior de toda máquina virtual del proyecto ha de ser regulado por los usuarios de dicho proyecto en régimen de auto-provisión. 
RFU-09d Los usuarios deben estar validados contra un servicio de autorización y autenticación corporativos como es el servicio LDAP existente. 
Tabla 11. RFU-09 – Seguridad 
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3.2.  Requisitos de Infraestructura 
Enunciamos aquí los requisitos funcionales que se identifican para proporcionar la 
disponibilidad y continuidad del servicio buscada. 
3.2.1.  RFI-1 – Disponibilidad del entorno del 99.99% 
Se identifica que al menos dicha disponibilidad debe aplicar a los siguientes elementos o 
funcionalidades: 
 
RFI-1 – Disponibilidad del entorno del 99.99% 
Código Descripción 
RFI-01a Disponibilidad del API para crear y gestionar instancias, redes o almacenamiento. 
RFI-01b Los datos almacenados en la infraestructura deben poder ser accesibles con las anteriores premisas de disponibilidad. 
RFI-01c La conectividad de las máquinas entre sí y hacia el exterior debe cumplir igualmente la disponibilidad indicada. 
RFI-01d La sustitución de un equipo hardware afectado por una avería debe poder hacerse de forma transparente, generando una mínima afectación del servicio. 
Tabla 12. RFI-1 – Disponibilidad del entorno del 99.99%. 
3.2.2.  RFI-2 – Capacidad de crecimiento 
La capacidad en cuanto a almacenamiento y capacidad de cómputo de la infraestructura debe 
poder ser aumentada de forma global y transparente a los usuarios de los distintos proyectos.  
 
Al menos debe aplicar a los siguientes recursos: 
 
RFI-2 – Capacidad de crecimiento 
Código Descripción 
RFI-02a Capacidad de cómputo - posibilidad de aumentar la capacidad de CPU de una máquina virtual desde el mínimo disponible al máximo. 
RFI-02b Capacidad de almacenamiento local - posibilidad de aumentar la capacidad del disco local de una máquina virtual desde el mínimo disponible al máximo. 
RFI-02c Agregar nuevos volúmenes a una máquina virtual, siendo estos de tamaño arbitrario. 
RFI-02d 
La capacidad en cuanto a recursos de la infraestructura debe poder ser 
aumentada de forma global y transparente a los usuarios de los distintos 
proyectos. 
Tabla 13. RFI-2 – Capacidad de crecimiento. 
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3.2.3.  RFI-3 – Coste del Software 
Atendiendo al coste que pueda tener el software se define el siguiente requisito: 
RFI-3	–	Coste	del	Software	
Código Descripción 
RFI-03a El coste en licencias del software debe ser el menor posible, por lo que se intentará siempre usar software Open Source. 
Tabla 14. RFI-3 – Coste del Software 
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4.  Elección de la 
solución técnica  
 
 
 
 
 
 
 
 
 
 
Capítulo dedicado a realizar el análisis y posterior elección de la 
mejor solución técnica hallada que cumpla con los requisitos 
definidos en el capítulo anterior. 
4.1.  Tecnología del hipervisor 
4.1.1.  Análisis 
El componente encargado de orquestar la creación de máquinas virtuales en los 
hipervisores o compute nodes es Nova.  
 
Nova soporta un gran número de posibles backend19 en el que se incluye las habituales 
tecnologías de virtualización más comunes tales como: 
 
• KVM 
• VMware 
• Xen Server 
• Hyper-V 
 
 
 
                                                
19 Backend – con backend nos referimos a las posibles tecnologías que se pueden usar teniendo en cuenta que el 
frontend (propio módulo de OpenStack) funcionará igual hacia el exterior independientemente del backend que 
tenga. 
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4.1.2.  Elección 
Elegiremos KVM por los siguientes motivos: 
 
• Es el hipervisor Open Source nativo para OpenStack.  
• Es el único hipervisor que soporta 100% todas las funcionalidades del módulo 
de Nova. 
• Generalmente el uso de otros hipervisores privativos como Hyper-V o VMware 
está relacionado con la integración de OpenStack con infraestructura previa, 
cuestión que está totalmente fuera del alcance de nuestro proyecto, que es crear 
un diseño totalmente basado en componentes Open Source. 
4.1.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
 
• RFU-01a y RFU-01b – requisitos propios de la OpenStack Compute API v2.x 
que se cubren con Nova. 
• RFI-03a – KVM es un hipervisor Open Source y no tiene coste. 
4.2.  Almacenamiento de disco virtual 
4.2.1.  Análisis 
Dentro de esta sección distinguiremos dos tipos de almacenamiento al que la máquina 
virtual del cliente tiene acceso: 
 
• Disco “efímero”:  
 
o Es el disco virtual que almacena el sistema operativo de la máquina y 
está íntimamente asociada a esta. 
o Está gestionado directamente por el componente Nova asociado a la 
orquestación de la máquina virtual. 
o En caso de pedir la destrucción de la misma, se produce el borrado del 
disco.  
 
• Disco “permanente”:  
 
o Se trata de discos virtuales que podemos asociar posteriormente a la 
creación de una máquina y que se gestionan de forma externa.  
o El componente que gestiona la creación de estos discos es el componente 
Cinder. El componente Nova se encarga de conectar con el servicio 
Cinder para mediante la emulación del protocolo iSCSI dar visibilidad al 
dispositivo en la máquina.  
o La diferencia más notable, es qué tras borrar una máquina física, el 
volumen Cinder no desaparece, sino que se puede asociar a otra. 
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En ambos casos tanto el componente Nova, como el componente Cinder pueden usar 
los siguientes backend: 
 
• Disco local – generalmente sobre RAID Hardware para evitar pérdida de datos: 
 
o En el caso del disco efímero (Nova) se implementa mediante ficheros en 
un directorio.  
o En el caso del disco permanente (Cinder) se implementa con volúmenes 
LVM (GNU/Linux Volume Group).  
o A parte de esta diferencia el resto del análisis es idéntico por lo que se ha 
integrado conjuntamente: 
 
§ Ventajas:  
 
• Implementación muy sencilla.  
• Barato.  
• Rendimiento aceptable en lectura – con una configuración 
de RAID-6 se podría leer en paralelo de 4 de los 6 discos 
que componen el RAID. 
• Rendimiento aceptable en escritura – aunque seguirá 
siendo limitada al más lento de los discos que lo forman. 
 
§ Inconvenientes:  
 
• No es escalable. 
• No cumple el requisito RFI-01d relativo a disponibilidad 
de servicio en caso de fallo HW – si algún componente de 
la máquina que alberga el RAID falla, los contenidos del 
mismo no pueden ser recuperados para volver a dar 
servicio dentro de los parámetros de disponibilidad 
definidos. Incluso sin existir un fallo permanente. 
 
• Volumen NFS – servido desde una cabina de almacenamiento central (NAS): 
 
o Ventajas:  
 
§ Fiabilidad 
§ Rendimiento – en función de la cabina usada.  
§ Se cumple con el requisito RFI-01d siempre y cuando la cabina 
tenga un sistema de HA que permita soportar un fallo Hardware 
(típicamente mediante un cluster de dos nodos gestionando las N 
bandejas de discos). 
 
o Inconvenientes:  
 
§ Escalabilidad – no es una solución escalable en términos 
absolutos. Al ser una solución centralizada, tiene un límite físico 
que será la capacidad que pueda aportar el hardware de la cabina. 
Podemos incrementar la capacidad del Hardware pero solo hasta 
el mayor modelo soportado por el fabricante.  
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
48 
§ Coste – el coste del “dato” es elevado ya que se trata de un 
servicio redundado de altas prestaciones con licencias y contrato 
de soporte sustancioso. La filosofía cloud por contra se orienta a 
la escalabilidad, reducción de costes y descentralización.  
§ Debido al alto coste incumple parcialmente el requisito RFI-02d 
relativo a capacidad de crecimiento transparente, por lo que 
consideramos que no es una opción óptima. 
 
• Ceph RBD – sistema de almacenamiento distribuido Open Source: 
 
o Ventajas:  
§ Solución de bajo coste – puede utilizar hardware heterogéneo de 
bajo coste.  
§ Su rendimiento mejora cuanto mayor es el número de equipos 
ejecutando dicho software.  
§ Todos los datos se redundan automáticamente hasta el nivel que 
se desee.  
§ Por tanto, es una solución concebida con los criterios de 
escalabilidad y disponibilidad desde su origen. 
o Inconvenientes:  
§ Precisa un mínimo de 3 nodos – mejorando todas sus 
características cuantos más nodos tengamos.  
§ Tiene sólo sentido en entornos grandes o con previsión de 
crecimiento.  
§ Es una tecnología de reciente adopción y por tanto hay una 
barrera cultural para que se adopte en ciertos entornos 
tecnológicos. Es un cambio de paradigma que precisa formación 
para los administradores que sí que están familiarizados con 
sistemas de almacenamiento centralizado antes expuestos. 
4.2.2.  Elección 
Nuestra elección por tanto es la de usar el sistema distribuido de almacenamiento Ceph 
RBD.  
 
CEPH RDB se instala como un componente software más en los compute nodes. Para 
cada disco físico gestionado por este sistema se arrancará un demonio encargado de 
hablar con el resto de nodos. También requiere de instalar el rol de monitor, para el que 
se usarán los nodos de control. 
4.2.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
• RFU-03a y RFU-03b – requisitos propios de la OpenStack Block Storage API 
v2.0 que se cubren con Cinder. 
• RFI-01b – disponibilidad del dato asegurada por su mecanismo de replicado. 
• RFI-01d – en caso de avería hardware de un nodo los datos son accesibles a 
través de los otros nodos. 
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• RFI-02d – escalabilidad asegurada, tan sencillo como añadir más nodos con 
dicho rol a la solución. 
4.3.  Implementación de almacenamiento de objetos 
4.3.1.  Análisis 
Las opciones en nuestro caso son dos: 
 
• Swift:  
o Es el módulo que podemos considerar “nativo” en cuanto a que es un 
módulo que existe en OpenStack desde sus inicios.  
o Implementa la API de forma nativa. 
• Ceph:  
o Es un componente externo a OpenStack. 
o Al utilizarse frecuentemente y ser una solución de Object Storage Open 
Source también, ha desarrollado la compatibilidad hacia este API.  
4.3.2.  Elección 
Nuestra elección es la de usar Ceph. Las razones son las siguientes: 
 
• Ya estamos usando ceph como parte de la solución, evitamos un componente 
adicional. 
• Ahorramos recursos al tener el mismo backend. 
• Mejor aprovechamiento del HW, si el servicio de bloque disminuye su uso, 
podemos reutilizar la capacidad y viceversa. 
4.3.3.  Cumplimiento de requisitos 
No hay requisitos que indiquen que deba haber un Object Storage, pero como la 
solución de CEPH ofrece también la API de Swift se ofrecerá esta funcionalidad.  
4.4.  Almacenamiento de imágenes 
4.4.1.  Análisis 
El almacenamiento de imágenes es uno de los componentes menos críticos de la 
solución en cuanto a rendimiento y disponibilidad.  
 
Tan solo será utilizado cuando desplegamos una máquina virtual en un nodo de 
cómputo por primera vez, ya que, de otro modo, usaría una copia local previamente 
cacheada.  
 
En todo caso, aplicando los requisitos obtenidos en la fase previa justificamos la 
elección de una de las siguientes alternativas como método de almacenamiento 
disponible. 
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De todas las opciones disponibles, serían compatibles con nuestros requisitos las 
siguientes: 
 
• Directorio compartido NFS donde dejar los ficheros de imagen 
• OpenStack Block Storage (Cinder) 
• Ceph RBD 
• OpenStack Object Storage (swift) 
 
Salvo la alternativa de NFS, el resto estaría realmente cubierto indirectamente por Ceph, 
ya que hemos elegido previamente Ceph como solución de Block Storage (disco 
permanente) y como solución de Object Storage. Por tanto, en estos casos es preferible 
el soporte nativo en vez de añadir capas innecesarias. 
 
4.4.2.  Elección 
Nos decantamos por Ceph RBD en base a estas razones: 
 
• Ya es parte de la solución, ya que se eligió para otros aspectos de almacenaje y 
no hace falta instalar nada adicional. 
• Es una solución fiable y escalable. 
• La solución basada en NFS no es 100% “nativa”. En realidad, se usa el backend 
más sencillo con el que cuenta el módulo Glance que busca las imágenes en un 
directorio local. El montaje del volumen NFS en dicho directorio se hace a nivel 
del sistema operativo. 
• Elegir NFS haría que tuviéramos una dependencia con un elemento externo para 
algo que podemos resolver con algo ya instalado en la infraestructura.  
4.4.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
 
• RFU-05a y RFU-05b – requisitos propios de la OpenStack Image Service API 
v2.0 que se cubren con Glance. 
4.5.  Redes virtuales 
4.5.1.  Análisis 
La orquestación de las redes virtuales de usuario puede hacerse con múltiples backend 
incluyendo componentes hardware tales que pueden aceptar peticiones vía API.  
 
Estas soluciones privativas son costosas y difíciles de abordar en términos generales ya 
que dependen de fabricantes, versiones y modelos de hardware.  
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Por tanto, vamos a suscribirnos a la implementación estándar mediante virtualización 
software usando el componente Neutron y los conmutadores virtuales basados en 
OpenvSwitch, otro componente estándar de este tipo de soluciones. 
 
Para cumplir los requisitos de aislamiento de red entre proyectos debemos utilizar 
mecanismos de segmentación de red que permitan aislar el tráfico de cada proyecto 
entre sí. Dentro las configuraciones disponibles en el componente que orquesta la 
virtualización de red, disponemos de: 
 
• Red plana:  
o Sin segmentación. 
o Inseguro. 
o No permite solapamiento de direcciones. Es decir, dos proyectos no 
podrían usar el mismo rango de direcciones.  
o Descartamos en base a RFU-07a. 
 
• Segmentación VLAN:  
o Permite aislar el tráfico a nivel 2 y por tanto cumplir el requisito RFU-
07a de aislamiento.  
o La única limitación es que solo pueden ser creadas de este modo 4096 
redes en OpenStack ya que es el límite impuesto por norma IEEE 
802.1ad que implementan todos los conmutadores.  
o Esta limitación por tanto colisiona con nuestro requisito de escalabilidad 
que se ve ampliamente mermado aquí. Incumplida RFI-02d. 
 
• Túneles GRE o VxLAN:  
o Permiten aislar el tráfico mediante encapsulación a nivel 3.  
o Se crean túneles a nivel 3, extremo a extremo entre todos los nodos (full-
mesh).  
o Esta solución cumple todos los requisitos. 
4.5.2.  Elección 
Finalmente nos decantamos por el uso de túneles VxLAN: 
 
• Gran número de conmutadores del mercado implementan aceleración hardware 
para VxLAN. 
• Los túneles GRE (Generic routing encapsulation) fueron diseñados 
originalmente para comunicación punto a punto frente a VxLAN (Virtual 
Extensible LAN) que fue diseñado específicamente para configuración en malla 
(full-mesh) y por tanto gozan de mejor rendimiento en términos generales para 
este uso específico. 
4.5.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
• RFU-02a, RFU-02b, RFU-02c y RFU-02d – requisitos propios de la 
OpenStack Network API v2.0 que se cubren con Neutron. 
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• RFU-07b – los túneles VxLAN nos proveen los mecanismos de seguridad 
necesarios. 
• RFU-09a, RFU-09b y RFU-09c – los túneles VxLAN nos proveen los 
mecanismos de seguridad necesarios. 
• RFI-03a – OpenvSwitch es un switch virtual Open Source y no tiene coste. 
4.6.  Autenticación y autorización de usuarios 
4.6.1.  Análisis 
La solución de OpenStack cuenta con un componente central para autenticar y autorizar 
cada una de las acciones ejecutadas por un usuario. Incluso es utilizado internamente 
por cada componente al hablar con el resto, mediante el uso de token. Este componente 
es Keystone. 
 
Keystone cuenta con distintos backend posibles donde obtener los datos de usuarios, 
grupos y roles. En la actual versión soporta el uso de múltiples backend, de modo que se 
definen “dominios” a los que asociar a distintas fuentes. Los posibles backend son: 
 
• MySQL  
• LDAP 
• Kerberos 
 
El backend por defecto, cuyo dominio se denomina “Default” está basado en MySQL y 
es el utilizado por los usuarios por defecto, incluido los agentes del sistema Openstack.  
4.6.2.  Elección 
Elegiremos LDAP por lo siguiente: 
 
• Es el sistema de autenticación y autorización que tiene la compañía así que no 
requiere esfuerzo adicional por montar una nueva herramienta. 
• Es un estándar como sistema de autenticación y autorización. 
4.6.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
 
• RFU-09d – se configura un dominio al que se asociará al servicio de directorio 
LDAP de la compañía para que la administración de usuario y permisos se 
realice de forma centralizada. 
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4.7.  Hardware a utilizar 
4.7.1.  Análisis 
En diseños cloud el objetivo es utilizar hardware lo más genérico posible. Por otro lado, 
es preferible la homogeneidad del mismo para simplificar la administración.  
 
En este aportado daremos una indicación del tipo de hardware base en que sustentar 
nuestra plataforma de forma lo más genérica posible. 
4.7.2.  Elección 
El hardware que compondrá la solución tendrá las siguientes características: 
 
• Servidores de propósito general basado en arquitectura x86 64 bit de tipo 
enracable20. 
• Redundancia de componentes básicos: RAM, CPU, fuente de alimentación. 
• Controladora RAID Hardware incorporada para discos SAS 2.5” extraíbles en 
caliente. 
• Chasis con controladora para gestión fuera de línea incorporada que permite 
administración remota vía Ethernet: apagado/encendido remoto, consola remota, 
etc (ejemplos: DELL iDRAC, HP iLO, …) 
• Al menos 2 interfaces de gestión de 1Gbit Ethernet 
• Al menos 2 interfaces de servicio de 10Gbit Ethernet 
4.7.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
 
• RFI-01d – al tener servidores enracables el fallo de uno de ellos no afecta al 
conjunto de la plataforma. 
• RFI-02d – el tener servidores enracables permite un crecimiento sencillo y 
transparente a los usuarios. 
4.8.  Módulos de OpenStack 
4.8.1.  Análisis 
El objetivo es cumplir los requisitos mencionados anteriormente, pero sin añadir 
complejidad adicional a la plataforma que nos impida poder administrarla con garantías. 
 
Debido a lo anterior, se implementarán solamente los módulos estrictamente necesarios. 
                                                
20 Enracable es un concepto utilizado para definir los servidores que son de tipo rack. Se instalan directamente en un 
bastidor de un centro de proceso de datos. 
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4.8.2.  Elección 
Recapitulando el análisis de OpenStack que realizábamos en el punto 5.2 de este 
documento, tenemos los siguientes módulos: 
 
• Keystone – módulo de autorización y autenticación: 
o Lo consideramos estrictamente necesario para que un entorno de 
OpenStack funcione, por lo que lo implementaremos. 
• Nova – módulo de gestión de recursos de computación: 
o Lo consideramos estrictamente necesario para que un entorno de 
OpenStack funcione, por lo que lo implementaremos. 
• Neutron – módulo de gestión de recursos de red: 
o Lo consideramos estrictamente necesario para que un entorno de 
OpenStack funcione, por lo que lo implementaremos. 
• Cinder – módulo de gestión de recursos de almacenamiento: 
o Lo consideramos estrictamente necesario para que un entorno de 
OpenStack funcione, por lo que lo implementaremos. 
• Glance – módulo de gestión de imágenes: 
o Lo consideramos estrictamente necesario para que un entorno de 
OpenStack funcione, por lo que lo implementaremos. 
• Horizon – módulo de acceso web a la infraestructura: 
o No lo consideramos un módulo estrictamente necesario para que 
OpenStack funcione, pero lo implementaremos para cumplir los 
requisitos de tipo RFU-06. 
• Heat – módulo de orquestación de despliegues: 
o No lo consideramos un módulo estrictamente necesario para que 
OpenStack funcione, pero lo implementaremos para dar una 
funcionalidad adicional a la plataforma (la posibilidad de crear stacks) 
que creemos que facilitará la vida a los usuarios. 
• Swift – módulo de almacenamiento de objetos: 
o No lo consideramos un módulo estrictamente necesario para que 
OpenStack funcione, ya que vamos a ofrecer la API de Swift desde 
CEPH, con lo que daremos almacenamiento de objetos sin necesidad de 
instalar módulos adicionales. 
• Ceilometer – módulo de estadísticas de uso: 
o Lo consideramos un módulo adicional de OpenStack, que no nos aporta 
una funcionalidad demandada por nuestros usuarios, por lo que no lo 
implementaremos. 
• Ironic – módulo de gestión de máquinas físicas: 
o No vamos a instalar máquinas físicas de usuario, todas serán virtuales, 
por lo que no necesitamos este módulo. 
4.8.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
 
• RFU-01a y RFU-01b – se cumplen con la implementación del módulo de Nova. 
• RFU-02a, RFU-02b, RFU-02c y RFU-02d – se cumplen con la 
implementación del módulo de Neutron. 
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• RFU-03a y RFU-03b – se cumplen con la implementación del módulo de 
Cinder. 
• RFU-04a – se cumple con la implementación del módulo de Heat. 
• RFU-05a y RFU-05b – se cumplen con la implementación del módulo de 
Glance. 
• RFU-06a, RFU-06b, RFU-06c, RFU-06d, RFU-06e y RFU-06f – se cumplen 
con la implementación del módulo de Horizon. 
4.9.  Distribución de OpenStack 
4.9.1.  Análisis 
Una de las elecciones principales es la de elegir la distribución a implementar. A partir 
de los requisitos y las decisiones técnicas anteriormente tomadas buscamos una 
distribución/versión que se ajuste a nuestras necesidades.  
 
Al existir un gran número de opciones, nos decantamos por realizar el estudio y pruebas 
iniciales de dos de las más populares en el terreno empresarial y con soporte comercial: 
 
• RedHat OpenStack RHOS 9 “Mitaka” 
• Mirantis OpenStack 9 “Mitaka” 
 
Ambas distribuyen la versión de OpenStack Mitaka que soporta las decisiones técnicas 
abordadas en puntos anteriores: integración con CEPH, segmentación de tráfico 
mediante túneles VxLAN, integración con LDAP, ..., por lo que aquí abordaremos 
únicamente las diferencias que nos hacen decantarnos por una de ellas.  
4.9.2.  Elección 
Finalmente nos decantamos por la distribución de Mirantis Openstack 9 “Mitaka”. Las 
razones principales son: 
 
Instalador/gestor ciclo de vida utilizado 
 
• La característica que más sobresale de la distribución proporcionada por 
Mirantis es su instalador “Fuel”. Originalmente desarrollado por esta empresa, 
fue liberado como proyecto Open Source y es la herramienta que tiene un 
compromiso entre la complejidad y la capacidad de parametrización más 
adecuado de las evaluadas. Permite añadir configuraciones automatizadas 
mediante plugins que pueden ser desarrollados por el usuario final sin excesivos 
conocimientos sobre otros aspectos del instalador en sí.  
 
• Es sin duda la herramienta de gestión del ciclo de vida más madura, en cuanto a 
que permite orquestar cambios tras la instalación, provisiones, etc, con mayor 
fiabilidad (dentro de la complejidad de dicha tarea). 
 
• Principales deficiencias del instalador RDO – Director (utilizado por RedHat), 
por el que se descarta: 
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o Requisitos hardware muy elevados para el instalador. Se trata de instalar 
un OpenStack “todo en uno” en una máquina, que usando un módulo de 
provisión especial para máquinas físicas gestiona el despliegue de otro 
OpenStack, esta vez, la infraestructura productiva. 
o Para realizar un despliegue no trivial, se ha de configurar plantillas en 
formato HEAT (propio de OpenStack) en combinación con el uso de 
código puppet embebido lo que hace extremadamente complejo 
identificar un error durante un despliegue. 
o Existen múltiples bugs relacionados con condiciones de carrera que 
hacen prácticamente imposible su uso en hardware limitado, por 
ejemplo, en un entorno de maqueta. 
o Complejidad grande a nivel de soporte del hardware - precisa hardware 
que implementa el protocolo “IPMI” mediante un controlador hardware 
añadido al chasis. Aunque esta característica es frecuente en los 
servidores de gama media-alta, es bastante complejo en su ejecución. El 
OpenStack de instalación, llamado “Undercloud” controla en todo 
momento el estado encendido/apagado de los servidores del OpenStack 
“Overcloud”. 
 
Criterios económicos y de independencia tecnológica: 
 
• Mirantis es una distribución totalmente Open Source, es decir, no solo el código 
fuente del software distribuido lo es, sino que los repositorios de paquetes 
software son accesibles también libremente. 
 
• En contraposición, otras distribuciones como RedHat RHOS implica pagar un 
soporte anual obligatorio para poder tener acceso a los repositorios del software 
empaquetado por ellos.  
 
• Eligiendo Mirantis evitamos depender de un solo fabricante y evitar un modelo 
que se asemeja demasiado a un pago de licencia de uso. Con RedHat, una vez en 
producción, si el soporte no nos resultado necesario, tendríamos que seguir 
pagando por la posibilidad de acceder a las actualizaciones. 
4.9.3.  Cumplimiento de requisitos 
Se cumplen los siguientes requisitos: 
 
• RFI-03a – Mirantis OpenStack 9 “Mitaka” es Open Source y no tiene coste. 
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4.10.  Cuadro resumen de elección técnica 
A continuación, se presenta un cuadro resumen de las elecciones técnicas que hemos 
relializado en cada uno de los puntos estudiados: 
 
Tecnología Modulo OpenStack 
Producto 
elegido 
Requisitos que respaldan la 
elección 
Hipervisor Nova KVM RFU-01a, RFU-01b y RFI-03a  
Almacenamiento 
de disco virtual Cinder CEPH RBD 
RFU-03a, RFU-03b, RFI-01b,  
RFI-01d y RFI-02d 
Almacenaniento 
de objetos Swift CEPH No hay requisitos 
Almacenamiento 
de imágenes Glance CEPH RFU-05a y RFU-05b 
Redes virtuales Neutron 
Open vSwitch 
con túneles 
VxLAN 
RFU-02a, RFU-02b, RFU-02c, 
RFU-02d, RFU-09a, RFU-09b,  
RFU-09c y RFI-03a 
Autenticación y 
autorización de 
usuarios 
Keystone LDAP RFU-09d 
Hardware N/A 
Servidores de 
propósito 
general 
RFI-01d y RFI-02d 
Módulos de 
OpenStack N/A 
Keystone 
Nova 
Neutron 
Cinder 
Glance 
Horizon 
Heat 
RFU-01a, RFU-01b, RFU-02a,  
RFU-02b, RFU-02c, RFU-02d,  
RFU-03a, RFU-03b, RFU-04a,  
RFU-05a, RFU-05b, RFU-06a, 
RFU-06b, RFU-06c, RFU-06d, 
RFU-06e y RFU-06f 
Distribución de 
OpenStack N/A Mirantis RFI-03a 
Tabla 15. Cuadro resumen de elección técnica. 
 
Nota - Los requisitos RFU-07a, RFU-08a, RFU-08b, RFI-01a, RFI-01b, RFI-01c, RFI-
02a, RFI-02b y RFI-02c, no se mencionan explicitamente en el cumplimiento de 
requisitos. El cumplimiento de estos requisitos se asegurará con el diseño que se 
realizará en el siguiente punto. 
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5.  Diseño de una 
Cloud Privada 
basada en 
OpenStack 
 
 
 
 
 
 
 
 
 
 
En este capítulo, pasamos a describir un diseño de una plataforma 
de Cloud Privada que cumpla con los requisitos y solución técnica a 
la que hemos llegado en el capítulo anterior. 
 
5.1.  Arquitectura de la solución 
A continuación, se presenta el diagrama del diseño de una Cloud Privada basada en 
OpenStack.  
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Ilustración 3. Diagrama de arquitectura del diseño. 
A continuación, explicaremos brevemente los elementos presentes en este diseño. 
5.1.1.  Redes 
Se sumariza aquí el tipo y uso de cada red presente en el diagrama.  
 
Nombre Tamaño Enrutada Descripción 
OS_PROVISIÓN Clase C privada Si 
Provisión y gestión. Acceso 
administrativo vía SSH. 
OS_INTERNA Clase C privada No 
Comunicación interna de los 
aplicativos de OpenStack. 
OS_ALMACENAMIENTO Clase C privada No 
Comunicación interna de los 
aplicativos de CEPH, la solución de 
almacenamiento distribuido. 
OS_TENANT Clase C privada No 
Red que transmite el tráfico de las 
redes internas de los usuarios (tenants) 
encapsulado mediante túneles VxLAN. 
OS_GESTIÓN Clase C pública Si 
Publicación de las APIs y acceso 
administrativo de clientes por SSH. 
OS_INTERNET N/A Si Publicación en Internet de servicios de las máquinas de cliente final. 
Tabla 16. Segmentación a nivel 2 de red. 
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5.1.2.  Rol de cada nodo 
La asignación de roles en relación a los tipos de nodo definidos en la arquitectura será: 
 
Tipo de nodo  Rol Descripción 
Nodo Control / Red 
Control 
Incluye todas las APIs y componentes de 
OpenStack responsables de los módulos: 
• Nova 
• Neutron 
• Cinder 
• Glance 
• Horizon (interfaz web) 
• Swift 
Red 
• Ejecuta enrutadores virtuales de cada 
tenant. 
• Ejecuta túneles VxLAN con el resto de de 
red y cómputo. 
Almacenamiento 
(Monitor Ceph) 
Ejeucuta Monitor Ceph usado para mapa de 
replicación del clúster. 
Nodo Cómputo / 
Almacenamiento 
Cómputo Ejecuta máquinas virtuales de los usuarios (qemu-kvm) 
Almacenamiento 
(OSD Ceph) 
Ejecuta OSDs - los procesos asociados a los discos 
físicos y que forman la red de ‘nodos’ dentro del 
cluster Ceph. 
Tabla 17. Asignación de roles de los nodos. 
5.1.3.   Backends de almacenamiento 
Tal y como se eligió durante el análisis previo usaremos Ceph en todos los casos: 
 
Tipo  Módulo  Backend Descripción / Uso 
Efímero Nova Ceph RDB Disco local de máquinas virtuales. 
Permanente Cinder Ceph RDB Volúmenes asignados que no se destruyen al borrar la máquina. 
Imágenes Glance Ceph RDB Plantillas para desplegar máquinas virtuales. 
Objetos Swift Ceph API compatible con Swift 
Es una sustitución a nivel de 
funcionalidad - Ceph sustituye a Swift 
dando su misma funcionalidad. 
Tabla 18. Resumen de backends de almacenamiento. 
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5.1.4.   Backends de red 
Los elementos de red se implentan mediante: 
 
Tipo  Módulo  Backend Descripción / Uso 
Conmutadores Neutron OpenvSwitch Conmutadores virtuales presentes en todos los nodos. 
Enrutadores Neutron Linux Kernel (network namespace21) 
Enrutador virtual presentes en los nodos 
de red. 
Tabla 19. Resumen de backends de red. 
5.1.5.  Características buscadas con la distribución de roles 
• Optimización del hardware y uso antagónico de recursos: 
 
o El nodo de red precisa mucho ancho de banda pero poca CPU y 
memoria. 
o El nodo de control precisa mucha CPU y memoria pero poco ancho de 
banda. 
 
• Alta disponibilidad de las máquinas virtuales / almacenamiento: 
 
o Al usar Ceph como backend de discos (tanto efímeros como volúmenes 
persistentes) se permite la migración en caliente de una máquina virtual 
de un nodo a otro. 
o En caso de fallo HW de un nodo de cómputo, podemos mover la carga 
de trabajo a otro nodo sin pérdida de datos. 
o En caso de caída de un nodo tampoco perdemos datos debido al caracter 
redundante del cluster de Ceph. 
5.2.  Nodos de control y red (controlador) 
Son los nodos que se encargan del plano de gestión de la infraestructura. Ejecutan los 
módulos de OpenStack descritos en el siguiente punto y todo el software en el que se 
apoya nuestra arquitectura.  
 
                                                
21 Capacidad presente en el kernel Linux que permite virtualizar la pila de red y crear multiples instancias, cada una 
con su tabla de enrutado propia. Cada uno de estos contextos se convierte a sí en un enrutador virtual. 
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Ilustración 4. Software en nodos de control/red. 
5.2.1.  Funcionalidad de control 
Estos nodos ejecutan todos los módulos de OpenStack que se ha decidido que son los 
necesarios para implantar una Cloud Privada basada en OpenStack. En estos nodos es 
en donde reside la función de orquestación de todos los recursos de la cloud: 
  
• Autorización y autenticación (Keystone) 
 
Es el servicio en el que se apoyan el resto de módulos de OpenStack para 
autenticar a los usuarios y entre sí, cuando se realizan peticiones vía API. 
 
• Gestión de recursos de computación (Nova) 
 
Se encarga de gestionar las máquinas virtuales que corren en los nodos de 
cómputo. Es también el planificador que decide dónde ubicarlas. 
  
• Gestión de recursos de red (Neutron) 
 
Crea y gestiona todos los elementos de red virtualizados. A través de API recibe 
las peticiones que se traducen en operaciones sobres los conmutadores y 
enrutadores virtuales. Gestiona la asignación de IPs en las redes visibles por el 
usuario. 
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• Gestión del almacenamiento persistente (Cinder) 
 
Se encarga de la provisión y gestión del almacenamiento persistente que brinda 
la plataforma.  
  
• Gestión de imágenes (Glance) 
 
Implementa el repositorio de imágenes de máquinas virtuales que usamos para 
desplegar con Nova. 
  
• Orquestación de despliegues (Heat) 
 
Interpreta plantillas de usuario que transforma en peticiones a las APIs de los 
distintos módulos hasta conseguir el conjunto de máquinas y redes final (stack) 
que se define en éstas. 
  
• Acceso web a la infraestructura (Horizon) 
 
La web que permite la gestión gráfica del entorno. Traduce las peticiones en 
llamadas a las distintas APIs de los módulos antes mencionados. 
5.2.2.  Funcionalidad de red 
Estos nodos son los encargados de gestionar las redes de la infraestructura de 
OpenStack: 
 
• Estos nodos son los encargados de realizar las funciones de encaminadores 
virtuales (qrouters).  
• Estos encaminadores cursan el tráfico entre las distintas redes de usuario y 
conectan con las redes externas.  Estas permiten a las máquinas de usuario la 
comunicación con el exterior. 
• Interconectan mediante túneles IP (VxLAN) todos los nodos de cómputo 
formando una malla donde crear miles de redes privadas aisladas entre sí. 
5.2.3.  Funcionalidad almacenamiento 
Se ejecutará el proceso ‘monitor’ del sistema de almacenamiento distribuido Ceph. Este 
monitor se encarga de mantener una copia del Crush Map, un mapa que relaciona 
nodos, discos y grupos de asignación (placement grops). 
  
Basta con una sola copia para operar, pero se recomienda un mínimo de tres para darle 
robustez y alta disponibilidad. Por tanto, se ejecuta una instancia de este proceso en 
cada nodo de control.  
 
La sincronización entre los monitores se realiza de forma nativa y no require ningun 
software base adicional. 
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5.3.  Nodos de cómputo y almacenamiento 
Estos nodos tienen un doble rol cuya funcionalidad se describe a continuación. 
  
 
Ilustración 5. Software en nodos de cómputo/almacenamiento. 
 
5.3.1.  Funcionalidad de cómputo 
En los nodos de cómputo es en donde se ejecuta la carga de trabajo real de la 
plataforma, las máquinas virtuales del usuario.  
 
• Hipervisor KVM: Por cada máquina de usuario tendremos un proceso qemu-
kvm (espacio de usuario) que conecta con el módulo de kernel (kvm). 
  
Por parte de OpenStack, se encuentran los aplicativos mínimos que permiten la gestión 
de los recursos: 
  
• Agente de Nova (nova-compute): actúa como esclavo del módulo Nova que se 
ejecuta en el nodo de control. Por tanto, se encarga de aplicar los cambios sobre 
estado de las mismas o el hardware virtual: 
 
o Arrancar/parar 
o Añadir interfaces de red 
o Conectar con un disco virtual 
o Etc… 
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• Agente de Neutron (neutron-openvswitch-agent): esclavo del módulo 
Neutron. Hace efectivos los cambios sobre la infraestructura de red virtual, que 
implementa OpenvSwitch en cada nodo. 
5.3.2.  Funcionalidad de almacenamiento 
Se ejecutará el software de almacenamiento distribuido elegido, que en nuestro caso ha 
sido Ceph.  
 
Elegimos el modo Ceph Block Device (RBD). Permite, mediante un adaptador para 
KVM, que las máquinas virtuales tengan acceso a volúmenes virtuales. Estos se 
comportan de igual modo que un disco local de cara al sistema operativo.  
  
Implementa por tanto la funcionalidad de: 
 
• Disco efímero - configurandolo como backend para el servicio Nova. 
• Disco permanente - configurándose como backend para el servicio Cinder. 
• Imágenes - configurando como backend para el servicio Glance. 
• Almacenamiento de objetos – Ceph ofrece la API de Swift de tal manera que 
no es necesario instalar el módulo de Swift en los controladores para tener un 
almacenamiento de objetos.  
5.3.3.  Funcionalidad de red 
Los conmutadores virtuales de los nodos de cómputo tendrán dos funciones: 
 
• Interconectar las máquinas virtuales que estén en una misma red virtual 
(VxLAN). 
• Conectar a través de los túneles IP con los otros nodos de cómputo y con los 
controladores, donde residen los encaminadores IP virtuales para cada red 
virtual. 
5.4.  Nodo gestor del cloud 
Es el encargado de realizar la gestión de la infraestructura de la plataforma cloud e 
implementa las siguientes funcionalidades: 
 
• Despliegue de los nodos de Openstack antes descritos - cómputo, red, etc 
• Añadir o borrar nodos de la plataforma. 
• Poder asignar los distintos roles: control, cómputo, red y almacenamiento. 
• Desplegar cambios en la plataforma. 
• Gestionar el ciclo de vida de la plataforma. 
  
Estas funciones, al no ser críticas para el servicio sino de tipo administrativo, no 
requieren alta disponibilidad. Bastará con una política de backup y recuperación en caso 
de desastre adecuada. 
 
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
67 
5.5.  Pila de software por niveles e interrelación 
Para entender mejor la relación de todos los componentes software distribuidos en el 
diseño pasamos a relatar la pila de software usada.  
 
Las particularidades del software base elegido y los backends utilizados por los 
módulos de Openstack. 
 
 
Ilustración 6. Pila software por niveles e interrelación. 
5.6.  Servicios de red centrales 
Se trata de servicios de red fundamentales que deben existir en cualquier datacenter y 
que son transversales al diseño de una plataforma en particular.  
 
Describimos en los que se apoya el presente diseño: 
 
• LDAP: Servicio de autenticación centralizada, consumido por Keystone para 
validar usuario. 
• DNS: Servicio de resolución de nombres. Utilizado por todos los nodos. 
• VPN: Servicio para establecer conexiones seguras y privadas a la plataforma 
desde Internet. Utilizado por los administradores y usuarios para tener acceso a 
las partes no públicas de la Infraestructura. 
• NTP: Servicio de sincronización horaria. Es un requisito estricto en nuestro 
caso. Toda la plataforma ha de estar en perfecta sincronía para funcionar. 
• Autoridad certificadora: Servicio mediante el cual se crearán certificados para 
permitir acceso seguro a la plataforma.  
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5.7.  Software base 
Software utilizado dentro de nuestra arquitectura para dar solución a los distintos 
requerimientos o dependencias que tienen los módulos de OpenStack: 
 
• Repositorio de BBDD relacional utilizado por los distintos módulos. 
• Alta disponibilidad de los servicios. 
• Cola de mensajes para comunicación interna. 
• Balanceadores de red 
5.7.1.  Cluster de aplicaciones (Pacemaker/CRM) 
Pacemaker/CRM es una implementación Open Source de un cluster tradicional de 
procesos/aplicaciones. Permite asegurar la ejecución en alta disponibilidad de un grupo 
de recursos, pudiendo ser estos un conjunto de procesos, una IP de servicio, etc… 
 
Las características esenciales utilizadas son: 
  
• Capacidad de establecer IPs de servicio que se balancean de un nodo a otro en 
caso de caída. 
 
• Capacidad de definir los siguientes tipos de alta disponibilidad: 
 
o Ejecución en todos los nodos de un aplicativo (clone). 
o Ejecución en modo maestro/esclavo, para asegurar un orden concreto en 
el arranque/parada de aplicativo en los distintos nodos. 
o Capacidad de definir dependencias entre recursos y entre grupo de 
recursos. 
 
• Capacidad de definir monitores que nos aseguren que un aplicativo está 
ejecutándose con normalidad. En otro caso es capaz de pararlo solo en el nodo 
afectado, para evitar la afectación del servicio. 
5.7.2.  Balanceador de red (Haproxy) 
Permite balancear un conjunto de conexiones de red de modo que se consigue las 
siguientes mejoras en el servicio: 
  
• Reparto de carga. 
• Alta disponibilidad. 
  
En el caso de OpenStack nos basta la funcionalidad básica de balanceo TCP, es decir, 
en capa transporte. El monitor de Haproxy se encargará únicamente de determinar que 
es posible establecer el socket al puerto indicado para cada servidor de una granja 
definida. 
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5.7.3.  Aplicación de cola de mensajes (RabbitMQ) 
RabbitMQ es una implementación Open Source del protocolo abierto Advanced 
Message Queuing Protocol (AMQP). OpenStack puede trabajar con varias 
implementaciones, siendo RabbitMQ actualmente la mejor soportada. Las principales 
funcionalidades usadas son: 
 
• Implementación de comunicación basada en colas perdurables y efímeras. 
• Usada para la comunicación inter-proceso entre los distintos componentes 
dentro de un módulo. 
5.7.4.  Base de datos relacional (MySQL) 
MySQL es un software Open Source que implementa una base de datos de tipo 
relacional. Usada por todos los módulos fundamentales de OpenStack a modo de 
repositorio de datos donde guardar el estado y las configuraciones de cada componente 
que manejan. 
5.8.  Backends 
Se entiende por backends, aquellas aplicaciones en las que un módulo de OpenStack se 
basa para dar la el servicio que provee. Es decir, es el aplicativo real que da el servicio, 
siendo el módulo de Openstack el intermediario u orquestador en este caso. 
 
Pasamos a drescribir el Backend utilizado en este diseño y las características que 
precisamos en cada caso: 
5.8.1.  Hipervisor KVM 
Implementación Open Source de una arquitectura de hipervisor para virtualización. Sus 
principales características que necesitamos en nuestro diseño: 
  
• Nos va a permitir la ejecución directa de la mayoría de instrucciones en el 
procesador real. Otras soluciones usan emulación o traducción para ello. KVM 
permite rendimiento cercano al de una máquina física. La única limitación, es 
que el anfitrión debe tener la misma arquitectura de procesador. 
 
• Soporte de las extensiones de virtualización (AMD-V y VT-x de Intel) para 
ejecutar el código máquina en un contexto seguro para el anfitrión. La máquina 
virtual por el contrario percibe como si ejecutara el código directamente en el 
procesador, sin restricciones. 
 
• Comunicación via RPC medaine la librería libvirt. Permite a Nova manejar cada 
hipervisor mediante estas llamadas. 
 
• Acceso a dispositivos de bloque como Ceph RDB, también mediante libvirt. 
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5.8.2.  Almacenamiento de datos distribuido (Ceph) 
Implementación Open Source de un almacenamiento de datos distribuido. Sus 
principales características de cara al diseño: 
5.8.2.1.  Protocolos soportados 
• Servicio de objetos (compatible con OpenStack Swift) 
• Dispositivo de bloque (RDB) compatible con los módulos: 
o Glance (imagenes). 
o Nova (disco efimero). 
o Cinder (disco persistente). 
5.8.2.2.  Escalabilidad horizontal 
Internamente implementa un sencillo sistema basado en parcelar el almacenamiento 
disponible en fracciones agrupadas, los llamados Placement Groups: 
 
• Cada Placement Group se asigna a un conjunto de dispositivos (mínimo 3) que 
asegura la redundancia de lo almacenado en ellos. 
 
• Cualquier dato introducido en el sistema se guarda en base a un algoritmo 
denominado CRUSH que permite de forma determinista (a modo de una función 
hash) fijar la ubicación. 
 
• Al ser la ubicación del dato computable localmente en un nodo, no requiere un 
componente centralizado al que preguntar. El escalado horizontal es por tanto 
trivial. Cada nodo puede contestar con la ubicación del dato sin recurrir a una 
base de datos centralizada. 
5.8.2.3.  Alta disponibilidad 
• Cuanto mayor es el número de nodos, mayor es la capacidad y la redundancia, 
ya que la importancia de la pérdida de un nodo es menor cuantos más nodos 
existan. 
 
• Cuando se pierde un nodo del cluster, se inicia un proceso de reconstrucción de 
la redundancia, que hace que el dato se replique hacia otros nodos distintos al 
fallido. Transcurrido un tiempo, el nodo fallido es olvidado y solo existe una 
pérdida de capacidad total, no de coherencia o redundancia del cluster. 
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5.8.3.  Virtualización de conmutadores (OpenvSwitch) 
OpenvSwitch es un software Open Source que permite la creación y gestión 
programática de conmutadores virtuales. Las principales funcionalidades que requiere 
nuestro diseño: 
 
• Soportar redes locales virtualizadas (VLAN) (IEEE 802.1Q) 
• Agregación estática de interfaces (load balancing, active/backup) o dinámicas 
mediante protocolo LACP22 (IEEE 802.1AX-2008) 
• Soporte de protocolos de túnel (GRE23, VxLAN24, entre otros). Usado para 
permitir que no se den colisiones entre direccionamiento IP coincidente de 
distintos tenants. 
• Protocolo de configuración remota. Permite a un orquestador como el módulo de 
OpenStack Neutron realizar provisiones y cambios de configuración de forma 
dinámica. 
• Mantener una base de datos de la configuración de cada conmutador virtual. 
Esta base de datos es persistente a reinicios. 
5.9.  Infraestructura de red 
Se propone segmentar las redes de la infraestructura en las siguientes VLANs: 
  
• OS_PROVISION 
o Funcionalidad: Red de provisión y gestión de nodos de la 
infraestructura y acceso a los servicios internos comunes: DNS, NTP, 
LDAP. Mediante esta red, el instalador (Fuel) enviará las imágenes de 
sistema operativo para su instalación durante la fase de despliegue. Tras 
el despliegue, se usará para gestionar la plataforma, tanto por el gestor 
del cloud (Fuel) como mediante acceso SSH por los administradores del 
sistema.  
o Tipo: Enrutada. 
o Acceso:  
§ Entrada: Solo accesible por los administradores via SSH. 
§ Salida: Se debe permitir el acceso a los servicios DNS, NTP y 
LDAP. 
  
• OS_INTERNA 
o Funcionalidad: Red por donde se realizan las consultas internamente 
entre los distintos módulos de OpenStack. 
o Tipo: Aislada. 
o Acceso: Solo accesible desde las máquinas de OpenStack mediante una 
interfaz dedicada por segmentación del tráfico de gestión/servicio y por 
cuestión de seguridad. 
  
                                                
22 Link Aggregation Control Protocol – Define un estándar para realizar agregación de interfaces a nivel de enlace. 
23 Generic Routing Encapsulation – Mecanismo de generación de túneles que utiliza IP como protocolo y puede ser 
usado para otros transportar múltiples protocolos. 
24 Virtual eXtensible LAN – Es una tecnología de virtualización de red usada para crear múltiples contextos de red 
privada de área local. 
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• OS_ALMACENAMIENTO 
o Funcionalidad: Dar conectividad entre sí todos los nodos del 
almacenamiento distribuido y los nodos de control donde se 
implementan los servicios que van a interactuar con este (Cinder, Glance 
y Nova). 
o Tipo: Aislada. 
o Acceso: Solo accesible desde las máquinas de OpenStack mediante una 
interfaz dedicada a la segmentación del tráfico de gestión/servicio y por 
cuestión de seguridad. 
  
• OS_TENANT 
o Funcionalidad: Red utilizada para establecer túneles VxLAN punto a 
punto entre los nodos de la plataforma.  
o Tipo: Aislada. 
o Acceso: Solo accesible desde las máquinas de OpenStack. 
  
• OS_GESTION 
o Funcionalidad: Red compartida entre los diversos proyectos a través de 
la que los clientes acceden a las APIs de OpenStack y la consola Web. 
Permite que las máquinas de los usuarios accedan a los servicios Internos 
y puedan realizarse peticiones entre sí. Se podría considerar una red 
pública de carácter interno a la organización. 
o Tipo: Enrutada. 
o Acceso: 
§ Entrada: Cualquier puerto conectando desde la VPN. 
§ Salida: Se debe permitir el acceso al menos a los servicios 
internos DNS, LDAP y NTP. 
  
• OS_INTERNET 
o Funcionalidad: Red externa. Red con direccionamiento público de 
Internet. Permite el acceso a Internet de las máquinas de cliente que 
hayan asociado una IP de las denominadas flotantes. 
o Tipo: Enrutada. 
o Acceso:  
§ Entrada: No es un requisito funcional, pero por seguridad se 
recomienda dejar únicamente una lista acotada de puertos 
permitidos para puertos privilegiados (<1024) como son: 
• SSH (22) 
• HTTP (80) 
• HTTPS (443) 
• Y otros a petición de los usuarios que se consideren 
necesarios.  
§ Salida: sin limitación. 
  
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
73 
5.10.  Definición del equipamiento hardware necesario 
Los objetivos en cuanto a la elección del Hardware que ha perseguido el proyecto 
OpenStack desde sus comienzos son los siguientes: 
 
• Independizarse lo más posible de un Hardware concreto: 
o Permitir los menores costes posibles. 
o No depender del camino tecnológico de un fabricante. 
• El diseño debe tolerar por tanto un cierto nivel de heteregeneidad. 
  
En esta guía indicaremos únicamente las características mínimamente requeridas para 
cumplir con el diseño indicado. 
5.10.1.  Nodos control y red  
Las características Hardware mínimas recomendadas para el despliegue: 
  
Tipo de Nodo Nodo de control y red 
Físico / Virtual Físico 
Arquitectura Intel x86-64 bits 
CPUs 
2 CPUs con capacidades similares a la familia Intel Xeon E5-2620 v3 (al 
menos 6 cores por CPU / 12 threads si se activa la funcionalidad de 
hyperthreading). 
RAM 64GB  / recomendados 96GB para gestionar cloud > 30 nodos 
Almacenamiento 
• Controladora RAID HW para discos SAS con soporte de al 
menos 8 discos y que cuente con caché de escritura interno de al 
menos 512MB. 
 
• 7 discos SAS de 10K rpm de 300GB, configurados de la 
siguiente manera: 
o Configuración de un único volumen con 6 de estos discos 
en RAID 6 (doble paridad - permite hasta 2 fallos sin 
pérdida de datos y lectura en paralelo de los 4 discos de 
datos)  
 
o El séptimo disco queda sin asignar, en modo ‘hot-spare’, 
para que la controladora reemplace al dañado en caso de 
fallo.   
Interfaces de red • 2 x 1 Gigabit Ethernet 1GbE (puerto eléctrico) • 2 x 10 Gigabit Ethernet 10GbE (puerto óptico)   
Chasis 
gestionable 
Se requiere módulo de gestión remota fuera de banda que implemente el 
estándar IPMI (ver características). 
Tabla 20. Características Hardware recomendadas para los nodos de control/red. 
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5.10.1.1.  Características de la interfaz de chasis gestionable de un servidor 
Las características de la interfaz de gestión del chasis 25deben permitir lo siguiente: 
 
• Debe permitir gestionar el apagado/encendido del servidor de forma remota. 
 
• Debe permitir diagnosticar problemas hardware en el servidor, contando con su 
unidad de proceso y memoria independiente a la placa y procesador del servidor. 
  
• Debe ser accesible por una red de fuera de banda a través de una interfaz Gigabit 
Ethernet dedicada. 
5.10.2.  Nodo gestor del cloud 
El nodo gestor del cloud es el componente con menores necesidades respecto a 
hardware y su disponibilidad no es crítica, ya que no hay pérdida de servicio de la 
plataforma ante una parada del mismo.  
  
Se pueden utilizar los siguientes tipos de máquinas: 
• Máquina física dedicada. 
• Máquina virtual. 
  
Si se dispone de una plataforma de virtualización, la virtualización nos ofrecerá mas 
sencillez en su gestión, pero son ambas válidas. 
  
Las características Hardware mímimas de este equipo serán las siguientes: 
 
Tipo de Nodo Nodo gestor del cloud 
Físico / Virtual Físico o Virtual 
Arquitectura Intel x86-64 bits 
CPUs 
• Si se trata de una máquina virtual - al menos 4 vCPU. 
 
• Si se trata de una máquina física - 1 CPU con capacidades 
similares a la familia Intel Xeon E5-2623 v3 (4 cores por CPU). 
RAM Recomendable un mínimo de 32GB. 
Almacenamiento El único requisito es contar con 200GB libres de disco en total. 
Interfaces de red Al menos contar con una interfaz Gigabit Ethernet 1GbE  
Chasis 
gestionable 
No es indispensable en este caso, si bien es siempre recomendable para 
un servidor productivo. 
Tabla 21. Características Hardware recomendadas para el nodo gestor del cloud. 
                                                
25 La mayoría de servidores de tipo empresarial actual tiene su versión (iDRAC de DELL, iLO en HP, etc). 
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5.10.3.  Nodos de cómputo y almacenamiento. 
Sus características mínimas son: 
 
Tipo de Nodo Nodo de cómputo/almacenamiento 
Físico / Virtual Físico 
Arquitectura Intel x86-64 bits 
CPUs 
2 CPUs con capacidades similares a la familia Intel Xeon E5-2650 v4 
(al menos 12 cores por CPU / 24 threads si se activa la funcionalidad 
de hyperthreading). 
RAM 
• Recomendable un mínimo de 128GB para una configuración 
de 24 vCPU.  
• El modo de calcular la relación entre CPUs y RAM se 
discutiŕa en el apartado de crecimiento. 
Almacenamiento 
• Controladora RAID HW para discos SAS con soporte de al 
menos 24 discos y que cuente con caché interno de al menos 
512MB.  
 
• La distribución de discos será la siguiente: 
 
o Discos de sistema - 3 discos SAS de 10K rpm de 
300GB, configurados de la siguiente manera: 
§ Configuración de un único volumen con 2 de 
estos discos en RAID 1 (mirror - permite la 
caída de uno de los dos discos sin pérdida de 
datos y la lectura en paralelo de los 2 discos). 
 
§ El tercer disco queda sin asignar, en modo 
‘hot-spare’, para que la controladora 
reemplace al dañado en caso de fallo.  
 
o Discos para uso de Ceph: 
§ 14 discos SAS de 10K rpm de 2TB - 
configurados en modo JBOD 
(independientes - sin RAID). 
Interfaces de red 
• 2 x 1 Gigabit Ethernet 1GbE (puerto eléctrico) 
• 2 x 10 Gigabit Ethernet 10GbE (puerto óptico)  
Chasis gestionable 
Se requiere módulo de gestión remota fuera de banda que implemente 
el estándar IPMI (ver características antes descritas en nodos de 
control). 
Tabla 22. Características Hardware recomendadas para los nodos de cómputo/almacenamiento. 
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5.10.4.  Resumen de equipamiento HW 
A continuación, se presenta un resumen del equipamiento Hardware propuesto: 
 
	 Nodos	de	control	
Nodos	de	computo		
y	almacenamiento	
Nodo	gestor		
del	cloud	
Tipo	de	máquina	 Física	 Física	 Virtual	o	Física	
Número	de	máquinas	 3	 Mínimo	3	 1	
Interfaces	de	Red	 2	x	1GbE	2	x	10GbE	
2	x	1GbE	
2	x	10GbE	 1	x	1GbE	
CPU	 2	CPU	x	6	cores	 2	CPU	x	12	cores	 1	CPU	x	4	cores	
Memoria	 64GB	 128GB	 32GB	
Almacenamiento	 Controladora	RAID	7	x	300	GB	SAS	10K	
Controladora	RAID	
3	x	300	GB	SAS	10K	
14	x	2TB	SAS	10K	
200GB	
Interfaz	gestión	
remota	 Necesaria	 Necesaria	 No	necesaria	
Tabla 23. Resumen equipamiento Hardware propuesto. 
5.11.  Parametrización nodos de control/red 
5.11.1.  Alta disponibildad Red 
Configurarán sus interfaces de red en dos agregados: 
  
• bond0: formado por las dos interfaces 1GbE en modo activo/activo. 
 
o VLAN permitidas: OS_PROVISION en modo acceso (sin etiquetado 
802.1Q).  
o El uso del protocolo PXE para la instalación desatendida condiciona el 
uso de una red plana para esta interfaz. 
  
• bond1: formado por las dos interfaces 10GbE en modo activo/activo. 
 
o VLAN permitidas: OS_INTERNAL, OS_ALMACENAMIENTO, 
OS_INTERNA, OS_TENANT, OS_GESTIÓN, OS_INTERNET en 
modo 802.1Q (VLAN).  
 
En ambos casos se recomienda el uso del protocolo a nivel de enlace 802.3ad (LACP26).  
Esto permite mejorar la gestión del enlace y los tiempos de convergencia en caso de 
caída de uno de los interfaces. 
 
 
  
                                                
26 LACP: Link Aggregation Control Protocol. Protocolo estándar usado por conmutadores para 
establecer de forma auto-negociada un agregado lógico entre dos interfaces físicas. 
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5.11.2.  Configuración IP 
La configuración a nivel IP es la siguiente: 
 
• El agregado bond0 tendrá una configuración simple ya que no utiliza etiquetado 
802.1Q. Se le asignará una dirección IP del rango correspondiente a la VLAN 
OS_PROVISION. 
 
• Sobre el agregado bond1 por contra, se crearán múltiples interfaces de tipo 
VLAN, usando etiquetas 802.1Q, una por cada red a la que está conectado. 
 
• La ruta por defecto para los nodos de red será la red OS_GESTION, ya que los 
servicios tales como el API y la Administración web, son accesibles desde dicha 
red. 
5.11.3.  Almacenamiento   
En estos nodos, aunque ejecuta el comoponente monitor de Ceph, no se almacenan 
datos. Los discos locales serán usados únicamente por el nodo para el sistema operativo 
y los distintos aplicativos. 
 
• Como se indica en los requisitos hardware, se configurará un disco lógico 
formado por 6 de estos discos en RAID 6. 
5.11.4.  Alta disponibilidad 
A continuación, se dan las recomendaciones para dotar de alta disponibilidad a los 
nodos de control/red: 
 
• El diseño contempla el despliegue de un mínimo de 3 nodos de control y red. La 
razón es que los aplicativos a los que queremos proveer de alta disponibilidad 
requieren dicho número mínimo para obtener el quórum. Es como se define la 
consistencia del cluster de aplicación, sin el número necesario de nodos no 
podemos asegurar la consistencia del mismo y por tanto su correcto 
funcionamiento. 
  
• Para los servicios antes descritos se configura la disponibilidad mediante 
distintos métodos basados en el software base instalado: 
  
• Clúster Pacemaker/CRM: se encarga de gestionar el arranque/parada 
de los distintos aplicativos. Gestiona también el conjunto de IPs virtuales 
(VIPs) que usaremos para dar la alta disponibilidad de los distintos 
servicios. 
  
• Balanceador TCP: basado en HAproxy, se encarga de repartir la carga 
entre los nodos activos para los distintos servicios del nodo de control 
usando las VIPs gestionadas por Pacemaker. 
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• Base de datos relacional SQL: implementada mediante un clúster de 
nodos MySQL. Se establece una replicación de las bases de datos que 
albergan.  
  
• Gestor de colas RabbitMQ: El propio aplicativo establece la 
replicación de las colas, de modo que los módulos de OpenStack que 
consumen este servicio, pueden hacerlo contra cualquiera de las 
instancias corriendo en los nodos de control. 
5.12.  Parametrización nodos de cómputo/almacenamiento 
En nuestra solución, los roles de nodo de cómputo y nodo de almacenamiento confluyen 
en el mismo equipo físico. En esta sección analizaremos aspectos a tener en cuenta para 
el dimensionamiento óptimo de los recursos hardware. 
5.12.1.  Alta disponibilidad de red 
Configurarán sus interfaces de red en dos agregados: 
  
• bond0: formado por las dos interfaces 1GbE en modo activo/activo. 
 
o VLAN permitidas: OS_PROVISION en modo acceso (sin etiquetado 
802.1Q).  
o El uso del protocolo PXE para la instalación desatendida condiciona el 
uso de una red plana para esta interfaz. 
 
• bond1: formado por las dos interfaces 10GbE en modo activo/activo. 
 
o VLAN permitidas: OS_INTERNA, OS_ALMACENAMIENTO, 
OS_TENANT, OS_INTERNA en modo 802.1Q (VLAN).  
 
En ambos casos se recomienda el uso del protocolo a nivel de enlace 802.3ad (LACP) 
para establecer el agragado de forma negociada con el extremo del conmutador físico 
asociado. 
5.12.2.  Configuración IP 
La configuración a nivel IP es la siguiente: 
 
• El agregado bond0 tendrá una configuración simple ya que no utiliza etiquetado 
802.1Q. Se le asignará una dirección IP del rango correspondiente a la VLAN 
OS_PROVISION. 
 
• Sobre el agregado bond1 por contra, se crearán múltiples interfaces de tipo 
VLAN, usando etiquetas 802.1Q, una para cada red configurada por el nodo. 
  
• La ruta por defecto se realizará a través de la red OS_GESTIÓN hacia los nodos 
de red. Por alta disponibilidad, la IP será virtual y se balanceará entre los nodos 
de red activos en cada momento. 
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Por seguridad, los nodos de cómputo no tienen acceso directo a Internet, solo los nodos 
de red precisan el acceso a las redes externas.  
5.12.3.  Almacenamiento   
En el diseño propuesto no se utilizarán nodos externos dedicados en exclusiva al 
almacenamiento, si no que los nodos de cómputo tendrán un doble rol: cómputo y 
almacenamiento. 
 
Los nodos de cómputo/almacenamiento ejecutan el software de almacenamiento 
distribuido denominado Ceph sobre discos locales reservados para tal efecto: 
 
• De los discos locales existentes, reservamos dos discos para formar un disco 
virtual RAID-1 donde se instala el sistema operativo. 
• El resto de discos serán manejados por Ceph en exclusiva. 
  
La configuración del backend de Ceph se describe más adelante en su propia sección. 
5.12.4.  Alta disponibilidad de las máquinas virtuales 
• Al usar Ceph como backend de discos (tanto efímeros como volúmenes 
persistentes) se permite la migración en caliente de una máquina virtual de un 
nodo a otro. 
• En caso de fallo HW de un nodo de cómputo, podemos mover la carga de 
trabajo a otro nodo sin pérdida de datos. 
• En caso de caída de un nodo tampoco perdemos datos debido al caracter 
redundante del cluster de Ceph. 
5.12.5.  Sobresuscripción 
En entornos virtualizados, el uso de los recursos físicos reales (CPU, RAM o disco) se 
encuentra compartido entre todas las máquinas virtuales. Para cada tipo de recurso se 
establece un índice de uso medio que nos permite ahorrar en recursos hardware en base 
a la tasa media de utilización. Cuanto mayor es el conjunto de máquinas virtuales sobre 
nuestra plataforma, más se difuminan los picos puntuales de actividad quedando 
absorbidas por el menor uso por parte de otra máquina virtual. 
 
Los tipos de sobresuscripción que tenemos son los siguientes: 
  
• Sobresuscripción de CPU: La estimación comúnmente utilizada es la de que 
apenas se supera la relación 8.0 (1 CPU real por cada 8 vCPUs), incluso la 
medía suelen ser de 1:16. Es el recurso que más sobresuscripción acepta por lo 
general. 
  
• Sobresuscripción de RAM: Por contra el uso de RAM es un recurso cuyo uso 
es menos volátil. Normalmente no se recomienda tasas de sobresuscripción 
mayores a 1.5 (1 GB real por cada 1.5 virtuales). 
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• Sobresuscripción de Disco: El disco es un recurso cuya utilización sigue un 
patrón de uso más predecible y el ritmo de crecimiento es más lento, y por tanto 
predecible. En consecuencia, admite un nivel de sobresuscripción alto, similar al 
de la CPU. En cualquier caso, es un recurso mucho menos crítico/demandado 
por lo general en soluciones basadas en cloud, con lo que en muchas ocasiones 
no se utiliza la capacidad de sobresuscripción. 
  
Nuestra recomendación general para una Cloud Privada de tipo generalista sería: 
 
• CPU: sobresuscripción moderada (8.0) 
• RAM: no sobreescribir explícitamente.  
• Disco: no sobreescribir explícitamente. 
  
Veremos más adelante, que hay un conjunto de casos en los que la sobresuscripción se 
puede dar implícitamente y que conviene tener en cuenta: 
 
• Disco: Temporalmente ante la pérdida de un nodo de almacenamiento, mientras 
éste es reemplazado, en el caso de un sistema distribuido como Ceph. 
• RAM: Debido al uso de RAM por el propio software virtualizador, caché de 
disco del sistema, etc. Visto en mayor detalle en el próximo punto. 
5.12.6.  Cálculo de la memoria RAM necesaria  
A la hora de diseñar las especificaciones de las características hardware de un nodo 
tenemos que considerar los siguientes criterios que nos permiten optimizar al máximo 
los recursos: 
  
• El recurso más escaso va ser en la mayoría de casos de uso el de la memoria 
RAM.  
 
• Para obtener el máximo rendimiento y evitar riesgos derivados de la 
sobresuscripción de este recurso, la relación entre la memoria real del servidor y 
la usada va ser la de 1 a 1, típicamente indicada como 1.0. 
 
• Existe una pequeña sobresuscripción implícita, típicamente en torno al 5%, dado 
que estamos asumiendo erróneamente que toda la RAM será destinada a las VM 
de usuario cuando en realidad, el sistema operativo del hipervisor también usará 
una parte de ella. 
  
• La previsión de uso de RAM se calcula con estos criterios: 
 
o 4GB para el sistema operativo del hipervisor. 
o 1GB por cada disco SAS (requisito del sistema de almacenamiento 
distribuido Ceph) - 12 GB27. 
                                                
27 El almacenamiento distribuido Ceph no usará los 12 GB comentados salvo en caso de caída de un nodo durante el 
proceso de reconstrucción, pero se tiene en cuenta para no evitar una posible degradación del servicio en este caso. 
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o 512MB por vCPUs - que con una tasa de sobresuscripción de 8.0. 
(justificado más adelante) se traduce en el ejemplo en 96GB. 
  
• Por tanto, en el ejemplo de arquitectura dado se traduce en:  
 
o 4 + 12 + 96 = 112GB, lo que nos deja un cómodo 12% de margen que 
generalmente será usada por el sistema para mejorar el rendimiento de la 
entrada/salida (buffers+cache). 
5.13.  Parametrización de Red 
5.13.1.  Segmentación redes de proyecto o tenants 
Como se indicó en la fase de análisis se utilizará la tecnología VxLAN para 
implementar las redes privadas de los distintos proyectos o tenants. Esta es una 
evolución al estándar 802.1Q y permite un número mucho mayor de segmentos de red 
(802.1Q solo permite 4096).  
5.13.1.1.  Túneles IP - Malla VxLAN 
Para evitar el solapamiento de direccionamiento sobre la red OS_TENANT, se 
establecerá un conjunto de túneles IP entre todos los nodos. Estos usarán el encapsulado 
VxLAN para cursar el tráfico de las redes de cliente. 
 
De este modo el tráfico generado por una máquina de usuario será encapsulado antes de 
ser encaminado al resto de nodos de cómputo y control. Allí es desencapsulado 
nuevamente, evitando así las colisiones por usar un mismo direccionamiento y los 
problemas de seguridad que de otro modo se darían.  
 
Esto permite que los clientes puedan usar cualquier direccionamiento en sus redes 
privadas. 
5.13.2.  Direccionamiento redes infraestructura 
En todas las redes usaremos la siguiente convención: 
 
• Las primeras direcciones IP disponibles serán reservadas 28(un mínimo de 5). 
• El resto se dejarán libres en previsión de su utilización para elementos de 
infraestructura que lo precisen. 
     
Se adjunta una tabla como ejemplo. El direccionamiento utilizado es orientativo, siendo 
sustituido en cada entorno por el que aplique. Se sugieren las siguientes convenciones 
con motivo de mejorar la legibilidad: 
                                                
28 Reservamos un conjunto de IPs al inicio del rango para futuro uso en caso de cambios en la red que requieran 
añadir algún equipo externo. También pueden ser necesarias para funciones como la monitorización del sistema o 
herramientas de análisis de seguridad. 
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• Las redes internas no enrutadas serán clases C perteneciente al rango privado de 
IPv4 172.16.0.0/12 
• Las redes internas enrutadas serán clases C pertenecientes al rango privado de 
IPv4 192.168.0.0/16 
• Las redes públicas será las que nos sean asignadas según disponibilidad. Por 
tanto, no aplica la convención anterior. 
  
Ejemplo de la red de provisión: 
  
IPv4 Host Descripción 
172.16.0.1 Router-01 Puerta de enlace 
172.16.0.2 RESERVADO RESERVADO 
172.16.0.3 RESERVADO RESERVADO 
172.16.0.4 RESERVADO RESERVADO 
172.16.0.5 RESERVADO RESERVADO 
172.16.0.6 OS-FUEL-01 Fuel (Instalador) 
172.16.0.7 OS-CTRL-01 Controller 1 
172.16.0.8 OS-CTRL-02 Controller 2 
172.16.0.8 OS-CTRL-03 Controller 3 
172.16.0.10 OS-CNODE-01 Compute Node 1 
... ... ... 
172.16.0.20 OS-CNODE-10 Compute Node 10 
... ... ... 
Tabla 24. Tabla de ejemplo de direccionamiento de las redes de infraestructura. 
5.14.  Parametrización Backend Almacenamiento 
La arquitectura de Ceph precisa dos roles, el rol de monitor y el de anfitrión de los 
OSDs: 
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5.14.1.  Monitores Ceph 
Los nodos de control y red ejecutarán las copias del proceso monitor de Ceph.  
 
El proceso monitor de Ceph tiene las siguientes características: 
 
• Es un proceso ligero, simplemente precisa de la suficiente redundancia, En 
nuestro caso los nodos de control son ideales ya que son tres y vamos a cuidar 
siempre se que estén operativos. 
 
• Los procesos de monitor mantienen datos de la topología del cluster y son claves 
para los procesos del balanceo y replicación de datos entre OSDs. 
5.14.2.  Anfitriones de OSDs Ceph 
La labor de anfitriones de OSD Ceph es realizada por los nodos de 
cómputo/almacenamiento. 
  
• Por cada disco físico destinado al almacenamiento se ejecuta un OSD (Object 
Storage Daemon). 
 
• Cada uno de estos procesos se constituye como nodo independiente de la red 
distribuida de almacenamiento mediante la combinación una IP y puerto, que es 
única en el clúster Ceph. 
 
• Por tanto, por cada nodo de cómputo/almacenamiento, hay tantos OSDs como 
discos destinados a esta función. Al ser la IP idéntica en un mismo equipo, lo 
que varía es el puerto en cada caso. 
5.14.3.  Número de nodos y alta disponibilidad del dato 
Para poder ejecutar este servicio de almacenamiento distribuido se necesita un mínimo 
de 3 equipos que ejecutarán un número indeterminado de OSDs en su seno (tantos como 
discos): 
  
• Un dato no puede estar replicado en OSDs que estén la misma máquina física, 
sino que estará replicado atendiendo a la topología física y se distribuye entre las 
demás máquinas físicas. 
 
• Esta información está en el crushMap que mantienen actualizado los nodos 
monitor que corren en los controladores. 
 
• Configuraremos la redundancia de 3 copias mínimo por elemento almacenado. 
Con eso aseguramos que solo podemos perder datos en un escenario de triple 
fallo (desastre total en 3 nodos de cómputo a la vez). Situación altamente 
inverosímil salvo en situaciones de desastre en el centro de datos (incendio, 
inundación, etc). 
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5.15.  Parametrización Backend Autenticación 
Para dotar a nuestra plataforma de una plena integración con el resto de sistemas 
presentes en la organización del supuesto y es necesaria la integración con un servicio 
central de autenticación y autorización. 
5.15.1.  Integración Keystone y LDAP 
Lo realizaremos mediante la integración de nuestros sistemas de autenticación con un 
directorio LDAP [13]. Este servicio constituye el punto central donde se realiza la 
gestión unificada de usuarios a OpenStack al igual que a los distintos servicios de la 
organización. 
   
El módulo de acceso y autorización para la plataforma OpenStack se realiza desde el 
módulo Keystone. Este permite integrar distintos backend de autenticación y 
autorización. Por defecto éste utiliza la base de datos relacional MySQL cuya instancia 
se denomina ‘keystone’ en el modelo de datos estándar de OpenStack.  
  
En nuestra plataforma configuraremos un backend adicional de nombre ‘ldap’ donde se 
configurarán un usuario del directorio LDAP que permite la búsqueda de usuario y 
grupos dentro del árbol correspondiente a nuestra organización. 
5.15.2.  Acceso 
Al igual que para el acceso login a los sistemas, keystone probará a realizar login en el 
directorio LDAP con las credenciales suministradas para los usuarios correspondientes. 
Una vez verificado el acceso pasamos a la fase de validar la autorización. 
5.15.3.  Autorización 
Para determinar el nivel de acceso del usuario, se consultará la información almacenada 
en la base de datos MySQL utilizada por el módulo Keystone. En ella se relaciona 
usuarios con proyectos (tenants) donde han sido dados de alta. El sistema solo permitirá 
el acceso a usuarios que pertenezca al menos a un proyecto activo.  
  
Por tanto, en este caso tendremos un modelo híbrido: acceso controlado por LDAP y 
autorización basada en instancia de BBDD MySQL. Esta es una limitación actual de la 
implementación de Keystone, que no permite definir todo el conjunto información 
relativa a permisos y proyectos en el backend de LDAP. En todo caso, la funcionalidad 
prestada por el módulo es idéntica. 
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5.15.4.  Requisitos de la integración 
Los requisitos de la integración de Keystone con LDAP son los siguientes: 
 
• Usuario del directorio LDAP que permite consultar la rama de usuarios que 
acceden a OpenStack.  
 
• Conectividad de todas las máquinas con el servidor LDAP (puerto 389/tcp). Esta 
conectividad se realizará mediante la VLAN OS_PROVISION. 
 
• Por motivos de seguridad se debe permitir solo el acceso cifrado mediante TLS 
(Transport Layer Security) al acceder al servicio LDAP. 
 
• El certificado SSL presentado por el servidor LDAP durante la negociación 
TLS, debe ser confiable por parte de nuestra plataforma. Por tanto, el certificado 
ha de ir firmado por una entidad certificadora en la que confiemos. 
5.16.  Integración con servicios de red 
5.16.1.  Servicio de nombres (DNS) 
Configuraremos nuestros nodos de OpenStack contra los servidores DNS de nuestra 
organización. Los requisitos de Openstack relativos a DNS son: 
  
• No requiere una parametrización a nivel de backend.  
 
• Por facilidad para la administración debemos resolver al menos la interfaz 
asociada a la red OS_PROVISIÓN.  
 
• El dominio DNS principal asociado al equipo será el de su interfaz de gestión. 
Por ejemplo “controller1.om.prod.inet”. 
 
• Dado el carácter de auto-provisión de nodos que hace que la asignación de IPs 
sea dinámica, no se recomienda asignar dominios al resto de interfaces. 
5.16.2.  Servicio de tiempos (NTP) 
Es esencial para el funcionamiento de OpenStack que todos los nodos estén ejecutando 
un cliente de NTP contra el mismo servidor de tiempos, de modo que todos los 
servidores siempre estén sincronizados. 
  
La configuración de NTP es muy simple, así que solamente recomendar un mínimo de 2 
servidores de NTP por cuestión de alta disponibilidad. 
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5.16.3.  Red privada virtual (VPN) 
La recomendación es que el entorno sea únicamente accesible en el conjunto de redes 
internas a través de red VPN. De ese modo nos aseguramos que solo usuarios 
correctamente autorizados tienen acceso remoto a las máquinas.  
 
Definimos dos perfiles de VPN diferenciados: 
 
• VPN Usuario: usuarios finales de la platforma que desplegar sus servicios en 
OpenStack. Permitido el acceso únicamente a:  
 
o OS_GESTION 
 
• VPN Administrador: administrador de la plataforma. Permitido acceso a toda 
red enrutada: 
 
o OS_GESTION 
o OS_PROVISION 
5.16.4.  Cortafuegos (Firewal) 
Se recomienda securizar las comunicaciones mediante dos Firewalls como se describe a 
continuación: 
5.16.4.1.  Firewall perimetral 
En el Firewall perimetral es donde establecemos el perímetro más exterior de seguridad. 
Tendrá esta configuración en términos generales: 
 
• Entrada:  
o Solamente se permite por defecto el puerto 80 y 443.  
o Cualquier usuario que tenga una necesidad especial debe indicarlo y se 
estudiará su apertura.  
• Salida: 
o Se permite todo el tráfico. 
5.16.4.2.  Firewall de gestión 
En el Firewall de gestión es donde establecemos el control de seguridad estricto interno 
para mantener segura la plataforma. 
 
• Entrada:  
o Se permitirá el acceso sin limitación a todas las redes accedidas mediante 
la VPN Administrador. 
o Se permitirá el acceso sin limitación a la red de OS_GESTION, accesible 
vía VPN Usuario. 
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• Salida: 
o Se permite todo el tráfico hacia los servicios de Red: DNS, NTP, LDAP, 
etc. El resto de redes disponibles se ocultará por defecto y solo se 
habilitarán cuando se establezca la necesidad. 
5.16.5.  Entidad certificadora 
Aún no siendo un servicio de red en sí mismo, está íntimamente relacionado con todos 
los servicios de red prestados por lo que se enuncia aquí. 
5.16.5.1.  Certificados necesarios 
Los módulos de OpenStack que precisan certificados son: 
  
• Interfaz web de gestión del gestor de cloud (Fuel) 
 
• Interfaz web de gestión de OpenStack (Horizon) 
 
• API de gestión de OpenStack (Nova, Cinder, …) – al tener todas las APIs la 
misma IP / nombre DNS, solo un certificado es necesario para todas. 
5.16.5.2.  Donde generar los certificados 
Se pueden optar por estas dos aproximaciones: 
  
• Entidad certificadora propia gestionada por la organización: 
 
o Seremos los encargados de distribuir las claves públicas raíz a los 
usuarios. 
o No tiene coste. 
o Permite una independencia total para la renovación de certificados. 
 
• Contratar los servicios de una entidad certificadora de carácter público: 
 
o Sus certificados son distribuidos en sistemas operativos y navegadores. 
o Tiene un coste anual  
o Dependemos de un proveedor externo para la renovación. 
  
Al ser una cloud privada, se presupone una infraestructura de consumo interno y por 
tanto recomendamos generar certificados firmados por una entidad propia confiable 
dentro de la organización.  
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5.17.  Política de respaldo (backup) 
A continuación, se mencionan las políticas de backup recomendadas para cada tipo de 
nodo que desplegaremos en la plataforma. 
5.17.1.  Gestor del cloud  
Este componente no precisa de alta disponibilidad, pero si una política básica de 
recuperación ante desastres.  
 
La recomendación más básica es la realización de backup periódicos mediante 
cualquiera de los siguientes métodos: 
 
• Herramienta de backup clásica (agente/servidor). 
• Creación de instantáneas (snapshots) desde el hipervisor en el caso de que el 
nodo gestor del cloud se implemente finalmente de forma virtualizada. 
5.17.2.  Nodos de control/red 
No precisa ninguna política de backup tradicional sobre las máquinas en sí, ya que los 
tres nodos estan replicados en cuanto a datos y configuraciones.  
 
En el caso de pérdida de uno de los nodos de control/red por un fallo crítico del 
hardware o de disco, se procedería de la siguiente manera: 
 
• Desplegaríamos un nuevo nodo de control/red a través del software de gestión 
del cloud (Fuel). 
• Los datos de configuración presentes en base de datos (MySQL) o cola de 
mensajes (rabbitmq) serían replicados al nuevo nodo desde los nodos 
supervivientes. 
5.17.3.  Nodos de cómputo/almacenamiento 
No tiene sentido realizar backup de estos nodos.   
 
El software de gestión del cloud es capaz de desplegar un nuevo nodo sobre el mismo 
hardware en caso de fall/remplazo de algun componente crítico que implique perdida de 
datos. 
  
Los datos de las máquinas virtuales de usuario se encuentran en el almacenamiento 
distribuido y el fallo de un solo nodo, no implica pérdida ninguna de datos en el cluster 
de Ceph (de ahí el mínimo de 3 nodos por diseño). 
5.17.4.  Respaldo de BBDD Relacional (disaster recovery)  
De forma excepcional y como medida de seguridad para evitar un fallo administrativo 
que lleve al borrado o corrupción de la base de datos con las configuraciones de todos 
los módulos, aplicaremos una política de backup a nivel de este aplicativo. 
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Se trata de la exportación y salvaguarda de los contenidos de la BBDD MySQL. Esta 
solución de salvagarda incluye dos pasos: 
  
• Ejecución periódica de una exportación de la BBDD que no implique parada de 
la misma: 
 
o En el caso de MySQL, al estar en cluster, se utilizará el software 
xtrabackup que permite un backup consistente sin parada alguna. 
 
• Copia de la BBDD exportada a un servidor de Backup remoto. Existen las 
siguientes opciones: 
 
o Solución clásica de cliente/servidor que incluya el directorio donde se 
vuelque el fichero de exportación resultante del paso anterior. 
o Copia directa del fichero exportado resultante a un volumen remoto NFS. 
Este volumen deberá estar alojado en un dispositivo que a su vez genere 
replica de la información contenida. 
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6.  Implantación 
del piloto 
 
 
 
 
 
 
 
 
 
 
En este capítulo, pasamos a describir la implantación del piloto de 
una plataforma de Cloud Privada que cumpla con los requisitos y 
solución técnica a la que hemos llegado en los anteriores capítulos.   
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6.1.  Arquitectura 
A continuación, se presenta un diagrama de arquitectura con todos los elementos 
utilizados para la implantación del piloto. Cada uno de los elementos será descrito en 
los siguientes puntos. 
 
 
Ilustración 7. Diagrama de red del piloto. 
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6.1.1.  Redes 
Siguiendo el diseño original se implementa la segmentación de red indicada en el 
diagrama.  
 
Se dan ciertas particularidades debido a la virtualización de los servidores y equipos de 
red, debido a las limitaciones del hardware disponible. 
  
VLAN  Nombre IPv4 CIDR Descripción 
n/a TRANSITO 10.1.69.0/24 
Red externa a la solución que 
comunica con el router de salida a 
Internet (ROUTER-EX). 
n/a EX_VPN 10.8.0.0/24 
Red virtual privada (VPN) que 
utilizan los administradores para 
acceso a la plataforma. 
n/a EX_MGMT 192.168.100.0/24 Red de tránsito para que el nodo Fuel pueda salir a Internet. 
n/a OS1_PROVISION 10.20.0.0/24 Provisión y gestión. Acceso administrativo vía SSH. 
101 OS1_INTERNA 192.168.0.0/24 Comunicación interna de los aplicativos de OpenStack. 
102 OS1_ALMACENAMIENTO 192.168.1.0/24 
Comunicación interna de los 
aplicativos de CEPH, la solución 
de almacenamiento distribuido. 
103 OS1_TENANT 192.168.2.0/24 
Red que transmite el tráfico de las 
redes internas de los usuarios 
(tenants) encapsulado mediante 
túneles VxLAN. 
n/a OS1_PUBLICA 172.16.0.0/24 Publicación de las APIs y servicios de cliente. 
Tabla 25. Relación de redes definidas en el piloto. 
Se considera que se debe resaltar lo siguiente: 
 
• Las redes que aparecen con su identificador de VLAN, comparten una misma 
red física sobre la que se implementa la segmentación basada en el estándar 
802.1Q. Esto permite la creación de redes virtuales usando etiquetas numéricas 
como las indicadas en la primera columna de la tabla. 
  
• En entornos con elementos de red reales, con switches físicos usamos etiquetado 
802.1Q para todos los casos, como se indica en el diseño original.  
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6.1.2.  Servidores Virtuales  
El piloto está implementado en un único servidor físico (hipervisor) sobre el que se 
despliegan 7 máquinas virtuales que implementan los distintos roles de la solución: 
 
 
Máquina  
virtual Rol Utilización 
fuel Nodo gestor del cloud 
Instala y gestiona el cloud.  
Permite añadir y eliminar nodos.  
Permite realizar ciertos cambios de configuración. 
controller1 
Nodo de control 
 
Nodo de red 
Implementa el plano de control.  
Se ejecutan las distintas APIs, bases de datos y 
servicios de cluster que permiten la alta 
disponibilidad de éstas. 
Como nodo de red, implementa los enrutadores 
virtuales (qrouters) de las redes de usuario. 
controller2 
controller3 
compute1 
Nodo de cómputo 
 
Nodo de almacenamiento 
Ejecuta las máquinas virtuales de usuario. 
Conecta mediante túneles IP (VxLAN) las 
máquinas virtuales con los nodos de control/red. 
Es a su vez un nodo de cluster CEPH que provee 
almacenamiento distribuido. 
compute2 
compute3 
Tabla 26. Servidores virtuales utilizados en el piloto. 
6.1.3.  Servidor Físico 
Será el encargado de ejecutar el software de virtualización llamado Linux KVM 
(Kernel-based Virtual Machine) que nos permita ejecutar las máquinas virtuales 
mencionadas en el anterior punto.  
 
Esta parte es propia de la implementación del piloto y atiende a dos factores: 
 
• Limitación del hardware disponible – para la implementación del piloto no es 
factible utilizar más que un servidor. 
• Conseguir una maqueta “autocontenida” que puede ser ubicada en uno u otro 
hardware de forma sencilla. 
  
Adicionalmente, los servicios de tipo central, se implementan en el propio servidor de 
virtualización, donde también se ejecutan las anteriores máquinas virtuales. 
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Máquina física Servicios Utilización 
dexter 
Servidor VPN Provee de conexión segura a los administradores a las redes de gestión del entorno. 
Servidor LDAP Provee el servicio de autorización y autenticación centralizado. 
Servidor NTP Provee de sincronización horaria a todos los servidores de la plataforma. 
Servidor DNS 
Resolución de nombres. Servidor autoritativo para 
zona ‘lab.inet’ y reenvío de peticiones hacia DNS 
públicos de Internet. 
Entidad 
certificadora 
Gestión de certificados propios a la infraestructura. 
Firma y revocación de certificados de usuario y 
dominios del piloto. 
Tabla 27. Servicios instalados en el servidor físico utilizado en el piloto. 
En un contexto real, como el expuesto en la fase de diseño, estos servicios serían 
proporcionados por servidores independientes ubicados en la red de gestión. En la 
implementación del piloto, están también accesibles a través de la IP del hipervisor en la 
red de provisión (OS1_PROVISION).  
6.1.4.  Equipamiento de red  
Para implementar las funciones del equipamiento de red presente en el diseño seguido, 
se utilizará el mismo equipo físico que sirve de anfitrión KVM, al que nos referiremos 
como Hipervisor: 
 
Máquina física Función Detalles 
dexter 
Conmutador Implementado mediante el kernel Linux (Linux bridges).  
Enrutador Implementado mediante el kernel Linux (ipv4_forwarding). 
Cortafuegos Implementado mediante el kernel Linux (iptables).  
Tabla 28. Equipamiento de red utilizado en el piloto. 
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6.2.  Definición del equipamiento hardware  
Pasamos a definir las características del hardware físico y virtual utilizado.  
 
* Todos los detalles a nivel de fichero de configuración del hardware virtual se 
encuentran disponible en el punto “Anexo II – Configuración de detallada de máquinas 
virtuales”. 
6.2.1.  Servidor físico 
Se implementa con un PC de escritorio de gama media al que se le dota de las siguientes 
mejoras: 
 
• Memoria extra – que nos permite poder ejecutar varias máquinas virtuales a la 
vez. 
• Almacenamiento con baja latencia – como es un disco de estado sólido (SSD).  
 
De este modo compensamos las limitaciones en cuanto a rendimiento que el uso 
intensivo del mismo dispositivo por varias máquinas virtuales a la vez conlleva. 
  
Las características Hardware de este servidor son las siguientes: 
 
Nombre dexter 
Arquitectura Intel x86-64 bits 
CPUs 1 CPU Intel(R) Core(TM) i5-3450S CPU @ 2.80GHz  (implementa 4 unidades de procesamiento o cores) 
RAM 32GB (4 x 8 GB DIMM DDR3 1333 MHz) 
Almacenamiento 1 disco SATA SSD de 500GB 
Interfaces de red 1 Gigabit Ethernet (1GbE) 
Tabla 29. Características Hardware del servidor utilizado en el piloto. 
6.2.2.  Servidores virtuales  
Los servidores virtuales utilizados en el piloto se ejecutan sobre el servidor físico antes 
descrito. Las características hardware de los servidores virtuales son las siguientes: 
 
Nombre Arquitectura RAM vCPU Interfaces de red Disco 
fuel Intel x86-64 bits 4GB 2 3 interfaces de red 1 disco virtual 60GB 
controller1 
Intel x86-64 bits 6GB 2 4 interfaces de red 1 disco virtual 80GB controller2 
controller3 
compute1 
Intel x86-64 bits 4GB 2 4 interfaces de red 
1 disco virtual 60GB 
8 discos virtuales 300GB compute2 
compute3 
Tabla 30. Características Hardware de las máquinas virtuales del piloto. 
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6.2.3.  Sobresuscripción aplicada 
Para poder albergar las distintas máquinas virtuales que se detallan en un solo servidor, 
hemos tenido que permitir la sobresuscripción de varios recursos en distinta medida: 
 
Tipo de 
recurso 
Cantidad 
virtual 
Cantidad 
real 
Sobresuscripción 
aplicada 
CPU	 14 4 3.5:1  (media) 
RAM	 40GB 32GB 1.2:1 (baja) 
Disco	 7,4TB 500GB 1500:1 (muy alta) 
Tabla 31. Sobresuscripción aplicada en el piloto. 
A continuación, analizamos la sobresuscripción aplicada:  
  
• El componente más crítico es el de la memoria, por tanto, la sobresuscripción 
aplicada es la más baja posible. Para realizar pruebas de concepto, la actual 
configuración permite moverse en márgenes operativos y las máquinas no 
precisan de memoria de intercambio para su funcionamiento habitual. 
  
• El componente cuya suscripción es más alta, es el almacenamiento. La 
utilización del disco es algo mucho más predecible y sencillo de gestionar. Para 
simular un contexto de cluster de CEPH con parametrización real, se han creado 
discos de varios TeraBytes. Al usar provisión dinámica de los discos virtuales, 
solo encontraríamos problemas en caso de almacenar muchos datos en ellos, 
cosa que no es necesaria para las pruebas funcionales o de rendimiento. 
  
6.3.  Redes y direccionamiento 
6.3.1.  Red TRANSITO 
Permite acceso a Internet a través del router de salida ROUTER-EX. 
 
Las características de esta red son las siguientes: 
 
• Red – 10.1.69.0/24   
• Mascara – 255.255.255.0 
• Rango asignable – 10.1.69.1 - 10.1.69.254 
 
A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
10.1.69.1 Router salida Internet ROUTER-EX 
10.1.69.2 Nodo físico - Hypervisor KVM DEXTER 
Tabla 32. Utilización de la red TRANSITO. 
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Nota: esta red se comparte con otros equipos que comparten dicha salida a Internet, 
pero no se indican ya que no forman parte del entorno. 
6.3.2.  Red EX_VPN 
Red VPN que permite el acceso a las redes internas de la plataforma por parte de los 
administradores. 
 
Las características de esta red son las siguientes: 
 
• Red – 10.8.0.0/24   
• Mascara – 255.255.255.0 
• Rango asignable – 10.8.0.1 - 10.8.0.254 
 
A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
10.8.0.1 Servidor VPN DEXTER 
10.8.0.2 Cliente VPN 1 PC_USUARIO1 
…. …. …. 
10.8.0.254 Cliente VPN 254 PC_USUARIO254 
Tabla 33. Utilización de la red EX_VPN. 
 Explicación del uso de IPs de la red EX_VPN: 
 
• La primera IP disponible del rango, reservada al servidor VPN implementado en 
la máquina física de la solución.  
• El resto están disponibles para los clientes que conecten al servicio. Serán 
asignadas de forma dinámica por el servidor VPN. 
6.3.3.  Red EX_MGMT 
Red de tránsito entre el nodo Fuel (gestor - instalador) y el servidor físico que le permite 
el acceso a Internet mediante NAT. 
 
Las características de esta red son las siguientes: 
 
• Red – 192.168.100.0/24 
• Mascara – 255.255.255.0 
• Rango asignable – 192.168.100.1 - 192.168.100.254 
 
A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
192.168.100.1 Enrutador DEXTER 
192.168.100.2 Nodo instalador/gestor del cloud FUEL 
Tabla 34. Utilización de la red EX_MGMT. 
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6.3.4.  Red OS1_PROVISION 
La red OS1_PROVISION tiene los siguientes usos: 
 
• Provisión de nodos del cloud. 
• Acceso a los servicios internos comunes: DNS, NTP, LDAP. 
 
Las características de esta red son las siguientes: 
 
• Red – 10.20.0.0/24 
• Mascara – 255.255.255.0 
• Rango asignable – 10.20.0.1 - 10.20.0.254 
 
A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
10.20.0.1 Enrutador DEXTER 
10.20.0.2 Nodo instalador/gestor del cloud FUEL 
10.20.0.3 RESERVADO RESERVADO 
…. …. …. 
10.20.0.9 RESERVADO RESERVADO 
10.20.0.10 Nodo control/red CONTROLLER1 
10.20.0.11 Nodo control/red CONTROLLER2 
10.20.0.12 Nodo control/red CONTROLLER3 
10.20.0.13 Nodo cómputo/almacenamiento COMPUTE1 
10.20.0.14 Nodo cómputo/almacenamiento COMPUTE2 
10.20.0.15 Nodo cómputo/almacenamiento COMPUTE3 
Tabla 35. Utilización de la red OS1_PROVISION. 
Explicación del uso de IPs de la red OS1_PROVISION:  
  
• Se reserva parte del rango en previsión de cambios en la infraestructura.  
• A partir de la 10.20.0.10 en adelante, es el gestor del cloud quien asigna el 
direccionamiento para la provisión de nodos del cloud. 
6.3.5.  Red OS1_INTERNA 
La red OS1_INTERNA tiene los siguientes usos: 
 
• Comunicación interna de los aplicativos de OpenStack. 
 
Las características de esta red son las siguientes: 
 
• Red – 192.168.0.0/24 
• Mascara – 255.255.255.0 
• Rango asignable – 192.168.0.1 - 192.168.0.254 
• VLAN – 101  
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A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
192.168.0.1 Nodo control/red CONTROLLER1 
192.168.0.2 Nodo control/red CONTROLLER2 
192.168.0.3 Nodo control/red CONTROLLER3 
192.168.0.4 Nodo cómputo/almacenamiento COMPUTE1 
192.168.0.5 Nodo cómputo/almacenamiento COMPUTE2 
192.168.0.6 Nodo cómputo/almacenamiento COMPUTE3 
192.168.0.7 Enrutador virtual VROUTER29 
192.168.0.8 Balanceador virtual  HAPROXY30 
… … … 
192.168.0.254 Nodo gestor del cloud  FUEL 
Tabla 36. Utilización de la red OS1_INTERNA. 
6.3.6.  Red OS1_ALMACENAMIENTO 
Red de comunicación para el servicio de almacenamiento distribuido CEPH entre los 
nodos del entorno.  
 
Las características de esta red son las siguientes: 
 
• Red – 192.168.1.0/24 
• Mascara – 255.255.255.0 
• Rango asignable – 192.168.1.1 - 192.168.1.254 
• VLAN – 102  
 
A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
192.168.1.1 Nodo control/red CONTROLLER1 
192.168.1.2 Nodo control/red CONTROLLER2 
192.168.1.3 Nodo control/red CONTROLLER3 
192.168.1.4 Nodo cómputo/almacenamiento COMPUTE1 
192.168.1.5 Nodo cómputo/almacenamiento COMPUTE2 
192.168.1.6 Nodo cómputo/almacenamiento COMPUTE3 
Tabla 37. Utilización de la red OS1_ALMACENAMIENTO.  
                                                
29 IP del enrutador virtual que se ejecuta en alta disponibilidad en los nodos de control. El nodo activo 
utiliza la citada IP para dar servicio y en caso de caída es asumida por otro nodo (VRRP). 
 
30 IP del balanceador virtual que se ejecuta en alta disponibilidad en los nodos de control. nodo activo El 
utiliza la citada IP para dar servicio y en caso de caída es asumida por otro nodo (VRRP). 
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Es una red aislada (no enrutada) que solo se utiliza para segmentar el tráfico generado 
por los nodos de almacenamiento para replicación y gestión del cluster CEPH. 
6.3.7.  Red OS1_TENANT 
Red utilizada para establecer túneles VxLAN punto a punto entre los nodos de la 
plataforma. A través de los túneles se cursará el tráfico de redes internas virtuales de 
cada tenant (proyecto de usuario). 
 
Las características de esta red son las siguientes: 
 
• Red – 192.168.2.0/24 
• Mascara – 255.255.255.0 
• Rango asignable – 192.168.2.1 - 192.168.2.254 
• VLAN – 103  
  
A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
192.168.2.1 Nodo control/red CONTROLLER1 
192.168.2.2 Nodo control/red CONTROLLER2 
192.168.2.3 Nodo control/red CONTROLLER3 
192.168.2.4 Nodo cómputo/almacenamiento COMPUTE1 
192.168.2.5 Nodo cómputo/almacenamiento COMPUTE2 
192.168.2.6 Nodo cómputo/almacenamiento COMPUTE3 
Tabla 38. Utilización de la red OS1_TENANT. 
Es una red aislada (no enrutada) que solo se utiliza para segmentar el tráfico generado 
por los túneles comentados. 
6.3.8.  Red OS1_PUBLICA 
Red pública del entorno OpenStack, que tiene las siguientes características: 
 
• Es una red enrutada a través del nodo físico que hace las funciones de 
encaminador para la plataforma.  
• Permite el tráfico hacia Internet, redirigiendo a ROUTER-EX. 
 
Las características de esta red son las siguientes: 
 
• Red – 172.16.0.0/24 
• Mascara – 255.255.255.0 
• Rango asignable – 172.16.0.1 - 172.16.0.254 
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A continuación, indicamos las direcciones IP de esta red que han sido utilizadas: 
 
IPv4 Descripción Equipo 
172.16.0.1 Encaminador DEXTER 
172.16.0.2 Nodo control/red CONTROLLER1 
172.16.0.3 Nodo control/red CONTROLLER2 
172.16.0.4 Nodo control/red CONTROLLER3 
172.16.0.5 RESERVADA RESERVADA 
…. …. …. 
172.16.0.126 RESERVADA RESERVADA 
172.16.0.127 IP usuario final Openstack (dinámico) 
…. …. …. 
172.16.0.254 IP usuario final Openstack (dinámico) 
Tabla 39. Utilización de la red OS1_PUBLICA. 
 Explicación del uso de IPs de la red OS1_PUBLICA: 
• Las IPs mostradas como “RESERVADAS” son gestionadas por el 
instalador/gestor de cloud Fuel. En caso de añadirse nuevos nodos controlador 
de red, se asignan de este conjunto de direcciones. 
• Las IPs mostradas como “IP usuario final Openstack” son gestionadas 
dinámicamente por OpenStack (módulo de red - Neutron), Son asignadas a 
encaminadores y máquinas de usuario que lo requieran para obtener salida a la 
red pública. 
6.4.  Nodo Físico (dexter) 
6.4.1.  Sistema Operativo 
A continuación, se indican las versiones más relevantes que se han instalado a nivel de 
sistema operativo en el nodo físico (dexter): 
 
• Instalamos la distribución CentOS Linux release 7.3.1611 (Core).  
 
No es necesaria una distribución Linux específica para la implementación del anfitrión 
KVM, si bien las indicaciones para configurar la máquina se hacen en referencia a esta 
versión durante el presente documento. 
6.4.2.  Particionado de los discos 
A continuación, se indica el particionado que se ha definido para el nodo físico (dexter): 
 
• Utilizamos particionado GTP y firmware UEFI (Unified Extensible Firmware 
Interface) para el arranque. 
• Tanto el sistema operativo como el almacén de máquinas virtuales se realizará 
usando el sistema de ficheros brtfs que incorpora de forma nativa un gestor de 
volúmenes. Esto permite modificar mediante cuotas el uso de cada sistema de 
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ficheros creado sobre dicha partición. Esto hace que se pueda modificar de 
forma dinámica según necesidad. 
 
Disco  Partición Tipo Sistema de Ficheros Tamaño Montaje Descripción 
sda 
sda1 GPT vfat 200MB /boot/efi Partición de arranque UEFI 
sda2 GPT ext4 1GB /boot Boot - Linux Kernel 
sda3 GPT brtfs 450GB / /var 
Sistema Operativo anfitrión 
y máquinas virtuales 
Tabla 40. Particiones de disco del nodo físico. 
6.4.3.  Configuración de red 
6.4.3.1.  Configuración de interfaces de red 
A continuación, se lista la configuración de interfaces de red: 
 
Dispositivo Tipo Redes VLAN ID IP del equipo 
enp5s Ethernet (física) TRANSITO n/a 10.1.69.2/24 
tun0 Túnel IP EX_VPN n/a 10.8.0.1/24 
virbr0 Bridge KVM 
OS1_PUBLICA n/a 172.16.0.1/24 
OS1_INTERNA 101 n/a 
OS1_ALMACENAMIENTO 102 n/a 
OS1_TENANT 103 n/a 
virbr1 Bridge KVM OS1_PROVISION n/a 10.20.0.1/24 
virbr2 Bridge KVM EX_MGMT n/a 192.168.100.1/24 
Tabla 41. Interfaces de red del nodo físico.  
6.4.3.2.  Configuración de red a Nivel 2 
A continuación, se explica la configuración de red a Nivel 2 basándose en la tabla del 
punto anterior: 
 
• La columna VLAN ID indica la etiqueta 802.1Q aplicable a una red virtual o 
VLAN. Para las redes que no usamos este tipo de encapsulación, se indica un 
‘n/a’. ‘no aplica. 
• Los dispositivos virbrX son creados por el software de virtualización KVM, 
aunque se trata deun ‘Linux Bridge’, un tipo de dispositivo de red implementado 
por el kernel de Linux. Con ello el equipo se convierte en un conmutador con el 
siguiente propósito en cada caso: 
 
o virbr0:  
§ red pública donde se publican API y acceso a servidores de 
cliente. 
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§ Además, por este conmutador se transmite el tráfico de las VLAN 
detalladas, utilizadas solo internamente por los nodos virtuales. 
Por ello no existe IP asociada en el nodo físico. 
o virbr1:  
§ red de provisión.  
§ Compartida entre todos los nodos virtuales y el servidor físico, 
que realiza la función de enrutador.  
§ Esta es la red por la que los servidores virtuales llegan a los 
servicios tales como DNS, NTP, LDAP. En el caso del piloto, es 
trivial, ya que estos servicios se ejecutan en propio servidor físico 
que es a su vez la puerta de enlace por defecto para dicha red. 
o virbr2:  
§ red de gestión ‘externa’.  
§ Esta red es compartida únicamente entre el nodo instalador (Fuel) 
y el nodo físico.  
§ Sirve únicamente para dar conexión con Internet.  
§ Permite al nodo Instalador descargar el software durante la 
instalación y las actualizaciones posteriores.  
§ Por motivos de seguridad, solo permite la salida mediante NAT31 
de modo que el nodo gestor del cloud (Fuel), nunca es accesible 
desde Internet.  
6.4.3.3.  Configuración de red a Nivel 3 
A continuación, se detalla la configuración de red a nivel 3 para el nodo físico: 
• Red TRANSITO: 
 
o Es la red que da salida a Internet 
o Solo es conocida por el servidor físico.  
o Es la única red en la que el equipo hipervisor no se comporta como 
puerta de enlace por defecto de las accedidas por éste. 
 
• Para el resto de redes (EX_VPN, OS1_PUBLICA, OS1_PROVISION y 
EX_MGMT) toma la primera IP del rango (la IP .1 de cada red) y usa las 
capacidades de enrutador del Kernel Linux.  
 
• Su tabla de rutas es: 
 
Destination     Gateway         Genmask         Flags Metric Ref    Use Iface 
default         router-ex       0.0.0.0         UG    100    0        0 enp5s0 
10.1.69.0       0.0.0.0         255.255.255.0   U     100    0        0 enp5s0 
10.8.0.0        0.0.0.0         255.255.255.0   U     0      0        0 tun0 
10.20.0.0       0.0.0.0         255.255.255.0   U     0      0        0 virbr1 
172.16.0.0      0.0.0.0         255.255.255.0   U     0      0        0 virbr0 
192.168.100.0   0.0.0.0         255.255.255.0   U     0      0        0 virbr2 
  
                                                
31 NAT – siglas de Network Access Translation – es un mecanismo utilizado por routers IP para intercambiar 
paquetes entre dos redes que asignan mutuamente direcciones incompatibles. Consiste en convertir, en tiempo real, 
las direcciones utilizadas en los paquetes transportados. 
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6.5.  Nodo gestor del cloud - Fuel (máquina virtual) 
La instalación se realiza de forma desatendida y solo permite configurar unos pocos 
aspectos relativos al entorno tras completarse.  
 
Se procede a detallar las partes que son parametrizables por el usuario y que sirven para 
crear el entorno descrito.  
6.5.1.  Sistema Operativo 
Instalamos la distribución específica de Mirantis OpenStack 9.0 basada en CentOS 
Linux release 7.2.1511 (Core). 
6.5.2.  Particionado de los discos 
La instalación configura particionado GTP y firmware UEFI (Unified Extensible 
Firmware Interface) para el arranque y requiere el siguiente particionado: 
 
Disco  Partición Tipo 
LVM 
Volume 
Group 
LVM 
Logical 
Volume 
Sistema 
de 
Ficheros 
Tamaño Montaje 
vda 
vda1 GPT os 
var ext4 11GB /var 
varlog ext4 16GB /var/log 
root ext4 10GB / 
swap n/a 4GB n/a 
vda2 GPT n/a n/a xfs 200MB /boot 
vda3 GPT n/a n/a vfat 200MB /boot/efi 
Tabla 42. Particiones de disco del nodo gestor del cloud (Fuel). 
6.5.3.  Configuración de red 
6.5.3.1.  Configuración de interfaces de red 
A continuación, se lista la configuración de interfaces de red: 
 
Dispositivo Tipo Redes VLAN ID IP del equipo 
eth0 virtio OS1_PROVISION n/a 10.20.0.2/24 
eth1 virtio EX_MGMT n/a 192.168.100.2/24 
eth2 virtio OS1_PUBLICA n/a 172.16.0.140/24 
eth2.101@eth2	 VLAN OS1_INTERNA 101 192.168.0.254/24 
Tabla 43. Interfaces de red del nodo gestor del cloud (Fuel). 
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6.5.3.2.  Configuración de red a Nivel 2 
A continuación, se explica la configuración de red a Nivel 2 basándose en la tabla del 
punto anterior: 
 
• El tipo de interfaz ‘virtio’ corresponde con el driver KVM que implementa la 
interfaz virtual de tipo Ethernet, el equivalente a una interfaz física. 
• La instalación crea una interfaz de tipo VLAN para tener acceso a la red interna 
y tener acceso a las APIs internas gestionadas por los nodos de control. 
6.5.3.3.  Configuración de red a Nivel 3 
A continuación, se detalla la configuración de red a nivel 3 para el nodo gestor del 
cloud: 
• Red EX_MGMT: 
 
o Permite a este nodo salir hacia Internet a través del servidor físico, que es 
su ruta por defecto para dicha red.  
o No se permite el acceso desde Internet hacia esta máquina, éste no tiene 
IP pública.  
o Su acceso a Internet se realiza a través de dos niveles de NAT, uno en la 
máquina física y otro en el router de salida, ROUTER-EX. 
 
• Su tabla de rutas es: 
 
Destination     Gateway         Genmask         Flags Metric Ref  Use Iface 
default         192.168.100.1   0.0.0.0         UG    0      0      0 eth1 
10.20.0.0       0.0.0.0         255.255.255.0   U     0      0      0 eth0 
172.16.0.0      0.0.0.0         255.255.255.0   U     0      0      0 eth2 
192.168.0.0     0.0.0.0         255.255.255.0   U     0      0      0 eth2.101 
192.168.100.0   0.0.0.0         255.255.255.0   U     0      0      0 eth1 
6.5.4.  Parametrización inicial (setup)  
Durante el primer arranque del equipo tras la instalación del sistema operativo se 
ejecutará el script /usr/sbin/bootstrap_admin_node.sh donde se introducen los 
siguientes valores: 
 
• Configuramos las interfaces según la tabla indicada en configuración de red. 
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Ilustración 8. Parametrización inicial nodo gestor del cloud (I). 
 
• Añadimos la configuración DNS, siendo el servidor físico quien da este servicio 
en la red OS1_PROVISIÓN.  
 
Para el resto de opciones de menú, se aplicarán los valores por defecto. El resto 
de aspectos se configurarán mediante la interfaz gráfica. 
  
 
Ilustración 9. Parametrización inicial nodo gestor del cloud (II). 
6.6.  Nodo de control/red (máquina virtual) 
La instalación se realiza de forma desatendida durante el proceso general de despliegue 
por parte del gestor del cloud Fuel.  
 
Detallamos aquí las opciones parametrizables que se utilizaron. 
6.6.1.  Arranque máquina virtual 
El proceso de arranque de la máquina virtual es el siguiente: 
 
• Para que Fuel pueda reconocer los nodos y gestionarlos, necesitamos que los 
nodos arranquen desde la primera interfaz de red mediante el protocolo PXE.  
• Durante el primer arranque el nodo carga un sistema operativo mínimo por red, 
el llamado ‘bootstrap’.  
• En sucesivos reinicios, Fuel ignora el intento de arranque por red y permite al 
nodo cargar el sistema operativo desde disco.  
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Para que lo explicado anteriormente pueda funcionar, se debe indicar el siguiente orden 
de arranque en la configuración de la máquina virtual: 
 
• Es importante indicar que el arranque no sea automático (opción ‘Autoiniciar’). 
Necesitamos que cada nodo del sistema se inicie de forma secuencial y en cierto 
orden. 
• De este modo se evita el colapso de los recursos en el hipervisor y los errores 
fruto de las interdependencias entre nodos. Los nodos de cómputo deben 
arrancar solamente cuando el cluster de nodos de control ha sido constituido. 
 
 
Ilustración 10. Configuración de opciones de arranque de los nodos de control/red. 
6.6.2.  Sistema Operativo 
Instalado por Fuel durante el despliegue sin permitir parametrización (se instala Ubuntu 
14.04 LTS). 
6.6.3.  Particionado de los discos 
El particionado de los discos se configura con las siguientes opciones: 
• La instalación configura particionado GTP y firmware UEFI (Unified Extensible 
Firmware Interface) para el arranque. 
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• Elegimos el mínimo posible para cada grupo de volúmenes sobre el que se crean 
los volúmenes lógicos. 
 
 
Ilustración 11. Configuración de disco de los nodos de control/red. 
6.6.4.  Configuración de red 
6.6.4.1.  Configuración de interfaces de red 
A nivel de cada una de las máquinas virtuales se crean 4 interfaces de red que se 
asignan a las siguientes redes virtuales (Linux Bridges) en el hipervisor: 
 
Dispositivo Tipo Bridge  (nombre red KVM) Redes (VLAN ID) 
eth0 virtio virbr1 (OS_provision) 
OS1_PROVISION 
eth1 virtio virbr1 (OS_provision) 
eth2 virtio virbr2 (OS_service) OS1_PUBLIC 
OS1_INTERNA (101) 
OS1_ALMACENAMIENTO (102) 
OS1_TENANT (103) eth3	 virtio virbr2 (OS_service) 
Tabla 44. Interfaces de red de los nodos de control/red. 
6.6.4.2.  Configuración de red a Nivel 2 
A continuación, se explica la configuración de red a Nivel 2 basándose en la tabla del 
punto anterior: 
 
• Configuramos la alta disponibilidad a nivel de interfaz de red mediante la 
creación de sendos agregados sobre los que asignamos las redes necesarias para 
un controlador.  
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• Al ser interfaces virtuales, esta acción está encaminada a la prueba de concepto 
y la replicación de una configuración lo más real posible a un entorno 
productivo en hardware físico. 
 
• Por limitaciones de la máquina virtualizada, elegimos el modo ‘Active Backup’, 
al no contar con conmutadores físicos capaces de gestionar un agregado de tipo 
‘Activo Activo’ negociado mediante protocolo LACP (este tipo de agregación 
sería el recomendado en un entorno real). 
 
 
Ilustración 12. Configuración de las interfaces de red de un nodo de control/red. 
 
• El primer agregado (bond0): 
 
o Está compuesto por las interfaces eth0 y eth1. 
o Se utiliza para la red OS1_PROVISION (Admin PXE).  
o En un contexto físico se corresponde con las interfaces de menor 
capacidad, donde solo hay tráfico de gestión, no de servicio. 
  
• El segundo agregado (bond1):  
 
o Está compuesto por las interfaces eth2 y eht3. 
o Se utiliza para la red OS1_PUBLICA (denominada Public dentro de 
Fuel) en modo acceso (sin etiqueta de VLAN).  
o El resto de redes son redes de tipo VLAN con encapsulamiento 802.1Q y 
corresponden con el resto de las indicadas en la arquitectura: 
§ OS1_INTERNA (VLAN 101) – denominada Management dentro 
de FUEL. 
§ OS1_ALMACENAMIENTO (VLAN 102) – denominada 
Storage dentro de FUEL. 
§ OS1_TENANT (VLAN 103) – denominada Private dentro de 
FUEL. 
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6.6.4.3.  Configuración de red a Nivel 3 
La tabla de rutas resultante tras la instalación es la siguiente: 
 
Destination     Gateway      Genmask         Flags Metric Ref  Use Iface 
default         172.16.0.1  0.0.0.0         UG    0      0      0 br-ex 
10.20.0.0       *           255.255.255.0   U     0      0      0 br-fw-admin 
172.16.0.0      *           255.255.255.0   U     0      0      0 br-ex 
192.168.0.0     *           255.255.255.0   U     0      0      0 br-mgmt 
192.168.1.0     *           255.255.255.0   U     0      0      0 br-storage 
192.168.2.0     *           255.255.255.0   U     0      0      0 br-mesh 
240.0.0.0       *           255.255.255.252 U     0      0      0 hapr-host 
240.0.0.4       *           255.255.255.252 U     0      0      0 vr-host-base 
6.7.  Nodo de cómputo/almacenamiento (virtual) 
La instalación se realiza de forma desatendida durante el proceso general de despliegue 
por parte del gestor del cloud Fuel.  
 
Detallamos aquí las opciones parametrizables que se utilizaron para la instalación. 
6.7.1.  Arranque máquina virtual 
El proceso de arranque de la máquina virtual es el siguiente: 
 
• Para que Fuel pueda reconocer los nodos y gestionarlos, necesitamos que los 
nodos arranquen desde la primera interfaz de red mediante el protocolo PXE.  
 
• Durante el primer arranque el nodo carga un sistema operativo mínimo por red, 
el llamado ‘bootstrap’.  
 
• En sucesivos reinicios, Fuel ignora el intento de arranque por red y permite al 
nodo cargar el sistema operativo desde disco.  
 
Para que lo explicado anteriormente pueda funcionar, se debe indicar el siguiente orden 
de arranque en la configuración de la máquina virtual: 
 
• Es importante indicar que el arranque no sea automático (opción ‘Autoiniciar’). 
Necesitamos que cada nodo del sistema se inicie de forma secuencial y en cierto 
orden. 
 
• De este modo se evita el colapso de los recursos en el hipervisor y los errores 
fruto de las interdependencias entre nodos. Los nodos de cómputo deben 
arrancar solo cuando el cluster de nodos de control ha sido constituido. 
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Ilustración 13. Configuración de opciones de arranque de los nodos de cómputo/almacenamiento. 
6.7.2.  Sistema Operativo 
El Sistema Operativo es instalado por Fuel durante el despliegue sin permitir 
parametrización (se instala Ubuntu 14.04 LTS). 
6.7.3.  Particionado de los discos 
El particionado de los discos se configura con las siguientes opciones: 
• La instalación configura particionado GTP y firmware UEFI (Unified Extensible 
Firmware Interface) para el arranque. 
 
• Distribuimos el espacio de la siguiente manera: 
o Elegimos el mínimo de espacio posible para el sistema base (1 disco de 
60GB) 
o Elegimos discos dedicados para CEPH (8 discos de 300GB). 
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
113 
 
Ilustración 14. Configuración de disco de los nodos de cómputo/almacenamiento. 
Nota: El total de discos asignados a Ceph es 8, pero se han obviado parte de ellos en la 
captura dado que no aporta información adicional. 
6.7.4.  Configuración de red 
6.7.4.1.  Configuración de interfaces de red 
A nivel de la máquina virtual se crean 4 interfaces de red que se asigna a las siguientes 
redes virtuales (Linux Bridges) en el hipervisor: 
 
Dispositivo Tipo Bridge (nombre red KVM) Redes (VLAN ID) 
eth0 virtio virbr1 (OS_provision) 
OS1_PROVISION 
eth1 virtio virbr1 (OS_provision) 
eth2 virtio virbr1 (OS_service) OS1_INTERNA (101) 
OS_ALMACENAMIENTO (102) 
OS1_TENANT (103) eth3 virtio virbr1 (OS_service) 
Tabla 45. Interfaces de red de los nodos de cómputo/almacenamiento. 
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Las interfaces ‘Virtio’ mencionadas hacen referencia al driver de virtualización que 
emula una interfaz de tipo Ethernet en KVM. 
6.7.4.2.  Configuración de red a Nivel 2 
A continuación, se explica la configuración de red a Nivel 2 basándose en la tabla del 
punto anterior: 
 
• Configuramos la alta disponibilidad a nivel de interfaz de red mediante la 
creación de sendos agregados sobre los que asignamos las redes necesarias para 
un controlador. 
  
• Al ser interfaces virtuales, esta acción está encaminada a la prueba de concepto 
y la replicación de una configuración lo más real posible a un entorno 
productivo en hardware físico. 
  
• Por limitaciones de la máquina virtualizada, elegimos el modo ‘Active Backup’, 
al no contar con conmutadores físicos capaces de gestionar un agregado de tipo 
‘Activo Activo’ negociado mediante protocolo LACP. 
 
 
Ilustración 15. Configuración de las interfaces de red de un nodo de cómputo/almacenamiento. 
• El primer agregado (bond0): 
 
o Está compuesto por las interfaces eth0 y eth1. 
o Se utiliza para la red OS1_PROVISION (Admin PXE).  
o En un contexto físico se corresponde con las interfaces de menor 
capacidad, donde solo hay tráfico de gestión, no de servicio. 
  
• El segundo agregado (bond1):  
 
o Está compuesto por las interfaces eth2 y eht3. 
o El resto de redes son redes de tipo VLAN con encapsulamiento 802.1Q y 
corresponden con el resto de las indicadas en la arquitectura: 
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§ OS1_INTERNA (VLAN 101) – denominada Management dentro 
de FUEL. 
§ OS1_ALMACENAMIENTO (VLAN 102) – denominada 
Storage dentro de FUEL. 
§ OS1_TENANT (VLAN 103) – denominada Private dentro de 
FUEL. 
6.7.4.3.  Configuración de red a Nivel 3 
La tabla de rutas resultante tras la instalación es la siguiente: 
 
Destination     Gateway       Genmask        Flags Metric Ref  Use Iface 
default         192.168.0.7   0.0.0.0        UG    0      0      0 br-mgmt 
10.20.0.0       *             255.255.255.0  U     0      0      0 br-fw-admin 
192.168.0.0     *             255.255.255.0  U     0      0      0 br-mgmt 
192.168.1.0     *             255.255.255.0  U     0      0      0 br-storage 
192.168.2.0     *             255.255.255.0  U     0      0      0 br-mesh 
6.8.  Configuración de los servicios centrales 
Para que la configuración del piloto sea lo más parecida posible a un entorno real, se ha 
implementado el conjunto de servicios de red que habitualmente se encuentran en 
entornos de explotación.  
 
Todos estos servicios están instalados en el nodo físico (dexter) donde son accesibles a 
través de la red OS1_PROVISIÓN por todos los nodos. 
6.8.1.  Entidad certificadora (CA) 
6.8.1.1.  Descripción del servicio 
En un contexto real, tanto los servicios internos, como externos, portales web, APIs, 
deben establecer canales privados mediante tecnología de cifrado.  
 
La mejor manera de conseguir este mecanismo de seguridad es a través de los 
mecanismos de clave pública/clave privada. 
6.8.1.2.  Paquetes a instalar 
Para la configuración de la entidad certificadora es necesario instalar el paquete openssl 
(y sus librerías). 
 
Los paquetes son los siguientes: 
 
openssl.1.0.1e-60.el7.x86_64 
openssl-libs.1.0.1e-60.el7.x86_64 
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6.8.1.3.  Configuración  
La configuración llevada a cabo para poner en marcha la entidad certificadora es la 
siguiente: 
  
• Utilizaremos las utilidades del proyecto OpenSSL para generar una cadena de 
confianza completa.  
 
Es decir, crearemos un certificado raíz con el que firmar todos los que 
generemos relativos a nuestra plataforma.  
 
Estos certificados se utilizarán en servicios como el API de OpenStack, el 
servicio de VPN, etc. 
  
 
Ilustración 16. Certificados creados en la entidad certificadora. 
  
• Para mejorar la seguridad, se crea un certificado intermedio que se sitúa entre el 
certificado raíz y el certificado finalmente usado para firmar los certificados 
finales de servidor.  
 
De este modo, el certificado raíz nunca se expone y suele alojarse en un lugar 
totalmente inaccesible. El certificado raíz se utiliza una sola vez en varios años 
para renovar el certificado intermedio.  
  
• El certificado intermedio tiene un nivel de exposición mayor ya que ha de residir 
en los servidores donde se firman los certificados de servidor.  
 
En caso de que uno de esos servidores se comprometa, bastaría con usar el 
certificado raíz para revocar su validez y generar un nuevo intermedio con el que 
firmar de nuevo. 
  
• Tras hacer que nuestro navegador confíe en los certificados intermedio y raíz, 
conseguimos validar el certificado del servidor, en el ejemplo, el de la interfaz 
web de administración: 
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Ilustración 17. Validación de certificado de interfaz web de administración. 
  
Las instrucciones y ficheros de configuración necesarios para construir y firmar los 
certificados se detallan en el anexo de configuraciones. 
 
* La configuración detallada de la entidad certificadora viene explicada en el punto 
“Anexo III – Configuración detallada de Entidad Certificadora”. 
6.8.2.  Servicio de nombres (DNS) 
6.8.2.1.  Descripción del servicio 
Para una correcta comunicación entre las diferentes máquinas de la plataforma es 
necesario un servicio de traducción de nombres (DNS). 
 
De esta manera no es necesario que los servidores conozcan las IPs de los otros 
servidores, si no que se apoyarán en la resolución DNS para poder acceder a ellos a 
través de nombre. 
6.8.2.2.  Paquetes a instalar 
Utilizaremos el software Open Source llamado Bind para instalar un servidor DNS en la 
máquina Dexter.  
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Los paquetes a instalar son los siguientes: 
 
bind-9.9.4-38.el7_3.1.x86_64 
bind-utils-9.9.4-38.el7_3.1.x86_64 
bind-license-9.9.4-38.el7_3.1.noarch 
bind-libs-9.9.4-38.el7_3.1.x86_64 
bind-libs-lite-9.9.4-38.el7_3.1.x86_64 
6.8.2.3.  Configuración  
La configuración llevada a cabo es la siguiente: 
 
• Se configuran dos zonas DNS: 
 
o Zona para la resolución directa – zona lab.inet 
o Zona para la resolución inversa – zona 0.20.10.in-addr.arpa 
 
• Se añaden las entradas en DNS correspondientes a: 
 
o Hipervisor  
o Nodos de la plataforma de OpenStack: 
§ Nodos de control/red. 
§ Nodos de cómputo/almacenamiento. 
§ Nodo gestor del cloud (Fuel). 
o Servicios adicionales: ntp, dns, ldap. 
o Acceso a la web de administración y a la API. 
 
* La configuración detallada del servicio DNS viene explicada en el punto “Anexo IV –  
Configuración detallada de servicio DNS”. 
6.8.3.  Servicio de directorio de usuarios (LDAP) 
6.8.3.1.  Descripción del servicio 
Para realizar una gestión centralizada de grupos de usuarios, usuarios y passwords es 
necesario implantar una solución de autorización y autenticación basada en LDAP. 
 
De esta manera los usuarios tendrán sus mismas credenciales de acceso para todas las 
máquinas y servicios y se hará una gestión centralizada de sus permisos. 
 
Además, OpenStack utiliza su integración con LDAP para intercambiar llamadas a las 
APIs a través de Keystone. 
6.8.3.2.  Paquetes a instalar 
Utilizaremos el software Open Source llamado OpenLDAP para implementar el 
servicio de gestión centralizada de usuario basada en LDAP. 
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Los paquetes que hay que instalar son los siguientes: 
 
openldap-2.4.40-13.el7.x86_64 
openldap-servers-2.4.40-13.el7.x86_64 
openldap-servers-sql-2.4.40-13.el7.x86_64 
openldap-clients-2.4.40-13.el7.x86_64 
openldap-devel-2.4.40-13.el7.x86_64 
migrationtools-47-15.el7.noarch 
6.8.3.3.  Configuración  
La configuración llevada a cabo para tener en marcha el servicio LDAP es la siguiente: 
 
• Se realiza una configuración básica del servidor de LDAP: 
 
o IPs y puertos por los que escuchar. 
o Se crea la contraseña de administrador. 
o Se integra con la CA 
o Se abren los puertos necesarios en el firewall para la comunicación con 
otras máquinas. 
 
• Para la integración con OpenStack es necesario crear una serie de atributos 
adicionales. 
 
• A continuación, se crean los usuarios necesarios: 
 
o Usuario de integración con Keystone 
o Usuarios personales. 
 
• Se crea un grupo para acceso a OpenStack donde se incluirán todos los usuarios 
que tengan acceso a la API de OpenStack y a Horizon. 
 
• Existe un plugin en el Fuel para que cuando se despliegue la plataforma, se 
realice también la integración con LDAP. 
 
* La configuración detallada del servicio LDAP viene explicada en el punto “Anexo V 
– Configuración detallada de servicio LDAP”. 
6.8.4.  Servicio de red virtual privada (VPN) 
6.8.4.1.  Descripción del servicio 
Para que los administradores de la plataforma puedan realizar una administración segura 
es necesario que se pueda conectar a la plataforma a través de una VPN que valide por 
certificado. 
 
De esta manera nos aseguramos que solo aquellas personas que tengan un certificado 
valido tienen acceso a la plataforma de una forma segura. 
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6.8.4.2.  Paquetes a instalar 
Utilizaremos el software Open Source llamado OpenVPN para implementar el servicio 
de acceso seguro mediante VPN. 
 
Los paquetes que hay que instalar son los siguientes: 
 
openvpn-2.3.14-1.el7.x86_64 
6.8.4.3.  Configuración  
La labor de autenticación se realizará en base a certificados de usuario personalizados. 
 
Las operaciones más comunes se gestionarán de la siguiente manera: 
 
• Para dar acceso – se asegura el canal utilizando un certificado SSL firmado por 
nuestra CA que se concede al usuario en cuestión.  
• Para denegar el acceso – basta con revocar el certificado. 
 
* La configuración detallada del servicio VPN viene explicada en el punto “Anexo VI – 
Configuración detallada de servicio VPN”. 
6.8.5.  Servicio de sincronización de tiempo (NTP) 
6.8.5.1.  Descripción del servicio 
El servicio NTP se encarga de sincronizar la hora entre un cliente y un servidor. 
Configurando un servidor NTP nos aseguramos de que todos los clientes (en este caso 
son todos de la infraestructura de OpenStack) tienen exactamente la misma hora. 
6.8.5.2.  Paquetes a instalar 
Utilizaremos el software Open Source llamado Chrony para implementar el servicio de 
sicronización horaria basada en NTP. 
 
Los paquetes que hay que instalar son los siguientes: 
 
chrony-2.1.1-4.el7.centos.x86_64 
6.8.5.3.  Configuración  
El servicio se presta a través de la red de gestión/provisión OS1_PROVISION, al igual 
que el resto de servicios fundamentales como DNS, LDAP, etc… 
 
Como servidores primarios que proporcionarán la hora a Dexter, se utilizan los 
servidores: 
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server 0.centos.pool.ntp.org iburst 
server 1.centos.pool.ntp.org iburst 
server 2.centos.pool.ntp.org iburst 
server 3.centos.pool.ntp.org iburst 
  
* La configuración detallada del servicio NTP viene explicada en el punto “Anexo VII 
–  Configuración detallada de servicio NTP”. 
6.8.6.  Cortafuegos (Firewall) 
6.8.6.1.  Descripción del servicio 
Las funciones de control de acceso a nivel IP se realizan en el servidor físico dexter ya 
que es a su vez el encargado del enrutado entre las distintas redes. 
6.8.6.2.  Paquetes a instalar 
No es necesario instalar ningún paquete adicional, ya que para la gestión del firewall se 
utiliza el servicio firewalld, que viene instalado con la distribución de Linux.  
6.8.6.3.  Configuración  
El firewall se utilizará para dar acceso IP a los diferentes elementos de la plataforma y 
para ello tendremos que tener en cuenta las siguientes configuraciones: 
 
• Zona “Public” – Esta interfaz configura a nivel IP una dirección de la red 
TRANSITO. 
• Zona “Internal” – Dará acceso a lo siguiente: 
o Acceso a redes virtuales KVM: 
§ Red 192.168.100.0/24 (EX_MGMT). 
§ Red 10.20.0.0/24 (OS1_PROVISION). 
§ Red 172.16.0.0/24 (OS1_PÚBLICA).  
§ Esta configuración permite acceso directo a las redes desde la 
VPN tal y como si estuviéramos directamente conectados. 
o Acceso VPN – Enrutado asimétrico a la VPN a través de NAT 
 
* La configuración detallada del Firewall viene explicada en el punto “Anexo VIII –  
Configuración detallada del Firewall”. 
6.9.  Parametrización del despliegue 
6.9.1.  Creación del entorno en Fuel 
Durante el alta del nuevo entorno se realiza la parametrización inicial de los aspectos 
más básicos del nuevo despliegue.  
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Para ello enumeramos las opciones elegidas: 
 
1. Seleccionamos OpenStack Mitaka sobre Ubuntu 14.04 – en realidad, la opción 
es una variante de la propia distribución Ubuntu, pero con la misma base, la 
14.04 LTS. 
 
 
Ilustración 18. Creación entorno Fuel - paso 1. 
 
2. Usaremos KVM como software de virtualización en los nodos de cómputo. 
 
 
Ilustración 19. Creación entorno Fuel - paso 2. 
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3. Usaremos segmentación de basada en túneles VxLAN para segmentar el tráfico 
de las redes internas y así proveer de la seguridad requerida. 
 
 
Ilustración 20. Creación entorno Fuel - paso 3. 
 
 
4. Usamos CEPH como almacenamiento en todos los casos: 
 
o Efímero (Nova) – disco local máquinas virtuales. 
o Permanente (Cinder) – volúmenes asignados que no se destruyen al 
borrar la máquina. 
o Imágenes (Glance) – plantillas para desplegar máquinas virtuales. 
  
Para el piloto no requerimos el servicio de objetos basado en el protocolo Swift 
ya que CEPH también es capaz de ofrecer almancenamiento de objetos con la 
API de Swift. 
  
  
 
Ilustración 21. Creación entorno Fuel - paso 4. 
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5. No precisamos los servicios adicionales listados para el piloto, por lo que no se 
selecciona ninguno. 
  
 
Ilustración 22. Creación entorno Fuel - paso 5. 
6.9.2.  Asignación de roles  
Durante el primer arranque el nodo carga un sistema operativo mínimo por red, 
(llamado ‘bootstrap’) e informa a Fuel de las capacidades de cada nodo.  
 
Para cada nodo descubierto, Fuel nos permite asociarlo a nuestro nuevo entorno 
asignando uno o varios de los roles indicados: 
  
 
Ilustración 23. Tipos de roles de Fuel a asignar. 
 
En nuestro despliegue hacemos la siguiente asignación: 
 
• Rol ‘Controller’ a las máquinas virtuales: controller1, controller2 y controller3. 
• Rol ‘Compute’ y ‘Ceph OSD’ a las máquinas virtuales: compute1, compute2 y 
compute3. 
  
Fuel establece unos criterios por los que solo permite el despliegue cuando se han 
asignado el número mínimo de nodos a cada rol, y en conjunto se incluyen las 
funcionalidades mínimas de un despliegue funcional. 
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Detallamos en nuestro caso cuáles son estas capacidades: 
  
• Controller – nodo de control y red. Las opciones son: 
 
o Un solo nodo: para un despliegue sin redundancia. 
o Tres nodos: para un despliegue en cluster (se precisa 3 nodos para el 
quorum de los servicios del cluster) 
 
• Compute – nodo de cómputo. Capacidad de ejecutar máquinas virtuales de los 
usuarios del sistema. 
 
o Al menos un nodo con este role debe existir.  
o Se pueden añadir nodos con otros roles existentes. 
 
• Ceph OSD -  nodo de almacenamiento. Capacidad de almacenamiento efímero 
(Nova), persistente (Cinder), imágenes (Glance) y de objetos (Swift). 
 
o Se necesitan al menos tres nodos.  
o No hay un valor máximo aplicable. 
 
  
Por tanto, nuestra configuración se resume así: 
 
Ilustración 24. Resumen de asignación de roles de Fuel. 
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6.9.3.  Configuración Red 
Basado en el diseño expuesto se realizan las siguientes parametrizaciones sobre la 
definición de redes en Fuel: 
6.9.3.1.  OS1_INTERNA (VLAN 101) 
Dentro de la nomenclatura propia de Fuel, corresponde con la red que se denomina 
‘Management’: 
 
 
Ilustración 25. Configuración de la red OS1_INTERNA en Fuel. 
 
Es una red interna, no enrutada y encapsulada usando etiquetas VLAN (802.1Q).   
  
6.9.3.2.  OS1_ALMACENAMIENTO (VLAN 102) 
Dentro de la nomenclatura propia de Fuel, es la red que se denomina ‘Storage’: 
 
 
Ilustración 26. Configuración de la red OS1_ALMACENAMIENTO en Fuel. 
 
Es una red interna, no enrutada y encapsulada usando etiquetas VLAN (802.1Q).   
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6.9.3.3.  OS1_TENANT (VLAN 103) 
Dentro de la nomenclatura propia de Fuel, es la que se denomina ‘Private’: 
 
 
Ilustración 27. Configuración de la red OS1_TENANT en Fuel. 
 
Es una red interna, no enrutada y encapsulada usando etiquetas VLAN (802.1Q).   
  
6.9.3.4.  OSH1_PUBLICA 
Dentro de la nomenclatura propia de Fuel, es la red que se denomina ‘Public’: 
 
Ilustración 28. Configuración de la red OS1_PUBLICA en Fuel. 
Esta es la única red enrutada del entorno y permite la comunicación con otras redes 
públicas, como Internet. 
  
Reservamos la primera dirección para el encaminador, nuestro nodo físico (Dexter). El 
resto de la clase C se divide en dos: 
 
• El primer tramo 172.16.0.2 - 172.16.0.126: Gestionado por Fuel, para asignar a 
futuros nodos de control/red o de computo a los que se active el enrutamiento 
distribuido (DVR). Esta opción no se ha habilitado en nuestro despliegue 
conforme al diseño original expuesto. 
  
• El segundo tramo 172.16.0.127 - 172.16.0.254: Gestionado por el módulo de 
red Neutron. Estas IPs se asignan de forma dinámica a los encaminadores e IPs 
flotantes de usuario dentro de OpenStack. 
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Por simplicidad en la implementación, no usamos etiqueta VLAN. Así en el nodo físico 
no hace falta crear una interfaz VLAN adicional. En un contexto real si se usaría, 
configurando el puerto del extremo del conmutador en consecuencia. 
  
6.9.4.  Acceso administrativo 
Creamos el usuario de acceso al portal administrativo de Fuel https://fuel.lab.inet:8443 
  
Y el usuario que Fuel usará para administrar de forma remota los nodos del nuevo 
entorno OpenStack: 
 
Ilustración 29. Configuración de usuarios en Fuel. 
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6.9.5.  Acceso seguro 
Configuramos el acceso seguro mediante HTTPS, tanto al API como a la interfaz web 
(Horizon): 
 
 
Ilustración 30. Configuración de acceso seguro en Fuel. 
Añadimos el certificado en formato PEM generado desde nuestra entidad certificadora, 
creada para el piloto.  
  
6.9.6.  Tipo de hipervisor  
Aquí diferenciamos entre el piloto y una plataforma real: 
 
• En el contexto virtualizado del piloto debemos elegir QEMU.  
• En un entorno con hardware real, usaríamos KVM. 
 
 
Ilustración 31. Elección de Hipervisor en Fuel. 
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6.9.7.  Almacenamiento  
Elegimos CEPH RDB para los siguientes servicios: 
 
• Volúmenes persistentes – Cinder. 
• Imágenes – Glance. 
• Disco efímero – Nova.  
 
No habilitamos el API de Swift ya que no la precisamos en el piloto. 
 
Ilustración 32. Configuración de almacenamiento en Fuel. 
 
Dejamos el valor por defecto para el número de réplicas en CEPH ya que solo tenemos 
tres nodos. 
6.9.8.  Depuración y trazas 
Habilitamos las trazas en Puppet. El mecanismo de despliegue está desarrollado usando 
esta utilidad y nos permitirá depurar los problemas durante el despliegue que en los 
primeros intentos se producirán. 
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Ilustración 33. Configuración de depuración y trazas en Fuel. 
Opcionalmente hemos configurado el reenvío de trazas mediante el protocolo syslog al 
nodo físico (Dexter). De este modo es más sencillo buscar entre las trazas de distintos 
servidores sin tener que acceder a ellos.  
6.9.9.  Autenticación centralizada  
Utilizaremos el plugin desarrollado por la comunidad para Fuel que permite configurar 
durante el despliegue la autenticación vía LDAP a los usuarios de OpenStack. 
  
 
Ilustración 34. Configuración de autenticación centralizada en Fuel. 
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6.10.  Despliegue 
El proceso de despliegue ejecuta en paralelo la instalación de los seis servidores y su 
configuración mediante el uso de complejos scripts realizados para la herramienta de 
post-configuración Puppet.  
 
En total la ejecución del despliegue se prolonga por lo menos durante 2 horas. 
  
Aunque el resultado final es satisfactorio, el proceso de despliegue suele estar 
acompañado de numerosos errores debido a: 
 
• Problemas de conectividad por: 
o Errores en la configuración de las redes virtuales. 
o Necesidad de apertura de flujos de comunicación entre las redes 
virtuales. 
 
• Problemas de tiempos de espera agotados o condiciones de carreras, con motivo 
del bajo rendimiento del escaso hardware en el entorno virtualizado del piloto. 
 
* La solución a los problemas que nos hemos ido neocntrando en el despliegue se 
muestra en el Anexo IX – Ejecución del despliegue realizado por Fuel. 
6.11.  Verificación del despliegue 
Una vez que se ha realizado el despliegue de la plataforma de OpenStack usando Fuel 
en el nodo gestor del cloud, tenemos que realizar una serie de verificaciones para 
comprobar que el despliegue se ha realizado con éxito. 
 
Estas verificaciones son las mínimas necesarias para dar por exitosa la operación de 
despliegue. En el siguiente apartado se ejecutarán los planes de pruebas sobre la 
plataforma, que serán pruebas mucho más detalladas para comprobar las 
funcionalidades de OpenStack. 
6.11.1.  Verificación del despliegue de los nodos de control/red 
* La verificación completa del despliegue de los nodos de control/red se muestra en el 
Anexo X – Verificación de la configuración de los nodos de control/red. 
6.11.1.1.  Verificación del despliegue de software base 
Los controladores ejecutan, además del software propio de OpenStack, un conjunto de 
servicios en los que se apoyan los módulos de OpenStack.  
 
Este software base es el siguiente: 
  
• Base de datos relacional – MySQL. 
• Software de clustering – Pacemaker/CRM.  
• Gestor de cola de mensajes – RabbitMQ.  
• Balanceador de servicios – Haproxy. 
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6.11.1.2.  Verificación del despliegue de los módulos de OpenStack 
A continuación, analizaremos el funcionamiento de los diferentes módulos de 
OpenStack que se instalan en los nodos de control/red. 
 
Estos módulos son los siguientes: 
 
• Módulo de gestión de recursos de computación (Nova). 
• Módulo de gestión de recursos de red (Neutron). 
• Módulo de gestión de recursos de almacenamiento permanente (Cinder). 
• Módulo de gestión de imágenes (Glance). 
• Módulo de autorización y autenticación (Keystone). 
• Módulo de orquestación de despliegues (Heat). 
• Módulo de acceso web a la infraestructura (Horizon). 
6.11.1.3.  Verificación del despliegue del backend para módulos de 
OpenStack 
Para que funcionen algunos de los módulos de OpenStack que se instalan en los nodos 
de control/red se tienen que instalar también parte de los backends para esos módulos: 
 
• Conmutador virtual (OpenSwitch) – es necesario para que funcionen los 
siguientes módulos: 
o Módulo de gestión de recursos de red (Neutron) – se usa como backend 
para la red de toda la plataforma de OpenStack. 
• Almacenamiento distribuido (Ceph) – es necesario para que funcionen los 
siguientes módulos: 
o Módulo de gestión de recursos de computación (Nova) – se usa para el 
almacenamiento de volúmenes efímeros. 
o Módulo de gestión de recursos de almacenamiento permanente (Cinder) 
– se usa para el almacenamiento de los volúmenes persistentes. 
o Módulo de gestión de imágenes (Glance) – se usa para el almacemiento 
de las imágenes. 
6.11.2.  Verificación del despliegue de los nodos de 
cómputo/almacenamiento 
* La verificación completa del despliegue de los nodos de cómputo/almacenamiento se 
muestra en el Anexo XI – Verificación de la configuración de los nodos de 
cómputo/almacenamiento. 
6.11.2.1.  Verificación del despliegue de software base 
No se despliega ningún software base adicional en nodos de cómputo/almacenamiento. 
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6.11.2.2.  Verificación del despliegue de los módulos de OpenStack 
En los nodos de cómputo solo se ejecutan dos agentes que permiten ejecutar las 
acciones que se requieren relacionadas con la provisión y control de redes y máquinas 
virtuales en el anfitrión.  
 
Estos agentes son los siguientes: 
 
• Agente para el módulo de recursos de computación (Nova). 
• Agente para el módulo de recursos de red (Neutron). 
6.11.2.3.  Verificación del despliegue del backend para módulos de 
OpenStack 
Para que funcionen los módulos de OpenStack que se instalan en los nodos de 
cómputo/almacenamiento se tienen que instalar también los backends para esos 
módulos: 
 
• Conmutador virtual (OpenSwitch) – es necesario para que funcionen los 
siguientes módulos: 
 
o Módulo de gestión de recursos de red (Neutron) – se usa como backend 
para la red de toda la plataforma de OpenStack. 
 
• Almacenamiento distribuido (Ceph) – es necesario para que funcionen los 
siguientes módulos: 
 
o Módulo de gestión de recursos de computación (Nova) – se usa para el 
almacenamiento de volúmenes efímeros. 
 
o Módulo de gestión de recursos de almacenamiento permanente (Cinder) 
– se usa para el almacenamiento de los volúmenes persistentes. 
 
o Módulo de gestión de imágenes (Glance) – se usa para el almacemiento 
de las imágenes. 
 
 
• Hipervisor (KVM) – es necesario para que funcionen los siguientes módulos: 
 
o Módulo de gestión de recursos de computación (Nova) – se usa para la 
ejecución de las máquinas virtuales. 
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7.  Planes de 
Pruebas 
 
 
 
 
 
 
 
 
 
 
 
En este capítulo realizaremos pruebas exhaustivas sobre el piloto 
desplegado para comprobar que la funcionalidad es completa y que 
se cumplen con todos los requisitos definidos previamente. 
 
 
Realizamos una división en torno a los planes de pruebas de la siguiente manera:  
 
• Pruebas funcionales: 
 
o Pruebas funcionales automatizadas: 
 
§ Realizadas de forma automática a través de la API. 
§ Los identificaremos con la siguiente expresión regular:  
PFU-RAL-[0-9]{2} 
 
o Pruebas funcionales manuales: 
 
§ Realizadas de forma manual para comprobar el funcionamiento 
del portal web. 
§ Los identificaremos con la siguiente expresión regular:  
PFU-MAN-[0-9]{2} 
 
o Pruebas funcionales con Heat: 
 
§ Realizadas de con plantillas de Heat. 
§ Los identificaremos con la siguiente expresión regular:  
PFU-HEA-[0-9]{2} 
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• Pruebas de alta disponibilidad: 
 
o Pruebas de alta disponibilidad de nodos de control/red: 
 
§ Pruebas que consisten en comprobar que la alta disponibilidad de 
los nodos de control/red funciona correctamente. 
§ Los identificaremos con la siguiente expresión regular:  
PHA-CTR-[0-9]{2} 
 
o Pruebas de alta disponibilidad de nodos de cómputo/almacenamiento: 
 
§ Pruebas que consisten en comprobar que la alta disponibilidad de 
los nodos de cómpuot/almacenamiento funciona correctamente. 
§ Los identificaremos con la siguiente expresión regular:  
PHA-COM-[0-9]{2} 
7.1.  Pruebas funcionales 
7.1.1.  Pruebas funcionales automatizadas 
Para la realización de algunas de las pruebas funcionales ejecutaremos un conjunto de 
pruebas automatizadas a través de la API. 
 
Para ello nos apoyaremos en el software Rally + tempest, que nos permitirá automatizar 
este tipo de pruebas y poder pasarlas siempre que queramos. 
 
Este tipo de pruebas es ideal para validar el estado de la plataforma en las siguientes 
situaciones: 
 
• Validar la funcionalidad de la plataforma después de una incidencia de 
funcionamiento. 
• Validar la funcionalidad de la plataforma después de una actualización de 
software. 
• Validar la funcionalidad de la plataforma después del despliegue de nuevos 
nodos. 
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A continuación, se lista las pruebas funcionales automatizadas que se han realizado, 
indicando el requisito que cumple cada una de esas pruebas. 
 
Código Prueba Requisito Resultado 
PFU-RAL-01 Crear máquina virtual con disco efímero RFU-01a Superada 
PFU-RAL-02 Listar máquinas virtuales RFU-01a Superada 
PFU-RAL-03 Borrar máquina virtual RFU-01a Superada 
PFU-RAL-04 Aumento de capacidad de máquina virtual RFU-01b Superada 
PFU-RAL-05 Disminución de capacidad de máquina virtual RFU-01b Superada 
PFU-RAL-06 Crear y borrar subred con todos los atributos RFU-02a Superada 
PFU-RAL-07 Crear, actualizar y borrar subred RFU-02a Superada 
PFU-RAL-08 Listar detalles de subred RFU-02a Superada 
PFU-RAL-09 Probar operaciones básicas de red RFU-02a Superada 
PFU-RAL-10 Añadir una puerta de enlace a un enrutador RFU-02b Superada 
PFU-RAL-11 Añadir y borrar una interfaz de un enrutador con el identificador de un puerto RFU-02b Superada 
PFU-RAL-12 Añadir y borrar una interfaz de un enrutador con el identificador de una subred RFU-02b Superada 
PFU-RAL-13 Listar grupos de seguridad RFU-02c Superada 
PFU-RAL-14 Crear y borrar grupo de seguridad RFU-02c Superada 
PFU-RAL-15 Crear, listar y borrar grupos de seguridad RFU-02c Superada 
PFU-RAL-16 Asignar IP flotante RFU-02d Superada 
PFU-RAL-17 Asociar y desasociar IP flotante RFU-02d Superada 
PFU-RAL-18 Borrar IP flotante RFU-02d Superada 
PFU-RAL-19 Listar detalles de IPs flotantes  RFU-02d Superada 
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Código Prueba Requisito Resultado 
PFU-RAL-20 Listar pools de IPs flotantes RFU-02d Superada 
PFU-RAL-21 Listar IPs flotantes RFU-02d Superada 
PFU-RAL-22 Crear y borrar volumen persistente RFU-03a Superada 
PFU-RAL-23 Clonar volumen RFU-03a Superada 
PFU-RAL-24 Crear, actualizar y borrar volumen persistente RFU-03a Superada 
PFU-RAL-25 Crear, actualizar y borrar volumen persistente desde una imagen RFU-03a Superada 
PFU-RAL-26 Asociar y desasociar volumen persistente de máquina virtual RFU-03b Superada 
PFU-RAL-27 Ver asocionaciones de un volumen RFU-03b Superada 
PFU-RAL-28 Listar asociaciones de volumenes a máquinas virtuales RFU-03b Superada 
PFU-RAL-29 Listar imágenes con detalles RFU-05a Superada 
PFU-RAL-30 Listar imágenes filtradas por tipo RFU-05a Superada 
PFU-RAL-31 Obtener imagen RFU-05a Superada 
PFU-RAL-32 Obtener un metadato de una imagen RFU-05a Superada 
PFU-RAL-33 Obtener imágenes compartidas RFU-05a Superada 
PFU-RAL-34 Crear y borrar imagen RFU-05b Superada 
Tabla 46. Listado de pruebas funcionales automatizadas con Rally + tempest y requisitos asociados a cada prueba. 
* Los resultados completos del plan de pruebas con Rally + tempest vienen explicados 
y detallados en el punto “Anexo XII – Resultados de las pruebas funcionales 
automatizadas con Rally”. 
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7.1.2.  Pruebas funcionales manuales 
Para comprobar el funcionamiento del portal web es necesario realizar las siguientes 
pruebas manuales: 
 
Código Prueba Requisito Resultado 
PFU-MAN-01 Creación y borrado de redes desde el portal web. RFU-06a Superada 
PFU-MAN-02 Creación y borrado de máquinas virtuales desde el portal web. RFU-06b Superada 
PFU-MAN-03 Creación y borrado de volúmenes desde el portal web. RFU-06b Superada 
PFU-MAN-04 Asociación de un volumen a una máquina virtual desde el portal web. RFU-06c Superada 
PFU-MAN-05 Acceso a la consola de una máquina virtual desde el portal web. RFU-06d Superada 
PFU-MAN-06 Listar el direccionamiento IP asignado a un tenant desde el portal web. RFU-06e Superada 
PFU-MAN-07 Crear y asignar una regla de firewall desde el portal web. RFU-06f Superada 
Tabla 47. Listado de pruebas funcionales manuales y requisitos asociados a cada prueba. 
* Los resultados completos del plan de pruebas manuales vienen explicados y 
detallados en el punto “Anexo XIII – Resultados de las pruebas funcionales manuales”. 
 
7.1.3.  Pruebas funcionales con Heat 
Para realizar pruebas sobre el motor de orquestación de OpenStack (Heat) tendremos 
que crear plantillas de Heat y realizar pruebas de despliegue con esas plantillas. 
 
Realizaremos las siguientes pruebas: 
 
Código Prueba Requisito Resultado 
PFU-HEA-01 Creación/modificación de un stack usando plantillas en formato nativo ‘HEAT templates’ RFU-04a Superada 
Ilustración 35. Listado de pruebas funcionales realizadas con Heat y requisitos asociados a cada prueba. 
* Los resultados completos del plan de pruebas realizadas con Heat vienen explicados 
y detallados en el punto “Anexo XIV – Resultados de las pruebas realizadas con Heat”. 
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7.2.  Pruebas de alta disponibilidad 
Es necesario probar que el diseño realizado cumple con todos los requisitos de alta 
disponibilidad definidos. 
 
Para ello realizaremos pruebas de alta disponibilidad que simulen escenarios reales de 
fallos en la plataforma, y veremos lo resistente que es nuestro diseño a esos escenarios. 
 
Distinguiremos dos tipos de pruebas de alta disponibilidad: 
 
• Pruebas de alta disponibilidad sobre nodos de control/red. 
• Pruebas de alta disponibilidad sobre nodos de cómputo/almacenamiento. 
7.2.1.  Pruebas de alta disponibilidad sobre nodos de control/red. 
Se realizan las siguientes pruebas: 
 
Código Prueba Requisito Resultado 
PHA-CTR-01 Alta disponibilidad tarjetas de red en nodo de control/red. 
RFI-01a, 
RFI-01c Superada 
PHA-CTR-02 Caída de un nodo de control/red. RFI-01a, RFI-01c Superada 
PHA-CTR-03 Reinicio ordenado de los nodos de control/red. RFI-01a, RFI-01c Superada 
Ilustración 36. Pruebas de alta disponibilidad sobre nodos de control/red. 
* Los resultados completos del plan de pruebas de alta disponibilidad vienen 
explicados y detallados en el punto “Anexo XV – Resultados de las pruebas de alta 
disponibilidad”. 
 
7.2.2.  Pruebas de alta disponibilidad sobre nodos de cómputo/almacenamiento. 
Se realizan las siguientes pruebas: 
 
Código Prueba Requisito Resultado 
PHA-COM-01 Alta disponibilidad tarjetas de red en nodo de control/red. 
RFI-01b, 
RFI-01c Superada 
PHA-COM-02 Caída de un nodo de cómputo/almacenamiento. RFI-01b, RFI-01c Superada 
Ilustración 37. Pruebas de alta disponibilidad sobre nodos de cómputo/almacenamiento. 
* Los resultados completos del plan de pruebas de alta disponibilidad vienen 
explicados y detallados en el punto “Anexo XV – Resultados de las pruebas de alta 
disponibilidad”. 
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8.  Conclusiones 
 
 
 
 
 
 
 
 
 
 
En este capítulo analizaremos las conclusiones a las que hemos 
llegado después del desarrollo de este proyecto. 
8.1.  Grado de madurez relativo de OpenStack 
 
Durante el desarrollo del proyecto nos da la sensación de que el proyecto está en una 
etapa de ‘adolescencia’.  
 
Comienza a poder ser utilizado en entornos productivos, si bien todavía adolece de 
carencias importantes, como son la facilidad de instalación o gestión de las 
actualizaciones del producto. Estas carencias se pueden resolver en su mayor parte con 
software de terceros y con configuraciones a medida.  
 
En todo caso, demuestra que todavía tiene un camino por recorrer hasta que pueda 
considerarse un producto (ahora mismo puede considerarse un conjunto de módulos que 
se relacionan entre sí).  
 
8.2.  Complejidad excesiva de OpenStack 
 
El crecimiento “orgánico” del proyecto ha derivado en el paradigma clásico de la “Torre 
de Babel”.  
 
Aunque ha habido intentos de homogeneizar los desarrollos todavía se ve mucha 
heterogeneidad entre los módulos de OpenStack. Cada API tiene particularidades y cada 
herramienta de línea de comandos presenta diferencias en su sintaxis. 
  
La sensación es que todo se hace absurdamente complejo. Esta complejidad afecta a la 
usabilidad, a la estabilidad y demás características de un software maduro.  
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8.3.  Grado de usabilidad de las distribuciones 
 
El grado de madurez de las distribuciones de OpenStack varía bastante entre las 
opciones que hemos llegado a evaluar hasta centrarnos en Mirantis OpenStack.  
 
Incluso con Mirantis OpenStack vemos enormes dificultades para operar en entornos 
empresariales con los requerimientos habituales de estos entornos. 
  
Algunas de las dificultades que nos hemos encontrado son las siguientes:  
 
• Las herramientas gráficas sólo son válidas si elegimos un conjunto reducido de 
escenarios próximos a la arquitectura de referencia definida por el distribuidor. 
En otro caso, se precisan personalizaciones que requieren un conocimiento 
profundo de la implementación del instalador.  
  
• Cualquier variación sobre el conjunto limitado de opciones que permite el 
instalador por defecto presenta una incompatibilidad para utilizar posteriormente 
la herramienta de configuración / instalación. 
  
• Afortunadamente, la distribución elegida - Fuel, tiene uno de los mecanismos 
más válidos al respecto; la capacidad de crear plugins a medida. En todo caso, la 
creación de plugins tiene los siguientes retos: 
 
o Aprender el entorno de desarrollo y el funcionamiento interno del 
instalador no es trivial. 
o Mantenerlo a lo largo de los cambios y actualizaciones del instalador y 
OpenStack puede ser costoso. 
  
• Por tanto, el coste de la personalización solo es asumible durante un despliegue, 
es improbable que sobreviva a la siguiente versión. 
  
• Las actualizaciones son enormemente disruptivas. No existe aún una forma de 
realizar actualizaciones en caliente, todas precisan parada y un alto riesgo. Hoy 
por hoy, es más fácil desplegar otra plataforma en la versión siguiente e ir 
migrando servicios como usuario.  
 
8.4.  Complejidad excesiva del despliegue 
 
El proceso despliegue es una de las tareas más complejas abordadas por herramientas de 
gestión de configuraciones. 
 
• Una vez depurados los problemas iniciales de instalación, la herramienta de 
despliegue es capaz de realizar una instalación de decenas de nodos en poco más 
de una hora, lo cual es realmente asombroso, dada la complejidad. 
 
• En caso de problemas, puede ser realmente retador hallar la solución al 
problema. A los típicos problemas relacionados con Bugs, se unen los 
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relacionados con la paralelización de tareas y tiempos de espera superados. La 
resolución de este tipo de problemas precisa en ocaciones el soporte directo de 
desarrolladores del producto. 
 
• Al existir tantas posibilidades y configuraciones finales, es muy fácil que existan 
arquitecturas de despliegue no probadas. 
 
• También se añade la complejidad de probar las distintas combinaciones de 
hardware-software. Sobre todo, a nivel hardware-software. Los desarrollos se 
prueban sobre entornos virtualizados (virtualización anidada) ya que es fácil 
automatizar así su despliegue y pruebas y el coste es más bajo.  
 
8.5.  Complejidad del mantenimiento 
 
Administrar este tipo de plataformas es un desafio actualmente: 
 
• Se requieren perfiles muy especializados en distintas disciplinas y de tecnologías 
muchas veces aún emergentes, como virtualización de red o almacenamiento 
distribuido. Además, estas tecnologías emergentes OpenSource tienen un nivel 
de documentación escaso y no suelen tener herramientas de administración 
sencillas. 
 
• Se genera por tanto un choque frontal con los administradores de sistemas del 
datacenter tradicional. Ven reducida su competencia a la hora de solventar un 
problema grave en la plataforma. 
 
• El nuevo paradigma del cloud difumina la línea entre los desarrolladores y los 
administradores de sistemas. Se requiere entender los conceptos relacionado con 
desarrollo de aplicaciones, APIs HTTP, e incluso ser capaces de depurar 
porciones de código python para analizar errores en la plataforma. 
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Anexo I - Datos complementarios 
relativos a OpenStack 
Importancia de Openstack 
 
A continuación, se exponen algunas cifras que pretenden mostrar la importancia actual 
(y futura) en el mercado de TI de las soluciones de Cloud Privada basadas en 
OpenStack: 
 
• En el mercado TI los ingresos procedentes de OpenStack alcanzaron 1.825 
millones de dólares en 2016. Se estima que en 2020 estos ingresos subirán hasta 
los 5.748 millones de dólares [13].  
 
• En el desarrollo de la versión Newton de OpenStack (Octubre de 2016) 
participaron 207 empresas [14]. 
 
• Se han escrito más de 71 millones de líneas de código desde la primera versión 
de OpenStack (Austin, en Octubre de 2010) hasta la que se está desarrollando 
actualmente (Pike, durante 2017) [15]. 
 
• Los miembros de la comunidad de OpenStack han pasado de 18.387 en 2014 
[16] a 68.837 en 2016 [17]. 
 
• Los tres fabricantes líderes de hardware de servidores, redes y almacenamiento 
soportan OpenStack y colaboran activamente en su comunidad [18]. 
Nomenclatura de Openstack 
 
La nomenclatura de las versiones sigue un estricto orden alfabético, con lo que el 
nombre de la primera versión comienza con la letra A, la segunda comienza con la letra 
B, y así sucesivamente.  
 
Además, los nombres de las versiones guardan relación con el lugar donde se celebró el 
congreso en el que se pusieron las bases para el desarrollo de esa versión. El tipo de 
nombre elegido es principalmente el de lugares cercanos a donde se celebró dicho 
congreso (ciudades, calles, playas, etc…). Los nombres deben tener una longitud 
inferior a 10 caracteres. 
 
A partir del momento en el que se realiza el congreso donde se comienza el diseño de la 
nueva versión, la comunidad de OpenStack puede proponer nombres para esa nueva 
versión teniendo en cuenta el lugar donde se ha desarrollado el congreso y la letra del 
abecedario que corresponde para esa versión. Posteriormente, el nombre definitivo es 
elegido mediante votación por la comunidad de OpenStack [19]. 
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A continuación, se presenta un listado de las versiones de OpenStack con su fecha de 
lanzamiento y los módulos de incluidos en esa versión [20]: 
 
Nombre Fecha  lanzamiento Módulos incluidos 
Austin 21/10/2010 Nova, Swift 
Bexar 03/02/2011 Nova, Glance, Swift 
Cactus 15/04/2011 Nova, Glance, Swift 
Diablo 22/09/2011 Nova, Glance, Swift 
Essex 05/04/2012 Nova, Glance, Swift, Horizon, Keystone 
Folsom 27/09/2012 Nova, Glance, Swift, Horizon, Keystone, Quantum, Cinder 
Grizzly 04/04/2013 Nova, Glance, Swift, Horizon, Keystone, Quantum, Cinder 
Havana 17/10/2013 Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer 
Icehouse 17/04/2014 Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer, Trove 
Juno 16/10/2014 Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer, Trove, Sahara 
Kilo 30/04/2015 Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer, Trove, Sahara, Ironic 
Liberty 16/10/2015 Nova, Glance, Swie, Sahara, Ironic, ... 
ft, Horizon, Keystone, Neutron, Cinder, Heat, Ceilometer, 
Trove,… 
Mitaka 07/04/2016 Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer, Trove, Sahara, Ironic, ... 
Newton 06/10/2016 Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer, Trove, Sahara, Ironic, ... 
Ocata 22/02/2017  Nova, Glance, Swift, Horizon, Keystone, Neutron, Cinder, 
Heat, Ceilometer, Trove, Sahara, Ironic, ... 
Pike Futura Pendiente de definición 
Queens Futura Pendiente de definición 
Tabla 48. Versiones de OpenStack con fecha de publicación y módulos para esa versión. 
 
Si se analizan los módulos que están incluidos en cada una de las versiones, se puede 
ver que las primeras versiones eran muy básicas y poco funcionales. 
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Anexo II – Configuración detallada de 
máquinas virtuales 
A continuación, se mostrarán los ficheros de configuración de cada uno de los 
elementos del entorno virtual que se ha desplegado para implementar el piloto. 
Conmutadores (redes KVM) 
Estos ficheros de configuración de las redes virtuales utilizadas en el piloto están 
ubicados en el nodo físico (el anfitrión KVM dexter.lab.inet). 
virbr1 (OS1_PROVISION) 
A continuación, se muestra el fichero de configuración para la red OS1_PROVISION. 
 
Este fichero es el siguiente: /etc/libvirt/qemu/networks/OS_provision.xml 
 
<network> 
 <name>OS_provision</name> 
 <uuid>ef184a51-5bca-43f1-b5a5-312b43eadeda</uuid> 
 <forward mode='route'/> 
 <bridge name='virbr1' stp='on' delay='0'/> 
 <mac address='52:54:00:17:e9:83'/> 
 <domain name='OS_provision'/> 
 <ip address='10.20.0.1' netmask='255.255.255.0'> 
 </ip> 
</network> 
virbr0 (OS1_PUBLICA) 
A continuación, se muestra el fichero de configuración para la red OS1_PUBLICA. 
 
Este fichero es el siguiente: /etc/libvirt/qemu/networks/OS_service.xml 
 
<network> 
 <name>OS_service</name> 
 <uuid>efa8e11e-95b8-41e6-8981-a4443781aa7f</uuid> 
 <forward mode='route'/> 
 <bridge name='virbr0' stp='on' delay='0'/> 
 <mac address='52:54:00:10:b8:d6'/> 
 <domain name='OS_service'/> 
 <ip address='172.16.0.1' netmask='255.255.255.0'> 
 </ip> 
</network> 
virbr2 (EX_MGMT) 
A continuación, se muestra el fichero de configuración para la red EX_MGMT. 
 
Este fichero es el siguiente: /etc/libvirt/qemu/networks/EX_management.xml 
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<network> 
 <name>EX_management</name> 
 <uuid>fcf3e59e-3c4a-44ab-b96d-75e74910b462</uuid> 
 <forward dev='enp5s0' mode='nat'> 
   <interface dev='enp5s0'/> 
 </forward> 
 <bridge name='virbr2' stp='on' delay='0'/> 
 <mac address='52:54:00:86:4e:a3'/> 
 <domain name='EX_management'/> 
 <ip address='192.168.100.1' netmask='255.255.255.0'> 
 </ip> 
</network> 
  
Máquinas virtuales 
Nodo gestor del cloud (Fuel) 
A continuación, se muestra el fichero de configuración para la máquina virtual que 
ejerce de nodo de gestor del cloud en el piloto. 
 
Solo hay una máquina virtual de este tipo que se llama: 
 
• Fuel Master. 
 
Este fichero es el siguiente: /etc/libvirt/qemu/fuel-master.xml 
 
<domain type='kvm'> 
 <name>fuel-master</name> 
 <uuid>2f2e2860-931a-405b-abbe-c16aa3d4a186</uuid> 
 <memory unit='KiB'>4194304</memory> 
 <currentMemory unit='KiB'>4194304</currentMemory> 
 <vcpu placement='static'>2</vcpu> 
 <os> 
   <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
   <bootmenu enable='no'/> 
 </os> 
 <features> 
   <acpi/> 
   <apic/> 
 </features> 
 <cpu mode='custom' match='exact'> 
   <model fallback='allow'>Westmere</model> 
 </cpu> 
 <clock offset='utc'> 
   <timer name='rtc' tickpolicy='catchup'/> 
   <timer name='pit' tickpolicy='delay'/> 
   <timer name='hpet' present='no'/> 
 </clock> 
 <on_poweroff>destroy</on_poweroff> 
 <on_reboot>restart</on_reboot> 
 <on_crash>restart</on_crash> 
 <pm> 
   <suspend-to-mem enabled='no'/> 
   <suspend-to-disk enabled='no'/> 
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 </pm> 
 <devices> 
   <emulator>/usr/libexec/qemu-kvm</emulator> 
   <disk type='file' device='cdrom'> 
     <driver name='qemu' type='raw'/> 
     <source file='/var/lib/libvirt/images/MirantisOpenStack-
9.0.iso'/> 
     <target dev='hda' bus='ide'/> 
     <readonly/> 
     <boot order='2'/> 
     <address type='drive' controller='0' bus='0' target='0' 
unit='0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/fuel-master.qcow2'/> 
     <target dev='vda' bus='virtio'/> 
     <boot order='1'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
   </disk> 
   <controller type='usb' index='0' model='ich9-ehci1'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci1'> 
     <master startport='0'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci2'> 
     <master startport='2'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci3'> 
     <master startport='4'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
   </controller> 
   <controller type='pci' index='0' model='pci-root'/> 
   <controller type='ide' index='0'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x01' 
function='0x1'/> 
   </controller> 
   <controller type='virtio-serial' index='0'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
   </controller> 
   <interface type='network'> 
     <mac address='52:54:00:81:c3:7d'/> 
     <source network='OS_provision'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:9b:f4:41'/> 
     <source network='EX_management'/> 
     <model type='virtio'/> 
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     <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:1c:62:59'/> 
     <source network='OS_service'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
   </interface> 
   <serial type='pty'> 
     <target port='0'/> 
   </serial> 
   <console type='pty'> 
     <target type='serial' port='0'/> 
   </console> 
   <channel type='unix'> 
     <target type='virtio' name='org.qemu.guest_agent.0'/> 
     <address type='virtio-serial' controller='0' bus='0' port='1'/> 
   </channel> 
   <channel type='spicevmc'> 
     <target type='virtio' name='com.redhat.spice.0'/> 
     <address type='virtio-serial' controller='0' bus='0' port='2'/> 
   </channel> 
   <input type='tablet' bus='usb'> 
     <address type='usb' bus='0' port='1'/> 
   </input> 
   <input type='mouse' bus='ps2'/> 
   <input type='keyboard' bus='ps2'/> 
   <graphics type='spice' autoport='yes'> 
     <listen type='address'/> 
   </graphics> 
   <video> 
     <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
   </video> 
   <redirdev bus='usb' type='spicevmc'> 
     <address type='usb' bus='0' port='2'/> 
   </redirdev> 
   <redirdev bus='usb' type='spicevmc'> 
     <address type='usb' bus='0' port='3'/> 
   </redirdev> 
   <memballoon model='virtio'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
   </memballoon> 
 </devices> 
</domain> 
  
  
Nodos de control/red 
A continuación, se muestran los ficheros de configuración para las máquinas virtuales 
que ejercen de nodos de control/red en el piloto. 
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Hay 3 máquinas virtuales de este tipo que se llaman: 
 
• Controller1. 
• Controller2. 
• Controller3. 
Controller1 
El fichero de configuración para la máquina que ejerce de controller1 es el siguiente: 
/etc/libvirt/qemu/controller1.xml 
 
<domain type='kvm'> 
 <name>controller1</name> 
 <uuid>f071bc7b-e223-4b2f-992f-23c140d4e613</uuid> 
 <memory unit='KiB'>6291456</memory> 
 <currentMemory unit='KiB'>5242880</currentMemory> 
 <vcpu placement='static'>2</vcpu> 
 <os> 
   <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
   <bootmenu enable='no'/> 
 </os> 
 <features> 
   <acpi/> 
   <apic/> 
 </features> 
 <cpu mode='custom' match='exact'> 
   <model fallback='allow'>Westmere</model> 
 </cpu> 
 <clock offset='utc'> 
   <timer name='rtc' tickpolicy='catchup'/> 
   <timer name='pit' tickpolicy='delay'/> 
   <timer name='hpet' present='no'/> 
 </clock> 
 <on_poweroff>destroy</on_poweroff> 
 <on_reboot>restart</on_reboot> 
 <on_crash>restart</on_crash> 
 <pm> 
   <suspend-to-mem enabled='no'/> 
   <suspend-to-disk enabled='no'/> 
 </pm> 
 <devices> 
   <emulator>/usr/libexec/qemu-kvm</emulator> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/controller1.qcow2'/> 
     <target dev='vda' bus='virtio'/> 
     <boot order='2'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
   </disk> 
   <controller type='usb' index='0' model='ich9-ehci1'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci1'> 
     <master startport='0'/> 
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     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci2'> 
     <master startport='2'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci3'> 
     <master startport='4'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
   </controller> 
   <controller type='pci' index='0' model='pci-root'/> 
   <controller type='virtio-serial' index='0'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
   </controller> 
   <interface type='network'> 
     <mac address='52:54:00:da:93:59'/> 
     <source network='OS_provision'/> 
     <model type='virtio'/> 
     <boot order='1'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:44:4c:41'/> 
     <source network='OS_provision'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:78:68:50'/> 
     <source network='OS_service'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:19:38:a7'/> 
     <source network='OS_service'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' 
function='0x0'/> 
   </interface> 
   <serial type='pty'> 
     <target port='0'/> 
   </serial> 
   <console type='pty'> 
     <target type='serial' port='0'/> 
   </console> 
   <channel type='spicevmc'> 
     <target type='virtio' name='com.redhat.spice.0'/> 
     <address type='virtio-serial' controller='0' bus='0' port='1'/> 
   </channel> 
   <input type='mouse' bus='ps2'/> 
   <input type='keyboard' bus='ps2'/> 
   <graphics type='spice' autoport='yes'> 
     <listen type='address'/> 
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   </graphics> 
   <video> 
     <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
   </video> 
   <redirdev bus='usb' type='spicevmc'> 
     <address type='usb' bus='0' port='1'/> 
   </redirdev> 
   <redirdev bus='usb' type='spicevmc'> 
     <address type='usb' bus='0' port='2'/> 
   </redirdev> 
   <memballoon model='virtio'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
   </memballoon> 
 </devices> 
</domain>  
Controller2 
El fichero de configuración para la máquina que ejerce de controller2 es el siguiente: 
/etc/libvirt/qemu/controller2.xml  
 
<domain type='kvm'> 
  <name>controller2</name> 
  <uuid>e5fef3fa-5a87-4472-9641-e507b61ee315</uuid> 
  <description>Openstack controller</description> 
  <memory unit='KiB'>6291456</memory> 
  <currentMemory unit='KiB'>4194304</currentMemory> 
  <vcpu placement='static'>2</vcpu> 
  <os> 
    <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
  </os> 
  <features> 
    <acpi/> 
    <apic/> 
  </features> 
  <cpu mode='custom' match='exact'> 
    <model fallback='allow'>Westmere</model> 
  </cpu> 
  <clock offset='utc'> 
    <timer name='rtc' tickpolicy='catchup'/> 
    <timer name='pit' tickpolicy='delay'/> 
    <timer name='hpet' present='no'/> 
  </clock> 
  <on_poweroff>destroy</on_poweroff> 
  <on_reboot>restart</on_reboot> 
  <on_crash>restart</on_crash> 
  <pm> 
    <suspend-to-mem enabled='no'/> 
    <suspend-to-disk enabled='no'/> 
  </pm> 
  <devices> 
    <emulator>/usr/libexec/qemu-kvm</emulator> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/controller2.qcow2'/> 
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      <target dev='vda' bus='virtio'/> 
      <boot order='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
    </disk> 
    <controller type='usb' index='0' model='ich9-ehci1'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci1'> 
      <master startport='0'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci2'> 
      <master startport='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci3'> 
      <master startport='4'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
    </controller> 
    <controller type='pci' index='0' model='pci-root'/> 
    <controller type='virtio-serial' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
    </controller> 
    <controller type='ide' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x01' 
function='0x1'/> 
    </controller> 
    <interface type='network'> 
      <mac address='52:54:00:24:1d:6b'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <boot order='1'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:97:ae:89'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:1d:c9:37'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:35:01:2a'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' 
function='0x0'/> 
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    </interface> 
    <serial type='pty'> 
      <target port='0'/> 
    </serial> 
    <console type='pty'> 
      <target type='serial' port='0'/> 
    </console> 
    <channel type='spicevmc'> 
      <target type='virtio' name='com.redhat.spice.0'/> 
      <address type='virtio-serial' controller='0' bus='0' port='1'/> 
    </channel> 
    <input type='mouse' bus='ps2'/> 
    <input type='keyboard' bus='ps2'/> 
    <graphics type='spice' autoport='yes'> 
      <listen type='address'/> 
    </graphics> 
    <video> 
      <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
    </video> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='1'/> 
    </redirdev> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='2'/> 
    </redirdev> 
    <memballoon model='virtio'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
    </memballoon> 
  </devices> 
</domain> 
Controller3 
El fichero de configuración para la máquina que ejerce de controller3 es el siguiente: 
/etc/libvirt/qemu/controller3.xml  
 
<domain type='kvm'> 
  <name>controller3</name> 
  <uuid>ea3222a8-b738-4cd5-be33-6a7260949eae</uuid> 
  <memory unit='KiB'>6291456</memory> 
  <currentMemory unit='KiB'>4194304</currentMemory> 
  <vcpu placement='static'>2</vcpu> 
  <os> 
    <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
  </os> 
  <features> 
    <acpi/> 
    <apic/> 
  </features> 
  <cpu mode='custom' match='exact'> 
    <model fallback='allow'>Westmere</model> 
  </cpu> 
  <clock offset='utc'> 
    <timer name='rtc' tickpolicy='catchup'/> 
    <timer name='pit' tickpolicy='delay'/> 
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    <timer name='hpet' present='no'/> 
  </clock> 
  <on_poweroff>destroy</on_poweroff> 
  <on_reboot>restart</on_reboot> 
  <on_crash>restart</on_crash> 
  <pm> 
    <suspend-to-mem enabled='no'/> 
    <suspend-to-disk enabled='no'/> 
  </pm> 
  <devices> 
    <emulator>/usr/libexec/qemu-kvm</emulator> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/controller3.qcow2'/> 
      <target dev='vda' bus='virtio'/> 
      <boot order='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
    </disk> 
    <controller type='usb' index='0' model='ich9-ehci1'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci1'> 
      <master startport='0'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci2'> 
      <master startport='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci3'> 
      <master startport='4'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
    </controller> 
    <controller type='pci' index='0' model='pci-root'/> 
    <controller type='virtio-serial' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
    </controller> 
    <controller type='ide' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x01' 
function='0x1'/> 
    </controller> 
    <interface type='network'> 
      <mac address='52:54:00:1d:8b:95'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <boot order='1'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:e6:17:02'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
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    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:60:f5:1e'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:4c:71:1c'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' 
function='0x0'/> 
    </interface> 
    <serial type='pty'> 
      <target port='0'/> 
    </serial> 
    <console type='pty'> 
      <target type='serial' port='0'/> 
    </console> 
    <channel type='spicevmc'> 
      <target type='virtio' name='com.redhat.spice.0'/> 
      <address type='virtio-serial' controller='0' bus='0' port='1'/> 
    </channel> 
    <input type='mouse' bus='ps2'/> 
    <input type='keyboard' bus='ps2'/> 
    <graphics type='spice' autoport='yes'> 
      <listen type='address'/> 
    </graphics> 
    <video> 
      <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
    </video> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='1'/> 
    </redirdev> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='2'/> 
    </redirdev> 
    <memballoon model='virtio'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
    </memballoon> 
  </devices> 
</domain> 
Nodos de cómputo/almacenamiento 
A continuación, se muestran los ficheros de configuración para las máquinas virtuales 
que ejercen de nodos de cómputo/almacenamiento en el piloto. 
 
Hay 3 máquinas virtuales de este tipo que se llaman: 
 
• Compute1. 
• Compute2. 
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• Compute3. 
Compute1 
El fichero de configuración para la máquina que ejerce de compute1 es el siguiente: 
/etc/libvirt/qemu/compute1.xml 
 
<domain type='kvm'> 
 <name>compute1</name> 
 <uuid>9372c35c-0e32-466f-b706-837b498ff706</uuid> 
 <memory unit='KiB'>4194304</memory> 
 <currentMemory unit='KiB'>4194304</currentMemory> 
 <vcpu placement='static'>2</vcpu> 
 <os> 
   <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
 </os> 
 <features> 
   <acpi/> 
   <apic/> 
 </features> 
 <cpu mode='custom' match='exact'> 
   <model fallback='allow'>Westmere</model> 
 </cpu> 
 <clock offset='utc'> 
   <timer name='rtc' tickpolicy='catchup'/> 
   <timer name='pit' tickpolicy='delay'/> 
   <timer name='hpet' present='no'/> 
 </clock> 
 <on_poweroff>destroy</on_poweroff> 
 <on_reboot>restart</on_reboot> 
 <on_crash>restart</on_crash> 
 <pm> 
   <suspend-to-mem enabled='no'/> 
   <suspend-to-disk enabled='no'/> 
 </pm> 
 <devices> 
   <emulator>/usr/libexec/qemu-kvm</emulator> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1.qcow2'/> 
     <target dev='vda' bus='virtio'/> 
     <boot order='2'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-1.qcow2'/> 
     <target dev='vdb' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-2.qcow2'/> 
     <target dev='vdc' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' 
function='0x0'/> 
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   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-3.qcow2'/> 
     <target dev='vdd' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0b' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-4.qcow2'/> 
     <target dev='vde' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0c' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-5.qcow2'/> 
     <target dev='vdf' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0d' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-6.qcow2'/> 
     <target dev='vdg' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0e' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-7.qcow2'/> 
     <target dev='vdh' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x0f' 
function='0x0'/> 
   </disk> 
   <disk type='file' device='disk'> 
     <driver name='qemu' type='qcow2'/> 
     <source file='/var/lib/libvirt/images/compute1-8.qcow2'/> 
     <target dev='vdi' bus='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x12' 
function='0x0'/> 
   </disk> 
   <controller type='usb' index='0' model='ich9-ehci1'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci1'> 
     <master startport='0'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci2'> 
     <master startport='2'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
   </controller> 
   <controller type='usb' index='0' model='ich9-uhci3'> 
     <master startport='4'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
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   </controller> 
   <controller type='pci' index='0' model='pci-root'/> 
   <controller type='virtio-serial' index='0'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
   </controller> 
   <interface type='network'> 
     <mac address='52:54:00:bb:86:ae'/> 
     <source network='OS_provision'/> 
     <model type='virtio'/> 
     <boot order='1'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:af:3e:01'/> 
     <source network='OS_provision'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:46:da:f6'/> 
     <source network='OS_service'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x10' 
function='0x0'/> 
   </interface> 
   <interface type='network'> 
     <mac address='52:54:00:02:e2:4c'/> 
     <source network='OS_service'/> 
     <model type='virtio'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x11' 
function='0x0'/> 
   </interface> 
   <serial type='pty'> 
     <target port='0'/> 
   </serial> 
   <console type='pty'> 
     <target type='serial' port='0'/> 
   </console> 
   <channel type='spicevmc'> 
     <target type='virtio' name='com.redhat.spice.0'/> 
     <address type='virtio-serial' controller='0' bus='0' port='1'/> 
   </channel> 
   <input type='mouse' bus='ps2'/> 
   <input type='keyboard' bus='ps2'/> 
   <graphics type='spice' autoport='yes'> 
     <listen type='address'/> 
   </graphics> 
   <video> 
     <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
   </video> 
   <redirdev bus='usb' type='spicevmc'> 
     <address type='usb' bus='0' port='1'/> 
   </redirdev> 
   <redirdev bus='usb' type='spicevmc'> 
     <address type='usb' bus='0' port='2'/> 
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   </redirdev> 
   <memballoon model='virtio'> 
     <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
   </memballoon> 
 </devices> 
</domain> 
Compute2 
El fichero de configuración para la máquina que ejerce de compute2 es el siguiente: 
/etc/libvirt/qemu/compute2.xml 
 
<domain type='kvm'> 
  <name>compute2</name> 
  <uuid>d17fd1c8-1d51-4ddf-b6ef-72058d0765cd</uuid> 
  <memory unit='KiB'>4194304</memory> 
  <currentMemory unit='KiB'>4194304</currentMemory> 
  <vcpu placement='static'>2</vcpu> 
  <os> 
    <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
  </os> 
  <features> 
    <acpi/> 
    <apic/> 
  </features> 
  <cpu mode='custom' match='exact'> 
    <model fallback='allow'>Westmere</model> 
  </cpu> 
  <clock offset='utc'> 
    <timer name='rtc' tickpolicy='catchup'/> 
    <timer name='pit' tickpolicy='delay'/> 
    <timer name='hpet' present='no'/> 
  </clock> 
  <on_poweroff>destroy</on_poweroff> 
  <on_reboot>restart</on_reboot> 
  <on_crash>restart</on_crash> 
  <pm> 
    <suspend-to-mem enabled='no'/> 
    <suspend-to-disk enabled='no'/> 
  </pm> 
  <devices> 
    <emulator>/usr/libexec/qemu-kvm</emulator> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2.qcow2'/> 
      <target dev='vda' bus='virtio'/> 
      <boot order='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-1.qcow2'/> 
      <target dev='vdb' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
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      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-2.qcow2'/> 
      <target dev='vdc' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-3.qcow2'/> 
      <target dev='vdd' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0b' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-4.qcow2'/> 
      <target dev='vde' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0c' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-5.qcow2'/> 
      <target dev='vdf' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0d' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-6.qcow2'/> 
      <target dev='vdg' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0e' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-7.qcow2'/> 
      <target dev='vdh' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0f' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute2-8.qcow2'/> 
      <target dev='vdi' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x12' 
function='0x0'/> 
    </disk> 
    <controller type='usb' index='0' model='ich9-ehci1'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci1'> 
      <master startport='0'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci2'> 
      <master startport='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
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    </controller> 
    <controller type='usb' index='0' model='ich9-uhci3'> 
      <master startport='4'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
    </controller> 
    <controller type='pci' index='0' model='pci-root'/> 
    <controller type='virtio-serial' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
    </controller> 
    <controller type='ide' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x01' 
function='0x1'/> 
    </controller> 
    <interface type='network'> 
      <mac address='52:54:00:a4:0e:da'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <boot order='1'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:63:42:fc'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:0b:1b:cf'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x10' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:1a:b0:ef'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x11' 
function='0x0'/> 
    </interface> 
    <serial type='pty'> 
      <target port='0'/> 
    </serial> 
    <console type='pty'> 
      <target type='serial' port='0'/> 
    </console> 
    <channel type='spicevmc'> 
      <target type='virtio' name='com.redhat.spice.0'/> 
      <address type='virtio-serial' controller='0' bus='0' port='1'/> 
    </channel> 
    <input type='mouse' bus='ps2'/> 
    <input type='keyboard' bus='ps2'/> 
    <graphics type='spice' autoport='yes'> 
      <listen type='address'/> 
    </graphics> 
    <video> 
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      <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
    </video> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='1'/> 
    </redirdev> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='2'/> 
    </redirdev> 
    <memballoon model='virtio'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
    </memballoon> 
  </devices> 
</domain> 
 
Compute3 
El fichero de configuración para la máquina que ejerce de compute3 es el siguiente: 
/etc/libvirt/qemu/compute3.xml 
<domain type='kvm'> 
  <name>compute3</name> 
  <uuid>ee33803e-5655-4522-be64-30d63eac23cd</uuid> 
  <memory unit='KiB'>4194304</memory> 
  <currentMemory unit='KiB'>4194304</currentMemory> 
  <vcpu placement='static'>2</vcpu> 
  <os> 
    <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 
    <bootmenu enable='no'/> 
  </os> 
  <features> 
    <acpi/> 
    <apic/> 
  </features> 
  <cpu mode='custom' match='exact'> 
    <model fallback='allow'>Westmere</model> 
  </cpu> 
  <clock offset='utc'> 
    <timer name='rtc' tickpolicy='catchup'/> 
    <timer name='pit' tickpolicy='delay'/> 
    <timer name='hpet' present='no'/> 
  </clock> 
  <on_poweroff>destroy</on_poweroff> 
  <on_reboot>restart</on_reboot> 
  <on_crash>restart</on_crash> 
  <pm> 
    <suspend-to-mem enabled='no'/> 
    <suspend-to-disk enabled='no'/> 
  </pm> 
  <devices> 
    <emulator>/usr/libexec/qemu-kvm</emulator> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3.qcow2'/> 
      <target dev='vda' bus='virtio'/> 
      <boot order='2'/> 
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      <address type='pci' domain='0x0000' bus='0x00' slot='0x05' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-1.qcow2'/> 
      <target dev='vdb' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x08' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-2.qcow2'/> 
      <target dev='vdc' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-3.qcow2'/> 
      <target dev='vdd' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0b' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-4.qcow2'/> 
      <target dev='vde' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0c' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-5.qcow2'/> 
      <target dev='vdf' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0d' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-6.qcow2'/> 
      <target dev='vdg' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0e' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-7.qcow2'/> 
      <target dev='vdh' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x0f' 
function='0x0'/> 
    </disk> 
    <disk type='file' device='disk'> 
      <driver name='qemu' type='qcow2'/> 
      <source file='/var/lib/libvirt/images/compute3-8.qcow2'/> 
      <target dev='vdi' bus='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x12' 
function='0x0'/> 
    </disk> 
    <controller type='usb' index='0' model='ich9-ehci1'> 
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      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x7'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci1'> 
      <master startport='0'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x0' multifunction='on'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci2'> 
      <master startport='2'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x1'/> 
    </controller> 
    <controller type='usb' index='0' model='ich9-uhci3'> 
      <master startport='4'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' 
function='0x2'/> 
    </controller> 
    <controller type='pci' index='0' model='pci-root'/> 
    <controller type='virtio-serial' index='0'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x06' 
function='0x0'/> 
    </controller> 
    <interface type='network'> 
      <mac address='52:54:00:68:a0:a7'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <boot order='1'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x03' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:b5:c1:b4'/> 
      <source network='OS_provision'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x04' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:b4:12:ca'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x10' 
function='0x0'/> 
    </interface> 
    <interface type='network'> 
      <mac address='52:54:00:9c:4f:76'/> 
      <source network='OS_service'/> 
      <model type='virtio'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x11' 
function='0x0'/> 
    </interface> 
    <serial type='pty'> 
      <target port='0'/> 
    </serial> 
    <console type='pty'> 
      <target type='serial' port='0'/> 
    </console> 
    <channel type='spicevmc'> 
      <target type='virtio' name='com.redhat.spice.0'/> 
      <address type='virtio-serial' controller='0' bus='0' port='1'/> 
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    </channel> 
    <input type='mouse' bus='ps2'/> 
    <input type='keyboard' bus='ps2'/> 
    <graphics type='spice' autoport='yes'> 
      <listen type='address'/> 
    </graphics> 
    <video> 
      <model type='qxl' ram='65536' vram='65536' vgamem='16384' 
heads='1' primary='yes'/> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x02' 
function='0x0'/> 
    </video> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='1'/> 
    </redirdev> 
    <redirdev bus='usb' type='spicevmc'> 
      <address type='usb' bus='0' port='2'/> 
    </redirdev> 
    <memballoon model='virtio'> 
      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' 
function='0x0'/> 
    </memballoon> 
  </devices> 
</domain> 
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Anexo III – Configuración detallada de 
Entidad Certificadora 
Instalación 
El único software necesario es la utilidad openSSL y sus librerías que instalamos del 
repositorio oficial de CentOS mediante: 
  
[root@dexter ~]# yum install openssl 
 
Los paquetes que se instalan son los siguientes: 
 
openssl.1.0.1e-60.el7.x86_64 
openssl-libs.1.0.1e-60.el7.x86_64 
Configuración 
Crear una CA consiste en generar una serie de certificados y ficheros ASCII de control.  
 
Por tanto, no requiere de ningún otro software específico, si bien algunas partes, se han 
automatizado mediante shell scripts elaborados para este piloto que se detallan más 
adelante. 
Certificado raíz 
Creación de la estructura de directorios 
Creamos un directorio como repositorio.  
 
Posteriormente, se crean los ficheros de control que nos proporcionan el índice de 
generación de los distintos certificados y el número de serie asignado a los certificados 
que se generen.  
 
Inicializamos poniendo el número 1000 como comienzo de la secuencia. 
  
[root@dexter ~]# mkdir -p /root/ca/{cert,crl,private} 
[root@dexter ~]# cd ca 
[root@dexter ca]# touch index.txt 
[root@dexter ca]# echo 1000 > serial 
  
Necesitamos crear la configuración para la utilidad openssl con la parametrización de 
opciones y ubicaciones.  
 
Para ello copiamos de una plantilla que editamos de la siguiente manera en el fichero 
/root/ca/openssl.cnf 
 
 
# OpenSSL root CA configuration file. 
[ ca ] 
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# `man ca` 
default_ca = CA_default 
  
[ CA_default ] 
# Directory and file locations. 
dir               = /root/ca 
certs             = $dir/certs 
crl_dir           = $dir/crl 
new_certs_dir     = $dir/newcerts 
database          = $dir/index.txt 
serial            = $dir/serial 
RANDFILE          = $dir/private/.rand 
  
# The root key and root certificate. 
private_key       = $dir/private/ca.key.pem 
certificate       = $dir/certs/ca.cert.pem 
  
# For certificate revocation lists. 
crlnumber         = $dir/crlnumber 
crl               = $dir/crl/ca.crl.pem 
crl_extensions    = crl_ext 
default_crl_days  = 30 
  
# SHA-1 is deprecated, so use SHA-2 instead. 
default_md        = sha256 
  
name_opt          = ca_default 
cert_opt          = ca_default 
default_days      = 375 
preserve          = no 
policy            = policy_strict 
  
[ policy_strict ] 
# The root CA should only sign intermediate certificates that match. 
# See the POLICY FORMAT section of `man ca`. 
countryName             = match 
stateOrProvinceName     = match 
organizationName        = match 
organizationalUnitName  = optional 
commonName              = supplied 
emailAddress            = optional 
  
[ policy_loose ] 
# Allow the intermediate CA to sign a more diverse range of 
certificates. 
# See the POLICY FORMAT section of the `ca` man page. 
countryName             = optional 
stateOrProvinceName     = optional 
localityName            = optional 
organizationName        = optional 
organizationalUnitName  = optional 
commonName              = supplied 
emailAddress            = optional 
  
[ req ] 
# Options for the `req` tool (`man req`). 
default_bits        = 2048 
distinguished_name  = req_distinguished_name 
string_mask         = utf8only 
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# SHA-1 is deprecated, so use SHA-2 instead. 
default_md          = sha256 
  
# Extension to add when the -x509 option is used. 
x509_extensions     = v3_ca 
  
[ req_distinguished_name ] 
# See <https://en.wikipedia.org/wiki/Certificate_signing_request>. 
countryName                     = Country Name (2 letter code) 
stateOrProvinceName             = State or Province Name 
localityName                    = Locality Name 
0.organizationName              = Organization Name 
organizationalUnitName          = Organizational Unit Name 
commonName                      = Common Name 
emailAddress                    = Email Address 
  
# Optionally, specify some defaults. 
countryName_default             = ES 
stateOrProvinceName_default     = Madrid 
localityName_default            = Madrid 
0.organizationName_default      = Dexter Laboratory 
organizationalUnitName_default  = Dexter Laboratory Certificate 
Authority 
emailAddress_default            = admin@lab.inet 
  
[ v3_ca ] 
# Extensions for a typical CA (`man x509v3_config`). 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid:always,issuer 
basicConstraints = critical, CA:true 
keyUsage = critical, digitalSignature, cRLSign, keyCertSign 
  
[ v3_intermediate_ca ] 
# Extensions for a typical intermediate CA (`man x509v3_config`). 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid:always,issuer 
basicConstraints = critical, CA:true, pathlen:0 
keyUsage = critical, digitalSignature, cRLSign, keyCertSign 
  
[ usr_cert ] 
# Extensions for client certificates (`man x509v3_config`). 
basicConstraints = CA:FALSE 
nsCertType = client, email 
nsComment = "OpenSSL Generated Client Certificate" 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid,issuer 
keyUsage = critical, nonRepudiation, digitalSignature, keyEncipherment 
extendedKeyUsage = clientAuth, emailProtection 
  
[ server_cert ] 
# Extensions for server certificates (`man x509v3_config`). 
basicConstraints = CA:FALSE 
nsCertType = server 
nsComment = "OpenSSL Generated Server Certificate" 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid,issuer:always 
keyUsage = critical, digitalSignature, keyEncipherment 
extendedKeyUsage = serverAuth 
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[ crl_ext ] 
# Extension for CRLs (`man x509v3_config`). 
authorityKeyIdentifier=keyid:always 
  
[ ocsp ] 
# Extension for OCSP signing certificates (`man ocsp`). 
basicConstraints = CA:FALSE 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid,issuer 
keyUsage = critical, digitalSignature 
extendedKeyUsage = critical, OCSPSigning  
Generación de la clave privada 
Para la generación de la clave privada ejecutamos el siguiente comando e introducimos 
la palabra de paso para esa clave: 
 
[root@dexter ca]# openssl genrsa -aes256 -out private/ca.key.pem 4096 
Generating RSA private key, 4096 bit long modulus 
......................................................................
............................++ 
................++ 
e is 65537 (0x10001) 
Enter pass phrase for private/ca.key.pem: ****** 
Verifying - Enter pass phrase for private/ca.key.pem: ***** 
Generación del certificado 
Creamos el certificado con una validez de 20 años: 
 
[root@dexter ca]# openssl req -config openssl.cnf -key 
private/ca.key.pem -new -x509 -days 7300 -sha256 -extensions v3_ca -
out certs/ca.cert.pem 
Enter pass phrase for private/ca.key.pem: ****** 
You are about to be asked to enter information that will be 
incorporated 
into your certificate request. 
What you are about to enter is what is called a Distinguished Name or 
a DN. 
There are quite a few fields but you can leave some blank 
For some fields there will be a default value, 
If you enter '.', the field will be left blank. 
----- 
Country Name (2 letter code) [ES]:   
State or Province Name [Madrid]: 
Locality Name [Madrid]: 
Organization Name [Dexter Laboratory]: 
Organizational Unit Name [Dexter Laboratory Certificate Authority]: 
Common Name []:Dexter Laboratory CA 
Email Address [admin@lab.inet]: 
  
Aplicamos permisos necesarios y verificamos la generación: 
 
[root@dexter ca]# chmod 444 certs/ca.cert.pem 
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[root@dexter ca]# openssl x509 -noout -text -in certs/ca.cert.pem 
Certificate: 
   Data: 
       Version: 3 (0x2) 
       Serial Number: 14100010587672362259 (0xc3ad4ceca7753d13) 
   Signature Algorithm: sha256WithRSAEncryption 
       Issuer: C=ES, ST=Madrid, L=Madrid, O=Dexter Laboratory, 
OU=Dexter Laboratory Certificate Authority, CN=Dexter Laboratory 
CA/emailAddress=admin@lab.inet 
       Validity 
           Not Before: Jan 28 17:06:45 2017 GMT 
           Not After : Jan 23 17:06:45 2037 GMT 
       Subject: C=ES, ST=Madrid, L=Madrid, O=Dexter Laboratory, 
OU=Dexter Laboratory Certificate Authority, CN=Dexter Laboratory 
CA/emailAddress=admin@lab.inet 
       Subject Public Key Info: 
      ... 
Certificado intermedio 
Creación de la estructura de directorios 
Creamos un directorio como repositorio.  
 
Se crean los ficheros de control que nos proporcionan el índice de generación de los 
distintos certificados y el número de serie asignado a los certificados que se generen.  
 
Inicializamos, por tanto: 
  
[root@dexter ca]# mkdir -p 
/root/ca/intermediate{certs,crl,csr,newcerts,private} 
[root@dexter ca]# cd /root/ca/intermediate 
[root@dexter intermediate]# chmod 700 private 
[root@dexter intermediate]# touch index.txt 
[root@dexter intermediate]# echo 1000 > serial 
[root@dexter intermediate]# echo 1000 > 
/root/ca/intermediate/crlnumber 
  
Editamos un fichero de configuración reflejando esta estructura de directorios. En este 
caso el fichero /root/ca/intermediate/openssl.cnf 
 
# OpenSSL intermediate CA configuration file. 
[ ca ] 
# `man ca` 
default_ca = CA_default 
  
[ CA_default ] 
# Directory and file locations. 
dir               = /root/ca/intermediate 
certs             = $dir/certs 
crl_dir           = $dir/crl 
new_certs_dir     = $dir/newcerts 
database          = $dir/index.txt 
serial            = $dir/serial 
RANDFILE          = $dir/private/.rand 
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# The root key and root certificate. 
private_key       = $dir/private/intermediate.key.pem 
certificate       = $dir/certs/intermediate.cert.pem 
  
# For certificate revocation lists. 
crlnumber         = $dir/crlnumber 
crl               = $dir/crl/intermediate.crl.pem 
crl_extensions    = crl_ext 
default_crl_days  = 30 
  
# SHA-1 is deprecated, so use SHA-2 instead. 
default_md        = sha256 
  
name_opt          = ca_default 
cert_opt          = ca_default 
default_days      = 375 
preserve          = no 
policy            = policy_loose 
  
[ policy_strict ] 
# The root CA should only sign intermediate certificates that match. 
# See the POLICY FORMAT section of `man ca`. 
countryName             = match 
stateOrProvinceName     = match 
organizationName        = match 
organizationalUnitName  = optional 
commonName              = supplied 
emailAddress            = optional 
  
[ policy_loose ] 
# Allow the intermediate CA to sign a more diverse range of 
certificates. 
# See the POLICY FORMAT section of the `ca` man page. 
countryName             = optional 
stateOrProvinceName     = optional 
localityName            = optional 
organizationName        = optional 
organizationalUnitName  = optional 
commonName              = supplied 
emailAddress            = optional 
  
[ req ] 
# Options for the `req` tool (`man req`). 
default_bits        = 2048 
distinguished_name  = req_distinguished_name 
string_mask         = utf8only 
  
# SHA-1 is deprecated, so use SHA-2 instead. 
default_md          = sha256 
  
# Extension to add when the -x509 option is used. 
x509_extensions     = v3_ca 
  
[ req_distinguished_name ] 
# See <https://en.wikipedia.org/wiki/Certificate_signing_request>. 
countryName                     = Country Name (2 letter code) 
stateOrProvinceName             = State or Province Name 
localityName                    = Locality Name 
0.organizationName              = Organization Name 
organizationalUnitName          = Organizational Unit Name 
commonName                      = Common Name 
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emailAddress                    = Email Address 
  
# Optionally, specify some defaults. 
countryName_default             = ES 
stateOrProvinceName_default     = Madrid 
localityName_default            = Madrid 
0.organizationName_default      = Dexter Laboratory 
organizationalUnitName_default  = Dexter Laboratory Ceritificate 
Authority 
emailAddress_default            = admin@lab.inet 
  
[ v3_ca ] 
# Extensions for a typical CA (`man x509v3_config`). 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid:always,issuer 
basicConstraints = critical, CA:true 
keyUsage = critical, digitalSignature, cRLSign, keyCertSign 
  
[ v3_intermediate_ca ] 
# Extensions for a typical intermediate CA (`man x509v3_config`). 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid:always,issuer 
basicConstraints = critical, CA:true, pathlen:0 
keyUsage = critical, digitalSignature, cRLSign, keyCertSign 
  
[ usr_cert ] 
# Extensions for client certificates (`man x509v3_config`). 
basicConstraints = CA:FALSE 
nsCertType = client, email 
nsComment = "OpenSSL Generated Client Certificate" 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid,issuer 
keyUsage = critical, nonRepudiation, digitalSignature, keyEncipherment 
extendedKeyUsage = clientAuth, emailProtection 
  
[ server_cert ] 
# Extensions for server certificates (`man x509v3_config`). 
basicConstraints = CA:FALSE 
nsCertType = server 
nsComment = "OpenSSL Generated Server Certificate" 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid,issuer:always 
keyUsage = critical, digitalSignature, keyEncipherment 
extendedKeyUsage = serverAuth 
  
[ crl_ext ] 
# Extension for CRLs (`man x509v3_config`). 
authorityKeyIdentifier=keyid:always 
  
[ ocsp ] 
# Extension for OCSP signing certificates (`man ocsp`). 
basicConstraints = CA:FALSE 
subjectKeyIdentifier = hash 
authorityKeyIdentifier = keyid,issuer 
keyUsage = critical, digitalSignature 
extendedKeyUsage = critical, OCSPSigning 
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Generación de la clave privada 
Para la generación de la clave privada ejecutamos el siguiente comando e introducimos 
la palabra de paso para esa clave: 
 
[root@dexter intermediate]# cd /root/ca 
[root@dexter ca]# openssl genrsa -aes256  -out 
intermediate/private/intermediate.key.pem 4096 
Generating RSA private key, 4096 bit long modulus 
..++ 
....................++ 
e is 65537 (0x10001) 
Enter pass phrase for intermediate/private/intermediate.key.pem: 
****** 
Verifying - Enter pass phrase for 
intermediate/private/intermediate.key.pem: ****** 
[root@dexter ca]# chmod 400 intermediate/private/intermediate.key.pem 
****** 
Generación de la petición del certificado intermedio 
Ejecutamos los siguientes comandos para la generación de la petición del certificado 
intermedio. 
 
[root@dexter ca]# cd /root/ca 
 
[root@dexter ca]# openssl req -config intermediate/openssl.cnf -new -
sha256 \ 
>       -key intermediate/private/intermediate.key.pem \ 
>       -out intermediate/csr/intermediate.csr.pem 
Enter pass phrase for intermediate/private/intermediate.key.pem: 
****** 
You are about to be asked to enter information that will be 
incorporated 
into your certificate request. 
What you are about to enter is what is called a Distinguished Name or 
a DN. 
There are quite a few fields but you can leave some blank 
For some fields there will be a default value, 
If you enter '.', the field will be left blank. 
----- 
Country Name (2 letter code) [ES]: 
State or Province Name [Madrid]: 
Locality Name [Madrid]: 
Organization Name [Dexter Laboratory]: 
Organizational Unit Name [Dexter Laboratory Ceritificate Authority]: 
Common Name []:Dexter Laboratory Intermediate CA 
Email Address [admin@lab.inet]: 
  
[root@dexter ca]# openssl req -config intermediate/openssl.cnf -new -
sha256 \ 
>       -key intermediate/private/intermediate.key.pem \ 
>       -out intermediate/csr/intermediate.csr.pem 
Enter pass phrase for intermediate/private/intermediate.key.pem: 
****** 
You are about to be asked to enter information that will be 
incorporated 
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into your certificate request. 
What you are about to enter is what is called a Distinguished Name or 
a DN. 
There are quite a few fields but you can leave some blank 
For some fields there will be a default value, 
If you enter '.', the field will be left blank. 
----- 
Country Name (2 letter code) [ES]: 
State or Province Name [Madrid]: 
Locality Name [Madrid]: 
Organization Name [Dexter Laboratory]: 
Organizational Unit Name [Dexter Laboratory Ceritificate Authority]: 
Common Name []:Dexter Laboratory Intermediate CA 
Email Address [admin@lab.inet]: 
  
[root@dexter ca]# cd /root/ca 
 
[root@dexter ca]# openssl ca -config openssl.cnf -extensions 
v3_intermediate_ca \ 
>       -days 3650 -notext -md sha256 \ 
>       -in intermediate/csr/intermediate.csr.pem \ 
>       -out intermediate/certs/intermediate.cert.pem 
Using configuration from openssl.cnf 
Enter pass phrase for /root/ca/private/ca.key.pem: ****** 
Check that the request matches the signature 
Signature ok 
Certificate Details: 
       Serial Number: 4096 (0x1000) 
       Validity 
           Not Before: Jan 28 17:14:19 2017 GMT 
           Not After : Jan 26 17:14:19 2027 GMT 
       Subject: 
           countryName               = ES 
           stateOrProvinceName       = Madrid 
           organizationName          = Dexter Laboratory 
           organizationalUnitName    = Dexter Laboratory Ceritificate 
Authority 
           commonName                = Dexter Laboratory Intermediate 
CA 
           emailAddress              = admin@lab.inet 
       X509v3 extensions: 
           X509v3 Subject Key Identifier:  
               13:8F:4B:FC:9A:04:C0:55:7D:E7:5F:E6:A5:7D:77:CB:8E:40:9
F:DB 
           X509v3 Authority Key Identifier:  
               keyid:BC:25:49:6E:80:29:68:EC:6A:BC:47:0F:DE:A4:3D:27:5
7:04:36:D1 
  
           X509v3 Basic Constraints: critical 
               CA:TRUE, pathlen:0 
           X509v3 Key Usage: critical 
               Digital Signature, Certificate Sign, CRL Sign 
Certificate is to be certified until Jan 26 17:14:19 2027 GMT (3650 
days) 
Sign the certificate? [y/n]:y 
  
  
1 out of 1 certificate requests certified, commit? [y/n]y 
Write out database with 1 new entries 
Data Base Updated 
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[root@dexter ca]#  chmod 444 intermediate/certs/intermediate.cert.pem 
 
[root@dexter ca]# cat index.txt 
V 270126171419Z  1000 unknown
 /C=ES/ST=Madrid/O=Dexter Laboratory/OU=Dexter Laboratory 
Ceritificate Authority/CN=Dexter Laboratory Intermediate 
CA/emailAddress=admin@lab.inet 
  
  
[root@dexter ca]# openssl x509 -noout -text \ 
>       -in intermediate/certs/intermediate.cert.pem 
Certificate: 
   Data: 
       Version: 3 (0x2) 
       Serial Number: 4096 (0x1000) 
   Signature Algorithm: sha256WithRSAEncryption 
       Issuer: C=ES, ST=Madrid, L=Madrid, O=Dexter Laboratory, 
OU=Dexter Laboratory Certificate Authority, CN=Dexter Laboratory 
CA/emailAddress=admin@lab.inet 
       Validity 
           Not Before: Jan 28 17:14:19 2017 GMT 
           Not After : Jan 26 17:14:19 2027 GMT 
       Subject: C=ES, ST=Madrid, O=Dexter Laboratory, OU=Dexter 
Laboratory Ceritificate Authority, CN=Dexter Laboratory Intermediate 
CA/emailAddress=admin@lab.inet 
       Subject Public Key Info: 
           Public Key Algorithm: rsaEncryption 
               Public-Key: (4096 bit) 
               Modulus: 
                   00:a3:11:d0:6b:2a:60:ce:a8:a4:4a:e2:96:56:61: 
                   c5:94:e4:ae:18:57:05:65:8e:c7:bc:8e:7a:3a:d7: 
                   b4:ee:30:5e:aa:39:f2:2e:30:2e:91:b4:5e:0c:2f: 
                   d3:33:ed:3b:29:bb:5c:3d:aa:54:f2:f6:3c:8f:db: 
                   72:05:d0:1d:7f:08:f9:8b:58:e8:3d:05:72:52:c3: 
                   85:ad:57:95:2f:37:2b:88:cf:e6:ad:e2:2d:35:a0: 
                   dd:c6:02:3f:fb:b9:aa:64:44:5c:00:59:e0:20:71: 
                   06:c8:98:cb:a1:6e:d5:c1:f0:e5:a2:b0:6a:54:9a: 
                   5d:1c:bb:30:34:f7:fd:0e:97:7c:4d:85:bf:27:c6: 
                   98:22:17:cf:93:d0:41:74:b6:4b:b2:43:fa:65:b5: 
                   05:fd:a4:a4:4e:07:90:b9:d8:ac:9d:6d:9f:2b:81: 
                   6f:95:30:51:37:f0:cb:1a:84:dd:b2:b5:62:5c:77: 
                   70:84:bb:c4:5f:c2:8f:e8:e6:11:95:8d:b4:e2:28: 
                   f3:fc:39:bc:d0:14:34:8b:a9:18:a0:16:63:6b:f7: 
                   05:fc:8d:0e:f6:ba:2f:c4:b3:dd:a6:ec:36:5f:0e: 
                   d8:6e:54:34:c6:1f:01:79:cf:74:4a:2a:d8:5f:50: 
                   8d:2e:e2:0b:5b:00:85:07:6a:bb:44:40:fe:5a:a4: 
                   7a:00:5c:8b:55:ac:c4:01:55:c3:4b:9e:2d:76:eb: 
                   38:37:28:78:16:b4:38:1c:b6:ea:b8:86:5b:66:0c: 
                   97:14:45:7d:ec:54:b3:ae:38:14:39:90:35:3b:e3: 
                   13:e9:2a:35:a1:4a:b8:eb:98:91:17:3a:84:d2:a5: 
                   a9:15:79:ee:f0:c0:22:b1:2b:a1:37:60:b1:04:81: 
                   6b:d5:4f:60:0a:7a:b9:4d:77:4d:e9:6c:1e:2b:7f: 
                   a4:ef:3f:df:78:35:10:79:c8:b3:96:0c:fb:61:cf: 
                   14:c8:b4:7c:97:11:b1:b2:82:58:1b:32:f6:c8:62: 
                   e5:ae:96:fc:60:c3:77:7c:52:58:5f:58:36:90:d2: 
                   e5:75:05:7c:66:d4:8f:21:b6:3b:23:c9:74:23:1c: 
                   41:24:34:04:3b:d2:4e:67:21:fe:01:82:cf:6a:44: 
                   96:fa:7e:c7:42:ba:29:fe:15:a3:df:1c:c7:a3:9d: 
                   d9:cf:76:d9:0f:3e:e9:36:2c:c6:18:10:05:6b:ce: 
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                   1e:89:20:21:fe:20:3c:b4:a1:7c:ba:a2:53:6c:5d: 
                   ab:26:1b:4a:41:ad:91:ff:51:2d:fa:28:62:9b:a3: 
                   0c:af:7b:6c:6f:49:f5:ce:2b:1a:f2:8b:f4:fe:29: 
                   97:93:26:47:ae:db:71:11:00:98:48:15:85:4a:89: 
                   09:6c:cb 
               Exponent: 65537 (0x10001) 
       X509v3 extensions: 
           X509v3 Subject Key Identifier:  
               13:8F:4B:FC:9A:04:C0:55:7D:E7:5F:E6:A5:7D:77:CB:8E:40:9
F:DB 
           X509v3 Authority Key Identifier:  
               keyid:BC:25:49:6E:80:29:68:EC:6A:BC:47:0F:DE:A4:3D:27:5
7:04:36:D1 
  
           X509v3 Basic Constraints: critical 
               CA:TRUE, pathlen:0 
           X509v3 Key Usage: critical 
               Digital Signature, Certificate Sign, CRL Sign 
   Signature Algorithm: sha256WithRSAEncryption 
        54:e1:c4:b2:63:d6:03:70:ce:cf:56:a3:81:b8:e3:99:40:af: 
        c7:e9:41:ad:f6:2f:7d:3b:36:f1:b8:90:9e:63:41:af:22:3e: 
        9f:c3:cc:a1:2e:f4:47:81:41:f9:cf:da:b9:5e:6f:d0:45:18: 
        6e:8f:ca:f8:85:76:d5:f9:de:61:42:03:4d:95:7c:dc:95:d2: 
        36:65:16:d0:13:1c:64:22:bc:8a:9b:fd:88:d5:84:01:48:41: 
        eb:79:4f:f1:89:dd:b1:7e:fd:08:39:a9:01:07:dc:47:82:4a: 
        c6:99:da:68:2c:cd:0c:05:8f:ce:a7:50:b8:d2:ad:61:47:64: 
        bc:6d:ba:d1:4f:17:94:3b:47:c1:61:f8:89:0d:25:8d:92:83: 
        2e:ad:c2:1f:92:ab:ab:99:97:76:d4:7e:ca:f4:fa:40:08:3a: 
        ab:c2:ce:65:4e:78:90:7d:96:00:92:e0:2a:8f:f0:b2:b6:aa: 
        a1:8d:8b:79:a8:05:2a:99:84:24:e0:8b:b6:76:0b:c1:e1:9f: 
        0d:c4:4d:62:14:72:71:26:e3:4d:0e:f2:41:8c:2c:19:0f:17: 
        e8:59:83:bc:ac:33:1b:7e:89:ab:c9:de:f1:7d:c1:e1:35:6c: 
        10:5e:6a:65:1d:c7:d3:7a:d9:d9:b2:d2:9a:76:28:53:f7:94: 
        2f:85:90:52:12:b5:8d:57:7a:27:b3:fa:90:2c:5d:cb:58:ee: 
        ea:60:b5:f8:8a:64:00:f3:57:b4:98:39:85:a4:b6:79:ed:7f: 
        07:6b:d2:98:09:cb:a3:b7:c1:d0:97:51:f8:33:9b:c9:e9:eb: 
        91:71:c2:0e:26:51:03:91:04:76:cf:1f:8b:a8:59:60:3b:87: 
        c3:30:e0:32:c1:7c:a3:d5:c6:01:14:d1:81:32:3c:90:29:bf: 
        08:bc:12:e4:1a:47:f1:39:a7:4a:a7:5f:c4:23:f4:f9:cc:48: 
        4e:93:8b:ca:30:f0:e5:a6:d6:26:22:03:0e:0c:24:e7:d4:ce: 
        c7:df:b0:c8:2d:ef:b1:e4:c6:4e:da:5d:85:f4:9e:0f:92:55: 
        99:fa:e8:77:76:75:99:88:00:ae:8b:80:4c:89:da:90:f8:d4: 
        74:05:16:c8:e8:8e:e6:06:5b:80:57:84:21:3c:8e:4c:87:a3: 
        c7:1a:81:d3:e0:0e:ff:10:87:d2:5c:d1:df:f9:00:43:41:1b: 
        db:0f:8a:95:ba:5a:c5:bc:cc:19:e1:33:6a:42:68:0b:2e:90: 
        28:68:7f:1b:fe:9d:f7:08:ff:e5:7b:c5:b8:f0:ac:24:31:45: 
        83:5e:7b:09:29:2f:00:4c:09:ed:cc:a3:a5:1e:15:8a:03:fd: 
        d3:d3:cb:b8:99:75:e1:c4 
  
[root@dexter ca]# openssl verify -CAfile certs/ca.cert.pem \ 
>       intermediate/certs/intermediate.cert.pem 
intermediate/certs/intermediate.cert.pem: OK 
Certificados de servidor 
Para varios servicios de la plataforma necesitaremos crear un certificado SSL asociado a 
un dominio DNS concreto que servirá las peticiones.  
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Estos servicios son de distinto tipo, pero todos utilizan certificados de tipo SSL para 
realizar la conexión cifrada. 
  
Los certificados que creamos de este modo son: 
 
• fuel.lab.inet.cert.pem 
• ldap.lab.inet.cert.pem 
• os1.lab.inet.cert.pem 
• vpn.lab.inet.cert.pem 
  
Para crear un certificado necesitamos ejecutar estos pasos: 
 
• Crear una nueva clave privada (key). 
• Generar una solicitud de nuevo certificado para el dominio pedido (csr). 
• Firmar la solicitud con la clave privada del certificado intermedio generandose 
así el certificado público (cert). 
Script de creación de certificados de servidor 
Al ser un proceso interactivo y repetitivo, creamos el siguiente script para generarlos de 
forma más rápida y sin errores.  
 
Este script se llama /root/ca/gen-server-cert-for-lab.sh: 
 
#!/bin/bash 
cmd=$(basename $0) 
abort() { 
   echo "FATAL: $1" 
   exit -1 
} 
usage() { 
   echo "$cmd: $cmd <new SSL subdomain for lab.inet>" 
   echo "example: " 
   echo "    $cmd fuel --> creates SSL new cert for fuel.lab.inet" 
   exit 1 
} 
[ -z $1 ] && usage 
name=$1.lab.inet 
( 
cd /root/ca 
set -x 
# generar clave privada 
openssl genrsa -out intermediate/private/$name.key.pem 2048 
chmod 400 intermediate/private/$name.key.pem 
  
# generar petición 
openssl req -config intermediate/openssl.cnf -key 
intermediate/private/$name.key.pem -new -sha256 -out 
intermediate/csr/$name.csr.pem 
  
# firmar 
openssl ca -config intermediate/openssl.cnf -extensions server_cert -
days 375 -notext -md sha256 -in intermediate/csr/$name.csr.pem -out 
intermediate/certs/$name.cert.pem 
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chmod 444 intermediate/certs/$name.cert.pem 
set +x 
) && echo "***** New SSL cert generated on 
'/root/ca/intermediate/certs/$name.cert.pem' ****" && exit 0 
  
Combinando este script con el conjunto de dominios, la generación de la totalidad sería: 
 
[root@dexter ~]# for i in fuel ldap os1 vpn; do \  
/root/ca/gen-server-cert-for-lab.sh $i; \ 
done 
Certificados de usuario 
Crearemos certificados de usuario para la autenticación de la VPN.  
  
Las fases son iguales que para el caso del servidor: 
 
• Crear una nueva clave privada (key). 
• Generar una solicitud de nuevo certificado para el dominio pedido (csr). 
• Firmar la solicitud con la clave privada del certificado intermedio generandose 
así el certificado público (cert). 
  
La diferencia únicamente estriba en la extensión usada a la hora de firmar, en el caso de 
cliente usaremos ‘client_cert’ y en el servidor ‘server_cert’.  
 
Adicionalmente, en el caso del cliente, exportamos el certificado en un solo fichero de 
tipo P12 (pfx) que permite distribuir en un solo fichero protegido con contraseña la 
clave privada, su certificado asociado y también los de la CA. De este modo el cliente 
puede instalar más fácilmente el certificado. 
Script de creación de certificados de usuario 
Igual que para el caso de los servidores, se impone crear un sencillo script que 
automatice el proceso de creación de los certificados.  
 
Este script se llama /root/ca/gen-server-cert-for-lab.sh: 
 
#!/bin/bash 
  
cmd=$(basename $0) 
abort() { 
   echo "FATAL: $1" 
   exit -1 
} 
usage() { 
   echo "$cmd: $cmd <username>" 
   echo "example: " 
   echo "    $cmd juan --> creates SSL new certificate for user 
juan@lab.inet" 
   exit 1 
} 
[ -z $1 ] && usage 
  
name=$1@lab.inet 
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( 
cd /root/ca 
set -x 
# generar clave 
openssl genrsa -out intermediate/private/$name.key.pem 2048 
chmod 400 intermediate/private/$name.key.pem 
  
# generar peticion 
openssl req -config intermediate/openssl.cnf -key 
intermediate/private/$name.key.pem -new -sha256 -out 
intermediate/csr/$name.csr.pem 
  
# firmar 
openssl ca -config intermediate/openssl.cnf -extensions usr_cert -days 
375 -notext -md sha256 -in intermediate/csr/$name.csr.pem -out 
intermediate/certs/$name.cert.pem 
chmod 444 intermediate/certs/$name.cert.pem 
  
# exportar a formato PFX para distribuir conjuntamente al usuario 
incluyendo la cadena de confianza 
openssl pkcs12 -export -out intermediate/export/$name.pfx -inkey 
intermediate/private/$name.key.pem -in 
intermediate/certs/$name.cert.pem -certfile intermediate/certs/ca-
chain.cert.pem 
  
set +x 
) && echo "***** New SSL client certficate exported 
to  '/root/ca/intermediate/export/$name.pfx' ****" && exit 0 
  
A continuación, se muestra un ejemplo de uso de este script: 
 
[root@dexter ca]# ./gen-client-cert-for-lab.sh borja 
+ openssl genrsa -out intermediate/private/borja@lab.inet.key.pem 2048 
Generating RSA private key, 2048 bit long modulus 
........................+++ 
..................................................+++ 
e is 65537 (0x10001) 
+ chmod 400 intermediate/private/borja@lab.inet.key.pem 
+ openssl req -config intermediate/openssl.cnf -key 
intermediate/private/borja@lab.inet.key.pem -new -sha256 -out 
intermediate/csr/borja@lab.inet.csr.pem 
You are about to be asked to enter information that will be 
incorporated 
into your certificate request. 
What you are about to enter is what is called a Distinguished Name or 
a DN. 
There are quite a few fields but you can leave some blank 
For some fields there will be a default value, 
If you enter '.', the field will be left blank. 
----- 
Country Name (2 letter code) [ES]: 
State or Province Name [Madrid]: 
Locality Name [Madrid]: 
Organization Name [Dexter Laboratory]: 
Organizational Unit Name [Dexter Laboratory Ceritificate 
Authority]:Dexter Laboratory VPN user 
Common Name []:Borja De Luque Yarza 
Email Address [admin@lab.inet]:borja@lab.inet 
+ openssl ca -config intermediate/openssl.cnf -extensions usr_cert -
days 375 -notext -md sha256 -in 
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intermediate/csr/borja@lab.inet.csr.pem -out 
intermediate/certs/borja@lab.inet.cert.pem 
Using configuration from intermediate/openssl.cnf 
Enter pass phrase for 
/root/ca/intermediate/private/intermediate.key.pem: ****** 
Check that the request matches the signature 
Signature ok 
Certificate Details: 
       Serial Number: 4101 (0x1005) 
       Validity 
           Not Before: Jan 30 18:32:18 2017 GMT 
           Not After : Feb  9 18:32:18 2018 GMT 
       Subject: 
           countryName               = ES 
           stateOrProvinceName       = Madrid 
           localityName              = Madrid 
           organizationName          = Dexter Laboratory 
           organizationalUnitName    = Dexter Laboratory VPN user 
           commonName                = Borja De Luque Yarza 
           emailAddress              = borja@lab.inet 
       X509v3 extensions: 
           X509v3 Basic Constraints:  
               CA:FALSE 
           Netscape Cert Type:  
               SSL Client, S/MIME 
           Netscape Comment:  
               OpenSSL Generated Client Certificate 
           X509v3 Subject Key Identifier:  
               24:EC:CF:D6:3F:7A:0D:59:68:EC:3F:22:98:02:FE:C5:A3:B1:D
1:38 
           X509v3 Authority Key Identifier:  
               keyid:13:8F:4B:FC:9A:04:C0:55:7D:E7:5F:E6:A5:7D:77:CB:8
E:40:9F:DB 
  
           X509v3 Key Usage: critical 
               Digital Signature, Non Repudiation, Key Encipherment 
           X509v3 Extended Key Usage:  
               TLS Web Client Authentication, E-mail Protection 
Certificate is to be certified until Feb  9 18:32:18 2018 GMT (375 
days) 
Sign the certificate? [y/n]:y 
  
  
1 out of 1 certificate requests certified, commit? [y/n]y 
Write out database with 1 new entries 
Data Base Updated 
+ chmod 444 intermediate/certs/borja@lab.inet.cert.pem 
+ openssl pkcs12 -export -out intermediate/export/borja@lab.inet.pfx -
inkey intermediate/private/borja@lab.inet.key.pem -in 
intermediate/certs/borja@lab.inet.cert.pem -certfile 
intermediate/certs/ca-chain.cert.pem 
Enter Export Password: 
Verifying - Enter Export Password: 
+ set +x 
***** New SSL client certficate exported 
to  '/root/ca/intermediate/export/borja@lab.inet.pfx' **** 
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Distribución CA 
  
Al ser una CA privada necesitamos distribuir por los nodos de la plataforma el conjunto 
de claves públicas formado por el certificado raíz y el intermedio.  
 
Una vez que los servidores confíen en estos certificados, lo harán también en cualquier 
certificado firmado por esta. 
  
Se incluyen instrucciones genéricas para agregar nuestra CA a los certificados en los 
que se confía para las distribuciones de GNU/Linux utilizadas en el despliegue del 
piloto.  
Ubuntu 14.x / 16.x 
laptop# cp intermediate/certs/ca-chain.cert.pem /usr/share/ca-
certificates/tfc/CA-Lab.crt 
laptop# dpkg-reconfigure ca-certificates 
  
Nota: los servidores del despliegue tendrán configurada la CA mediante el plugin de 
integración de LDAP por lo que no se necesita realizar esta acción manual. Igualmente 
se añaden las instrucciones para ello a modo de referencia. 
CentOS 6 / 7 
[root@dexter ~]# cp ca-chain.cert.pem /etc/pki/ca-trust/source/CA-
Lab.crt 
[root@dexter ~]# update-ca-trust 
  
Nota: para el hipervisor si se debe realizar esta acción manualmente para que confíe en 
la CA aunque realmente no es estrictamente necesario ya que solo se ejecuta 
inicialmente como software servidor.  
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Anexo IV – Configuración detallada del 
servicio DNS 
Instalación 
Se instala usando el paquete oficial de la distribución de CentOS: 
  
[root@dexter ~]# yum install bind9 bind-utils 
  
Finalmente quedan instaladas las siguientes versiones (incluyendo sus dependencias 
directas): 
  
[root@dexter ~]# rpm -qa |grep bind 
bind-9.9.4-38.el7_3.1.x86_64 
bind-utils-9.9.4-38.el7_3.1.x86_64 
bind-license-9.9.4-38.el7_3.1.noarch 
bind-libs-9.9.4-38.el7_3.1.x86_64 
bind-libs-lite-9.9.4-38.el7_3.1.x86_64 
  
Se habilita que en el arranque del servidor Dexter se arranque también el servicio del 
servidor DNS (ese servicio se llama “named”): 
  
[root@dexter ~]# systemctl  enable named 
Created symlink from /etc/systemd/system/multi-
user.target.wants/named.service to 
/usr/lib/systemd/system/named.service. 
  
Arrancamos el servicio “named”: 
  
[root@dexter ~]# systemctl start named 
  
Verificamos que el arranque del servicio “named” se produce sin errores: 
  
[root@dexter ~]# systemctl status named 
  named.service - Berkeley Internet Name Domain (DNS) 
  Loaded: loaded (/usr/lib/systemd/system/named.service; enabled; 
vendor preset: disabled) 
  Active: active (running) since vie 2017-06-02 16:10:49 EDT; 3s ago 
 Process: 4022 ExecStop=/bin/sh -c /usr/sbin/rndc stop > /dev/null 
2>&1 || /bin/kill -TERM $MAINPID (code=exited, status=0/SUCCESS) 
 Process: 4043 ExecStart=/usr/sbin/named -u named $OPTIONS 
(code=exited, status=0/SUCCESS) 
 Process: 4040 ExecStartPre=/bin/bash -c if [ ! 
"$DISABLE_ZONE_CHECKING" == "yes" ]; then /usr/sbin/named-checkconf -z 
/etc/named.conf; else echo "Checking of zone files is disabled"; fi 
(code=exited, status=0/SUCCESS) 
Main PID: 4045 (named) 
  CGroup: /system.slice/named.service 
          └─4045 /usr/sbin/named -u named 
  
jun 02 16:10:49 dexter named[4045]: managed-keys-zone: loaded serial 
34 
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jun 02 16:10:49 dexter named[4045]: zone 0.20.10.in-addr.arpa/IN: 
loaded serial 2017012401 
jun 02 16:10:49 dexter named[4045]: zone 0.in-addr.arpa/IN: loaded 
serial 0 
jun 02 16:10:49 dexter named[4045]: zone 1.0.0.127.in-addr.arpa/IN: 
loaded serial 0 
jun 02 16:10:49 dexter named[4045]: zone lab.inet/IN: loaded serial 
2017012301 
jun 02 16:10:49 dexter named[4045]: zone localhost/IN: loaded serial 0 
jun 02 16:10:49 dexter named[4045]: zone 
1.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.ar
pa/IN: loaded serial 0 
jun 02 16:10:49 dexter named[4045]: zone localhost.localdomain/IN: 
loaded serial 0 
jun 02 16:10:49 dexter named[4045]: all zones loaded 
jun 02 16:10:49 dexter named[4045]: running 
Configuración del servidor 
A continuación, se muestra el fichero de configuración de Bind9, que es el fichero 
/etc/named.conf: 
 
// 
// named.conf 
// 
  
options { 
 listen-on port 53 { any; }; 
 listen-on-v6 port 53 { ::1; }; 
 directory  "/var/named"; 
 dump-file  "/var/named/data/cache_dump.db"; 
 statistics-file "/var/named/data/named_stats.txt"; 
 memstatistics-file "/var/named/data/named_mem_stats.txt"; 
 recursion yes; 
  
 dnssec-enable yes; 
 dnssec-validation yes; 
  
 /* Path to ISC DLV key */ 
 bindkeys-file "/etc/named.iscdlv.key"; 
  
 managed-keys-directory "/var/named/dynamic"; 
  
 pid-file "/run/named/named.pid"; 
 session-keyfile "/run/named/session.key"; 
  
 forwarders { 
  8.8.8.8; 
          8.8.4.4; 
 }; 
  
 auth-nxdomain no;    # conform to RFC1035 
 listen-on-v6 { any; }; 
 allow-query { any; }; 
}; 
  
logging { 
       channel default_debug { 
               file "data/named.run"; 
               severity dynamic; 
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       }; 
}; 
  
zone "." IN { 
 type hint; 
 file "named.ca"; 
}; 
  
include "/etc/named.rfc1912.zones"; 
include "/etc/named.root.key"; 
// zonas piloto 
include "/etc/named.lab.zones"; 
  
A continuación, se definen las zonas que habrá en nuestro servidor DNS, que son dos 
zonas: 
 
• Zona para la resolución directa – zona lab.inet 
• Zona para la resolución inversa – zona 0.20.10.in-addr.arpa 
 
Esta definición se realiza en el fichero /etc/named.lab.zones 
 
// Entorno piloto 
  
zone "lab.inet" { 
 type master; 
 file "/etc/named/db.lab.inet"; 
}; 
  
zone "0.20.10.in-addr.arpa" { 
 type master; 
 file "/etc/named/db.10.20.0"; 
};  
Ficheros de zona 
A continuación, se muestran los ficheros de configuración de cada una de las zonas 
Configuración de la zona inversa 0.20.10.in-addr.arpa 
Esta zona se configura en el fichero /etc/named/db.10.20.0: 
 
; 
; BIND reverse data file for lab domain 
; 
$TTL 604800 
@ IN SOA dexter.lab.inet. root.dexter.lab.inet. ( 
      2017012401  ; Serial 
   604800  ; Refresh 
    86400  ; Retry 
   2419200  ; Expire 
   604800 ) ; Negative Cache TTL 
  
 IN  NS  dexter.lab.inet. 
  
; hipervisor 
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1 IN PTR dexter.lab.inet. 
; instalador 
2 IN PTR fuel.om.lab.inet. 
; controladores 
10 IN PTR controller2.om.lab.inet. 
11 IN PTR controller1.om.lab.inet. 
12 IN PTR controller3.om.lab.inet. 
; nodos de computo / almacenamiento 
13 IN PTR compute3.om.lab.inet. 
14 IN PTR compute2.om.lab.inet. 
15 IN PTR compute1.om.lab.inet. 
Configuración de la zona directa lab.inet 
Esta zona se configura en el fichero /etc/named/db.lab.inet: 
 
; 
; BIND data file for lab domain 
; 
$TTL 604800 
@ IN SOA dexter.lab.inet. root.dexter.lab.inet. ( 
      2017012301  ; Serial 
   604800  ; Refresh 
    86400  ; Retry 
   2419200  ; Expire 
   604800 ) ; Negative Cache TTL 
; 
@ IN NS dexter.lab.inet. 
@ IN A 10.20.0.1 
  
;  OS1_INTERNA 
; hipervisor 
dexter  IN A 10.20.0.1 
; instalador 
fuel  IN A 10.20.0.2 
; controladores 
controller1  IN A  10.20.0.10 
controller2  IN A  10.20.0.11 
controller3  IN A  10.20.0.12 
; nodos de computo/almacenamiento 
compute1 IN A  10.20.0.13 
compute2 IN A  10.20.0.14 
compute3 IN A  10.20.0.15 
  
; Servicios centrales de red (realmente ejecutados en el hipervisor 
dexter) 
; servicio de tiempo (NTP) 
ntp  IN A 10.20.0.1 
0.pool.ntp IN CNAME ntp 
1.pool.ntp IN CNAME ntp 
3.pool.ntp IN CNAME ntp 
; servicio de nombres (DNS) 
dns  IN A 10.20.0.1  
; servicio de directorio (LDAP) 
ldap  IN A 10.20.0.1 
  
; OS1_PUBLIC 
; Acceso a Web Admin y API 
os1  IN A 172.16.0.6 
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Configuración de las máquinas cliente 
A continuación, se muestra la configuración que hay que llevar a cabo en todos los 
nodos de la plataforma para que usen a Dexter como servidor DNS. 
 
El servidor DNS ha de indicarse en el fichero /etc/resolv.conf, que contiene la 
siguiente información: 
 
search lab.inet 
nameserver 192.168.0.7 
search lab.inet 
domain lab.inet 
nameserver 10.20.0.2 
 
Por otro lado, en el fichero /etc/nsswitch.conf se indica que para la resolución de 
nombres se utilice primero el fichero de hosts (/etc/hosts) y posteriormente el servidor 
DNS. Esto quiere decir qué si hay una resolución diferente entre el fichero de hosts y el 
servidor DNS, la máquina hará caso al fichero de hosts. 
 
# /etc/nsswitch.conf 
# 
# Example configuration of GNU Name Service Switch functionality. 
# If you have the `glibc-doc-reference' and `info' packages installed, 
try: 
# `info libc "Name Service Switch"' for information about this file. 
 
passwd:         compat 
group:          compat 
shadow:         compat 
 
hosts:          files dns 
networks:       files 
 
protocols:      db files 
services:       db files 
ethers:         db files 
rpc:            db files 
 
netgroup:       nis 
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Anexo V – Configuración detallada del 
servicio LDAP 
Instalación  
Se instala un servicio de directorio LDAP (RFC 4511) basado en OpenLDAP. 
 
Instalamos paquetes oficiales de la distribución: 
  
[root@dexter ~]# yum -y install openldap* migrationtools 
  
 Quedan instalados los siguientes paquetes: 
  
[root@dexter ~]# rpm -qa | grep ldap 
openldap-2.4.40-13.el7.x86_64 
openldap-servers-2.4.40-13.el7.x86_64 
openldap-servers-sql-2.4.40-13.el7.x86_64 
openldap-clients-2.4.40-13.el7.x86_64 
openldap-devel-2.4.40-13.el7.x86_64 
[root@dexter ~]# rpm -qa | grep migration 
migrationtools-47-15.el7.noarch 
  
 Habilitamos en el arranque del sistema: 
  
[root@dexter ~]# systemctl enable slapd 
Created symlink from /etc/systemd/system/multi-
user.target.wants/slapd.service to 
/usr/lib/systemd/system/slapd.service.  
Configuración del servidor 
Antes de poder arrancar el servicio tenemos que realizar la configuración del mismo.   
Configurar IPs y puertos por donde escuchar  
Modificamos la configuración por defecto, poniendo los siguientes valores en el fichero 
/etc/sysconfig/slapd: 
 
# OpenLDAP server configuration 
# see 'man slapd' for additional information 
  
# Where the server will run (-h option) 
# - ldapi:/// is required for on-the-fly configuration using client 
tools 
#   (use SASL with EXTERNAL mechanism for authentication) 
# - default: ldapi:/// ldap:/// 
# - example: ldapi:/// ldap://127.0.0.1/ ldap://10.0.0.1:1389/ 
ldaps:/// 
SLAPD_URLS="ldapi:/// ldap:/// ldaps:///" 
  
# Any custom options 
#SLAPD_OPTIONS="" 
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# Keytab location for GSSAPI Kerberos authentication 
#KRB5_KTNAME="FILE:/etc/openldap/ldap.keytab" 
  
Esto nos permite que el servidor escuche en todas las IPs del servidor.  
 
Sus puertos de servicio son 389 y 636 (SSL). 
Parametrización base de datos 
La parametrización para la base de datos se realiza en el fichero 
/var/lib/ldap/DB_CONFIG y es la siguiente: 
 
# $OpenLDAP$ 
# Example DB_CONFIG file for use with slapd(8) BDB/HDB databases. 
# 
# See the Oracle Berkeley DB documentation 
#   <http://www.oracle.com/technology/documentation/berkeley-
db/db/ref/env/db_config.html> 
# for detail description of DB_CONFIG syntax and semantics. 
# 
# Hints can also be found in the OpenLDAP Software FAQ 
#       <http://www.openldap.org/faq/index.cgi?file=2> 
# in particular: 
#   <http://www.openldap.org/faq/index.cgi?file=1075> 
  
# Note: most DB_CONFIG settings will take effect only upon rebuilding 
# the DB environment. 
  
# one 0.25 GB cache 
set_cachesize 0 268435456 1 
  
# Data Directory 
#set_data_dir db 
  
# Transaction Log settings 
set_lg_regionmax 262144 
set_lg_bsize 2097152 
#set_lg_dir logs 
  
# Note: special DB_CONFIG flags are no longer needed for "quick" 
# slapadd(8) or slapindex(8) access (see their -q option). 
Creación contraseña administrador 
Creamos la contraseña encriptada del administrador del directorio para luego incluirla 
en la configuración. 
  
[root@dexter ~]#  slappasswd 
New password: ****** 
Re-enter new password: ******* 
{SSHA}yaL6aYEm5nyIwb5K+fdY5XeNc3GBy/Jy 
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Certificados y permisos 
Copiamos los certificados de servidor generados en nuestra CA: 
  
[root@dexter ~]# cp /root/ca/intermediate/certs/ldap.lab.inet.cert.pem 
\ 
/root/ca/intermediate/private/ldap.lab.inet.key.pem 
/etc/openldap/certs 
  
Hacemos propietario al usuario ‘ldap’ del al directorio con la base de datos de LDAP y 
el directorio donde alojamos el certificado de servidor: 
  
[root@dexter ~]# chown -R ldap:ldap /var/lib/ldap/ /etc/openldap/certs 
Configuración inicial  
Se edita el fichero /root/ldap/config.ldif, quedando de la siguiente manera: 
 
dn: olcDatabase={2}hdb,cn=config 
changetype: modify 
replace: olcSuffix 
olcSuffix: dc=lab,dc=inet 
  
dn: olcDatabase={2}hdb,cn=config 
changetype: modify 
replace: olcRootDN 
olcRootDN: cn=Manager,dc=lab,dc=inet 
  
dn: olcDatabase={2}hdb,cn=config 
changetype: modify 
replace: olcRootPW 
olcRootPW: {SSHA}yaL6aYEm5nyIwb5K+fdY5XeNc3GBy/Jy 
  
dn: cn=config 
changetype: modify 
add: olcTLSCACertificateFile 
olcTLSCACertificateFile: /etc/pki/tls/certs/ca-bundle.crt 
  
dn: cn=config 
changetype: modify 
replace: olcTLSCACertificateFile 
olcTLSCACertificateFile: /etc/pki/tls/certs/ca-bundle.crt 
  
dn: cn=config 
changetype: modify 
replace: olcTLSCertificateFile 
olcTLSCertificateFile: /etc/openldap/certs/ldap.lab.inet.crt 
  
dn: cn=config 
changetype: modify 
replace: olcTLSCertificateKeyFile 
olcTLSCertificateKeyFile: /etc/openldap/certs/ldap.lab.inet.key 
  
dn: cn=config 
changetype: modify 
replace: olcLogLevel 
olcLogLevel: -1  
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Carga de la configuración 
La configuración se almacena en la base de datos y se importa desde el fichero 
anteriormente construido (/root/ldap/config.ldif): 
  
[root@dexter ~]# ldapmodify -Y EXTERNAL -H ldapi:/// -f 
/root/config.ldif 
SASL/EXTERNAL authentication started 
SASL username: gidNumber=0+uidNumber=0,cn=peercred,cn=external,cn=auth 
SASL SSF: 0 
modifying entry "olcDatabase={2}hdb,cn=config" 
  
modifying entry "olcDatabase={2}hdb,cn=config" 
  
modifying entry "olcDatabase={2}hdb,cn=config" 
  
modifying entry "cn=config" 
  
modifying entry "cn=config" 
  
modifying entry "cn=config" 
  
Validamos en busca de errores: 
  
[root@dexter cn=config]#  slaptest -u 
config file testing succeeded 
Arranque del servicio 
Se arranca el servicio de LDAP con los siguientes comandos: 
[root@dexter ~]# systemctl start slapd 
[root@dexter ~]# systemctl status slapd 
  slapd.service - OpenLDAP Server Daemon 
  Loaded: loaded (/usr/lib/systemd/system/slapd.service; disabled; 
vendor preset: disabled) 
  Active: active (running) since sáb 2017-01-28 15:37:34 EST; 3s ago 
    Docs: man:slapd 
          man:slapd-config 
          man:slapd-hdb 
          man:slapd-mdb 
          file:///usr/share/doc/openldap-servers/guide.html 
 Process: 14835 ExecStart=/usr/sbin/slapd -u ldap -h ${SLAPD_URLS} 
$SLAPD_OPTIONS (code=exited, status=0/SUCCESS) 
 Process: 14817 ExecStartPre=/usr/libexec/openldap/check-config.sh 
(code=exited, status=0/SUCCESS) 
Main PID: 14836 (slapd) 
  CGroup: /system.slice/slapd.service 
          └─14836 /usr/sbin/slapd -u ldap -h ldapi:/// ldap:/// 
  
ene 28 15:37:34 dexter systemd[1]: Starting OpenLDAP Server Daemon... 
ene 28 15:37:34 dexter runuser[14820]: pam_unix(runuser:session): 
session opened for user ldap by (uid=0) 
ene 28 15:37:34 dexter runuser[14820]: pam_unix(runuser:session): 
session closed for user ldap 
ene 28 15:37:34 dexter slapcat[14824]: DIGEST-MD5 common mech free 
ene 28 15:37:34 dexter slapd[14835]: @(#) $OpenLDAP: slapd 2.4.40 
(Nov  6 2016 01:21:28) 
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$                                          mockbuild@worker1.bsys.cent
os.org:/builddir/build/BUILD/openldap-2.4.40/openldap-
2.4.40/servers/slapd 
ene 28 15:37:34 dexter slapd[14836]: slapd starting 
ene 28 15:37:34 dexter systemd[1]: Started OpenLDAP Server Daemon.  
Crear base del árbol de directorio 
Creamos el siguiente fichero ldif (/root/ldap/base.ldif) con los objetos base del 
directorio: 
  
[root@dexter ~]# cat /root/ldap/base.ldif 
dn: dc=lab,dc=inet 
objectClass: top 
objectClass: dcObject 
objectclass: organization 
o: lab inet 
dc: lab 
  
dn: cn=Manager,dc=lab,dc=inet 
objectClass: organizationalRole 
cn: Manager 
description: Directory Manager 
  
dn: ou=People,dc=lab,dc=inet 
objectClass: organizationalUnit 
ou: People 
  
dn: ou=Groups,dc=lab,dc=inet 
objectClass: organizationalUnit 
ou: Groups 
  
Importamos el fichero recien creado en el LDAP: 
 
[root@dexter ~]# ldapadd -x -W -D "cn=Manager,dc=lab,dc=inet" -f 
/root/ldap/base.ldif 
Enter LDAP Password: 
adding new entry "dc=lab,dc=inet" 
  
adding new entry "cn=Manager,dc=lab,dc=inet" 
  
adding new entry "ou=People,dc=lab,dc=inet" 
  
adding new entry "ou=Groups,dc=lab,dc=inet" 
  
Creación de atributos específicos de OpenStack  
A continuación, se muestra el esquema para atributo específico que creamos para ser 
usado en la integración con OpenStack.  
 
Es el fichero /etc/openldap/schema/openstack.ldif. 
 
# Simple Openstack schema 
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dn: cn=openstack,cn=schema,cn=config 
objectClass: olcSchemaConfig 
cn: openstack 
  
olcAttributeTypes: ( 1.3.6.1.4.1.3317.4.3.4.1 NAME 'enabledOpenstack' 
DESC 'Openstack enable status' 
EQUALITY integerMatch SYNTAX 1.3.6.1.4.1.1466.115.121.1.27 SINGLE-
VALUE ) 
  
olcObjectClasses: ( 1.3.6.1.4.1.3317.4.3.5.1 NAME 'openstack' 
DESC 'Abstraction for Openstack users' SUP top AUXILIARY MUST ( 
enabledOpenstack ) ) 
/etc/openldap/schema/openstack.schema 
attributetype ( 1.3.6.1.4.1.3317.4.3.4.1 NAME 'enabledOpenstack' 
   DESC 'Openstack enable status' 
   EQUALITY integerMatch 
   SYNTAX 1.3.6.1.4.1.1466.115.121.1.27 SINGLE-VALUE ) 
objectclass ( 1.3.6.1.4.1.3317.4.3.5.1 NAME 'openstack' 
   DESC 'Abstraction for VPN users' 
   SUP top AUXILIARY 
   MUST ( enabledOpenstack ) ) 
  
Extendemos el esquema inicial de LDAP con los atributos necesarios para utilizarlo con 
OpenStack. 
  
Atributos estándar que añadimos: 
 
[root@dexter ~]# ldapadd -Y EXTERNAL -H ldapi:/// -D "cn=config" -f 
/etc/openldap/schema/cosine.ldif 
SASL/EXTERNAL authentication started 
SASL username: gidNumber=0+uidNumber=0,cn=peercred,cn=external,cn=auth 
SASL SSF: 0 
adding new entry "cn=cosine,cn=schema,cn=config" 
  
 
[root@dexter ~]# ldapadd -Y EXTERNAL -H ldapi:/// -D "cn=config" -f 
/etc/openldap/schema/nis.ldif 
SASL/EXTERNAL authentication started 
SASL username: gidNumber=0+uidNumber=0,cn=peercred,cn=external,cn=auth 
SASL SSF: 0 
adding new entry "cn=nis,cn=schema,cn=config" 
  
 
[root@dexter ~]# ldapadd -Y EXTERNAL -H ldapi:/// -D "cn=config" -f 
/etc/openldap/schema/inetorgperson.ldif 
SASL/EXTERNAL authentication started 
SASL username: gidNumber=0+uidNumber=0,cn=peercred,cn=external,cn=auth 
SASL SSF: 0 
adding new entry "cn=inetorgperson,cn=schema,cn=config" 
  
Y añadimos también el atributo anteriormente definido, específico para nuestra 
integración: 
  
[root@dexter ~]# ldapadd -Y EXTERNAL -H ldapi:/// -D "cn=config" -f 
/etc/openldap/schema/openstack.ldif 
SASL/EXTERNAL authentication started 
SASL username: gidNumber=0+uidNumber=0,cn=peercred,cn=external,cn=auth 
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SASL SSF: 0 
adding new entry "cn=openstack,cn=schema,cn=config" 
Creación de usuarios en el directorio 
Para crear los usuarios del directorio lo más sencillo es crear usuarios UNIX locales que 
luego importamos en LDAP usando una herramienta de migración que hemos instalado 
previamente desde su paquete oficial (ver punto de instalación). 
  
Para ello, primero configuramos la cabecera del script Perl donde se define el dominio y 
la base del directorio LDAP. 
  
Editamos el fichero /usr/share/migrationtools/migrate_common.ph.  
 
Enunciamos aquí la salida del comando diff entre la versión original del mismo y el 
resultado final: 
 
[root@dexter ~]# cd /usr/share/migrationtools 
[root@dexter migrationtools]# diff -Nuar migrate_common.ph.orig 
migrate_common.ph 
--- migrate_common.ph.orig      2017-01-28 20:54:56.116943940 -0500 
+++ migrate_common.ph   2017-01-28 20:55:06.566307742 -0500 
@@ -68,10 +68,10 @@ 
} 
  
# Default DNS domain 
-$DEFAULT_MAIL_DOMAIN = "padl.com"; 
+$DEFAULT_MAIL_DOMAIN = "lab.inet"; 
  
# Default base 
-$DEFAULT_BASE = "dc=padl,dc=com"; 
+$DEFAULT_BASE = "dc=lab,dc=inet"; 
  
# Turn this on for inetLocalMailReceipient 
# sendmail support; add the following to 
@@ -87,7 +87,7 @@ 
  
# turn this on to support more general object clases 
# such as person. 
-$EXTENDED_SCHEMA = 0; 
+$EXTENDED_SCHEMA = 1; 
  
Creamos los usuarios en el sistema que luego importamos: 
 
[root@dexter migrationtools]# for i in jorge borja eva luis pedro 
elena manuel juan; do useradd $i && echo "contraseñaxxxxx" | passwd --
stdin $i ; done 
Cambiando la contraseña del usuario jorge. 
passwd: todos los símbolos de autenticación se actualizaron con éxito. 
Cambiando la contraseña del usuario borja. 
passwd: todos los símbolos de autenticación se actualizaron con éxito. 
  
Copiamos los usuarios recien creados (filtramos por el UID) a un fichero que usaremos 
para alimentar al script de migración: 
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[root@dexter migrationtools]# grep ":10[0-9][1-9]" /etc/passwd > 
/root/ldap/passwd 
  
Generamos la salida en formato ldif usando el script de migración: 
 
[root@dexter migrationtools]# ./migrate_passwd.pl /root/ldap/passwd \ 
/root/ldap/users.ldif 
  
El resultado del fichero /root/ldap/users.ldif es: 
 
dn: uid=jorge,ou=People,dc=lab,dc=inet 
uid: jorge 
cn: jorge 
sn: jorge 
mail: jorge@lab.inet 
objectClass: person 
objectClass: organizationalPerson 
objectClass: inetOrgPerson 
objectClass: posixAccount 
objectClass: top 
objectClass: shadowAccount 
userPassword: 
{crypt}$6$RKrb9gbl$JwrHZXAI/mCkwQqZB4w.0TKxUdRMriZgjf6LhpWCeUtX7Gp35qs
tJvPsvlE/lxrJsZbkk0WWP2ykE8F6xeAxN1 
shadowLastChange: 17195 
shadowMin: 0 
shadowMax: 99999 
shadowWarning: 7 
loginShell: /bin/bash 
uidNumber: 1001 
gidNumber: 1001 
homeDirectory: /home/jorge 
  
dn: uid=borja,ou=People,dc=lab,dc=inet 
uid: borja 
cn: borja 
sn: borja 
mail: borja@lab.inet 
objectClass: person 
objectClass: organizationalPerson 
objectClass: inetOrgPerson 
objectClass: posixAccount 
objectClass: top 
objectClass: shadowAccount 
userPassword: 
{crypt}$6$gi/CCVEN$qN2964J9lJj4VeOLcf54NIIAGACqbnOxUvxdAGW5zqbWy4zpSX3
9g4eRhrWtmuugIzIYq6DmsfGq0TB8oE31V0 
shadowLastChange: 17195 
shadowMin: 0 
shadowMax: 99999 
shadowWarning: 7 
loginShell: /bin/bash 
uidNumber: 1002 
gidNumber: 1002 
homeDirectory: /home/borja 
... 
... 
(resto de la salida omitida) 
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Importamos el fichero anteriormente creado en LDAP: 
 
[root@dexter ~]# ldapadd -x -W -D "cn=Manager,dc=lab,dc=inet" -f 
/root/ldap/user.ldif 
Enter LDAP Password: 
adding new entry "uid=jorge,ou=People,dc=lab,dc=inet" 
adding new entry "uid=borja,ou=People,dc=lab,dc=inet" 
... 
(resto de la salida omitida) 
Crear usuario integración con módulo de autenticación de OpenStack 
(Keystone) 
Añadimos el usuario admin con el que el módulo Keystone de OpenStack se conectará a 
LDAP para poder listar los usuarios que tienen acceso, etc… 
 
Para ello se utiliza el fichero /root/ldap/admin.ldif: 
 
[root@dexter ~]# cat admin.ldif 
dn: uid=admin,dc=lab,dc=inet 
uid: admin 
cn: admin 
sn: admin 
mail: admin@lab.inet 
objectClass: person 
objectClass: organizationalPerson 
objectClass: inetOrgPerson 
objectClass: posixAccount 
objectClass: top 
objectClass: shadowAccount 
userPassword: {SSHA}YxGHQT+SW6fQUcFrxoi93Hn31WmbH1U8 
shadowLastChange: 17195 
shadowMin: 0 
shadowMax: 99999 
shadowWarning: 7 
loginShell: /bin/bash 
uidNumber: 1000 
gidNumber: 1000 
homeDirectory: /home/admin 
  
Importamos el fichero de configuración anterior al LDAP: 
 
[root@dexter ~]# ldapadd -x -W -D "cn=Manager,dc=lab,dc=inet" -f 
/root/admin/admin.ldif 
Enter LDAP Password: 
adding new entry "uid=admin,dc=lab,dc=inet"  
Creación grupo ‘Openstack’  
Generamos en un fichero ldif (/root/groups.ldif) la definición del grupo donde 
estarán todos los usuarios que pueden acceder a OpenStack: 
 
[root@dexter ~]# (echo "dn: cn=Openstack,ou=Groups,dc=lab,dc=inet"; 
echo "objectClass: groupOfNames"; echo "objectClass: 
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extensibleObject"; echo "cn: Openstack";for i in jorge borja eva luis 
pedro elena manuel juan; do echo "member: 
uid=$i,ou=People,dc=lab,dc=inet"; done )| tee /root/groups.ldif 
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
objectClass: groupOfNames 
objectClass: extensibleObject 
cn: Openstack 
member: uid=jorge,ou=People,dc=lab,dc=inet 
member: uid=borja,ou=People,dc=lab,dc=inet 
member: uid=eva,ou=People,dc=lab,dc=inet 
member: uid=luis,ou=People,dc=lab,dc=inet 
member: uid=pedro,ou=People,dc=lab,dc=inet 
member: uid=elena,ou=People,dc=lab,dc=inet 
member: uid=manuel,ou=People,dc=lab,dc=inet 
member: uid=juan,ou=People,dc=lab,dc=inet 
  
Lo importamos: 
 
[root@dexter migrationtools]# ldapadd -x -W -D 
"cn=Manager,dc=lab,dc=inet" -f /root/groups.ldif 
Enter LDAP Password: 
adding new entry "cn=Openstack,ou=Groups,dc=lab,dc=inet"  
Añadimos usuarios al grupo ‘OpenStack’ 
Generamos un fichero ldif (/root/group-members.ldif) para modificar el grupo y 
añadir los usuarios: 
 
[root@dexter ~]# for i in jorge borja eva luis pedro elena manuel 
juan; do echo "dn: cn=Openstack,ou=Groups,dc=lab,dc=inet"; echo 
"changetype: modify"; echo "add: memberuid";echo "memberuid: $i"; 
echo; done | tee /root/group-members.ldif 
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
changetype: modify 
add: memberuid 
memberuid: jorge 
  
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
changetype: modify 
add: memberuid 
memberuid: borja 
  
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
changetype: modify 
add: memberuid 
memberuid: eva 
  
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
changetype: modify 
add: memberuid 
memberuid: luis 
... 
(resto de la salida omitida) 
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Lo importamos: 
 
root@dexter ~]# ldapmodify -x -W -D "cn=Manager,dc=lab,dc=inet" -f 
/root/group-members.ldif 
Enter LDAP Password: 
modifying entry "cn=Openstack,ou=Groups,dc=lab,dc=inet" 
  
modifying entry "cn=Openstack,ou=Groups,dc=lab,dc=inet" 
  
modifying entry "cn=Openstack,ou=Groups,dc=lab,dc=inet" 
  
... 
(resto de la salida omitida)  
Añadimos el atributo usado para habilitar/deshabilitar el usuario 
La integración de LDAP con OpenStack (keystone) nos permite definir un campo en 
LDAP con el que filtrar qué usuarios pueden acceder al servicio.  
  
Podemos añadir un campo específico en el esquema de LDAP maestro para tal efecto u 
otro que sepamos que no tengo otro uso definido.  
 
Tomamos un campo de tipo "Text" ya existente llamado ‘st’ por simplicidad. 
 
Lo generamos en el fichero /root/ldap/users-enable.ldif 
 
dn: uid=jorge,ou=People,dc=lab,dc=inet 
changetype: modify 
add: st 
st: True 
  
dn: uid=borja,ou=People,dc=lab,dc=inet 
changetype: modify 
add: st 
st: True 
  
dn: uid=eva,ou=People,dc=lab,dc=inet 
changetype: modify 
add: st 
st: True 
... 
(resto de la salida omitida) 
  
Importamos: 
 
[root@dexter ~]# ldapadd -x -W -D "cn=Manager,dc=lab,dc=inet" -f 
/root/users-enable.ldif 
Enter LDAP Password: 
modifying entry "uid=jorge,ou=People,dc=lab,dc=inet" 
  
modifying entry "uid=borja,ou=People,dc=lab,dc=inet" 
  
modifying entry "uid=eva,ou=People,dc=lab,dc=inet" 
... 
(resto de la salida omitida) 
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Configuración del cliente 
En los controladores, el despliegue realizado por Fuel incluye un plugin que realiza los 
pasos necesarios para la configuración del módulo de autenticación (keystone) de forma 
correcta.  
  
Se incluyen aquí los pasos necesarios para configurar desde el punto de vista de cliente, 
cualquier sistema de nuestro piloto para realizar consultas al directorio LDAP.  
 
De este modo podemos realizar pruebas de validación previas al despliegue y 
determinar que el directorio LDAP está configurado correctamente o es accesible desde 
una máquina concreta. 
  
En los ejemplos usaremos la propia máquina física donde se ejecuta el servidor, 
dexter.lab.inet. 
Paquetes necesarios 
Es necesario instalar el siguiente paquete para poder configurar un cliente de LDAP: 
root@ESJC-OST2-CC01P:~# apt list | grep ldap-utils 
 
WARNING: apt does not have a stable CLI interface yet. Use with 
caution in scripts. 
 
ldap-utils/trusty-updates,now 2.4.31-1+nmu2ubuntu8.3 amd64 [installed] 
Añadir los certificados propios de la CA necesarios 
Para poder utilizar el modo seguro (TLS) del servicio LDAP tenemos que hacer que 
nuestro servidor confíe en el certificado raíz e intermedio de nuestra CA. De ese modo 
confiará en el certificado de servidor entregado por el servidor LDAP que está firmado 
por estos. 
  
Copiamos el fichero que incluye ambos certificados: 
 
[root@dexter ~]# cp /root/ca/intermediate/certs/ca-
chain.cert.pem  /etc/pki/ca-trust/source/anchors/CA-Lab.crt 
[root@dexter ~]# cp /root/ca/intermediate/certs/ca-chain.cert.pem 
/etc/openldap/certs/ca-chain.crt 
  
Actualizamos la base de datos de certificados del sistema: 
 
[root@dexter ~]# update-ca-trust  
  
Opcionalmente y para simplificar la sintaxis con la que formular las consultas al nuestro 
LDAP, configuramos el cliente LDAP en el fichero /etc/openldap/ldap.conf 
 
# 
# LDAP Defaults 
# 
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# See ldap.conf(5) for details 
# This file should be world readable but not world writable. 
  
BASE dc=lab,dc=inet 
#URI ldap://ldap.example.com ldap://ldap-master.example.com:666 
  
#SIZELIMIT 12 
#TIMELIMIT 15 
#DEREF  never 
  
TLS_CACERTDIR /etc/openldap/certs 
  
# Turning this off breaks GSSAPI used with krb5 when rdns = false 
SASL_NOCANON on  
Ejemplos de validaciones  
A continuación, se indica cómo generar un listado de usuarios: 
  
[root@dexter ~]# ldapsearch -x -b dc=lab,dc=inet cn=jorge  
# extended LDIF 
# 
# LDAPv3 
# base <dc=lab,dc=inet> with scope subtree 
# filter: cn=jorge 
# requesting: ALL 
# 
  
# jorge, People, lab.inet 
dn: uid=jorge,ou=People,dc=lab,dc=inet 
uid: jorge 
cn: jorge 
sn: jorge 
mail: jorge@lab.inet 
objectClass: person 
objectClass: organizationalPerson 
objectClass: inetOrgPerson 
objectClass: posixAccount 
objectClass: top 
objectClass: shadowAccount 
userPassword:: 
e2NyeXB0fSQ2JFJLcmI5Z2JsJEp3ckhaWEFJL21Da3dRcVpCNHcuMFRLeFVkUk1 
yaVpnamY2TGhwV0NlVXRYN0dwMzVxc3RKdlBzdmxFL2x4ckpzWmJrazBXV1AyeWtFOEY2e
GVBeE4x 
shadowLastChange: 17195 
shadowMin: 0 
shadowMax: 99999 
shadowWarning: 7 
loginShell: /bin/bash 
uidNumber: 1001 
gidNumber: 1001 
homeDirectory: /home/jorge 
  
# search result 
search: 2 
result: 0 Success 
  
# numResponses: 2 
# numEntries: 1 
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A continuación, se indica cómo generar un listado de grupos: 
  
[root@dexter ~]# ldapsearch -x -b dc=lab,dc=inet "(cn=Openstack)" 
memberUid 
# extended LDIF 
# 
# LDAPv3 
# base <dc=lab,dc=inet> with scope subtree 
# filter: (cn=Openstack) 
# requesting: memberUid  
# 
  
# Openstack, Groups, lab.inet 
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
memberUid: jorge 
memberUid: borja 
memberUid: eva 
memberUid: luis 
memberUid: pedro 
memberUid: elena 
memberUid: manuel 
memberUid: juan 
  
# search result 
search: 2 
result: 0 Success 
  
# numResponses: 2 
# numEntries: 1 
  
Grupo donde se encuentre un usuario: 
  
[root@dexter ~]# ldapsearch -x -b dc=lab,dc=inet 
"(&(cn=*)(memberUid=borja))" dn 
# extended LDIF 
# 
# LDAPv3 
# base <dc=lab,dc=inet> with scope subtree 
# filter: (&(cn=*)(memberUid=borja)) 
# requesting: dn  
# 
  
# Openstack, Groups, lab.inet 
dn: cn=Openstack,ou=Groups,dc=lab,dc=inet 
  
# search result 
search: 2 
result: 0 Success 
  
# numResponses: 2 
# numEntries: 1 
   
A continuación, se indica como se puede comprobar que el usuario ‘admin’ es capaz de 
autenticar contra LDAP: 
  
[root@dexter ~]# ldapsearch -x -w contraseñaxxxx -H 
ldaps://ldap.lab.inet -b dc=lab,dc=inet -D "uid=admin,dc=lab,dc=inet" 
"cn=*" dn 
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# extended LDIF 
# 
# LDAPv3 
# base <dc=lab,dc=inet> with scope subtree 
# filter: cn=* 
# requesting: dn  
# 
  
# Manager, lab.inet 
dn: cn=Manager,dc=lab,dc=inet 
… 
  
Esta misma prueba la podemos realizar desde uno de los controladores una vez 
terminado el despliegue para depurar problemas que se hayan dado en la configuración 
del mismo: 
  
root@controller1:/etc/keystone# ldapsearch -D 
"uid=admin,dc=lab,dc=inet" -w contraseñaxxx -h ldap.lab.inet -b 
dc=lab,dc=inet cn=jorge  
Apertura de flujos 
Por seguridad, la configuración de nuestro firewall en dexter va a limitar el acceso a 
todos los puertos por debajo de 1024. Estos se asocian a servicios estándar y por tanto 
se quiere tener total control de su uso. 
  
La conectividad necesaria se define como la siguiente combinación de puertos TCP: 
 
[root@dexter ~]# grep ^ldap[\ s] /etc/services  
ldap            389/tcp 
ldap            389/udp 
ldaps           636/tcp                         # LDAP over SSL 
ldaps           636/udp                         # LDAP over SSL  
Configuración firewall 
Aplicamos las siguientes directivas para permitir el acceso al servicio LDAP en el 
firewall: 
  
[root@dexter ~]# firewall-cmd --permanent --add-service=ldap 
success 
[root@dexter ~]# firewall-cmd --permanent --add-service=ldaps 
success 
[root@dexter ~]# firewall-cmd --reload 
success 
Validaciones 
Utilizamos la herramienta ‘netcat’ para validar que podemos crear un socket contra el 
puerto indicado desde una de las máquinas en la red OS1_INTERNA, desde un 
controlador: 
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root@controller1:~# nc -v  ldap.lab.inet 389 
Connection to ldap.lab.inet 389 port [tcp/ldap] succeeded! 
  
root@controller1:~# nc -v  ldap.lab.inet 636 
Connection to ldap.lab.inet 636 port [tcp/ldaps] succeeded! 
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Anexo VI – Configuración detallada del 
servicio VPN 
Instalación 
Instalamos el servicio de VPN proporcionado por OpenVPN en el nodo físico 
dexter.lab.inet.  
 
[root@dexter ~]# yum -y install openvpn easy-rsa 
  
Habilitamos el servicio para que arranque cuando el servidor arranque: 
 
[root@dexter openvpn]# systemctl enable openvpn@server 
Created symlink from /etc/systemd/system/multi-
user.target.wants/openvpn@server.service to 
/usr/lib/systemd/system/openvpn@.service. 
  
Arrancamos el servicio: 
 
[root@dexter openvpn]# systemctl start openvpn@server 
  
Verificamos el estado del servicio: 
 
[root@dexter openvpn]# systemctl status openvpn@server.service 
  openvpn@server.service - OpenVPN Robust And Highly Flexible 
Tunneling Application On server 
  Loaded: loaded (/usr/lib/systemd/system/openvpn@.service; enabled; 
vendor preset: disabled) 
  Active: active (running) since lun 2017-01-30 15:28:06 EST; 3s ago 
 Process: 22489 ExecStart=/usr/sbin/openvpn --daemon --writepid 
/var/run/openvpn/%i.pid --cd /etc/openvpn/ --config %i.conf 
(code=exited, status=0/SUCCESS) 
Main PID: 22490 (openvpn) 
  CGroup: /system.slice/system-openvpn.slice/openvpn@server.service 
          └─22490 /usr/sbin/openvpn --daemon --writepid 
/var/run/openvpn/server.pid --cd /etc/openvpn/ --config server.conf 
  
ene 30 15:28:06 dexter openvpn[22490]: TUN/TAP TX queue length set to 
100 
ene 30 15:28:06 dexter openvpn[22490]: do_ifconfig, tt->ipv6=0, tt-
>did_ifconfig_ipv6_setup=0 
ene 30 15:28:06 dexter openvpn[22490]: /usr/sbin/ip link set dev tun0 
up mtu 1500 
ene 30 15:28:06 dexter openvpn[22490]: /usr/sbin/ip addr add dev tun0 
10.8.0.1/24 broadcast 10.8.0.255 
ene 30 15:28:06 dexter openvpn[22490]: UDPv4 link local (bound): 
[undef] 
ene 30 15:28:06 dexter openvpn[22490]: UDPv4 link remote: [undef] 
ene 30 15:28:06 dexter openvpn[22490]: MULTI: multi_init called, r=256 
v=256 
ene 30 15:28:06 dexter openvpn[22490]: IFCONFIG POOL: base=10.8.0.2 
size=252, ipv6=0 
ene 30 15:28:06 dexter openvpn[22490]: IFCONFIG POOL LIST 
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ene 30 15:28:06 dexter openvpn[22490]: Initialization Sequence 
Completed 
Configuración del servidor 
La labor de autenticación se realizará en base a certificados de usuario personalizados. 
 
Las operaciones más comunes se gestionarán de la siguiente manera: 
 
• Para dar acceso – se asegura el canal utilizando un certificado SSL firmado por 
nuestra CA que se concede al usuario en cuestión.  
• Para denegar el acceso – basta con revocar el certificado. 
 
Los ficheros de configuración requeridos se ubican en el directorio /etc/openvpn y su 
parametrización se detalla a continuación. Lo más relevante es lo siguiente: 
  
• Utilizamos encapsulación IP (dev tun). 
• Definimos la red IPv4 usada. 
• La IP del servidor en la red de VPN. 
• La ubicación de los certificados utilizados. 
• Las rutas inyectadas al cliente, en este caso la red OS1_PROVISION y 
OS1_PUBLICA. 
• La configuración de nuestro DNS al cliente para que así resuelva el 
direccionamiento del dominio ‘lab.inet’. 
• Limitamos el número de usuarios VPN a 10. 
  
El pool de direcciones que asigna la VPN son los pertenecientes a la red EX_VPN: 
 
• Servidor VPN – 10.8.0.1. 
• Clientes VPN – 10.8.0.2 - 10.8.0.254. 
  
El fichero de configuración del servidor VPN es /etc/openvpn/server.conf. 
 
Copiamos el fichero de ejemplo distribuido por el paquete en CentOS 7: 
  
[root@dexter ca]# cp /usr/share/doc/openvpn-*/sample/sample-config-
files/server.conf /etc/openvpn 
  
Sobre este aplicaremos una serie de cambios que resumimos en la salida del comando 
diff  (comando que muestra las diferencias entre dos ficheros) correspondiente: 
 
[root@dexter ca]# diff -Nuar 
/etc/openvpn/server.conf.orig  /etc/openvpn/server.conf 
--- /etc/openvpn/server.conf.orig 2017-01-30 08:22:45.917187280 -0500 
+++ /etc/openvpn/server.conf 2017-01-31 16:51:29.031247291 -0500 
@@ -75,21 +75,21 @@ 
# Any X509 key management system can be used. 
# OpenVPN can also use a PKCS #12 formatted key file 
# (see "pkcs12" directive in man page). 
-ca ca.crt 
-cert server.crt 
-key server.key  # This file should be kept secret 
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+ca certs/ca.crt 
+cert certs/server.crt 
+key certs/server.key  # This file should be kept secret 
 
# Diffie hellman parameters. 
# Generate your own with: 
#   openssl dhparam -out dh2048.pem 2048 
-dh dh2048.pem 
+dh certs/dh2048.pem 
 
# Network topology 
# Should be subnet (addressing via IP) 
# unless Windows clients v2.0.9 and lower have to 
# be supported (then net30, i.e. a /30 per client) 
# Defaults to net30 (not recommended) 
-;topology subnet 
+topology subnet 
 
# Configure server mode and supply a VPN subnet 
# for OpenVPN to draw client addresses from. 
@@ -140,6 +140,8 @@ 
# back to the OpenVPN server. 
;push "route 192.168.10.0 255.255.255.0" 
;push "route 192.168.20.0 255.255.255.0" 
+push "route 10.20.0.0 255.255.255.0" 
+push "route 172.16.0.0 255.255.255.0" 
 
# To assign specific IP addresses to specific 
# clients or if a connecting client has a private 
@@ -199,6 +201,8 @@ 
# DNS servers provided by opendns.com. 
;push "dhcp-option DNS 208.67.222.222" 
;push "dhcp-option DNS 208.67.220.220" 
+push "dhcp-option DNS 10.8.0.1 " 
+ 
 
# Uncomment this directive to allow different 
# clients to be able to "see" each other. 
@@ -264,15 +268,15 @@ 
 
# The maximum number of concurrently connected 
# clients we want to allow. 
-;max-clients 100 
+max-clients 10 
 
# It's a good idea to reduce the OpenVPN 
# daemon's privileges after initialization. 
# 
# You can uncomment this out on 
# non-Windows systems. 
-;user nobody 
-;group nobody 
+user nobody 
+group nobody 
 
# The persist options will try to avoid 
# accessing certain resources on restart 
@@ -312,4 +316,4 @@ 
 
# Notify the client that when the server restarts so it 
# can automatically reconnect. 
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-explicit-exit-notify 1 
+# explicit-exit-notify 1 
Certificados 
La conexión VPN utiliza dos mecanismos de encriptación asimétricos diferentes:  
 
• Diffie Hellman (DH) – los datos se encriptan mediante este mecanismo. 
• RSA – los datos se firman/validan mediante este mecanismo. 
  
Creamos un directorio para dejar todo lo relativo a certificados: 
 
[root@dexter openvpn]# mkdir /etc/openvpn/certs 
  
Además del certificado SSL de servidor necesitamos crear un número primo de gran 
longitud para la encriptación mediante el sistema DH: 
 
[root@dexter openvpn]# openssl dhparam -out 
/etc/openvpn/certs/dh2048.pem 2048 
Generating DH parameters, 2048 bit long safe prime, generator 2 
This is going to take a long time 
...............................................+.....+................
... 
.............................+........................................
... 
... 
(texto omitido) 
 
Creamos el certificado de servidor usando los scripts elaborados en nuestra CA: 
 
[root@dexter ca]# ./gen-new-cert-for-lab.sh vpn 
Generating RSA private key, 2048 bit long modulus 
......................................................................
..........+++ 
.........+++ 
e is 65537 (0x10001) 
You are about to be asked to enter information that will be 
incorporated 
into your certificate request. 
What you are about to enter is what is called a Distinguished Name or 
a DN. 
There are quite a few fields but you can leave some blank 
For some fields there will be a default value, 
If you enter '.', the field will be left blank. 
----- 
Country Name (2 letter code) [ES]: 
… 
(texto omitido) 
.... 
Data Base Updated 
+ chmod 444 intermediate/certs/vpn.lab.inet.cert.pem 
+ set +x 
***** New SSL cert generated on 
'/root/ca/intermediate/certs/vpn.lab.inet.cert.pem' **** 
  
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
219 
Para poder tener acceso desde internet al piloto hemos configurado como "common 
name" el nombre del dominio DNS que resuelve desde Internet la IP pública a través de 
la que podemos acceder al equipo: dexterlab.ddns.net. 
  
Detalles del certificado: 
 
       Serial Number: 4099 (0x1003) 
       Validity 
           Not Before: Jan 30 13:05:45 2017 GMT 
           Not After : Feb  9 13:05:45 2018 GMT 
       Subject: 
           countryName               = ES 
           stateOrProvinceName       = Madrid 
           localityName              = Madrid 
           organizationName          = Dexter Laboratory 
           organizationalUnitName    = Dexter Laboratory VPN service 
           commonName                = dexterlab.ddns.net 
           emailAddress              = admin@lab.inet 
       X509v3 extensions:  
Instalación del certificado 
Precisamos clave privada, pública y certificado raíz e intermedio de la CA (ca-
chain.cert.pem): 
 
[root@dexter ~]# cp /root/ca/intermediate/private/vpn.lab.inet.key.pem 
/etc/openvpn/certs/server.key 
 
[root@dexter ~]# cp /root/ca/intermediate/certs/vpn.lab.inet.cert.pem 
/etc/openvpn/certs/server.crt 
 
[root@dexter ~]# cp /root/ca/intermediate/certs/ca-chain.cert.pem 
/etc/openvpn/certs/ca.crt 
Configuración de clientes 
La configuración del software de cliente para acceder al servicio VPN puede ser 
ligeramente compleja ya que hace falta indicar los parámetros de cifrado utilizados por 
el servidor.  
  
• Cifrado (cipher): AES-256-CBC 
• Tamaño de clave (keysize): 256 
• Autenticación HMAC: SHA1 
 
Existen multitud de clientes de VPN válidos, tanto para Linux, como para Windows 
como para Mac.  
 
Introduciendo los anteriores parámetros y teniendo el certificado instalado en el equipo, 
se podrá configurar el cliente VPN para tener acceso a la plataforma de OpenStack. 
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Apertura de flujos 
Para permitir el acceso mediante VPN a nuestro piloto hemos tenido que habilitar el 
flujo desde la interfaz de la red de TRANSITO (enp5s0 - 10.1.69.2) para que la 
conexión entrante redireccionada por ROUTER-EX pueda establecerse. 
Apertura puerto openvpn en dexter 
Dejamos que el servicio VPN sea accesible desde la interfaz pública del hipervisor en el 
puerto estándar 1194/udp. 
  
[root@dexter openvpn]# firewall-cmd --zone=public --permanent --add-
service=openvpn 
success 
 
Recargamos la configuración del firewall: 
 
[root@dexter openvpn]# systemctl reload firewalld  
  
Como se describe en la sección relativa a la configuración del firewall del hipervisor 
dexter, es necesario que todo el tráfico proveniente de la VPN sea debidamente 
enmascarado con la IP del servidor en la red OS1_PROVISION (10.20.0.1).  
 
Esta configuración se realiza mediante el mecanismo de SNAT y se detalla en la 
sección ‘Enrutado asimético - red VPN del Anexo IX – Configuración detallada del 
Firewall’.  
Configuración NAT en ROUTER-EX 
Creamos la siguiente regla de NAT en el router que nos permite acceso a Internet 
(ROUTER-EX): 
 
 
  
Esta regla permite encaminar las peticiones a la IP pública de ROUTER-EX del puerto 
1194 (puerto por defecto de openvpn) hacia la IP interna del dexter.lab.inet (10.1.69.2).  
  
Al tener resuelta la IP pública resuelta en los DNS públicos de Internet como: 
 
$ host  dexterlab.ddns.net 
dexterlab.ddns.net has address 2.136.142.32 
  
Las peticiones de los clientes validan correctamente el certificado que fue incluye en su 
campo commonName este dominio.  
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Anexo VII – Configuración detallada del 
servicio NTP 
OpenStack requiere sincronización de relojes entre sus nodos por lo que se utiliza el 
protocolo NTP.  
 
Para reproducir las condiciones en una implantación real, se implementa un servidor 
NTP local en el piloto que sea la fuente común de reloj para todos los servidores 
desplegados.  
 
Por simplicidad el servicio se presta desde la máquina física dexter.lab.inet. 
  
El servicio se presta a través de la red de gestión/provisión OS1_PROVISION, al igual 
que el resto de servicios fundamentales como DNS, LDAP, etc. 
Instalación 
Se instala desde el repositorio oficial de CentOS: 
  
[root@dexter ~]#  yum install -y chrony 
  
Habilitamos el servicio para el arranque: 
  
[root@dexter ~]#  systemctl enable chronyd 
  
Arrancamos el servicio: 
  
[root@dexter ~]#  systemctl start chronyd 
  
Necesitamos abrir el servicio a nivel TCP en el firewall, en la zona interna desde donde 
se conectan los clientes: 
  
[root@dexter ~]# firewall-cmd --zone=internal --permanent --add-
service=ntp 
success 
  
[root@dexter ~]# systemctl reload firewalld   
Configuración del servidor 
El servicio se configura mediante el fichero /etc/chrony.conf.  
 
No requerimos cambios muy grandes sobre la configuración por defecto que CentOS 7 
instala.  
 
Como servidores primarios que proporcionarán la hora a Dexter, se utilizan los 
servidores: 
  
server 0.centos.pool.ntp.org iburst 
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server 1.centos.pool.ntp.org iburst 
server 2.centos.pool.ntp.org iburst 
server 3.centos.pool.ntp.org iburst 
  
Los únicos cambios realizados se detallan mediante la comparativa entre el fichero de 
configuración original y el modificado: 
  
[root@dexter ~]# diff -Nuar /etc/chrony.conf.orig /etc/chrony.conf 
--- /etc/chrony.conf.orig 2017-01-28 14:40:13.583355543 -0500 
+++ /etc/chrony.conf 2017-01-28 14:40:56.640878150 -0500 
@@ -19,7 +19,7 @@ 
makestep 10 3 
# Allow NTP client access from local network. 
-#allow 192.168/16 
+allow 10.20.0/24 
# Listen for commands only on localhost. 
bindcmdaddress 127.0.0.1 
  
Básicamente permitimos la sincronización NTP contra este servidor para todos aquellos 
servidores que se encuentren en la red OS1_PROVISIÓN, que hace las veces de red de 
gestión en nuestro piloto. 
Validación de la sincronización 
Tras la configuración y puesta en marcha el servicio tiene que sincronizar con los 
servidores externos de orden superior.  
 
Seguimos los siguientes pasos para validarlo: 
  
1. Verificamos el nivel de sincronización: 
 
[root@dexter stack]# chronyc tracking 
Reference ID    : 158.227.98.15 (i2t15.i2t.ehu.eus) 
Stratum         : 2 
Ref time (UTC)  : Sat Jan 28 19:41:00 2017 
System time     : 0.000072431 seconds slow of NTP time 
Last offset     : -0.000079096 seconds 
RMS offset      : 0.000079096 seconds 
Frequency       : 34.819 ppm slow 
Residual freq   : -0.388 ppm 
Skew            : 1.121 ppm 
Root delay      : 0.015316 seconds 
Root dispersion : 0.000374 seconds 
Update interval : 64.6 seconds 
Leap status     : Normal 
  
2. Obtenemos el estado de salud de la sincronización con cada servidor externo y 
así validamos que tenemos buena conectividad con ellos y están dando servicio 
correctamente: 
 
[root@dexter stack]# chronyc sourcestats -v 
210 Number of sources = 4 
                            .- Number of sample points in measurement set. 
                           /    .- Number of residual runs with same sign. 
                          |    /    .- Length of measurement set (time). 
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                          |   |    /      .- Est. clock freq error (ppm). 
                          |   |   |      /           .- Est. error in freq. 
                          |   |   |     |           /         .- Est. offset. 
                          |   |   |     |          |          |   On the -. 
                          |   |   |     |          |          |   samples. \ 
                          |   |   |     |          |          |             | 
Name/IP Address            NP  NR  Span  Frequency  Freq Skew  Offset  Std Dev 
============================================================================== 
dnscache-madrid.ntt.eu      7   3   201    -16.169     77.303    -17ms  1558us 
i2t15.i2t.ehu.eus           7   4   200     -0.608      2.991    -98us    80us 
213.251.52.234              7   7   199     +0.085      1.609  -1041us    49us 
ntp.redimadrid.es           7   5   200     +0.205      1.135   +237us    33us 
Configuración del cliente 
La configuración en los clientes la realiza automáticamente Fuel (nodo gestor del 
cloud).  
 
Para realizar esa configuración hace falta lo siguiente: 
 
1. Instalación cliente NTP – en el despliegue de los nodos de control/red y de los 
nodos de cómputo/almacenamiento se instala el cliente ntp, instalando los 
siguientes paquetes: 
 
ntp/mos9.0-updates,now 2:4.2.6.p5+dfsg-3~u14.04+mos1 amd64 
ntpdate/mos9.0-updates,now 2:4.2.6.p5+dfsg-3~u14.04+mos1 amd64 
 
2. Configuración del cliente – es el propio Fuel el que configure el cliente NTP. El 
fichero de configuración /etc/ntp.conf es el siguiente: 
  
# ntp.conf: Managed by puppet. 
# 
# Enable next tinker options: 
# panic - keep ntpd from panicking in the event of a large clock skew 
# when a VM guest is suspended and resumed; 
# stepout - allow ntpd change offset faster 
tinker panic 0 stepout 5 
 
disable monitor 
 
# Permit time synchronization with our time source, but do not 
# permit the source to query or modify the service on this system. 
restrict -4 default kod nomodify notrap nopeer noquery 
restrict -6 default kod nomodify notrap nopeer noquery 
restrict 127.0.0.1 
restrict ::1 
 
 
# Set up servers for ntpd with next options: 
# server - IP address or DNS name of upstream NTP server 
# iburst - allow send sync packages faster if upstream unavailable 
# prefer - select preferrable server 
# minpoll - set minimal update frequency 
# maxpoll - set maximal update frequency 
server 192.168.0.7 iburst minpoll 3 
 
# Driftfile. 
driftfile /var/lib/ntp/drift 
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Anexo VIII – Configuración detallada 
del Firewall 
Las funciones de control de acceso a nivel IP se realizan en el servidor físico dexter ya 
que es a su vez el encargado del enrutado entre las distintas redes. 
  
Para su gestión se utiliza el servicio firewalld, que viene instalado con la distribución 
de Linux. Este servicio se encarga de aplicar las configuraciones al servicio de 
iptables, quién a su vez, realiza la función real de configuración a nivel de kernel del 
filtrado. 
  
[root@dexter ~]# firewall-cmd --state 
running 
  
Este servicio implementa distintos planos de seguridad en torno a la definición de 
zonas: 
 
[root@dexter ~]# firewall-cmd --get-zones 
work drop internal external trusted home dmz public block 
Zona “public” 
  
La zona por defecto configurada es ‘public’ y está asociada a la interfaz ‘enp5s0’. Esta 
interfaz configura a nivel IP una dirección de la red TRANSITO.  
  
[root@dexter ~]# firewall-cmd --get-default-zone 
public 
  
Todo el tráfico generado hacia Internet lo hace mediante NAT utilizando su dirección 
10.1.69.2 hacía ROUTER-EX, que a su vez hace nuevamente uso del NAT para generar 
tráfico con su dirección pública.  
  
Por tanto, no hay posibilidad de conexiones entrantes hacia esta interfaz fuera de la red 
interna, así que no se requiere seguridad adicional. 
 
La zona ‘public’ tiene los siguientes servicios accesibles: 
 
[root@dexter ~]# firewall-cmd --zone=public --list-all 
public (active) 
 target: default 
 icmp-block-inversion: no 
 interfaces: enp5s0 
 sources:  
 services: openvpn ssh 
 ports:  
 protocols:  
 masquerade: no 
 forward-ports:  
 sourceports:  
 icmp-blocks:  
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 rich rules:  
  
Por seguridad, en esta zona solo se exponen los servicios realmente necesarios: 
 
• ssh: para acceder a la máquina desde la red local (TRANSITO). 
• openvpn: para las conexiones vía VPN desde Internet a la plataforma. 
Zona “internal”  
La zona ‘internal’ la asociamos a lo siguiente: 
 
• Redes virtuales (virbr0, virbr1 y virbr2)  
• VPN (tun0).  
 
Se permiten únicamente los flujos necesarios para el funcionamiento del piloto. 
  
[root@dexter ~]# firewall-cmd --zone=internal --add-interface=tun0 
success 
 
[root@dexter ~]# firewall-cmd --zone=internal --add-interface=virbr1 
The interface is under control of NetworkManager, setting zone to 
'internal'. 
Success 
 
[root@dexter ~]# firewall-cmd --zone=internal --add-interface=virbr2 
The interface is under control of NetworkManager, setting zone to 
'internal'. 
Success 
 
[root@dexter ~]# firewall-cmd --zone=internal --add-interface=virbr3 
The interface is under control of NetworkManager, setting zone to 
'internal'. 
success 
The interface is under control of NetworkManager, setting zone to 
'internal'. 
  
Los flujos habilitados son los siguientes: 
  
[root@dexter ~]# firewall-cmd --zone=internal --list-all 
internal (active) 
 target: default 
 icmp-block-inversion: no 
 interfaces: tun0 virbr0 virbr1 virbr2 
 sources:  
 services: dns http https ldap ldaps mdns ntp ssh 
 ports:  
 protocols:  
 masquerade: yes 
 forward-ports:  
 sourceports:  
 icmp-blocks:  
 rich rules:  
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Redes virtuales KVM  
La creación de las redes virtuales se traduce en las siguientes reglas que restringen el 
enrutamiento de acorde a lo definido (chain FORWARD): 
  
Chain FORWARD (policy ACCEPT) 
target     prot opt source               destination 
ACCEPT     all  --  anywhere             192.168.100.0/24     ctstate 
RELATED,ESTABLISHED 
ACCEPT     all  --  192.168.100.0/24     anywhere 
... 
ACCEPT     all  --  anywhere             10.20.0.0/24 
ACCEPT     all  --  10.20.0.0/24         anywhere 
... 
ACCEPT     all  --  anywhere             172.16.0.0/24 
ACCEPT     all  --  172.16.0.0/24        anywhere 
... 
  
Esta configuración permite lo siguiente: 
 
• Red 192.168.100.0/24 (EX_MGMT): 
 
o Es una red de tipo NAT. 
o Solo se permite para las conexiones previamente establecidas: ctstate 
RELATED,ESTABLISHED, restringiendo así el tráfico entrante.  
o Esta red solo sirve para dar conectividad externa a Fuel para descargar 
software. 
 
• Red 10.20.0.0/24 (OS1_PROVISION): 
 
o se configura como enrutada, permitiendo todo el tráfico desde otras 
redes.  
 
• Red 172.16.0.0/24 (OS1_PÚBLICA): 
 
o se configura como enrutada, permitiendo todo el tráfico desde otras 
redes.  
 
• Esta configuración permite acceso directo a las redes desde la VPN tal y como si 
estuviéramos directamente conectados.  
Enrutado asimétrico -  red VPN 
Aunque el flujo está permitido a nivel del firewall, existe un problema de enrutado 
asimétrico. Al acceder desde la red de VPN (EX_VPN - 10.8.0.0/24) hacia la red de 
provisión, la tabla de rutas de los nodos no sabe encaminar de vuelta el paquete.  
  
[root@fuel ~]# route 
Kernel IP routing table 
Destination     Gateway         Genmask         Flags Metric 
Ref    Use Iface 
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default         gateway         0.0.0.0         UG    0      0        
0 eth1 
10.20.0.0       0.0.0.0         255.255.255.0   U     0      0        
0 eth0 
link-
local      0.0.0.0         255.255.0.0     U     1002   0        0 
eth0 
link-
local      0.0.0.0         255.255.0.0     U     1003   0        0 
eth1 
192.168.100.0   0.0.0.0         255.255.255.0   U     0      0        
0 eth1 
  
 Esta problemática se resume de la siguiente manera: 
 
• Una conexión desde el cliente de VPN 10.8.0.2 hacia la IP 10.20.0.2 (nodo 
gestor del cloud a través de la red de provisión) será encaminada por 'dexter', 
que actuará de router hacia la interfaz eth0 de fuel. 
• Su respuesta, sin embargo, no volverá por la misma interfaz (enrutado 
asimétrico) ya que no hay ruta específica para la red 10.8.0.2.  
• La respuesta será encaminada a través de la ruta por defecto cuya interfaz es 
eth1. Esta interfaz es una interfaz configurada como "NAT" hacia la interfaz 
enp5s0 del anfitrión (dexter).  
• El paquete de respuesta por tanto se perderá y el resultado será que no se 
establecerá conexión. 
  
Las posibles soluciones son: 
  
• Añadir una ruta específica en todos los nodos accedidos por la VPN. 
• Enmascarar la IP de origen (NAT) de modo que esté en la misma red y por tanto 
se enrute correctamente. 
  
La segunda opción es por tanto la más transparente y cómoda de implementar. Para ello 
solo hace falta aplicar un NAT una vez se ha calculado la interfaz por la que se ha de 
encaminar el paquete de ida.  
  
Implementación del mecanismo de NAT: 
 
[rexteroot@d ~]# firewall-cmd --permanent --direct --add-rule ipv4 nat 
\ 
POSTROUTING 0 -o enp5s0 -j MASQUERADE 
                                                                                           
Configuración iptables resultante 
Nos aseguramos que las reglas son aplicadas permanentes: 
 
[root@dexter ~]# systemctl restart firewalld 
 
El estado final de la configuración es el siguiente: 
 
[root@dexter ~]# iptables -L 
Chain INPUT (policy ACCEPT) 
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target     prot opt source               destination          
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:domain 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:domain 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:bootps 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:bootps 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:domain 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:domain 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:bootps 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:bootps 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:domain 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:domain 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:bootps 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:bootps 
ACCEPT     all  --  anywhere             anywhere             ctstate 
RELATED,ESTABLISHED 
ACCEPT     all  --  anywhere             anywhere             
INPUT_direct  all  --  anywhere             anywhere             
INPUT_ZONES_SOURCE  all  --  anywhere             anywhere             
INPUT_ZONES  all  --  anywhere             anywhere             
DROP       all  --  anywhere             anywhere             ctstate 
INVALID 
REJECT     all  --  anywhere             anywhere             reject-
with icmp-host-prohibited 
  
Chain FORWARD (policy ACCEPT) 
target     prot opt source               destination          
ACCEPT     all  --  anywhere             10.20.0.0/24         
ACCEPT     all  --  10.20.0.0/24         anywhere             
ACCEPT     all  --  anywhere             anywhere             
REJECT     all  --  anywhere             anywhere             reject-
with icmp-port-unreachable 
REJECT     all  --  anywhere             anywhere             reject-
with icmp-port-unreachable 
ACCEPT     all  --  anywhere             172.16.0.0/24        
ACCEPT     all  --  172.16.0.0/24        anywhere             
ACCEPT     all  --  anywhere             anywhere             
REJECT     all  --  anywhere             anywhere             reject-
with icmp-port-unreachable 
REJECT     all  --  anywhere             anywhere             reject-
with icmp-port-unreachable 
ACCEPT     all  --  anywhere             192.168.100.0/24     ctstate 
RELATED,ESTABLISHED 
ACCEPT     all  --  192.168.100.0/24     anywhere             
ACCEPT     all  --  anywhere             anywhere             
REJECT     all  --  anywhere             anywhere             reject-
with icmp-port-unreachable 
REJECT     all  --  anywhere             anywhere             reject-
with icmp-port-unreachable 
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ACCEPT     all  --  anywhere             anywhere             ctstate 
RELATED,ESTABLISHED 
ACCEPT     all  --  anywhere             anywhere             
FORWARD_direct  all  --  anywhere             anywhere             
FORWARD_IN_ZONES_SOURCE  all  --
  anywhere             anywhere             
FORWARD_IN_ZONES  all  --  anywhere             anywhere             
FORWARD_OUT_ZONES_SOURCE  all  --
  anywhere             anywhere             
FORWARD_OUT_ZONES  all  --  anywhere             anywhere             
DROP       all  --  anywhere             anywhere             ctstate 
INVALID 
REJECT     all  --  anywhere             anywhere             reject-
with icmp-host-prohibited 
  
Chain OUTPUT (policy ACCEPT) 
target     prot opt source               destination          
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:bootpc 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:bootpc 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:bootpc 
OUTPUT_direct  all  --  anywhere             anywhere             
  
Chain FORWARD_IN_ZONES (1 references) 
target     prot opt source               destination          
FWDI_public  all  --  anywhere             anywhere            [goto]  
FWDI_internal  all  --
  anywhere             anywhere            [goto]  
FWDI_internal  all  --
  anywhere             anywhere            [goto]  
FWDI_internal  all  --
  anywhere             anywhere            [goto]  
FWDI_internal  all  --
  anywhere             anywhere            [goto]  
FWDI_public  all  --  anywhere             anywhere            [goto]  
  
Chain FORWARD_IN_ZONES_SOURCE (1 references) 
target     prot opt source               destination          
  
Chain FORWARD_OUT_ZONES (1 references) 
target     prot opt source               destination          
FWDO_public  all  --  anywhere             anywhere            [goto]  
FWDO_internal  all  --
  anywhere             anywhere            [goto]  
FWDO_internal  all  --
  anywhere             anywhere            [goto]  
FWDO_internal  all  --
  anywhere             anywhere            [goto]  
FWDO_internal  all  --
  anywhere             anywhere            [goto]  
FWDO_public  all  --  anywhere             anywhere            [goto]  
  
Chain FORWARD_OUT_ZONES_SOURCE (1 references) 
target     prot opt source               destination          
  
Chain FORWARD_direct (1 references) 
target     prot opt source               destination          
  
Chain FWDI_internal (4 references) 
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target     prot opt source               destination          
FWDI_internal_log  all  --  anywhere             anywhere             
FWDI_internal_deny  all  --  anywhere             anywhere             
FWDI_internal_allow  all  --
  anywhere             anywhere             
ACCEPT     icmp --  anywhere             anywhere             
  
Chain FWDI_internal_allow (1 references) 
target     prot opt source               destination          
  
Chain FWDI_internal_deny (1 references) 
target     prot opt source               destination          
  
Chain FWDI_internal_log (1 references) 
target     prot opt source               destination          
  
Chain FWDI_public (2 references) 
target     prot opt source               destination          
FWDI_public_log  all  --  anywhere             anywhere             
FWDI_public_deny  all  --  anywhere             anywhere             
FWDI_public_allow  all  --  anywhere             anywhere             
ACCEPT     icmp --  anywhere             anywhere             
  
Chain FWDI_public_allow (1 references) 
target     prot opt source               destination          
  
Chain FWDI_public_deny (1 references) 
target     prot opt source               destination          
  
Chain FWDI_public_log (1 references) 
target     prot opt source               destination          
  
Chain FWDO_internal (4 references) 
target     prot opt source               destination          
FWDO_internal_log  all  --  anywhere             anywhere             
FWDO_internal_deny  all  --  anywhere             anywhere             
FWDO_internal_allow  all  --
  anywhere             anywhere             
  
Chain FWDO_internal_allow (1 references) 
target     prot opt source               destination          
ACCEPT     all  --  anywhere             anywhere             
  
Chain FWDO_internal_deny (1 references) 
target     prot opt source               destination          
  
Chain FWDO_internal_log (1 references) 
target     prot opt source               destination          
  
Chain FWDO_public (2 references) 
target     prot opt source               destination          
FWDO_public_log  all  --  anywhere             anywhere             
FWDO_public_deny  all  --  anywhere             anywhere             
FWDO_public_allow  all  --  anywhere             anywhere             
  
Chain FWDO_public_allow (1 references) 
target     prot opt source               destination          
  
Chain FWDO_public_deny (1 references) 
target     prot opt source               destination          
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Chain FWDO_public_log (1 references) 
target     prot opt source               destination          
  
Chain INPUT_ZONES (1 references) 
target     prot opt source               destination          
IN_public  all  --  anywhere             anywhere            [goto]  
IN_internal  all  --  anywhere             anywhere            [goto]  
IN_internal  all  --  anywhere             anywhere            [goto]  
IN_internal  all  --  anywhere             anywhere            [goto]  
IN_internal  all  --  anywhere             anywhere            [goto]  
IN_public  all  --  anywhere             anywhere            [goto]  
  
Chain INPUT_ZONES_SOURCE (1 references) 
target     prot opt source               destination          
  
Chain INPUT_direct (1 references) 
target     prot opt source               destination          
  
Chain IN_internal (4 references) 
target     prot opt source               destination          
IN_internal_log  all  --  anywhere             anywhere             
IN_internal_deny  all  --  anywhere             anywhere             
IN_internal_allow  all  --  anywhere             anywhere             
ACCEPT     icmp --  anywhere             anywhere             
  
Chain IN_internal_allow (1 references) 
target     prot opt source               destination          
ACCEPT     udp  --  anywhere             224.0.0.251          udp 
dpt:mdns ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:http ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:https ctstate NEW 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:ntp ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:ldaps ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:ssh ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:domain ctstate NEW 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:domain ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:ldap ctstate NEW 
  
Chain IN_internal_deny (1 references) 
target     prot opt source               destination          
  
Chain IN_internal_log (1 references) 
target     prot opt source               destination          
  
Chain IN_public (2 references) 
target     prot opt source               destination          
IN_public_log  all  --  anywhere             anywhere             
IN_public_deny  all  --  anywhere             anywhere             
IN_public_allow  all  --  anywhere             anywhere             
ACCEPT     icmp --  anywhere             anywhere             
  
Chain IN_public_allow (1 references) 
target     prot opt source               destination          
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ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:synchronet-db ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:https ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:http ctstate NEW 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:ntp ctstate NEW 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:openvpn ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:ldaps ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:EtherNet/IP-1 ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:ssh ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:54323 ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:ldap ctstate NEW 
ACCEPT     tcp  --  anywhere             anywhere             tcp 
dpt:postgres ctstate NEW 
ACCEPT     udp  --  anywhere             anywhere             udp 
dpt:ionixnetmon ctstate NEW 
  
Chain IN_public_deny (1 references) 
target     prot opt source               destination          
  
Chain IN_public_log (1 references) 
target     prot opt source               destination          
  
Chain OUTPUT_direct (1 references) 
target     prot opt source               destination   
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Anexo IX – Ejecución del despliegue 
realizado por Fuel 
Despliegue del piloto 
Aunque el despliegue finalmente es exitoso, son numerosos los intentos necesarios 
hasta lograrlo. Se detallan los pasos, la problemática encontrada y la forma de 
solucionar en cada caso. 
 
El despliegue consiste en numerosas fases, que se aglutinan en torno a estas categorías: 
 
• Instalación del sistema operativo. 
• Instalación del software base. 
• Configuración del software base. 
• Configuración de los aplicativos de Openstack. 
  
La tarea es extremadamente compleja e implica una perfecta sincronización. Existe un 
flujo de acciones que dependiendo de las opciones de instalación elegidas se vuelcan en 
un formato entendible por Fuel. Las acciones de configuración son ejecutadas mediante 
módulos puppet, la herramienta de despliegue de configuraciones. 
Problemas encontrados durante el despliegue  
La complejidad es muy grande ya que estamos hablando de sincronizar la instalación de 
N nodos con numerosas dependencias. Para optimizar los tiempos se paraleliza un gran 
número de estas acciones, estableciéndose puntos de control o esperas activas para cada 
fase. 
  
Si bien es cierto que abstrae de la enorme complejidad de un despliegue de estas 
características y los posibles errores manuales, es realmente improbable no tener que 
depurar errores.  
  
La depuración errores se basa en la lectura de los distintos ficheros de log del agente 
puppet que se se encarga de aplicar las configuraciones en cada nodo.  
 
A continuación, comentaremos los errores aparecidos durante el despliegue y como los 
hemos solucionado. 
Condiciones de carrera durante la sincronización de bases de datos Nova 
Análisis del problema 
Encontramos que la instalación queda en un estado inconsistente y acaba con errores. 
Afortunadamente ya somos capaces de acceder via SSH al controller donde Fuel indica 
que se ha producido errores.  
 
Analizamos el log de puppet en el controller1 (/var/log/puppet.log): 
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017-02-26 21:03:03 +0000 /Stage[main]/Nova::Deps/Anchor[nova::db::end] 
(info): Evaluated in 0.00 seconds 
2017-02-26 21:03:03 +0000 
/Stage[main]/Nova::Deps/Anchor[nova::dbsync::begin] (info): Starting 
to evaluate the resource 
2017-02-26 21:03:03 +0000 
/Stage[main]/Nova::Deps/Anchor[nova::dbsync::begin] (info): Evaluated 
in 0.00 seconds 
2017-02-26 21:03:03 +0000 /Stage[main]/Nova::Db::Sync/Exec[nova-db-
sync] (info): Starting to evaluate the resource 
2017-02-26 21:03:03 +0000 /Stage[main]/Nova::Db::Sync/Exec[nova-db-
sync]/returns (debug): Exec try 1/10 
2017-02-26 21:03:03 +0000 Exec[nova-db-sync](provider=posix) (debug): 
Executing '/usr/bin/nova-manage  db sync' 
2017-02-26 21:03:03 +0000 Puppet (debug): Executing '/usr/bin/nova-
manage  db sync' 
2017-02-26 21:08:03 +0000 /Stage[main]/Nova::Db::Sync/Exec[nova-db-
sync] (err): Failed to call refresh: Command exceeded timeout 
2017-02-26 21:08:03 +0000 /Stage[main]/Nova::Db::Sync/Exec[nova-db-
sync] (err): Command exceeded timeout 
/usr/lib/ruby/vendor_ruby/puppet/util/execution.rb:186:in `waitpid2' 
/usr/lib/ruby/vendor_ruby/puppet/util/execution.rb:186:in `execute' 
/usr/lib/ruby/vendor_ruby/puppet/provider/exec.rb:68:in `block (2 
levels) in run' 
/usr/lib/ruby/vendor_ruby/puppet/provider/exec.rb:64:in `block in run' 
/usr/lib/ruby/vendor_ruby/puppet/provider/exec.rb:29:in `chdir' 
/usr/lib/ruby/vendor_ruby/puppet/provider/exec.rb:29:in `run' 
/usr/lib/ruby/vendor_ruby/puppet/provider/exec/posix.rb:45:in `run' 
  
Vemos que se ha producido un error porque el tiempo de espera durante la ejecución de 
uno de los pasos en la configuración de Nova.  
Solución – ejecución manual del paso que dio error 
Ejecutamos manualmente el comando para depurar el problema, midiendo el tiempo 
total de ejecución: 
 
root@controller1:~# time /usr/bin/nova-manage db sync 
Option "verbose" from group "DEFAULT" is deprecated for removal.  Its 
value may be silently ignored in the future. 
Option "notification_topics" from group "DEFAULT" is deprecated. Use 
option "topics" from group "oslo_messaging_notifications". 
/usr/lib/python2.7/dist-packages/sqlalchemy/engine/default.py:450: 
Warning: Duplicate index 'uniq_instances0uuid' defined on the table 
'nova.instances'. This is deprecated and will be disallowed in a 
future release. 
 cursor.execute(statement, parameters) 
  
real 0m26.897s 
user 0m3.246s 
sys 0m0.209s 
  
La tarea se ejecuta en menos de un minuto, frente a los 5 minutos que generaron el error 
inicial. Muestra un aviso pero no genera error.  
 
Aparentemente arreglado el problema, continuamos el despliegue.  
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Una de las características de puppet es que permite la idempotencia. Es decir, sucesivas 
ejecuciones de un mismo módulo deben dar como resultado el mismo estado final de 
configuración. Además, antes de ejecutar una acción evalúa si el resultado ya es el 
esperado y si ya lo es, no realiza la acción para no repetir. 
  
El resultado es que la sincronización lanzada manualmente no precisa volver a 
ejecutarse y el proceso de instalación puede proseguir. 
  
La hipótesis sobre el problema raíz es que tenemos un problema de alta concurrencia y 
escasez de recursos. El entorno está muy limitado en un proceso tan intensivo como la 
instalación en paralelo de las 6 máquinas virtuales. 
Problemas de validación certificados 
Análisis del problema 
Vemos un error en la ejecución de un comando del API ‘neutron net-list …’.  
 
Al fallar este comando, esta parte de la instalación falla y da un error. Revisamos el log 
de puppet (/var/log/puppet.log) en el controller1 para analizar lo que ha ocurrido. 
 
/lib/python2.7/dist-packages/urllib3/util/ssl_.py:315: 
SNIMissingWarning: An HTTPS request has been made, but the SNI 
(Subject Name Indication) extension to TLS is not a2017-01-29 22:04:03 
+0000 Puppet::Type::Neutron_network::ProviderNeutron (notice): Unable 
to complete neutron request due to non-fatal error: "Execution of 
'/usr/bin/neutron net-list --format=csv --column=id --quote=none' 
returned 1: /usrvailable on this platform. This may cause the server 
to present an incorrect TLS certificate, which can cause validation 
failures. For more information, see 
https://urllib3.readthedocs.org/en/latest/security.html#snimissingwarn
ing. 
 SNIMissingWarning 
/usr/lib/python2.7/dist-packages/urllib3/util/ssl_.py:120: 
InsecurePlatformWarning: A true SSLContext object is not available. 
This prevents urllib3 from configuring SSL appropriately and may cause 
certain SSL connections to fail. For more information, see 
https://urllib3.readthedocs.org/en/latest/security.html#insecureplatfo
rmwarning. 
 InsecurePlatformWarning 
SSL exception connecting to 
https://os1.lab.inet:9696/v2.0/networks.json: [Errno 1] _ssl.c:510: 
error:14090086:SSL routines:SSL3_GET_SERVER_CERTIFICATE:certificate 
verify failed". Retrying for 9 sec. 
2017-01-29 22:04:06 +0000 
Puppet::Type::Neutron_network::ProviderNeutron (notice): Unable to 
complete neutron request due to non-fatal error: "Execution of 
'/usr/bin/neutron net-list --format=csv --column=id --quote=none' 
returned 1: /usr/lib/python2.7/dist-packages/urllib3/util/ssl_.py:315: 
SNIMissingWarning: An HTTPS request has been made, but the SNI 
(Subject Name Indication) extension to TLS is not available on this 
platform. This may cause the server to present an incorrect TLS 
certificate, which can cause validation failures. For more 
information, see 
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https://urllib3.readthedocs.org/en/latest/security.html#snimissingwarn
ing. 
  
Vemos que efectivamente nuestro certificado no es válido dentro del equipo ya que no 
se han instalado correctamente los certificados intermedio y raíz.  
 
Los únicos momentos de la instalación donde se usan certificados son: 
  
• Configuración plugin LDAP. 
• Configuración de seguridad donde se indican los certificados TLS aplicables a 
las APIs del servicio. 
  
Al aparecer el error en el módulo de Neutron, todo indica a que el problema radica en el 
último punto (configuración de seguridad donde se indican los certificados TLS 
aplicables a las APIs del servicio: 
Solución – Configuración de los certificados 
El modo de introducir los certificados necesarios para que Fuel configure los servicios 
del API e interfaz web del aplicativo no está documentado adecuadamente.  
 
Tras varias pruebas infructuosas, encontramos una referencia en el sistema de 
seguimiento de errores que indica el orden correcto y contenido del fichero de 
certificados que hay que agregar durante la instalación. 
 
Esta referencia (https://bugs.launchpad.net/fuel/+bug/1503023) es la descripción de un 
Bug ya conocido: 
 
In Mirantis-7 using a certificate signed by an internal authority (unknown to fuel) causes the 
deployment to fail because of SSL verification errors. Please add a capability to import 
custom authority certificates when using TLS/SSL. 
  
La solución al problema se aporta en uno de los comentarios: 
https://bugs.launchpad.net/fuel/+bug/1503023/comments/5 
 
A continuación, se adjunta una captura de pantalla del comentario indicando los pasos a 
realizar para solucionar el problema: 
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Ilustración 38. Solución a bug con certificados en el despliegue (I). 
 
Por tanto, el orden de colocación de los certificados es: 
 
• Certificado SSL del servidor os1.lab.inet. 
• Certificado SSL de la autoridad certificadora intermedia. 
• Certificado SSL de la autoridad certificadora raíz.  
• Clave privada del certificado del servidor os1.lab.inet. 
 
Generamos un certificado (os1.lab-inet.plugin-format.pem) con el orden correcto 
indicado anteriormente: 
  
[root@dexter ~]# cat ca/intermediate/certs/os1.lab.inet.cert.pem  \ 
ca/intermediate/certs/intermediate.cert.pem  \ 
ca/certs/ca.cert.pem \ 
ca/intermediate/private/os1.lab.inet.key.pem  > os1.lab-inet.plugin-
format.pem 
  
Este fichero (os1.lab-inet.plugin-format.pem) es el que finalmente subimos en 
“Openstack Settings > Security > Public TLS” 
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Ilustración 39. Solución a bug con certificados en el despliegue (II). 
  
Tras corregirlo y volver a lanzar la instalación, se deja de producir el error en la 
ejecución de comandos de API de Neutron y avanzamos con la instalación hasta que se 
produce el siguiente error.  
Problema de actualización de la base de datos de Neutron 
Análisis del problema (1/2) 
El siguiente problema encontrado se produce durante un paso en el que se realiza la 
actualización del esquema de base de datos de Neutron.  
 
A pesar de que la instalación se lanzó desde la versión 9.1 sin realizar upgrade desde la 
9.0, vemos que el instalador sí que realiza este paso intermedio. 
  
Esta vez el error no es tan facilmente solucionable como en el caso de Nova.  
 
La ejecución manual del comando que genera el fallo no resuelve la situación: 
  
root@controller1:/etc/puppet/modules/neutron/manifests/db# neutron-db-
manage --config-file /etc/neutron/neutron.conf --config-file 
/etc/neutron/plugin.ini upgrade head 
No handlers could be found for logger "oslo_config.cfg" 
INFO  [alembic.runtime.migration] Context impl MySQLImpl. 
INFO  [alembic.runtime.migration] Will assume non-transactional DDL. 
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 Running upgrade for neutron ... 
INFO  [alembic.runtime.migration] Context impl MySQLImpl. 
INFO  [alembic.runtime.migration] Will assume non-transactional DDL. 
INFO  [alembic.runtime.migration] Running upgrade b4caf27aae4 -> 
15e43b934f81, rbac_qos_policy 
Traceback (most recent call last): 
 File "/usr/bin/neutron-db-manage", line 10, in <module> 
   sys.exit(main()) 
 File "/usr/lib/python2.7/dist-packages/neutron/db/migration/cli.py", 
line 750, in main 
   return_val |= bool(CONF.command.func(config, CONF.command.name)) 
 File "/usr/lib/python2.7/dist-packages/neutron/db/migration/cli.py", 
line 226, in do_upgrade 
   desc=branch, sql=CONF.command.sql) 
 File "/usr/lib/python2.7/dist-packages/neutron/db/migration/cli.py", 
line 127, in do_alembic_command 
   getattr(alembic_command, cmd)(config, *args, **kwargs) 
…. 
.... 
   context) 
 File "/usr/lib/python2.7/dist-packages/sqlalchemy/engine/default.py", 
line 450, in do_execute 
   cursor.execute(statement, parameters) 
 File "/usr/lib/python2.7/dist-packages/MySQLdb/cursors.py", line 219, 
in execute 
   self.errorhandler(self, exc, value) 
 File "/usr/lib/python2.7/dist-packages/MySQLdb/connections.py", line 
38, in defaulterrorhandler 
   raise errorvalue 
sqlalchemy.exc.OperationalError: (_mysql_exceptions.OperationalError) 
(1050, "Table 'qospolicyrbacs' already exists") [SQL: u'\nCREATE TABLE 
qos policy bacs (\n\tid VARCHAR(36) NOT NULL, \n\ttenant_id 
VARCHAR(255), \n\ttarget_tenant VARCHAR(255) NOT NULL, \n\taction 
VARCHAR(255) NOT NULL, \n\tobject_id VARCHAR(36) NOT NULL, \n\tPRIMARY 
KEY (id), \n\tFOREIGN KEY(object_id) REFERENCES qos_policies (id) ON 
DELETE CASCADE, \n\tUNIQUE (target_tenant, object_id, 
action)\n)ENGINE=InnoDB\n\n'] 
  
Revisamos el estado del API de Neutron para ver que se ha quedado en un estado 
inconsistente: 
  
root@controller1:/etc/puppet/modules/neutron/manifests/db# neutron 
net-list 
Request Failed: internal server error while processing your request. 
Neutron server returns request_ids: ['req-f4d6f689-304f-431b-bc7d-
5f878692de1c'] 
  
El error se da al ejecutar la sentencia SQL: 
  
CREATE TABLE qospolicybarcs … 
  
El instalador no revisa si la tabla ya existe así que el error puede producirse por una de 
estas razones: 
 
• Problema de concurrencia (como ocurrió anteriormente). 
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• Tras las numerosas ejecuciones del proceso de instalación depurando otros 
problemas, la creación de la tabla se produjo, sin llegar a hacer el rollback32 
correspondiente al fallar otro paso posterior.  
Solución (1/2) – Limpieza manual de la tabla  
Al inspeccionar la tabla vemos que no tiene contenido, solo la definición de la misma: 
  
root@controller1:~# mysql neutron -e "desc qospolicyrbacs;" 
+---------------+--------------+------+-----+---------+-------+ 
| Field         | Type         | Null | Key | Default | Extra | 
+---------------+--------------+------+-----+---------+-------+ 
| id         | varchar(36)  | NO  | PRI | NULL |    | 
| tenant_id  | varchar(255) | YES | MUL | NULL |    | 
| target_tenant  | varchar(255) | NO  | MUL | NULL |    | 
| action     | varchar(255) | NO  |     | NULL |    | 
| object_id  | varchar(36)  | NO  | MUL | NULL |    | 
+----------------+--------------+-----+-----+------+------+ 
root@controller1:~# mysql neutron -e "select count(id) from 
qospolicyrbacs;" 
+-----------+ 
| count(id) | 
+-----------+ 
|         0 | 
+-----------+ 
  
Por tanto, borramos la tabla para poder completar la acción: 
 
mysql> drop table qospolicyrbacs; 
Query OK, 0 rows affected (0.11 sec) 
  
Ejecutamos manualmente el paso que falló durante la instalación: 
  
root@controller1:/etc/puppet/modules/neutron/manifests/db# neutron-db-
manage --config-file /etc/neutron/neutron.conf --config-file 
/etc/neutron/plugin.ini upgrade head 
No handlers could be found for logger "oslo_config.cfg" 
INFO  [alembic.runtime.migration] Context impl MySQLImpl. 
INFO  [alembic.runtime.migration] Will assume non-transactional DDL. 
 Running upgrade for neutron ... 
INFO  [alembic.runtime.migration] Context impl MySQLImpl. 
INFO  [alembic.runtime.migration] Will assume non-transactional DDL. 
INFO  [alembic.runtime.migration] Running upgrade b4caf27aae4 -> 
15e43b934f81, rbac_qos_policy 
INFO  [alembic.runtime.migration] Running upgrade 15e43b934f81 -> 
31ed664953e6, Add resource_versions row to agent table 
INFO  [alembic.runtime.migration] Running upgrade 31ed664953e6 -> 
2f9e956e7532, tag support 
INFO  [alembic.runtime.migration] Running upgrade 2f9e956e7532 -> 
3894bccad37f, add_timestamp_to_base_resources 
INFO  [alembic.runtime.migration] Running upgrade 3894bccad37f -> 
0e66c5227a8a, Add desc to standard attr table 
                                                
32 Rollback – marcha atrás de una instalación cuando no ha ido bien. Consiste en deshacer lo ya instalado para dejar 
todo limpio y poder proceder a una instalación de cero de nuevo. 
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INFO  [alembic.runtime.migration] Running upgrade kilo -> 
30018084ec99, Initial no-op Liberty contract rule. 
INFO  [alembic.runtime.migration] Running upgrade 30018084ec99, 
8675309a5c4f -> 4ffceebfada, network_rbac 
INFO  [alembic.runtime.migration] Running upgrade 4ffceebfada -> 
5498d17be016, Drop legacy OVS and LB plugin tables 
INFO  [alembic.runtime.migration] Running upgrade 5498d17be016 -> 
2a16083502f3, Metaplugin removal 
INFO  [alembic.runtime.migration] Running upgrade 2a16083502f3 -> 
2e5352a0ad4d, Add missing foreign keys 
INFO  [alembic.runtime.migration] Running upgrade 2e5352a0ad4d -> 
11926bcfe72d, add geneve ml2 type driver 
INFO  [alembic.runtime.migration] Running upgrade 11926bcfe72d -> 
4af11ca47297, Drop cisco monolithic tables 
INFO  [alembic.runtime.migration] Running upgrade 4af11ca47297 -> 
1b294093239c, Drop embrane plugin table 
INFO  [alembic.runtime.migration] Running upgrade 1b294093239c, 
32e5974ada25 -> 8a6d8bdae39, standardattributes migration 
INFO  [alembic.runtime.migration] Running upgrade 8a6d8bdae39 -> 
2b4c2465d44b, DVR sheduling refactoring 
INFO  [alembic.runtime.migration] Running upgrade 2b4c2465d44b -> 
e3278ee65050, Drop NEC plugin tables 
INFO  [alembic.runtime.migration] Running upgrade e3278ee65050, 
15e43b934f81 -> c6c112992c9, rbac_qos_policy 
INFO  [alembic.runtime.migration] Running upgrade c6c112992c9 -> 
5ffceebfada, network_rbac_external 
INFO  [alembic.runtime.migration] Running upgrade 5ffceebfada, 
0e66c5227a8a -> 4ffceebfcdc, standard_desc 
 OK 
Análisis del problema (2/2) 
Reanudamos la instalación y el anterior error en la base de datos de Neutron ya no se 
vuelve a producir, pero al cabo de un tiempo volvemos a ver un problema en otra tabla, 
‘subnetpools’ esta vez: 
  
sqlalchemy.exc.OperationalError: (_mysql_exceptions.OperationalError) 
(1060, "Duplicate column name 'is_default'") [SQL: u'ALTER TABLE 
subnetpools ADD COLUMN is_default BOOL NOT NULL DEFAULT false'] 
  
Esta vez se intenta añadir una columna que ya existe. Nuevamente parece que hay un 
problema de concurrencia y que los errores son aleatorios: 
  
root@controller1:~# mysql neutron -e "desc desc subnetpools;” 
+-------------------+--------------+------+-----+---------+-------+ 
| Field             | Type         | Null | Key | Default | Extra | 
+-------------------+--------------+------+-----+---------+-------+ 
| tenant_id         | varchar(255) | YES  | MUL | NULL    |       | 
| id                | varchar(36)  | NO   | PRI | NULL    |       | 
| name              | varchar(255) | YES  |     | NULL    |       | 
| ip_version        | int(11)      | NO   |     | NULL    |       | 
| default_prefixlen | int(11)      | NO   |     | NULL    |       | 
| min_prefixlen     | int(11)      | NO   |     | NULL    |       | 
| max_prefixlen     | int(11)      | NO   |     | NULL    |       | 
| shared            | tinyint(1)   | NO   |     | NULL    |       | 
| default_quota     | int(11)      | YES  |     | NULL    |       | 
| hash              | varchar(36)  | NO   |     |         |       | 
| address_scope_id  | varchar(36)  | YES  |     | NULL    |       | 
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| is_default        | tinyint(1)   | NO   |     | 0       |       | 
+-------------------+--------------+------+-----+---------+-------+ 
12 rows in set (0.00 sec)  
Solución (2/2) – borrado manual de la columna en tabla errónea 
Aplicamos el borrado de la columna que nos genera el problema esta vez: 
  
root@controller1:~# mysql neutron -e "alter table subnetpools drop 
column is_default;” 
Query OK, 0 rows affected (0.17 sec) 
Records: 0  Duplicates: 0  Warnings: 0 
  
Volvemos a ejecutar de nuevo: 
  
root@controller1:~# neutron-db-manage --config-file 
/etc/neutron/neutron.conf --config-file /etc/neutron/plugin.ini 
upgrade head 
No handlers could be found for logger "oslo_config.cfg" 
INFO  [alembic.runtime.migration] Context impl MySQLImpl. 
INFO  [alembic.runtime.migration] Will assume non-transactional DDL. 
 Running upgrade for neutron ... 
INFO  [alembic.runtime.migration] Context impl MySQLImpl. 
INFO  [alembic.runtime.migration] Will assume non-transactional DDL. 
… 
INFO  [alembic.runtime.migration] Running upgrade 2b4c2465d44b -> 
e3278ee65050, Drop NEC plugin tables 
INFO  [alembic.runtime.migration] Running upgrade e3278ee65050, 
15e43b934f81 -> c6c112992c9, rbac_qos_policy 
INFO  [alembic.runtime.migration] Running upgrade c6c112992c9 -> 
5ffceebfada, network_rbac_external 
INFO  [alembic.runtime.migration] Running upgrade 5ffceebfada, 
0e66c5227a8a -> 4ffceebfcdc, standard_desc 
  
Tras este último problema, la instalación se completa con éxito. 
Verificación instalación completada 
  
Tras completarse la instalación verificamos que fuel ha asignado el rol correspondiente 
a cada uno de los nodos y estos nodos pasan a forman parte del inventario: 
  
[root@fuel ~]# fuel node list 
id | status | name        | cluster | ip         | mac               | 
roles             | pending_roles | online | group_id 
---+--------+-------------+---------+------------+-------------------
+-------------------+---------------+--------+--------- 
7 | ready  | controller1 |       2 | 10.20.0.10 | 52:54:00:da:93:59 | 
controller        |               |      1 |        2 
11 | ready  | compute1    |       2 | 10.20.0.13 | 52:54:00:bb:86:ae | 
ceph-osd, compute |               |      1 |        2 
10 | ready  | controller3 |       2 | 10.20.0.12 | 52:54:00:1d:8b:95 | 
controller        |               |      1 |        2 
12 | ready  | compute3    |       2 | 10.20.0.15 | 52:54:00:b5:c1:b4 | 
ceph-osd, compute |               |      1 |        2 
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9 | ready  | compute2    |       2 | 10.20.0.14 | 52:54:00:63:42:fc | 
ceph-osd, compute |               |      1 |        2 
8 | ready  | controller2 |       2 | 10.20.0.11 | 52:54:00:97:ae:89 | 
controller        |               |      1 |        2 
  
Más adelante realizaremos el resto de verificaciones relativas a la funcionalidad y alta 
disponibilidad. 
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Anexo X – Verificación de la 
configuración de los nodos de control/red 
Una vez realizado el despliegue verificaremos que la configuración de los nodos de 
control/red es la correcta. 
Software base 
Los controladores ejecutan, además del software propio de OpenStack, un conjunto de 
servicios en los que se apoyan los módulos de OpenStack.  
 
Este software base es el siguiente: 
  
• Base de datos relacional – MySQL. 
• Software de clustering – Pacemaker/CRM.  
• Gestor de cola de mensajes – RabbitMQ.  
• Balanceador de servicios – Haproxy. 
 
A continuación, analizaremos la configuración de este software. 
Gestor de servicios en clúster (Pacemaker/CRM) 
El árbol de servicios ejecutados mediante el clúster es: 
 
root@controller2:~# crm status 
Last updated: Tue Jun  6 19:19:22 2017  Last change: Mon Jun  5 
22:30:30 2017 by root via crm_attribute on controller1.lab.inet 
Stack: corosync 
Current DC: controller1.lab.inet (version 1.1.14-70404b0) - partition 
with quorum 
3 nodes and 43 resources configured 
 
Online: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
 
Clone Set: clone_p_vrouter [p_vrouter] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
vip__management (ocf::fuel:ns_IPaddr2): Started controller1.lab.inet 
vip__vrouter_pub (ocf::fuel:ns_IPaddr2): Started controller2.lab.inet 
vip__vrouter (ocf::fuel:ns_IPaddr2): Started controller2.lab.inet 
vip__public (ocf::fuel:ns_IPaddr2): Started controller3.lab.inet 
Clone Set: clone_p_haproxy [p_haproxy] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Clone Set: clone_p_mysqld [p_mysqld] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
sysinfo_controller3.lab.inet (ocf::pacemaker:SysInfo): Started 
controller3.lab.inet 
sysinfo_controller2.lab.inet (ocf::pacemaker:SysInfo): Started 
controller2.lab.inet 
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Master/Slave Set: master_p_conntrackd [p_conntrackd] 
    Masters: [ controller2.lab.inet ] 
    Slaves: [ controller1.lab.inet controller3.lab.inet ] 
Master/Slave Set: master_p_rabbitmq-server [p_rabbitmq-server] 
    Masters: [ controller1.lab.inet ] 
    Slaves: [ controller2.lab.inet controller3.lab.inet ] 
Clone Set: clone_p_dns [p_dns] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
sysinfo_controller1.lab.inet (ocf::pacemaker:SysInfo): Started 
controller1.lab.inet 
Clone Set: clone_neutron-l3-agent [neutron-l3-agent] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Clone Set: clone_neutron-metadata-agent [neutron-metadata-agent] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Clone Set: clone_p_heat-engine [p_heat-engine] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Clone Set: clone_neutron-dhcp-agent [neutron-dhcp-agent] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Clone Set: clone_ping_vip__public [ping_vip__public] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Clone Set: clone_p_ntp [p_ntp] 
    Started: [ controller1.lab.inet controller2.lab.inet 
controller3.lab.inet ] 
Base de datos relacional (MySQL) 
MySQL se ejecuta en un cluster de tres nodos, para asegurar la alta disponibilidad: 
 
root@controller1:/etc/nova# crm resource show clone_p_dns 
resource clone_p_dns is running on: controller1.lab.inet 
resource clone_p_dns is running on: controller2.lab.inet 
resource clone_p_dns is running on: controller3.lab.inet 
  
Verificamos que el cluster está constituido y establecido entre los tres nodos: 
 
root@controller1:~# mysql -e "SHOW GLOBAL STATUS LIKE 
'wsrep_cluster_size';" 
+--------------------+-------+ 
| Variable_name      | Value | 
+--------------------+-------+ 
| wsrep_cluster_size | 3     | 
+--------------------+-------+ 
  
Dado que todos los módulos de Openstack usan MySQL como Backend, podemos 
asegurar que las bases de datos estan accesibles si los aplicativos estan corriendo 
correctamente. Vemos que las BBDD para cada uno de los módulos fueron creadas: 
  
root@controller1:/etc/nova# mysql -e "show databases" 
+--------------------+ 
| Database           | 
+--------------------+ 
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| information_schema | 
| cinder             | 
| glance              | 
| heat                | 
| keystone            | 
| mysql               | 
| neutron             | 
| nova                | 
| nova_api            | 
| performance_schema | 
| test                | 
+--------------------+ 
Gestor de cola de mensajes (RabbitMQ) 
Vemos que el recurso del cluster en modo master/slaves está correcto: 
 
root@controller1:/etc/nova# crm resource show master_p_rabbitmq-server 
resource master_p_rabbitmq-server is running on: controller1.lab.inet 
Master 
resource master_p_rabbitmq-server is running on: controller2.lab.inet 
resource master_p_rabbitmq-server is running on: controller3.lab.inet 
  
Vemos que el estado es correcto en cada nodo: 
 
root@controller3:/etc/nova# rabbitmqctl node_health_check 
Timeout: 70.0 seconds ... 
Checking health of node 'rabbit@messaging-controller3' ... 
Health check passed 
  
Consultamos su actividad. Se están generando y consumiendo mensajes: 
 
root@controller3:/etc/nova# rabbitmqctl  list_consumers | head -5 
Listing consumers ... 
q-plugin_fanout_258ed29564514308849040e4fe2b0d7d    <rabbit@messaging-
controller1.3.5035.0>    3    true    0    [] 
q-agent-notifier-port-
delete.controller2.lab.inet    <rabbit@messaging-
controller1.3.4809.0>    2    true    0    [] 
q-agent-notifier-security_group-
update_fanout_962dd2c75a7e4edca4ef4ab1a8dfca3b    <rabbit@messaging-
controller1.3.5700.0>    3    true    0    [] 
cinder-
backup_fanout_466290f3107a4fc684113a44d41948c0    <rabbit@messaging-
controller1.3.3508.0>    3    true    0    [] 
  
  
Revisamos el estado del cluster, vemos que está constituido y no tiene particiones: 
 
root@controller2:~# rabbitmqctl cluster_status 
Cluster status of node 'rabbit@messaging-controller2' ... 
[{nodes,[{disc,['rabbit@messaging-controller1','rabbit@messaging-
controller2', 
               'rabbit@messaging-controller3']}]}, 
{running_nodes,['rabbit@messaging-controller3', 
                'rabbit@messaging-controller1', 
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                'rabbit@messaging-controller2']}, 
{cluster_name,<<"rabbit@controller1.lab.inet">>}, 
{partitions,[]}, 
{alarms,[{'rabbit@messaging-controller3',[]}, 
         {'rabbit@messaging-controller1',[]}, 
         {'rabbit@messaging-controller2',[]}]}] 
 
 
 
Los tres nodos están en estado ‘running’ y todo funciona correctamente. 
Balanceador de servicios HTTP (haproxy) 
 Comprobamos que haproxy está siendo gestionado por el clúster pacemaker: 
 
root@controller1:~# crm resource show clone_p_haproxy 
resource clone_p_haproxy is running on: controller1.lab.inet 
resource clone_p_haproxy is running on: controller2.lab.inet 
resource clone_p_haproxy is running on: controller3.lab.inet 
  
Vemos el estado del balanceo gestionado por la herramienta: 
 
root@controller3:/etc/nova#  haproxy-status.sh 
stats                 FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
stats                 BACKEND     Status: UP       Sessions: 0 Rate: 
0    
horizon               FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
horizon               BACKEND     Status: UP       Sessions: 0 Rate: 
0    
horizon-ssl           FRONTEND    Status: OPEN     Sessions: 2 Rate: 
0    
horizon-ssl           node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
horizon-ssl           node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
horizon-ssl           node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
horizon-ssl           BACKEND     Status: UP       Sessions: 0 Rate: 
0    
keystone-1            FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
keystone-1            node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
keystone-1            node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
keystone-1            node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
keystone-1            BACKEND     Status: UP       Sessions: 0 Rate: 
0    
keystone-2            FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
keystone-2            node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
keystone-2            node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
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keystone-2            node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
keystone-2            BACKEND     Status: UP       Sessions: 0 Rate: 
0    
nova-api              FRONTEND    Status: OPEN     Sessions: 1 Rate: 
1    
nova-api              node-10     Status: UP/L7OK  Sessions: 1 Rate: 
1    
nova-api              node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
nova-api              node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
nova-api              BACKEND     Status: UP       Sessions: 1 Rate: 
1    
nova-metadata-api     FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
nova-metadata-api     node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
nova-metadata-api     node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
nova-metadata-api     node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
nova-metadata-api     BACKEND     Status: UP       Sessions: 0 Rate: 
0    
cinder-api            FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
cinder-api            node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
cinder-api            node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
cinder-api            node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
cinder-api            BACKEND     Status: UP       Sessions: 0 Rate: 
0    
glance-api            FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
glance-api            node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
glance-api            node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
glance-api            node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
glance-api            BACKEND     Status: UP       Sessions: 0 Rate: 
0    
glance-glare          FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
glance-glare          node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
glance-glare          node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
glance-glare          node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
glance-glare          BACKEND     Status: UP       Sessions: 0 Rate: 
0    
neutron               FRONTEND    Status: OPEN     Sessions: 0 Rate: 
1    
neutron               node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
neutron               node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
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neutron               node-8      Status: UP/L7OK  Sessions: 0 Rate: 
1    
neutron               BACKEND     Status: UP       Sessions: 0 Rate: 
1    
glance-registry       FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
glance-registry       node-10     Status: UP/L4OK  Sessions: 0 Rate: 
0    
glance-registry       node-7      Status: UP/L4OK  Sessions: 0 Rate: 
0    
glance-registry       node-8      Status: UP/L4OK  Sessions: 0 Rate: 
0    
glance-registry       BACKEND     Status: UP       Sessions: 0 Rate: 
0    
mysqld                FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
mysqld                node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
mysqld                node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
mysqld                node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
mysqld                BACKEND     Status: UP       Sessions: 0 Rate: 
0    
heat-api              FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
heat-api              node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api              node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api              node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api              BACKEND     Status: UP       Sessions: 0 Rate: 
0    
heat-api-cfn          FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
heat-api-cfn          node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api-cfn          node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api-cfn          node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api-cfn          BACKEND     Status: UP       Sessions: 0 Rate: 
0    
heat-api-cloudwatch   FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
heat-api-cloudwatch   node-10     Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api-cloudwatch   node-7      Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api-cloudwatch   node-8      Status: UP/L7OK  Sessions: 0 Rate: 
0    
heat-api-cloudwatch   BACKEND     Status: UP       Sessions: 0 Rate: 
0    
nova-novncproxy       FRONTEND    Status: OPEN     Sessions: 0 Rate: 
0    
nova-novncproxy       node-10     Status: UP/L4OK  Sessions: 0 Rate: 
0    
nova-novncproxy       node-7      Status: UP/L4OK  Sessions: 0 Rate: 
0    
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nova-novncproxy       node-8      Status: UP/L4OK  Sessions: 0 Rate: 
0    
nova-novncproxy       BACKEND     Status: UP       Sessions: 0 Rate: 
0 
  
Nota: los nombres ‘node-7’,’node-8’ y ‘node-10’ es como internamente ha nombrado 
haproxy a los nodos: controller 1, controller2 y controller3. Esto es debido a que el 
instalador Fuel que genera la configuración, usa internamente estos identificadores que 
autogenera en vez de los nombres canónicos. 
Módulos de OpenStack 
A continuación, analizaremos el funcionamiento de los diferentes módulos de 
OpenStack que se instalan en los nodos de control/red. 
 
Estos módulos son los siguientes: 
 
• Módulo de gestión de recursos de computación (Nova). 
• Módulo de gestión de recursos de red (Neutron). 
• Módulo de gestión de recursos de almacenamiento permanente (Cinder). 
• Módulo de gestión de imágenes (Glance). 
• Módulo de autorización y autenticación (Keystone). 
• Módulo de orquestación de despliegues (Heat). 
• Módulo de acceso web a la infraestructura (Horizon). 
Módulo de gestión de recursos de computación (Nova) 
Revisamos que todos los procesos están en ejecución. Están gestionados por el servicio 
‘upstart’ que se encarga de arrancarlos automáticamente en caso de caída: 
  
root@controller1:~# for i in api cert consoleauth conductor scheduler 
novncproxy; do printf "* [$i]\t\t"; status nova-${i}; done 
* [api]  nova-api start/running, process 9169 
* [cert]  nova-cert start/running, process 9157 
* [consoleauth]  nova-consoleauth start/running, process 9175 
* [conductor]  nova-conductor start/running, process 9177 
* [scheduler]  nova-scheduler start/running, process 9188 
* [novncproxy]  nova-novncproxy start/running, process 9194 
  
Ejecutamos varias peticiones del API, incluida la creación de una máquina: 
  
• Listar nodos de cómputo (hipervisores) gestionados por Nova: 
  
root@controller1:~# nova hypervisor-list 
+----+---------------------+-------+---------+ 
| ID | Hypervisor hostname | State | Status  | 
+----+---------------------+-------+---------+ 
| 1  | compute1.lab.inet   | up    | enabled | 
| 4  | compute3.lab.inet   | up    | enabled | 
| 7  | compute2.lab.inet   | up    | enabled | 
+----+---------------------+-------+---------+ 
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• Listar estado de los servicios: 
 
root@controller1:~# nova service-list 
+----+------------------+----------------------+----------+---------+-
------+----------------------------+-----------------+ 
| Id | Binary           | Host                 | Zone     | Status  | 
State | Updated_at                 | Disabled Reason | 
+----+------------------+----------------------+----------+---------+-
------+----------------------------+-----------------+ 
| 7  | nova-conductor   | controller1.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:32.000000 | -               | 
| 13 | nova-cert        | controller1.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:34.000000 | -               | 
| 16 | nova-consoleauth | controller1.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:29.000000 | -               | 
| 19 | nova-scheduler   | controller1.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:33.000000 | -               | 
| 22 | nova-consoleauth | controller3.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:29.000000 | -               | 
| 25 | nova-cert        | controller3.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:10.000000 | -               | 
| 28 | nova-scheduler   | controller3.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:33.000000 | -               | 
| 31 | nova-conductor   | controller3.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:30.000000 | -               | 
| 46 | nova-consoleauth | controller2.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:10.000000 | -               | 
| 49 | nova-cert        | controller2.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:33.000000 | -               | 
| 52 | nova-conductor   | controller2.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:30.000000 | -               | 
| 58 | nova-scheduler   | controller2.lab.inet | internal | enabled | 
up    | 2017-06-11T10:51:34.000000 | -               | 
| 70 | nova-compute     | compute1.lab.inet    | nova     | enabled | 
up    | 2017-06-11T10:51:47.000000 | -               | 
| 73 | nova-compute     | compute3.lab.inet    | nova     | enabled | 
up    | 2017-06-11T10:51:04.000000 | -               | 
| 76 | nova-compute     | compute2.lab.inet    | nova     | enabled | 
up    | 2017-06-11T10:51:46.000000 | -               | 
+----+------------------+----------------------+----------+---------+-
------+----------------------------+-----------------+ 
  
• Creación de una máquina via API: 
  
root@controller1:~# nova boot --flavor m1.tiny --image TestVM --
security-groups default --nic net-id=$(neutron net-show 
admin_internal_net -f value -c id) test-01 
+--------------------------------------+------------------------------
-----------------+ 
| Property                             | 
Value                                         | 
+--------------------------------------+------------------------------
-----------------+ 
| OS-DCF:diskConfig                    | 
MANUAL                                        | 
| OS-EXT-
AZ:availability_zone          |                                       
        | 
| OS-EXT-SRV-ATTR:host                 | -
                                             | 
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| OS-EXT-SRV-ATTR:hostname             | test-
01                                       | 
| OS-EXT-SRV-ATTR:hypervisor_hostname  | -
                                             | 
| OS-EXT-SRV-ATTR:instance_name        | instance-
00000105                             | 
| OS-EXT-SRV-
ATTR:kernel_id            |                                           
    | 
| OS-EXT-SRV-ATTR:launch_index         | 
0                                             | 
| OS-EXT-SRV-
ATTR:ramdisk_id           |                                           
    | 
| OS-EXT-SRV-ATTR:reservation_id       | r-
5kqlb8ht                                    | 
| OS-EXT-SRV-ATTR:root_device_name     | -
                                             | 
| OS-EXT-SRV-ATTR:user_data            | -
                                             | 
| OS-EXT-STS:power_state               | 
0                                             | 
| OS-EXT-STS:task_state                | 
scheduling                                    | 
| OS-EXT-STS:vm_state                  | 
building                                      | 
| OS-SRV-USG:launched_at               | -
                                             | 
| OS-SRV-USG:terminated_at             | -
                                             | 
| 
accessIPv4                           |                                
               | 
| 
accessIPv6                           |                                
               | 
| adminPass                            | 
emDLJbBP8oWG                                  | 
| 
config_drive                         |                                
               | 
| created                              | 2017-06-
11T09:27:03Z                          | 
| description                          | -
                                             | 
| flavor                               | m1.tiny 
(1)                                   | 
| 
hostId                               |                                
               | 
| 
host_status                          |                                
               | 
| id                                   | ad14b5c2-30d3-4ef5-81c3-
b40294d4b13e          | 
| image                                | TestVM (0bdca3bb-8bcd-47dc-
b011-883d08682f0b) | 
| key_name                             | -
                                             | 
| locked                               | 
False                                         | 
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| metadata                             | 
{}                                            | 
| name                                 | test-
01                                       | 
| os-extended-volumes:volumes_attached | 
[]                                            | 
| progress                             | 
0                                             | 
| security_groups                      | 
default                                       | 
| status                               | 
BUILD                                         | 
| tenant_id                            | 
926dd0b0c8df484fb3c4f72dd9ddfc8a              | 
| updated                              | 2017-06-
11T09:27:03Z                          | 
| user_id                              | 
b9253b956a334b23b76e6ed1caa1a6b1              | 
+--------------------------------------+------------------------------
-----------------+ 
  
• Listamos las máquinas disponibles: 
  
root@controller1:~# nova list 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
| ID                                   | Name    | Status | Task State 
| Power State | Networks                                        | 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
| 643c0254-b167-4791-9dac-f78d1154989c | test    | ACTIVE | -
          | Running     | admin_internal_net=192.168.111.12, 
172.16.0.140 | 
| ad14b5c2-30d3-4ef5-81c3-b40294d4b13e | test-01 | ACTIVE | -
          | Running     | 
admin_internal_net=192.168.111.13               | 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+  
Módulo de gestión de recursos de red (Neutron)  
El servidor se ejecuta mediante el reemplazo del sysVinit ‘upstart’ mientras que el resto 
está gestionado por el cluster de pacemaker: 
  
root@controller1:~# status neutron-server 
neutron-server start/running, process 9183 
  
root@controller1:~# for i in clone_neutron-l3-agent clone_neutron-
metadata-agent clone_neutron-dhcp-agent; do crm resource status $i; 
done 
resource clone_neutron-l3-agent is running on: controller1.lab.inet  
resource clone_neutron-l3-agent is running on: controller2.lab.inet  
resource clone_neutron-l3-agent is running on: controller3.lab.inet  
resource clone_neutron-metadata-agent is running on: 
controller1.lab.inet  
resource clone_neutron-metadata-agent is running on: 
controller2.lab.inet  
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resource clone_neutron-metadata-agent is running on: 
controller3.lab.inet  
resource clone_neutron-dhcp-agent is running on: controller1.lab.inet  
resource clone_neutron-dhcp-agent is running on: controller2.lab.inet  
resource clone_neutron-dhcp-agent is running on: controller3.lab.inet  
  
Ejecutamos varias peticiones del API: 
  
• Listamos las redes manejadas desde este módulo: 
  
root@controller1:~# neutron net-list 
+--------------------------------------+------------------------------
-------------------------------+--------------------------------------
-----------------+ 
| id                                   | 
name                                                        | 
subnets                                               | 
+--------------------------------------+------------------------------
-------------------------------+--------------------------------------
-----------------+ 
| f260b041-e6da-4169-9298-fd76fd834128 | 
redtest                                                     | 
edd8a640-685a-4f75-b805-c939bf2f87fb 192.168.14.0/24  | 
| 53670df0-e5ee-41e2-bf6f-a7e75d9d4399 | HA network tenant 
4ba9b949f66b4e1abbe97b5507f1c5bf          | 306c5b23-6a17-4224-a1ca-
df8ed0fef9fd 169.254.192.0/18 | 
| 783c56ca-fd90-4a66-a9a3-9a5f5bcda46c | HA network tenant 
8ca1c6b0f1594645bde46d410513b5c4          | 114ca622-7559-412f-be2e-
52ed5834d618 169.254.192.0/18 | 
| 7a441034-85d4-4041-a371-827188b7843e | HA network tenant 
545a7675982647e498df651628bff4e9          | cf682fd3-9047-44a1-9537-
cf57c449afe3 169.254.192.0/18 | 
| 50c356b8-fc84-4c30-80d9-4297bc3745d5 | 
admin_floating_net                                          | 
75fede81-8b1d-4f2c-b2be-d397cbb43702 172.16.0.0/24    | 
| d07dd89e-2fcf-44d3-b999-13f730f4e445 | 
admin_internal_net                                          | 
3f5fb191-7b54-4615-90ab-40f63ccf5e43 192.168.111.0/24 | 
+--------------------------------------+------------------------------
-------------------------------+--------------------------------------
-----------------+ 
  
• Listamos las sub-redes manejadas desde este módulo: 
  
root@controller1:~# neutron subnet-list 
+--------------------------------------+------------------------------
------------------------------+------------------+--------------------
----------------------------------+ 
| id                                   | 
name                                                       | 
cidr             | 
allocation_pools                                     | 
+--------------------------------------+------------------------------
------------------------------+------------------+--------------------
----------------------------------+ 
| edd8a640-685a-4f75-b805-c939bf2f87fb | 
subredtest                                                 | 
192.168.14.0/24  | {"start": "192.168.14.2", "end": 
"192.168.14.254"}   | 
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| 114ca622-7559-412f-be2e-52ed5834d618 | HA subnet tenant 
8ca1c6b0f1594645bde46d410513b5c4          | 169.254.192.0/18 | 
{"start": "169.254.192.1", "end": "169.254.255.254"} | 
| 10.100.0.0/28    | {"start": "10.100.0.2", "end": 
"10.100.0.14"}        | 
| 306c5b23-6a17-4224-a1ca-df8ed0fef9fd | HA subnet tenant 
4ba9b949f66b4e1abbe97b5507f1c5bf          | 169.254.192.0/18 | 
{"start": "169.254.192.1", "end": "169.254.255.254"} | 
| 3c4bf9e3-c1bc-4c0c-9029-377809f754a1 | HA subnet tenant 
926dd0b0c8df484fb3c4f72dd9ddfc8a          | 169.254.192.0/18 | 
{"start": "169.254.192.1", "end": "169.254.255.254"} | 
| 75fede81-8b1d-4f2c-b2be-d397cbb43702 | 
admin_floating_net__subnet                                 | 
172.16.0.0/24    | {"start": "172.16.0.130", "end": 
"172.16.0.254"}     | 
| cf682fd3-9047-44a1-9537-cf57c449afe3 | HA subnet tenant 
545a7675982647e498df651628bff4e9          | 169.254.192.0/18 | 
{"start": "169.254.192.1", "end": "169.254.255.254"} | 
| 3f5fb191-7b54-4615-90ab-40f63ccf5e43 | 
admin_internal_net__subnet                                 | 
192.168.111.0/24 | {"start": "192.168.111.2", "end": 
"192.168.111.254"} | 
+--------------------------------------+------------------------------
------------------------------+------------------+--------------------
----------------------------------+ 
  
• Listamos las IPs flotantes en la red de servicio (IPs flotantes): 
  
root@controller1:~# neutron floatingip-list 
+--------------------------------------+------------------+-----------
----------+--------------------------------------+ 
| id                                   | fixed_ip_address | 
floating_ip_address | port_id                              | 
+--------------------------------------+------------------+-----------
----------+--------------------------------------+ 
| 49884349-f423-4ba6-a1ae-6d58abd3c5df |                  | 
172.16.0.233        |                                      | 
| 8e89a868-6146-4d04-a532-6c5594062b86 | 192.168.111.12   | 
172.16.0.140        | f11f2554-bc0d-4416-86ea-a97f14fb2df6 | 
| a69a5e56-b6e9-457d-acf7-10cc86d3e64f |                  | 
172.16.0.141        |                                      | 
| c12209e1-e140-4619-8532-374fbfe7d45d |                  | 
172.16.0.234        |                                      | 
| e8f2d3f8-0bc3-4076-a28f-956cfcc00170 |                  | 
172.16.0.227        |                                      | 
| f7779540-53b5-4775-adba-e6e5fc89d5f4 |                  | 
172.16.0.232        |                                      | 
+--------------------------------------+------------------+-----------
----------+--------------------------------------+ 
 
• Buscamos una máquina a la que asociar una IP flotante libre: 
  
root@controller1:~# nova list 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
| ID                                   | Name    | Status | Task State 
| Power State | Networks                                        | 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
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| 643c0254-b167-4791-9dac-f78d1154989c | test    | ACTIVE | -
          | Running     | admin_internal_net=192.168.111.12, 
172.16.0.140 | 
| ad14b5c2-30d3-4ef5-81c3-b40294d4b13e | test-01 | ACTIVE | -
          | Running     | 
admin_internal_net=192.168.111.13               | 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
  
• Determinamos el ID del puerto virtual de la máquina a la que queremos asociar 
la IP: 
  
root@controller1:~# neutron port-list | grep 192.168.111.13 
| 7e432cf8-e97c-427f-833b-2b7826b3f252 
|                                                 | fa:16:3e:b4:b7:10 
| {"subnet_id": "3f5fb191-7b54-4615-90ab-40f63ccf5e43", "ip_address": 
"192.168.111.13"} | 
  
• Asociamos la IP flotante al puerto de la máquina: 
  
root@controller1:~# neutron floatingip-associate a69a5e56-b6e9-457d-
acf7-10cc86d3e64f 7e432cf8-e97c-427f-833b-2b7826b3f252 
Associated floating IP a69a5e56-b6e9-457d-acf7-10cc86d3e64f 
  
• Listamos las propiedades de la máquina para ver que la IP flotante ya aparece 
asociada: 
  
root@controller1:~# nova list 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
| ID                                   | Name    | Status | Task State 
| Power State | Networks                                        | 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
| 643c0254-b167-4791-9dac-f78d1154989c | test    | ACTIVE | -
          | Running     | admin_internal_net=192.168.111.12, 
172.16.0.140 | 
| ad14b5c2-30d3-4ef5-81c3-b40294d4b13e | test-01 | ACTIVE | -
          | Running     | admin_internal_net=192.168.111.13, 
172.16.0.141 | 
+--------------------------------------+---------+--------+-----------
-+-------------+-------------------------------------------------+ 
  
• Listamos las IPs flotantes para ver que también aparece ya asociada: 
  
root@controller1:~# neutron floatingip-list 
+--------------------------------------+------------------+-----------
----------+--------------------------------------+ 
| id                                   | fixed_ip_address | 
floating_ip_address | port_id                              | 
+--------------------------------------+------------------+-----------
----------+--------------------------------------+ 
| 49884349-f423-4ba6-a1ae-6d58abd3c5df |                  | 
172.16.0.233        |                                      | 
| 8e89a868-6146-4d04-a532-6c5594062b86 | 192.168.111.12   | 
172.16.0.140        | f11f2554-bc0d-4416-86ea-a97f14fb2df6 | 
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| a69a5e56-b6e9-457d-acf7-10cc86d3e64f | 192.168.111.13   | 
172.16.0.141        | 7e432cf8-e97c-427f-833b-2b7826b3f252 | 
| c12209e1-e140-4619-8532-374fbfe7d45d |                  | 
172.16.0.234        |                                      | 
| e8f2d3f8-0bc3-4076-a28f-956cfcc00170 |                  | 
172.16.0.227        |                                      | 
| f7779540-53b5-4775-adba-e6e5fc89d5f4 |                  | 
172.16.0.232        |                                      | 
+--------------------------------------+------------------+-----------
----------+--------------------------------------+   
Módulo de gestión de recursos de almacenamiento permanente (Cinder)  
Los procesos de cinder están gestionados por el reemplazo de sysVinit ‘upstart’ 
arrancandose automáticamente en caso de caída: 
  
root@controller1:~# for i in api volume backup scheduler; do status 
cinder-$i; done 
cinder-api start/running, process 9148 
cinder-volume start/running, process 9114 
cinder-backup start/running, process 9189 
cinder-scheduler start/running, process 9190 
  
Estado de los servicios Cinder en el clúster: 
  
root@controller1:~/testplan/heat# cinder service-list 
+------------------+-------------------------+------+---------+-------
+----------------------------+-----------------+ 
|      Binary      |           Host          | Zone |  Status | State 
|         Updated_at         | Disabled Reason | 
+------------------+-------------------------+------+---------+-------
+----------------------------+-----------------+ 
|  cinder-backup   |   controller1.lab.inet  | nova | enabled 
|   up  | 2017-06-11T10:25:25.000000 |        -        | 
|  cinder-backup   |   controller2.lab.inet  | nova | enabled 
|   up  | 2017-06-11T10:25:19.000000 |        -        | 
|  cinder-backup   |   controller3.lab.inet  | nova | enabled 
|   up  | 2017-06-11T10:25:27.000000 |        -        | 
| cinder-scheduler |   controller1.lab.inet  | nova | enabled 
|   up  | 2017-06-11T10:25:21.000000 |        -        | 
| cinder-scheduler |   controller2.lab.inet  | nova | enabled 
|   up  | 2017-06-11T10:25:27.000000 |        -        | 
| cinder-scheduler |   controller3.lab.inet  | nova | enabled 
|   up  | 2017-06-11T10:25:21.000000 |        -        | 
|  cinder-volume   | rbd:volumes@RBD-backend | nova | enabled 
|   up  | 2017-06-11T10:25:23.000000 |        -        | 
+------------------+-------------------------+------+---------+-------
+----------------------------+-----------------+ 
  
Realizamos una serie de operaciones básicas como listados y creaciones de volúmenes: 
  
• Creamos un volumen y listamos los actualmente existentes en el sistema: 
 
root@controller1:~# openstack volume create --size 10 vol-test-01 
+---------------------+--------------------------------------+ 
| Field               | Value                                | 
+---------------------+--------------------------------------+ 
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| attachments         | []                                   | 
| availability_zone   | nova                                 | 
| bootable            | false                                | 
| consistencygroup_id | None                                 | 
| created_at          | 2017-06-11T09:10:44.116226           | 
| description         | None                                 | 
| encrypted           | False                                | 
| id                  | af631b49-52da-45e2-8a8c-f84819f73106 | 
| migration_status    | None                                 | 
| multiattach         | False                                | 
| name                | vol-test-01                          | 
| properties          |                                      | 
| replication_status  | disabled                             | 
| size                | 10                                   | 
| snapshot_id         | None                                 | 
| source_volid        | None                                 | 
| status              | creating                             | 
| type                | None                                 | 
| updated_at          | None                                 | 
| user_id             | b9253b956a334b23b76e6ed1caa1a6b1     | 
+---------------------+--------------------------------------+ 
  
• Asociamos también desde la interfaz web el volumen ‘vol-prueba-02’ a la 
instancia ‘test’. LIstamos: 
  
root@controller1:~# openstack volume list 
+--------------------------------------+---------------+-----------+--
----+-------------------------------+ 
| ID                                   | Display Name  | Status    | 
Size | Attached to                   | 
+--------------------------------------+---------------+-----------+--
----+-------------------------------+ 
| af631b49-52da-45e2-8a8c-f84819f73106 | vol-test-01   | available 
|   10 |                               | 
| e5cda5df-4414-417f-93db-182aa63cee8b | vol-prueba-02 | in-
use    |  100 | Attached to test on /dev/vdb  | 
| 1ad3ba40-21b0-4487-ac78-153db41956a1 | vol-prueba-01 | available 
|    1 |                               | 
+--------------------------------------+---------------+-----------+--
----+-------------------------------+  
Módulo de gestión de imágenes (Glance) 
Los procesos de glance están gestionados por sysVinit y se arrancan automáticamente 
con el arranque del nodo de control/red: 
 
root@controller1:~# /etc/init.d/glance-api status 
glance-api start/running, process 9193 
root@controller1:~# /etc/init.d/glance-glare status 
glance-glare start/running, process 9182 
root@controller1:~# /etc/init.d/glance-registry status 
glance-registry start/running, process 9179 
 
Comprobamos que glance está funcionando correctamente, listando las imágenes que 
existen en el repositorio de glance: 
 
root@controller1:~# glance image-list 
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+--------------------------------------+------------------------------
---------------------+ 
| ID                                   | 
Name                                              | 
+--------------------------------------+------------------------------
---------------------+ 
| 05df7802-ee09-449c-a2ee-3a78d703aa6e | tempest-
ListImageFiltersTestJSON-image-1727322902 | 
| 816f10fa-8cc4-4709-859d-413578dd478f | tempest-
ListImageFiltersTestJSON-image-2004993903 | 
| cac26d6c-f428-46ce-8554-9204434c3c1b | tempest-
ListImageFiltersTestJSON-image-2077943293 | 
| f57e90ae-0d21-44f3-8d3a-897e8c47f49f | tempest-
ListImageFiltersTestJSON-image-583275622  | 
| f9b7bc65-78e1-406a-8110-a6a30c2f68ad | tempest-
ListImageFiltersTestJSON-image-639502802  | 
| 71ea9cda-a514-4cd0-8c9a-84f3bf3d78cf | tempest-
ListImageFiltersTestJSON-image-949478012  | 
| 0bdca3bb-8bcd-47dc-b011-883d08682f0b | 
TestVM                                            | 
+--------------------------------------+------------------------------
---------------------+ 
Módulo de autorización y autenticación (Keystone) 
Verificamos que podemos crear proyectos y asignar usuarios a ellos: 
  
• Creación de un proyecto en el dominio ‘ldap1’: 
  
root@controller1:~# openstack --os-identity-api-version=3  project 
create --enable --description "Prueba creación proyecto dominio LDAP" 
test-ldap  --domain=ldap1  
+-------------+---------------------------------------+ 
| Field       | Value                                 | 
+-------------+---------------------------------------+ 
| description | Prueba creación proyecto dominio LDAP | 
| domain_id   | 6c72426091254a469737f383417b9016      | 
| enabled     | True                                  | 
| id          | 490f153998ab4466bfd6d2bb58503478      | 
| is_domain   | False                                 | 
| name        | test-ldap                             | 
| parent_id   | 6c72426091254a469737f383417b9016      | 
+-------------+---------------------------------------+ 
  
root@controller1:~# openstack --os-identity-api-version=3 project list 
+----------------------------------+-------------+ 
| ID                               | Name        | 
+----------------------------------+-------------+ 
| 490f153998ab4466bfd6d2bb58503478 | test-ldap   | 
| 8ed239205e5345edafd707f943f39a6f | SMART-MONIT | 
| 926dd0b0c8df484fb3c4f72dd9ddfc8a | admin       | 
| a3243391082344eaa97c641255b5732d | test        | 
| deb94cbae87e4829b99bb2b88c7d3581 | services    | 
+----------------------------------+-------------+ 
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• Añadimos usuarios al proyecto: 
  
root@controller1:~# openstack --os-identity-api-version=3  role add --
project test-ldap --user jorge _member_  --user-domain ldap1 
root@controller1:~# openstack --os-identity-api-version=3  role add --
project test-ldap --user borja _member_  --user-domain ldap1 
root@controller1:~# openstack --os-identity-api-version=3  role add --
project test-ldap --user elena _member_  --user-domain ldap1 
root@controller1:~# openstack --os-identity-api-version=3  role add --
project test-ldap --user juan _member_  --user-domain ldap1 
  
• Listamos usuarios del proyecto: 
  
root@controller1:~# openstack --os-identity-api-version=3  user list -
-project test-ldap  --domain=ldap1  
+------------------------------------------------------------------+--
-----+ 
| ID                                                               | 
Name  | 
+------------------------------------------------------------------+--
-----+ 
| 77ea3d8ef0c798b15152360c656dea64e3c31e454229add098392545807d13af | 
elena | 
| deab7e64090d0311e396cd5ee76b57500b27619816d5e2fa5f6088b5e742c473 | 
borja | 
| b9253b956a334b23b76e6ed1caa1a6b1                                 | 
admin | 
| bcc5fd19b037c3e8fa4f02b1a3cb4610cb1c659aa0ca03e19721d2a30a547f6f | 
juan  | 
| f598046cd849f4acaf67d6bcda135e8660eca9017b4804555fb06375b3b23ac9 | 
jorge | 
+------------------------------------------------------------------+--
-----+ 
Módulo de orquestación de despliegues (Heat)  
El motor principal de este módulo se ejecuta bajo Pacemaker mientras que el API corre 
como servicio del remplazo de sysVinit ‘upstart’: 
  
root@controller1:~# crm resource status clone_p_heat-engine 
resource clone_p_heat-engine is running on: controller1.lab.inet  
resource clone_p_heat-engine is running on: controller2.lab.inet  
resource clone_p_heat-engine is running on: controller3.lab.inet  
  
root@controller1:~# status heat-api 
heat-api start/running, process 9195 
  
Listamos el estado del servicio: 
  
root@controller1:~/testplan/heat# heat service-list 
+----------------------+-------------+--------------------------------
------+----------------------+--------+----------------------------+--
------+ 
| hostname             | binary      | 
engine_id                            | host                 | topic  | 
updated_at                 | status | 
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+----------------------+-------------+--------------------------------
------+----------------------+--------+----------------------------+--
------+ 
| controller1.lab.inet | heat-engine | 6dcd94e4-c495-4652-a0ac-
b95cea03460d | controller1.lab.inet | engine | 2017-06-
11T10:10:34.000000 | up     | 
| controller1.lab.inet | heat-engine | 80dd7d53-006f-416c-8e9d-
8cbf5c8b417c | controller1.lab.inet | engine | 2017-06-
11T10:10:34.000000 | up     | 
| controller1.lab.inet | heat-engine | ba3f106d-08ff-4246-b6c2-
5bbdacc53e37 | controller1.lab.inet | engine | 2017-06-
11T10:10:30.000000 | up     | 
| controller1.lab.inet | heat-engine | d9a60a40-194e-4c07-86dd-
8357c511efe1 | controller1.lab.inet | engine | 2017-06-
11T10:10:34.000000 | up     | 
| controller2.lab.inet | heat-engine | 1aaeeea9-5265-46ab-82a2-
8e035486a663 | controller2.lab.inet | engine | 2017-06-
11T10:10:31.000000 | up     | 
| controller2.lab.inet | heat-engine | 6557b154-c782-406a-ba6f-
eaf04c4f9402 | controller2.lab.inet | engine | 2017-06-
11T10:10:33.000000 | up     | 
| controller2.lab.inet | heat-engine | bf724595-46a9-491b-b87d-
99a9c6bfdaec | controller2.lab.inet | engine | 2017-06-
11T10:10:33.000000 | up     | 
| controller2.lab.inet | heat-engine | d0ebacd8-e187-4f1e-8245-
9754c9b16841 | controller2.lab.inet | engine | 2017-06-
11T10:10:30.000000 | up     | 
| controller3.lab.inet | heat-engine | 27b5ae11-e5ca-4622-8f3a-
649fae44a208 | controller3.lab.inet | engine | 2017-06-
11T10:10:33.000000 | up     | 
| controller3.lab.inet | heat-engine | 4f3a78e5-709f-4cfb-90fe-
2fb1222defb2 | controller3.lab.inet | engine | 2017-06-
11T10:10:33.000000 | up     | 
| controller3.lab.inet | heat-engine | 64140a76-202b-41b1-a8f2-
d30c99fdace2 | controller3.lab.inet | engine | 2017-06-
11T10:10:32.000000 | up     | 
| controller3.lab.inet | heat-engine | c89c94a7-eb11-4b92-8e6c-
532d7dadd1a1 | controller3.lab.inet | engine | 2017-06-
11T10:10:34.000000 | up     | 
+----------------------+-------------+--------------------------------
------+----------------------+--------+----------------------------+--
------+ 
Módulo de acceso web a la infraestructura (Horizon) 
El motor principal de este módulo se ejecuta bajo el servidor web Apache y corre como 
servicio sysVinit: 
 
root@controller1:~# /etc/init.d/apache2 status 
 * apache2 is running 
 
Se pueden ver procesos de apache corriendo en los nodos de control/red: 
 
root@controller1:~# ps -efa | grep apache 
root     10763     1  0 Jun11 ?        00:00:15 /usr/sbin/apache2 -k 
start 
horizon  16257 10763  0 Jun13 ?        00:00:06 /usr/sbin/apache2 -k 
start 
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horizon  16258 10763  0 Jun13 ?        00:00:06 /usr/sbin/apache2 -k 
start 
www-data 16259 10763  0 Jun13 ?        00:01:13 /usr/sbin/apache2 -k 
start 
www-data 16260 10763  0 Jun13 ?        00:01:13 /usr/sbin/apache2 -k 
start 
 
Conectando desde un navegador web a la dirección de Horizon podemos comprobar que 
el servicio web es accesible: 
 
 
Ilustración 40. Verificación de funcionamiento del módulo de Horizon. 
 
Backend para módulos de OpenStack 
Para que funcionen algunos de los módulos de OpenStack que se instalan en los nodos 
de control/red se tienen que instalar también parte de los backends para esos módulos: 
 
• Conmutador virtual (OpenSwitch) – es necesario para que funcionen los 
siguientes módulos: 
o Módulo de gestión de recursos de red (Neutron) – se usa como backend 
para la red de toda la plataforma de OpenStack. 
• Almacenamiento distribuido (Ceph) – es necesario para que funcionen los 
siguientes módulos: 
o Módulo de gestión de recursos de computación (Nova) – se usa para el 
almacenamiento de volúmenes efímeros. 
o Módulo de gestión de recursos de almacenamiento permanente (Cinder) 
– se usa para el almacenamiento de los volúmenes persistentes. 
o Módulo de gestión de imágenes (Glance) – se usa para el almacemiento 
de las imágenes. 
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Conmutador virtual (OpenvSwitch) 
Proceso lanzado por un script tradicional de SysVinit durante el arranque: 
 
root@controller2:~# /etc/init.d/openvswitch-switch status 
openvswitch-switch start/running 
  
Relación de conmutadores virtuales y puertos: 
 
root@controller2:~# ovs-vsctl show 
b084abc1-b13b-4be2-a7c2-bfad5af29f25 
   Manager "ptcp:6640:127.0.0.1" 
   Bridge br-int 
       fail_mode: secure 
       Port "ha-b9a8af89-e7" 
           tag: 1 
           Interface "ha-b9a8af89-e7" 
               type: internal 
       Port "tap4b54ce38-01" 
           tag: 4095 
           Interface "tap4b54ce38-01" 
               type: internal 
       Port "qg-6ddc2964-fc" 
           tag: 3 
           Interface "qg-6ddc2964-fc" 
               type: internal 
       Port "tap330e9736-c8" 
           tag: 62 
           Interface "tap330e9736-c8" 
               type: internal 
       Port "qr-4a003d18-83" 
           tag: 60 
           Interface "qr-4a003d18-83" 
               type: internal 
       Port "qr-47a4bc46-1c" 
           tag: 62 
           Interface "qr-47a4bc46-1c" 
               type: internal 
       Port int-br-floating 
           Interface int-br-floating 
               type: patch 
               options: {peer=phy-br-floating} 
       Port "ha-38f7cae9-bc" 
           tag: 41 
           Interface "ha-38f7cae9-bc" 
               type: internal 
       Port "ha-bfd52f62-ed" 
           tag: 61 
           Interface "ha-bfd52f62-ed" 
               type: internal 
       Port "tap4f31fa5c-65" 
           tag: 60 
           Interface "tap4f31fa5c-65" 
               type: internal 
       Port "qg-0d99ac2e-b0" 
           tag: 3 
           Interface "qg-0d99ac2e-b0" 
               type: internal 
       Port "qg-6f957a55-2c" 
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           tag: 3 
           Interface "qg-6f957a55-2c" 
               type: internal 
       Port br-int 
           Interface br-int 
               type: internal 
       Port "ha-ca087f0a-f0" 
           tag: 63 
           Interface "ha-ca087f0a-f0" 
               type: internal 
       Port "tap96241514-06" 
           tag: 2 
           Interface "tap96241514-06" 
               type: internal 
       Port "qg-90694c9d-ee" 
           tag: 3 
           Interface "qg-90694c9d-ee" 
               type: internal 
       Port "qr-77cffb9c-25" 
           tag: 2 
           Interface "qr-77cffb9c-25" 
               type: internal 
       Port patch-tun 
           Interface patch-tun 
               type: patch 
               options: {peer=patch-int} 
   Bridge br-tun 
       fail_mode: secure 
       Port "vxlan-c0a80204" 
           Interface "vxlan-c0a80204" 
               type: vxlan 
               options: {df_default="true", in_key=flow, 
local_ip="192.168.2.2", out_key=flow, remote_ip="192.168.2.4"} 
       Port "vxlan-c0a80205" 
           Interface "vxlan-c0a80205" 
               type: vxlan 
               options: {df_default="true", in_key=flow, 
local_ip="192.168.2.2", out_key=flow, remote_ip="192.168.2.5"} 
       Port "vxlan-c0a80203" 
           Interface "vxlan-c0a80203" 
               type: vxlan 
               options: {df_default="true", in_key=flow, 
local_ip="192.168.2.2", out_key=flow, remote_ip="192.168.2.3"} 
       Port patch-int 
           Interface patch-int 
               type: patch 
               options: {peer=patch-tun} 
       Port "vxlan-c0a80201" 
           Interface "vxlan-c0a80201" 
               type: vxlan 
               options: {df_default="true", in_key=flow, 
local_ip="192.168.2.2", out_key=flow, remote_ip="192.168.2.1"} 
       Port br-tun 
           Interface br-tun 
               type: internal 
   Bridge br-floating 
       fail_mode: secure 
       Port br-floating 
           Interface br-floating 
               type: internal 
       Port "p_ff798dba-0" 
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           Interface "p_ff798dba-0" 
               type: internal 
       Port phy-br-floating 
           Interface phy-br-floating 
               type: patch 
               options: {peer=int-br-floating} 
   ovs_version: "2.4.1" 
  
Observamos que los túneles de tipo VxLAN se han creado correctamente en 
conmutador virtual ‘br-tun’ entre todos los nodos.  
Almacenamiento distribuido (Ceph)  
En los controladores se ejecuta la parte más ligera del cluster de almacenamiento Ceph, 
una instancia del monitor de Ceph en cada nodo: 
  
root@controller1:~# ps -ef |grep ceph 
root      9291     1  0 04:08 ?        00:03:01 /usr/bin/ceph-mon --
cluster=ceph -i controller1 -f 
  
Cada monitor de Ceph establece conexión con el resto, sincronizando la información 
relativa a los nodos donde se almacenan los datos. 
  
Podemos revisar desde cualquier nodo del cluster el estado del servicio y los monitores 
operativos: 
 
root@controller1:~# ceph -s 
   cluster 2ab57368-6ee2-4bc9-b897-02642b2d1a54 
    health HEALTH_OK 
    monmap e3: 3 mons at 
{controller1=192.168.1.1:6789/0,controller2=192.168.1.2:6789/0,control
ler3=192.168.1.5:6789/0} 
           election epoch 150, quorum 0,1,2 
controller1,controller2,controller3 
    osdmap e836: 24 osds: 24 up, 24 in 
     pgmap v196264: 1920 pgs, 5 pools, 633 MB data, 354 objects 
           51834 MB used, 7131 GB / 7181 GB avail 
               1920 active+clean  
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Anexo XI – Verificación de la 
configuración de los nodos de 
cómputo/almacenamiento 
Es donde se ejecuta la carga de trabajo de la plataforma, es decir, las máquinas virtuales 
de los usuarios.  
 
Por tanto, el software ejecutándose en estos nodos tiende a ser el mínimo 
imprescindible, delegando toda la parte de gestión en los nodos de control/red. 
Módulos de Openstack 
En los nodos de cómputo solo se ejecutan dos agentes que permiten ejecutar las 
acciones que se requieren relacionadas con la provisión y control de redes y máquinas 
virtuales en el anfitrión.  
 
Estos agentes son los siguientes: 
 
• Agente para el módulo de recursos de computación (Nova). 
• Agente para el módulo de recursos de red (Neutron). 
Módulo de gestión de recursos de computación (Nova) 
Revisamos que todos los procesos están en ejecución. Están gestionados por el servicio 
‘upstart’ que se encarga de arrancarlos automáticamente en caso de caída: 
  
root@compute2:~# status nova-compute 
nova-compute start/running, process 11081 
  
Los módulos de control de Nova que se ejecutan en los nodos de control/red comunican 
con los agentes de Nova que se instalan en los nodso de cómputo/almacenamiento 
mediante una cola de mensajes (rabbitmq). A través de esta comunicación se indican las 
acciones que deben ejecutarse: parada, arranque, conectar un volumen de disco, etc. 
Módulo de gestión de recursos de red (Neutron) 
Revisamos que todos los procesos están en ejecución. Están gestionados por el servicio 
‘upstart’ que se encarga de arrancarlos automáticamente en caso de caída: 
  
root@compute2:~# status neutron-openvswitch-agent 
neutron-openvswitch-agent start/running, process 9892 
  
Los módulos de control de Neutron que se ejecutan en los nodos de control/red 
comunican con los agentes de Neutron que se instalan en los nodos de 
cómputo/almacenamiento mediante una cola de mensajes (rabbitmq). A través de esta 
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
270 
comunicación se indican las acciones que deben ejecutarse: creación de un puerto, 
borrado, crear regla de firewall, etc. 
 
Backend para módulos de OpenStack 
Para que funcionen los módulos de OpenStack que se instalan en los nodos de 
cómputo/almacenamiento se tienen que instalar también los backends para esos 
módulos: 
 
• Conmutador virtual (OpenSwitch) – es necesario para que funcionen los 
siguientes módulos: 
o Módulo de gestión de recursos de red (Neutron) – se usa como backend 
para la red de toda la plataforma de OpenStack. 
• Almacenamiento distribuido (Ceph) – es necesario para que funcionen los 
siguientes módulos: 
o Módulo de gestión de recursos de computación (Nova) – se usa para el 
almacenamiento de volúmenes efímeros. 
o Módulo de gestión de recursos de almacenamiento permanente (Cinder) 
– se usa para el almacenamiento de los volúmenes persistentes. 
o Módulo de gestión de imágenes (Glance) – se usa para el almacemiento 
de las imágenes. 
• Hipervisor (KVM) – es necesario para que funcionen los siguientes módulos: 
o Módulo de gestión de recursos de computación (Nova) – se usa para la 
ejecución de las máquinas virtuales. 
Conmutador virtual (OpenvSwitch) 
Proceso lanzado por un script tradicional de SysVinit durante el arranque: 
 
root@compute2:~# /etc/init.d/openvswitch-switch status 
openvswitch-switch start/running 
  
Relación de conmutadores virtuales y puertos: 
 
root@compute2:~# ovs-vsctl show 
832d2d90-bdc7-40c5-a824-5e8446f631c8 
   Bridge br-tun 
       fail_mode: secure 
       Port patch-int 
           Interface patch-int 
               type: patch 
               options: {peer=patch-tun} 
       Port br-tun 
           Interface br-tun 
               type: internal 
   Bridge br-int 
       fail_mode: secure 
       Port patch-tun 
           Interface patch-tun 
               type: patch 
               options: {peer=patch-int} 
       Port br-int 
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           Interface br-int 
               type: internal 
   ovs_version: "2.4.1" 
  
Almacenamiento distribuido (Ceph)  
En los controladores se ejecuta la carga de trabajo del cluster de almacenamiento Ceph.  
 
Por cada disco destinado a este almacenamiento, se crea una instancia llamada OSD 
(Object Storage Daemon): 
  
• Estado de los grupos de asignación o PG (Placement Groups): 
  
root@compute2:~# ceph pg dump summary 
dumped summary in format plain 
version 196395 
stamp 2017-06-11 11:11:19.944464 
last_osdmap_epoch 836 
last_pg_scan 81 
full_ratio 0.95 
nearfull_ratio 0.85 
pg_stat objects mip degr misp unf bytes log disklog 
sum 354 0 0 0 0 664751425 18199 18199 
osdstat kbused kbavail kb 
sum 53078896 7477555760 7530634656 
  
• Estado de ocupación de los distintos grupos de almacenamiento (pools): 
  
root@compute2:~# rados df 
pool 
name                 KB      objects       clones     degraded      un
found           rd        rd KB           wr        wr KB 
backups                    0            0            0            0   
        0            0            0            0            0 
compute               269510          162            0            0   
        0       103288      2766111        26065      5151916 
images                172633           42            0            0   
        0         5982       151131          852       674617 
rbd                        0            0            0            0   
        0            0            0            0            0 
volumes               207030          150            0            0   
        0         3756        16775         1582       335218 
 total used        53078896          354 
 total avail     7477555760 
 total space     7530634656 
  
• Listado de todos los OSDs del cluster y su estado: 
  
root@compute2:~# ceph osd tree 
ID WEIGHT  TYPE NAME         UP/DOWN REWEIGHT PRIMARY-AFFINITY  
-1 6.95984 root default                                         
-2 2.31995     host compute1                                    
0 0.28999         osd.0          up  1.00000          1.00000  
8 0.28999         osd.8          up  1.00000          1.00000  
9 0.28999         osd.9          up  1.00000          1.00000  
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12 0.28999         osd.12         up  1.00000          1.00000  
15 0.28999         osd.15         up  1.00000          1.00000  
16 0.28999         osd.16         up  1.00000          1.00000  
21 0.28999         osd.21         up  1.00000          1.00000  
23 0.28999         osd.23         up  1.00000          1.00000  
-3 2.31995     host compute3                                    
1 0.28999         osd.1          up  1.00000          1.00000  
3 0.28999         osd.3          up  1.00000          1.00000  
5 0.28999         osd.5          up  1.00000          1.00000  
6 0.28999         osd.6          up  1.00000          1.00000  
10 0.28999         osd.10         up  1.00000          1.00000  
14 0.28999         osd.14         up  1.00000          1.00000  
18 0.28999         osd.18         up  1.00000          1.00000  
20 0.28999         osd.20         up  1.00000          1.00000  
-4 2.31995     host compute2                                    
2 0.28999         osd.2          up  1.00000          1.00000  
4 0.28999         osd.4          up  1.00000          1.00000  
7 0.28999         osd.7          up  1.00000          1.00000  
11 0.28999         osd.11         up  1.00000          1.00000  
13 0.28999         osd.13         up  1.00000          1.00000  
17 0.28999         osd.17         up  1.00000          1.00000  
19 0.28999         osd.19         up  1.00000          1.00000  
22 0.28999         osd.22         up  1.00000          1.00000   
Hipervisor (KVM)  
Proceso lanzado por un script tradicional de SysVinit durante el arranque: 
 
root@compute1:~# /etc/init.d/qemu-kvm status 
qemu-kvm start/running 
 
Se puede ver un listado de las máquinas virtuales (instancias) que están corriendo en 
cada uno de los nodos de cómputo/almacenamiento: 
 
root@compute1:~# virsh list 
 Id    Name                           State 
---------------------------------------------------- 
 2     instance-0000002d              running 
 5     instance-00000105              running 
 
root@compute2:~# virsh list 
 Id    Name                           State 
---------------------------------------------------- 
 
root@compute3:~# virsh list 
 Id    Name                           State 
---------------------------------------------------- 
 4     instance-00000108              running 
 
Cada una de las máquinas virtuales corriendo en el nodo de cómputo es un proceso de 
tipo qemu: 
 
root@compute1:~# ps -efa| grep qemu 
libvirt+   12703       1  3 Jun11 ?        03:06:32 /usr/bin/qemu-
system-x86_64 -name instance-0000002d -S -machine pc-i440fx-
vivid,accel=tcg,usb=off -m 64 -realtime mlock=off -smp 
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1,sockets=1,cores=1,threads=1 -uuid 643c0254-b167-4791-9dac-
f78d1154989c -smbios type=1,manufacturer=OpenStack 
Foundation,product=OpenStack Nova,version=13.1.1,serial=b1913c9c-a69d-
354b-31db-2ffa588cf95f,uuid=643c0254-b167-4791-9dac-
f78d1154989c,family=Virtual Machine -no-user-config -nodefaults -
chardev socket,id=charmonitor,path=/var/lib/libvirt/qemu/instance-
0000002d.monitor,server,nowait -mon 
chardev=charmonitor,id=monitor,mode=control -rtc base=utc -no-shutdown 
-boot strict=on -device piix3-usb-uhci,id=usb,bus=pci.0,addr=0x1.0x2 -
drive file=rbd:compute/643c0254-b167-4791-9dac-
f78d1154989c_disk:id=compute:key=AQC0cLNYjaBPLBAA9KPsXAAmZTCLdEiLCQicr
A==:auth_supported=cephx\;none:mon_host=192.168.1.1\:6789\;192.168.1.2
\:6789\;192.168.1.5\:6789,if=none,id=drive-virtio-
disk0,format=raw,cache=writeback -device virtio-blk-
pci,scsi=off,bus=pci.0,addr=0x4,drive=drive-virtio-disk0,id=virtio-
disk0,bootindex=1 -drive file=rbd:volumes/volume-e5cda5df-4414-417f-
93db-
182aa63cee8b:id=compute:key=AQC0cLNYjaBPLBAA9KPsXAAmZTCLdEiLCQicrA==:a
uth_supported=cephx\;none:mon_host=192.168.1.1\:6789\;192.168.1.2\:678
9\;192.168.1.5\:6789,if=none,id=drive-virtio-
disk1,format=raw,serial=e5cda5df-4414-417f-93db-
182aa63cee8b,cache=writeback -device virtio-blk-
pci,scsi=off,bus=pci.0,addr=0x5,drive=drive-virtio-disk1,id=virtio-
disk1 -drive file=rbd:compute/643c0254-b167-4791-9dac-
f78d1154989c_disk.config:id=compute:key=AQC0cLNYjaBPLBAA9KPsXAAmZTCLdE
iLCQicrA==:auth_supported=cephx\;none:mon_host=192.168.1.1\:6789\;192.
168.1.2\:6789\;192.168.1.5\:6789,if=none,id=drive-virtio-
disk25,format=raw,cache=writeback -device virtio-blk-
pci,scsi=off,bus=pci.0,addr=0x6,drive=drive-virtio-disk25,id=virtio-
disk25 -netdev tap,fd=26,id=hostnet0 -device virtio-net-
pci,netdev=hostnet0,id=net0,mac=fa:16:3e:43:3b:e5,bus=pci.0,addr=0x3 -
chardev file,id=charserial0,path=/var/lib/nova/instances/643c0254-
b167-4791-9dac-f78d1154989c/console.log -device isa-
serial,chardev=charserial0,id=serial0 -chardev pty,id=charserial1 -
device isa-serial,chardev=charserial1,id=serial1 -device usb-
tablet,id=input0 -vnc 0.0.0.0:0 -k en-us -device cirrus-
vga,id=video0,bus=pci.0,addr=0x2 -device virtio-balloon-
pci,id=balloon0,bus=pci.0,addr=0x7 -msg timestamp=on 
libvirt+  134591       1  3 Jun11 ?        02:58:50 /usr/bin/qemu-
system-x86_64 -name instance-00000105 -S -machine pc-i440fx-
vivid,accel=tcg,usb=off -m 512 -realtime mlock=off -smp 
1,sockets=1,cores=1,threads=1 -uuid ad14b5c2-30d3-4ef5-81c3-
b40294d4b13e -smbios type=1,manufacturer=OpenStack 
Foundation,product=OpenStack Nova,version=13.1.1,serial=b1913c9c-a69d-
354b-31db-2ffa588cf95f,uuid=ad14b5c2-30d3-4ef5-81c3-
b40294d4b13e,family=Virtual Machine -no-user-config -nodefaults -
chardev socket,id=charmonitor,path=/var/lib/libvirt/qemu/instance-
00000105.monitor,server,nowait -mon 
chardev=charmonitor,id=monitor,mode=control -rtc base=utc -no-shutdown 
-boot strict=on -device piix3-usb-uhci,id=usb,bus=pci.0,addr=0x1.0x2 -
drive file=rbd:compute/ad14b5c2-30d3-4ef5-81c3-
b40294d4b13e_disk:id=compute:key=AQC0cLNYjaBPLBAA9KPsXAAmZTCLdEiLCQicr
A==:auth_supported=cephx\;none:mon_host=192.168.1.1\:6789\;192.168.1.2
\:6789\;192.168.1.5\:6789,if=none,id=drive-virtio-
disk0,format=raw,cache=writeback -device virtio-blk-
pci,scsi=off,bus=pci.0,addr=0x4,drive=drive-virtio-disk0,id=virtio-
disk0,bootindex=1 -drive file=rbd:compute/ad14b5c2-30d3-4ef5-81c3-
b40294d4b13e_disk.config:id=compute:key=AQC0cLNYjaBPLBAA9KPsXAAmZTCLdE
iLCQicrA==:auth_supported=cephx\;none:mon_host=192.168.1.1\:6789\;192.
168.1.2\:6789\;192.168.1.5\:6789,if=none,id=drive-virtio-
disk25,format=raw,cache=writeback -device virtio-blk-
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
274 
pci,scsi=off,bus=pci.0,addr=0x5,drive=drive-virtio-disk25,id=virtio-
disk25 -netdev tap,fd=26,id=hostnet0 -device virtio-net-
pci,netdev=hostnet0,id=net0,mac=fa:16:3e:b4:b7:10,bus=pci.0,addr=0x3 -
chardev file,id=charserial0,path=/var/lib/nova/instances/ad14b5c2-
30d3-4ef5-81c3-b40294d4b13e/console.log -device isa-
serial,chardev=charserial0,id=serial0 -chardev pty,id=charserial1 -
device isa-serial,chardev=charserial1,id=serial1 -device usb-
tablet,id=input0 -vnc 0.0.0.0:1 -k en-us -device cirrus-
vga,id=video0,bus=pci.0,addr=0x2 -device virtio-balloon-
pci,id=balloon0,bus=pci.0,addr=0x6 -msg timestamp=on 
root     1995072 1993070  0 17:07 pts/17   00:00:00 grep --color=auto 
qemu 
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Anexo XII – Resultados de las pruebas 
funcionales automatizadas con Rally 
Ejecutaremos pruebas automatizadas sobre la API que permiten determinar el correcto 
estado funcional de la plataforma. Para ello usamos el software de pruebas Rally. 
 
Rally es un software Open Source que nos va a permitir realizar lo siguiente:  
  
• Las pruebas ejecutadas será un subconjunto del repositorio de pruebas para 
OpenStack llamado tempest.  
 
• Tempest está pensado para realizar pruebas exhaustivas de cada funcionalidad 
posible de los distintos módulos de forma no interactiva. De este modo, cuando 
un cambio en el desarrollo ‘rompe’ una funcionalidad, las pruebas revelan que 
hay un problema y se revisa. 
  
• En nuestro caso, tomamos un subconjunto de estas pruebas denominado ‘smoke 
test’ que realiza el conjunto mínimo que permite determinar que no hay 
problemas en la instalación o parametrización del mismo. 
  
• Adicionalmente definimos un conjunto personalizado de pruebas relativas a los 
requisitos iniciales definido a nivel de usuario y que son verificables mediante 
peticiones al API. 
Instalación de Rally + Tempest 
La manera más habitual de ejecutar Rally + tempest en entornos OpenStack es mediante 
el despliegue de un contenedor docker.  
 
Usando las capacidades combinadas de varios componentes del kernel Linux se logra 
ejecutar aplicativos en un contexto aislado, de modo que simplifica notablemente el uso 
de un software concreto y no requiere modificar el sistema operativo donde se ejecuta. 
  
Los requisitos principales para ejecutar las pruebas con: 
 
• Acceso a la red OS1_INTERNA, que permite llamadas al API interno de 
OpenStack. 
•  
• Credenciales con nivel de privilegio administrador. 
  
Por tanto, ejecutamos el contenedor Rally en uno de los controladores. Tras las pruebas, 
el contenedor se destruye quedando únicamente los resultados de las pruebas, sin 
modificar la configuración del equipo. 
Instalación de docker 
Instalamos desde los repositorios estándar de Ubuntu: 
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root@controller1:~# apt install docker docker.io cgroup-bin 
Descarga del contenedor con el software preinstalado 
Descargamos la imagen del contenedor desde el repositorio de docker en Internet: 
 
root@controller1:~/testplan# docker pull rallyforge/rally:0.6.0 
0.6.0: Pulling from rallyforge/rally 
c461d3a88dd1: Pull complete  
71cff0a22dea: Pull complete  
cfc886addf54: Pull complete  
581927e0d0f7: Pull complete  
4335ee12f3aa: Pull complete  
19d0a8e04fa9: Pull complete  
b2dcc3bbe99b: Already exists  
Digest: 
sha256:faab306737055711e289517334bd00f9c5b5eb192edf5cd3fdbeca63c402b49
3 
Status: Downloaded newer image for rallyforge/rally:0.6.0 
Configuración del entorno 
Creamos un directorio que compartimos con el contenedor y usaremos como 
almacenamiento permanente del mismo. De este modo los resultados no se destruyen 
cuando el contenedor para su ejecución: 
 
root@controller1:~# mkdir /root/testplan/rally 
  
Copiamos el fichero de variables de entorno con las credenciales de administrador en 
nuestro OpenStack: 
 
root@controller1:~# cp ~/openrc /root/testplan/rally/ 
  
Copiamos los certificados raiz e intermedio para que el cliente python dentro del 
contenedor valide el certificado de API de OpenStack: 
 
root@controller1:~# scp root@dexter:~ca/os1.lab.inet-full-
chain.pem  /root/testplan/rally/ 
  
Creamos un script que simplifica la tarea de conectar a la instancia del contenedor.  
Este script se llama /root/testplan/rally/login-rally-docker y tiene en cuenta 
lo siguiente: 
 
• Si el contenedor no esta corriendo – lanza el contenedor. 
• Si se detecta una instancia activa del contenedor – conectamos a esa instancia. 
 
A continuación, se ve el código de este script: 
 
#!/bin/bash 
# --------------------------------------------------------------------
---------- 
# Lanzador del docker de rally - ejecuta el login 
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# --------------------------------------------------------------------
---------- 
docker_name="os1-test" 
docker_image=$(docker images | grep 0.6.0| awk '{print $3}') 
docker_id=$(docker ps | grep $docker_name | cut -f1 -d\ ) 
if [ -z $docker_id ]  
then 
   # docker parado o no existe 
   docker_id=$(docker ps --filter "status=exited" | grep $docker_name 
| cut -f1 -d\ ) 
     
   if [ -z $docker_id ] 
   then 
      # docker no existe, creamos 
      docker_id=$(docker run --name "$docker_name" --net host -v 
/root/testplan/rally:/root/testplan/rally -tid -u root $(docker images 
| grep 0.6.0| awk '{print $3}')) 
   else 
      # docker parado, arrancamos 
      echo "Starting docker $docker_name ..." 
      docker start $docker_id 
   fi 
else 
   # docker en ejecución 
   echo "Docker $docker_name running as $docker_id" 
fi 
docker exec -i -t $docker_id /bin/bash 
  
exit 0 
  
Arrancamos por primera vez el contenedor y ejecutamos una shell en su entorno de 
ejecución aislada: 
 
[root@dexter testplan]# ./login-rally-docker  
╔════════════════════════════════════════════════════════════════════╗ 
║ Welcome to Rally Docker container!                                 ║ 
║ Rally certification tasks, samples and docs are located at         ║ 
║ /opt/rally/                                                        ║ 
║  Rally at readthedocs - http://rally.readthedocs.org               ║ 
║  How to contribute –                                               ║ 
║  http://rally.readthedocs.org/en/latest/contribute.html            ║ 
║  If you have any questions, you can reach the Rally team by:       ║ 
║  * e-mail - openstack-dev@lists.openstack.org                      ║ 
║    with tag [Rally] in subject                                     ║ 
║    * irc - "#openstack-rally" channel at freenode.net              ║ 
╚════════════════════════════════════════════════════════════════════╝ 
   
Tenemos que configurar el rol utilizado por el módulo de Swift que difiere del 
preconfigurado en la instalación de Rally de este contenedor. El valor correcto es 
‘SwiftOperator’ y no ‘Member’: 
 
root@dexter:~# grep swift_operator_role  /etc/rally/rally.conf 
# Deprecated group/name - [role]/swift_operator_role 
#swift_operator_role = Member 
  
root@dexter:~# sed -i 's|#swift_operator_role = 
Member|swift_operator_role = SwiftOperator|g' /etc/rally/rally.conf 
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root@dexter:~# grep swift_operator_role  /etc/rally/rally.conf 
# Deprecated group/name - [role]/swift_operator_role 
swift_operator_role = SwiftOperator 
  
Añadimos la variable de entorno que determina la ubicación de la cadena de certificados 
raíz e intermedio que copiamos previamente: 
 
root@controller1:/root/testplan/rally# echo 'export 
OS_CACERT="/root/testplan/rally/os1.lab.inet-full-chain.pem"' >> 
openrc  
  
El fichero /root/testplan/rally/openrc queda de la siguiente manera: 
 
#!/bin/sh 
export OS_NO_CACHE='true' 
export OS_TENANT_NAME='admin' 
export OS_PROJECT_NAME='admin' 
export OS_USERNAME='admin' 
export OS_PASSWORD='******' 
export OS_AUTH_URL='http://192.168.0.8:5000/' 
export OS_DEFAULT_DOMAIN='Default' 
export OS_AUTH_STRATEGY='keystone' 
export OS_REGION_NAME='RegionOne' 
export CINDER_ENDPOINT_TYPE='internalURL' 
export GLANCE_ENDPOINT_TYPE='internalURL' 
export KEYSTONE_ENDPOINT_TYPE='internalURL' 
export NOVA_ENDPOINT_TYPE='internalURL' 
export NEUTRON_ENDPOINT_TYPE='internalURL' 
export OS_ENDPOINT_TYPE='internalURL' 
export MURANO_REPO_URL='http://storage.apps.openstack.org/' 
export MURANO_PACKAGES_SERVICE='glance' 
export OS_CACERT="/root/testplan/rally/os1.lab.inet-full-chain.pem" 
  
Cargamos las variables de entorno: 
 
root@controller1:/root/testplan/rally# source openrc 
  
Regeneramos la base de datos de Rally ya que la existente preconfigurada no es válida 
hasta que se cargen los datos de nuestro despliegue: 
 
root@controller1:/root/testplan/rally# rally-manage db recreate 
2017-06-05 19:08:25.301 64 INFO alembic.runtime.migration [-] Context 
impl SQLiteImpl. 
2017-06-05 19:08:25.302 64 INFO alembic.runtime.migration [-] Will 
assume non-transactional DDL. 
2017-06-05 19:08:29.386 64 INFO alembic.runtime.migration [-] Context 
impl SQLiteImpl. 
2017-06-05 19:08:29.388 64 INFO alembic.runtime.migration [-] Will 
assume non-transactional DDL. 
2017-06-05 19:08:29.626 64 INFO alembic.runtime.migration [-] Running 
stamp_revision  -> 54e844ebfbc3 
root@controller1:/root/testplan/rally# rally deployment create --
fromenv --name=tempest 
2017-06-05 19:08:46.347 69 INFO rally.deployment.engine [-] Deployment 
d0ce488b-975f-47bf-b030-be28c502bd15 | Starting:  OpenStack cloud 
deployment. 
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2017-06-05 19:08:46.801 69 INFO rally.deployment.engine [-] Deployment 
d0ce488b-975f-47bf-b030-be28c502bd15 | Completed: OpenStack cloud 
deployment. 
+--------------------------------------+----------------------------+-
--------+------------------+--------+ 
| uuid                                 | created_at                 | 
name    | status           | active | 
+--------------------------------------+----------------------------+-
--------+------------------+--------+ 
| d0ce488b-975f-47bf-b030-be28c502bd15 | 2017-06-05 19:08:46.122676 | 
tempest | deploy->finished |        | 
+--------------------------------------+----------------------------+-
--------+------------------+--------+ 
Using deployment: d0ce488b-975f-47bf-b030-be28c502bd15 
~/.rally/openrc was updated 
  
HINTS: 
* To get your cloud resources, run: 
 rally show [flavors|images|keypairs|networks|secgroups] 
  
* To use standard OpenStack clients, set up your env by running: 
 source ~/.rally/openrc 
 OpenStack clients are now configured, e.g run: 
 openstack image list 
  
Verificamos con una simple llamada al API que tenemos acceso: 
 
root@controller1:/root/testplan/rally# openstack image list 
WARNING: openstackclient.common.utils is deprecated and will be 
removed after Jun 2017. Please use osc_lib.utils 
+--------------------------------------+--------+--------+ 
| ID                                   | Name   | Status | 
+--------------------------------------+--------+--------+ 
| 0bdca3bb-8bcd-47dc-b011-883d08682f0b | TestVM | active | 
+--------------------------------------+--------+--------+ 
  
Instalamos las pruebas de tempest en Rally: 
 
root@controller1:/root/testplan/rally# rally verify install 
2017-06-05 19:11:02.388 84 INFO rally.verification.tempest.tempest [-] 
Tempest is not installed for deployment: d0ce488b-975f-47bf-b030-
be28c502bd15 
2017-06-05 19:11:02.389 84 INFO rally.verification.tempest.tempest [-] 
Installing Tempest for deployment: d0ce488b-975f-47bf-b030-
be28c502bd15 
2017-06-05 19:11:02.399 84 INFO rally.verification.tempest.tempest [-] 
Please, wait while Tempest is being cloned. 
Cloning into '/home/rally/.rally/tempest/base/tempest_base-3HlLJI'... 
remote: Counting objects: 89004, done. 
remote: Compressing objects: 100% (48537/48537), done. 
remote: Total 89004 (delta 68619), reused 59096 (delta 40243) 
Receiving objects: 100% (89004/89004), 12.54 MiB | 5.53 MiB/s, done. 
Resolving deltas: 100% (68619/68619), done. 
Checking connectivity... done. 
2017-06-05 19:11:13.682 84 INFO rally.verification.tempest.tempest [-] 
Installing the virtual environment for Tempest.  
2017-06-05 19:12:33.344 84 INFO rally.verification.tempest.tempest [-] 
Tempest has been successfully installed! 
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Y por último, generamos la configuración: 
 
root@controller1:/root/testplan/rally# rally verify genconfig 
2017-06-05 19:13:12.896 400 INFO rally.verification.tempest.tempest [-
] Tempest is not configured for deployment: d0ce488b-975f-47bf-b030-
be28c502bd15 
2017-06-05 19:13:12.896 400 INFO rally.verification.tempest.tempest [-
] Creating Tempest configuration file for deployment: d0ce488b-975f-
47bf-b030-be28c502bd15 
2017-06-05 19:13:25.244 400 INFO rally.verification.tempest.tempest [-
] Tempest configuration file has been successfully created! 
Ejecución del plan de pruebas genérico 
La ejecución del conjunto de pruebas de tipo básico supone lo siguiente: 
 
• Se ejecutarán en torno a 100 pruebas.  
• Existen pruebas aisladas de funcionalidad  
• Existen pruebas sobre escenarios complejos que prueban distintas 
funcionalidades.  
• En general las pruebas ejemplifican casos de uso similares a los que 
encontramos en un despliegue real de un conjunto de máquinas y redes. 
 
Ejecutamos el conjunto de pruebas: 
  
root@controller1:/root/testplan/rally# rally verify start --set 
smoke                          
2017-06-05 20:13:12.926 522 INFO rally.api [-] Starting verification 
of deployment: d0ce488b-975f-47bf-b030-be28c502bd15 
2017-06-05 20:13:13.096 522 INFO rally.verification.tempest.tempest [-
] Verification a2f86d7d-dea1-4f2a-83aa-f5387642c153 | Starting:  Run 
verification. 
2017-06-05 20:13:13.324 522 INFO rally.verification.tempest.tempest [-
] Using Tempest config file: /home/rally/.rally/tempest/for-
deployment-d0ce488b-975f-47bf-b030-be28c502bd15/tempest.conf 
... 
... 
${PYTHON:-python} -m subunit.run discover -t ${OS_TOP_LEVEL:-./} 
${OS_TEST_PATH:-./tempest/test_discover}  --load-list /tmp/tmpHVKNyD 
{1} 
tempest.api.compute.flavors.test_flavors.FlavorsV2TestJSON.test_get_fl
avor [0.479157s] ... ok 
{1} 
tempest.api.compute.flavors.test_flavors.FlavorsV2TestJSON.test_list_f
lavors [0.090002s] ... ok 
{0} 
tempest.api.compute.security_groups.test_security_group_rules.Security
GroupRulesTestJSON.test_security_group_rules_create [0.949683s] ... ok 
{0} 
tempest.api.compute.security_groups.test_security_group_rules.Security
GroupRulesTestJSON.test_security_group_rules_list [1.878836s] ... ok 
{0} 
tempest.api.compute.security_groups.test_security_groups.SecurityGroup
sTestJSON.test_security_groups_create_list_delete [3.862129s] ... ok 
{0}  
... 
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(salida omitida) 
 
... 
  
{1} setUpClass 
(tempest.scenario.test_server_multinode.TestServerMultinode) ... 
SKIPPED: Less than 2 compute nodes, skipping multinode tests. 
{0} 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_netwo
rk_basic_ops [88.916423s] ... FAILED 
{0} 
tempest.scenario.test_server_basic_ops.TestServerBasicOps.test_server_
basic_ops [101.019274s] ... ok 
  
============================== 
Failed 1 tests - output below: 
============================== 
  
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_netwo
rk_basic_ops[compute,id-f323b3ba-82f8-4db7-8ea6-
6a895869ec49,network,smoke] 
----------------------------------------------------------------------
----------------------------------------------------------------------
----- 
    
====== 
Totals 
====== 
Ran: 98 tests in 731.0000 sec. 
- Passed: 90 
- Skipped: 7 
- Expected Fail: 0 
- Unexpected Success: 0 
- Failed: 1 
Sum of execute time for each test: 656.5492 sec. 
  
============== 
Worker Balance 
============== 
- Worker 0 (49 tests) => 0:11:51.164573 
- Worker 1 (49 tests) => 0:09:31.949053 
2017-06-05 20:25:33.338 522 INFO rally.verification.tempest.tempest [-
] Test run has been finished with errors. Check logs for details. 
2017-06-05 20:25:33.340 522 INFO rally.verification.tempest.tempest [-
] Verification a2f86d7d-dea1-4f2a-83aa-f5387642c153 | Completed: Run 
verification. 
2017-06-05 20:25:33.341 522 INFO rally.verification.tempest.tempest [-
] Verification a2f86d7d-dea1-4f2a-83aa-f5387642c153 | 
Starting:  Saving verification results. 
2017-06-05 20:25:33.850 522 INFO rally.verification.tempest.tempest [-
] Verification a2f86d7d-dea1-4f2a-83aa-f5387642c153 | Completed: 
Saving verification results. 
Verification UUID: a2f86d7d-dea1-4f2a-83aa-f5387642c153 
  
Generamos el resumen de los resultados en formato HTML: 
  
root@controller1:/root/testplan/rally#  rally verify results --html --
output-file tempest-report.html 
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Análisis de los resultados 
Pruebas exitosas 
Incluyen el conjunto básico de operaciones de creación, listado y borrado de elementos 
de la infraestructura: 
 
 
Ilustración 41. Resultado de las pruebas exitosas realizadas con Rally + tempest. 
Detalle de las pruebas ejecutadas: 
  
{1} 
tempest.api.compute.flavors.test_flavors.FlavorsV2TestJSON.test_get_fl
avor [0.479157s] ... ok 
{1} 
tempest.api.compute.flavors.test_flavors.FlavorsV2TestJSON.test_list_f
lavors [0.090002s] ... ok 
{0} 
tempest.api.compute.security_groups.test_security_group_rules.Security
GroupRulesTestJSON.test_security_group_rules_create [0.949683s] ... ok 
{0} 
tempest.api.compute.security_groups.test_security_group_rules.Security
GroupRulesTestJSON.test_security_group_rules_list [1.878836s] ... ok 
{0} 
tempest.api.compute.security_groups.test_security_groups.SecurityGroup
sTestJSON.test_security_groups_create_list_delete [3.862129s] ... ok 
{0} 
tempest.api.compute.servers.test_attach_interfaces.AttachInterfacesTes
tJSON.test_add_remove_fixed_ip [53.138770s] ... ok  
{1} 
tempest.api.compute.servers.test_create_server.ServersTestJSON.test_li
st_servers [0.739429s] ... ok 
{1} 
tempest.api.compute.servers.test_create_server.ServersTestJSON.test_ve
rify_server_details [0.041375s] ... ok 
{1} 
tempest.api.compute.servers.test_create_server.ServersTestManualDisk.t
est_list_servers [0.121637s] ... ok 
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{1} 
tempest.api.compute.servers.test_create_server.ServersTestManualDisk.t
est_verify_server_details [0.011448s] ... ok 
{0} 
tempest.api.compute.servers.test_server_actions.ServerActionsTestJSON.
test_reboot_server_hard [81.638845s] ... ok 
{1} 
tempest.api.compute.servers.test_server_addresses.ServerAddressesTestJ
SON.test_list_server_addresses [0.087243s] ... ok 
{1} 
tempest.api.compute.servers.test_server_addresses.ServerAddressesTestJ
SON.test_list_server_addresses_by_network [0.195184s] ... ok 
{1} 
tempest.api.identity.admin.v2.test_services.ServicesTestJSON.test_list
_services [0.655242s] ... ok 
{0} 
tempest.api.compute.test_versions.TestVersions.test_get_version_detail
s [1.150366s] ... ok 
{0} 
tempest.api.compute.test_versions.TestVersions.test_list_api_versions 
[0.015729s] ... ok 
{0} 
tempest.api.identity.admin.v3.test_domains.DefaultDomainTestJSON.test_
default_domain_exists [0.234000s] ... ok 
{1} 
tempest.api.identity.admin.v2.test_users.UsersTestJSON.test_create_use
r [0.608375s] ... ok 
{0} 
tempest.api.identity.admin.v3.test_domains.DomainsTestJSON.test_create
_update_delete_domain [2.935292s] ... ok 
{1} 
tempest.api.identity.admin.v3.test_credentials.CredentialsTestJSON.tes
t_credentials_create_get_update_delete [1.013784s] ... ok 
{0} 
tempest.api.identity.admin.v3.test_endpoints.EndPointsTestJSON.test_up
date_endpoint [0.607400s] ... ok 
{1} 
tempest.api.identity.admin.v3.test_groups.GroupsV3TestJSON.test_group_
users_add_list_delete [2.850228s] ... ok 
{0} 
tempest.api.identity.admin.v3.test_policies.PoliciesTestJSON.test_crea
te_update_delete_policy [0.475120s] ... ok 
{1} 
tempest.api.identity.admin.v3.test_regions.RegionsTestJSON.test_create
_region_with_specific_id [0.365274s] ... ok 
{0} 
tempest.api.identity.admin.v3.test_trusts.TrustsV3TestJSON.test_get_tr
usts_all [2.698141s] ... ok 
{1} 
tempest.api.identity.admin.v3.test_roles.RolesV3TestJSON.test_role_cre
ate_update_show_list [0.441879s] ... ok 
{0} 
tempest.api.identity.v3.test_api_discovery.TestApiDiscovery.test_api_m
edia_types [0.102495s] ... ok 
{0} 
tempest.api.identity.v3.test_api_discovery.TestApiDiscovery.test_api_v
ersion_resources [0.101653s] ... ok 
{0} 
tempest.api.identity.v3.test_api_discovery.TestApiDiscovery.test_api_v
ersion_statuses [0.042249s] ... ok 
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{0} 
tempest.api.identity.v3.test_api_discovery.TestApiDiscovery.test_list_
api_versions [0.008813s] ... ok 
{0} tempest.api.image.v2.test_versions.VersionsTest.test_list_versions 
[0.013218s] ... ok 
{1} 
tempest.api.identity.admin.v3.test_services.ServicesTestJSON.test_crea
te_update_get_service [0.507122s] ... ok 
{1} 
tempest.api.identity.v2.test_api_discovery.TestApiDiscovery.test_api_m
edia_types [0.149176s] ... ok 
{1} 
tempest.api.identity.v2.test_api_discovery.TestApiDiscovery.test_api_v
ersion_resources [0.119875s] ... ok 
{1} 
tempest.api.identity.v2.test_api_discovery.TestApiDiscovery.test_api_v
ersion_statuses [0.075051s] ... ok 
{1} 
tempest.api.image.v2.test_images.BasicOperationsImagesTest.test_delete
_image [0.945570s] ... ok 
{0} 
tempest.api.network.test_floating_ips.FloatingIPTestJSON.test_create_f
loating_ip_specifying_a_fixed_ip_address [1.135588s] ... ok 
{0} 
tempest.api.network.test_floating_ips.FloatingIPTestJSON.test_create_l
ist_show_update_delete_floating_ip [2.333380s] ... ok 
{1} 
tempest.api.image.v2.test_images.BasicOperationsImagesTest.test_regist
er_upload_get_image_file [6.859510s] ... ok 
{1} 
tempest.api.image.v2.test_images.BasicOperationsImagesTest.test_update
_image [5.190957s] ... ok 
{0} 
tempest.api.network.test_networks.NetworksIpV6Test.test_create_update_
delete_network_subnet [5.137560s] ... ok 
{0} 
tempest.api.network.test_networks.NetworksIpV6Test.test_external_netwo
rk_visibility [0.117175s] ... ok 
{0} 
tempest.api.network.test_networks.NetworksIpV6Test.test_list_networks 
[0.069683s] ... ok 
{0} 
tempest.api.network.test_networks.NetworksIpV6Test.test_list_subnets 
[0.168631s] ... ok 
{0} 
tempest.api.network.test_networks.NetworksIpV6Test.test_show_network 
[0.156440s] ... ok 
{0} 
tempest.api.network.test_networks.NetworksIpV6Test.test_show_subnet 
[0.057358s] ... ok 
{0} 
tempest.api.network.test_ports.PortsIpV6TestJSON.test_create_port_in_a
llowed_allocation_pools [5.093384s] ... ok 
{1} 
tempest.api.network.test_extensions.ExtensionsTestJSON.test_list_show_
extensions [1.928028s] ... ok 
{0} 
tempest.api.network.test_ports.PortsIpV6TestJSON.test_create_port_with
_no_securitygroups [12.745053s] ... ok 
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{1} 
tempest.api.network.test_networks.BulkNetworkOpsIpV6Test.test_bulk_cre
ate_delete_network [5.559585s] ... ok 
{0} 
tempest.api.network.test_ports.PortsIpV6TestJSON.test_create_update_de
lete_port [4.241876s] ... ok 
{0} tempest.api.network.test_ports.PortsIpV6TestJSON.test_list_ports 
[0.070716s] ... ok 
{0} tempest.api.network.test_ports.PortsIpV6TestJSON.test_show_port 
[0.253298s] ... ok 
{1} 
tempest.api.network.test_networks.BulkNetworkOpsIpV6Test.test_bulk_cre
ate_delete_port [5.303412s] ... ok 
{1} 
tempest.api.network.test_networks.BulkNetworkOpsIpV6Test.test_bulk_cre
ate_delete_subnet [8.022006s] ... ok 
{1} 
tempest.api.network.test_networks.BulkNetworkOpsTest.test_bulk_create_
delete_network [1.769716s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersIpV6Test.test_add_multiple_rou
ter_interfaces [11.717799s] ... ok 
{1} 
tempest.api.network.test_networks.BulkNetworkOpsTest.test_bulk_create_
delete_port [2.501416s] ... ok 
{1} 
tempest.api.network.test_networks.BulkNetworkOpsTest.test_bulk_create_
delete_subnet [6.001490s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersIpV6Test.test_add_remove_route
r_interface_with_port_id [10.223614s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersIpV6Test.test_add_remove_route
r_interface_with_subnet_id [9.606707s] ... ok 
{1} 
tempest.api.network.test_networks.NetworksTest.test_create_update_dele
te_network_subnet [6.202622s] ... ok 
{1} 
tempest.api.network.test_networks.NetworksTest.test_external_network_v
isibility [0.887425s] ... ok 
{1} tempest.api.network.test_networks.NetworksTest.test_list_networks 
[0.325830s] ... ok 
{1} tempest.api.network.test_networks.NetworksTest.test_list_subnets 
[0.079932s] ... ok 
{1} tempest.api.network.test_networks.NetworksTest.test_show_network 
[0.225729s] ... ok 
{1} tempest.api.network.test_networks.NetworksTest.test_show_subnet 
[0.232425s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersIpV6Test.test_create_show_list
_update_delete_router [10.935733s] ... ok 
{1} 
tempest.api.network.test_ports.PortsTestJSON.test_create_port_in_allow
ed_allocation_pools [8.979959s] ... ok 
{1} 
tempest.api.network.test_ports.PortsTestJSON.test_create_port_with_no_
securitygroups [7.953417s] ... ok 
{1} 
tempest.api.network.test_ports.PortsTestJSON.test_create_update_delete
_port [1.577841s] ... ok 
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{1} tempest.api.network.test_ports.PortsTestJSON.test_list_ports 
[0.085672s] ... ok 
{1} tempest.api.network.test_ports.PortsTestJSON.test_show_port 
[0.044924s] ... ok 
{1} 
tempest.api.network.test_security_groups.SecGroupIPv6Test.test_create_
list_update_show_delete_security_group [1.933676s] ... ok 
{1} 
tempest.api.network.test_security_groups.SecGroupIPv6Test.test_create_
show_delete_security_group_rule [3.624221s] ... ok 
{1} 
tempest.api.network.test_security_groups.SecGroupIPv6Test.test_list_se
curity_groups [0.118714s] ... ok 
{1} 
tempest.api.network.test_versions.NetworksApiDiscovery.test_api_versio
n_resources [0.021708s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersTest.test_add_multiple_router_
interfaces [15.734530s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersTest.test_add_remove_router_in
terface_with_port_id [9.322247s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersTest.test_add_remove_router_in
terface_with_subnet_id [13.483109s] ... ok 
{0} 
tempest.api.network.test_routers.RoutersTest.test_create_show_list_upd
ate_delete_router [4.000688s] ... ok 
{0} 
tempest.api.network.test_security_groups.SecGroupTest.test_create_list
_update_show_delete_security_group [1.671134s] ... ok 
{0} 
tempest.api.network.test_security_groups.SecGroupTest.test_create_show
_delete_security_group_rule [1.353537s] ... ok 
{0} 
tempest.api.network.test_security_groups.SecGroupTest.test_list_securi
ty_groups [0.143173s] ... ok 
{0} 
tempest.api.network.test_subnetpools_extensions.SubnetPoolsTestJSON.te
st_create_list_show_update_delete_subnetpools [0.840597s] ... ok 
{1} 
tempest.api.volume.test_volumes_actions.VolumesActionsTest.test_attach
_detach_volume_to_instance [53.802871s] ... ok 
{0} 
tempest.api.volume.test_volumes_list.VolumesListTestJSON.test_volume_l
ist [0.055021s] ... ok 
{1} 
tempest.api.volume.test_volumes_get.VolumesGetTest.test_volume_create_
get_update_delete [19.507081s] ... ok 
{1} 
tempest.api.volume.test_volumes_get.VolumesGetTest.test_volume_create_
get_update_delete_from_image [37.855555s] ... ok 
{0} 
tempest.scenario.test_server_basic_ops.TestServerBasicOps.test_server_
basic_ops [101.019274s] ... ok 
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Pruebas no aplicables 
 
Ilustración 42. Resultado de las pruebas no aplicables realizadas con Rally + tempest. 
 
A continuación, se realiza un análisis de las pruebas no aplicables: 
  
• No hemos implementado Swift en el piloto por tanto no aplica un conjunto de 
pruebas relacionadas: 
 
{1} setUpClass 
(tempest.api.object_storage.test_account_services.AccountTest) ... 
SKIPPED: AccountTest skipped as swift is not available 
{0} setUpClass 
(tempest.api.object_storage.test_account_quotas.AccountQuotasTest) ... 
SKIPPED: AccountQuotasTest skipped as swift is not available 
{0} setUpClass 
(tempest.api.object_storage.test_container_quotas.ContainerQuotasTest) 
... SKIPPED: ContainerQuotasTest skipped as swift is not available 
{0} setUpClass 
(tempest.api.object_storage.test_container_services.ContainerTest) ... 
SKIPPED: ContainerTest skipped as swift is not available 
{0} setUpClass 
(tempest.api.object_storage.test_object_services.ObjectTest) ... 
SKIPPED: ObjectTest skipped as swift is not available 
  
• No estamos usando el APIv3 de Cinder: 
 
{1} setUpClass (tempest.api.volume.test_versions.VersionsTest) ... 
SKIPPED: Volume API v3 is disabled 
  
• El test no consigue averiguar correctamente el número de compute nodes y 
piensa que solo existe uno.  
 
Dado que se hicieron pruebas manuales de despliegue en cada nodo, se 
considera un fallo de implementación de la prueba: 
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{1} setUpClass 
(tempest.scenario.test_server_multinode.TestServerMultinode) ... 
SKIPPED: Less than 2 compute nodes, skipping multinode test 
Pruebas fallidas 
 
 
Analizamos el único fallo encontrado durante la ejecución de un escenario de red: 
  
• Los errores del script de python indican que hay un fichero que no logra 
encontrar “OSError: … No such file or directory”.  
• El módulo que falla es ‘ping_ip_address’ por lo que intentamos reproducir el 
problema haciendo un ping a una IP de la red 172.16.0.0/24. 
• Nos damos cuenta que la utilidad ‘ping’ no está instalada en el contenedor y es 
la causa raíz del problema.   
Correciones de las pruebas fallidas 
Es necesario retocar el contenedor para instalar el paquete de ping y que la prueba 
anteriormente fallida resulte exitosa en la próxima ejecución: 
 
root@controller1:~# apt-get install iputils-ping 
  
Nota: la utilidad ‘ping’ si esta en el controller1, pero no estaba en la instancia aislada 
del controlador de ahí el fallo. 
 
Volvemos a ejecutar solamente la prueba que realiza el escenario que fallo 
anteriormente: 
  
root@controller1:~# rally verify start --regex 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_netwo
rk_basic_ops 
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… 
OS_TEST_LOCK_PATH=${OS_TEST_LOCK_PATH:-${TMPDIR:-'/tmp'}} \ 
${PYTHON:-python} -m subunit.run discover -t ${OS_TOP_LEVEL:-./} 
${OS_TEST_PATH:-./tempest/test_discover}  --load-list /tmp/tmpxvRKOo 
{0} 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_netwo
rk_basic_ops [146.785073s] ... ok 
  
====== 
Totals 
====== 
Ran: 1 tests in 154.0000 sec. 
- Passed: 1 
- Skipped: 0 
- Expected Fail: 0 
- Unexpected Success: 0 
- Failed: 0 
Sum of execute time for each test: 146.7851 sec. 
  
============== 
Worker Balance 
============== 
- Worker 0 (1 tests) => 0:02:26.785073 
2017-06-06 06:51:13.445 310 INFO rally.verification.tempest.tempest [-
] Verification 31877555-df01-46d9-837d-fe1ee5d3c065 | Completed: Run 
verification. 
2017-06-06 06:51:13.446 310 INFO rally.verification.tempest.tempest [-
] Verification 31877555-df01-46d9-837d-fe1ee5d3c065 | 
Starting:  Saving verification results. 
2017-06-06 06:51:13.989 310 INFO rally.verification.tempest.tempest [-
] Verification 31877555-df01-46d9-837d-fe1ee5d3c065 | Completed: 
Saving verification results. 
Verification UUID: 31877555-df01-46d9-837d-fe1ee5d3c065 
  
Esta vez la prueba pasa sin problemas. Por tanto, ya no hay pruebas en fallo. 
Creación de un plan de pruebas personalizado basado en los requisitos 
El plan de pruebas genérico ejecutado en el punto anterior es válido para probar la 
mayoría de los entornos, pero en nuestro caso lo que queremos es comprobar 
realmente que los requisitos funcionales que se definieron en el inicio del proyecto, se 
cumplen. 
 
Para ello, elaboraremos un plan de pruebas funcionales personalizado seleccionando 
las pruebas de tempest que aplican para el cumplimiento de los requisitos definidos en 
el punto “6 - Análisis de requisitos de una Cloud Privada basada en OpenStack”. 
  
Extraemos el conjunto total de pruebas del que tempest es capaz: 
 
root@controller1:/root/testplan/rally# rally verify discover > 
discover.out 
  
De estas 1483 pruebas, elegimos el subconjunto aplicable. La mayoría son muy 
específicas e incluyen la funcionalidad básica que buscamos probar.  
 
El resultado es el siguiente fichero de entrada para Rally: 
/root/testplan/rally/pruebas-API-usuario.txt.UTF8 
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# RFU-01a: Gestión básica de máquinas virtuales: creación y borrado de 
las mismas. 
 
# PFU-RAL-01 
tempest.api.compute.admin.test_create_server.ServersWithSpecificFlavor
TestJSON.test_verify_created_server_ephemeral_disk[id-b3c7bcfc-bb5b-
4e22-b517-c7f686b802ca] 
# PFU-RAL-02 
tempest.api.compute.admin.test_servers.ServersAdminTestJSON.test_list_
servers_filter_by_exist_host[id-86c7a8f7-50cf-43a9-9bac-5b985317134f] 
# PFU-RAL-03 
tempest.api.compute.admin.test_delete_server.DeleteServersAdminTestJSO
N.test_admin_delete_servers_of_others[id-73177903-6737-4f27-a60c-
379e8ae8cf48] 
 
# RFU-01b: Aumento/disminución de capacidad (hardware virtual) de las 
máquinas virtuales. 
 
# PFU-RAL-04 
tempest.api.compute.servers.test_server_actions.ServerActionsTestJSON.
test_resize_server_confirm[id-1499262a-9328-4eda-9068-db1ac57498d2] 
# PFU-RAL-05 
tempest.api.compute.servers.test_server_actions.ServerActionsTestJSON.
test_resize_server_revert[id-c03aab19-adb1-44f5-917d-c419577e9e68] 
 
# RFU-02a: Capacidad de crear redes privadas en IPv4. 
 
# PFU-RAL-06 
tempest.api.network.test_networks.NetworksTest.test_create_delete_subn
et_all_attributes[id-a4d9ec4c-0306-4111-a75c-db01a709030b] 
# PFU-RAL-07 
tempest.api.network.test_networks.NetworksTest.test_create_update_dele
te_network_subnet[id-0e269138-0da6-4efc-a46d-578161e7b221,smoke] 
# PFU-RAL-08 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_subne
t_details[compute,id-d8bb918e-e2df-48b2-97cd-
b73c95450980,network,slow] 
# PFU-RAL-09 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_netwo
rk_basic_ops[compute,id-f323b3ba-82f8-4db7-8ea6-
6a895869ec49,network,smoke] 
 
# RFU-02b: Capacidad de crear enrutadores virtuales en IPv4. 
 
# PFU-RAL-10 
tempest.api.network.admin.test_routers.RoutersAdminTest.test_update_ro
uter_set_gateway[id-6cc285d8-46bf-4f36-9b1a-783e3008ba79] 
# PFU-RAL-11 
tempest.api.network.test_routers.RoutersTest.test_add_remove_router_in
terface_with_port_id[id-2b7d2f37-6748-4d78-92e5-1d590234f0d5,smoke] 
# PFU-RAL-12 
tempest.api.network.test_routers.RoutersTest.test_add_remove_router_in
terface_with_subnet_id[id-b42e6e39-2e37-49cc-a6f4-8467e940900a,smoke] 
 
# RFU-02c: Capacidad de crear reglas de firewall basadas en IPv4 a 
nivel de infraestructura, es decir, de forma externa a la 
configuración de la máquina y que aplique al conjunto de un proyecto o 
tenant. 
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# PFU-RAL-13 
tempest.api.compute.admin.test_security_groups.SecurityGroupsTestAdmin
JSON.test_list_security_groups_list_all_tenants_filter[id-49667619-
5af9-4c63-ab5d-2cfdd1c8f7f1,network] 
# PFU-RAL-14 
tempest.api.compute.security_groups.test_security_groups.SecurityGroup
sTestJSON.test_security_group_create_get_delete[id-ecc0da4a-2117-48af-
91af-993cca39a615,network] 
# PFU-RAL-15 
tempest.api.compute.security_groups.test_security_groups.SecurityGroup
sTestJSON.test_security_groups_create_list_delete[id-eb2b087d-633d-
4d0d-a7bd-9e6ba35b32de,network,smoke] 
 
# RFU-02d: Capacidad de gestionar un conjunto IPs públicas asignadas 
al proyecto y que podrán servir de interfaz externa del servicio a los 
usuarios finales de un proyecto. Pudiendo asignarse de forma dinámica 
en cada momento. 
 
# PFU-RAL-16 
tempest.api.compute.floating_ips.test_floating_ips_actions.FloatingIPs
TestJSON.test_allocate_floating_ip[id-f7bfb946-297e-41b8-9e8c-
aba8e9bb5194,network] 
# PFU-RAL-17 
tempest.api.compute.floating_ips.test_floating_ips_actions.FloatingIPs
TestJSON.test_associate_disassociate_floating_ip[id-307efa27-dc6f-
48a0-8cd2-162ce3ef0b52,network] 
# PFU-RAL-18 
tempest.api.compute.floating_ips.test_floating_ips_actions.FloatingIPs
TestJSON.test_delete_floating_ip[id-de45e989-b5ca-4a9b-916b-
04a52e7bbb8b,network] 
# PFU-RAL-19 
tempest.api.compute.floating_ips.test_list_floating_ips.FloatingIPDeta
ilsTestJSON.test_get_floating_ip_details[id-eef497e0-8ff7-43c8-85ef-
558440574f84,network] 
# PFU-RAL-20 
tempest.api.compute.floating_ips.test_list_floating_ips.FloatingIPDeta
ilsTestJSON.test_list_floating_ip_pools[id-df389fc8-56f5-43cc-b290-
20eda39854d3,network] 
# PFU-RAL-21 
tempest.api.compute.floating_ips.test_list_floating_ips.FloatingIPDeta
ilsTestJSON.test_list_floating_ips[id-16db31c3-fb85-40c9-bbe2-
8cf7b67ff99f,network] 
 
# RFU-03a: Creación de volúmenes de tamaño arbitrario. 
 
# PFU-RAL-22 
tempest.api.volume.admin.test_volume_types.VolumeTypesTest.test_volume
_type_create_get_delete[id-4e955c3b-49db-4515-9590-0c99f8e471ad] 
# PFU-RAL-23 
tempest.api.volume.test_volumes_clone.VolumesCloneTest.test_create_fro
m_volume[id-9adae371-a257-43a5-9555-dc7c88e66e0e] 
# PFU-RAL-24 
tempest.api.volume.test_volumes_get.VolumesGetTest.test_volume_create_
get_update_delete[id-27fb0e9f-fb64-41dd-8bdb-1ffa762f0d51,smoke] 
# PFU-RAL-25 
tempest.api.volume.test_volumes_get.VolumesGetTest.test_volume_create_
get_update_delete_from_image[id-54a01030-c7fc-447c-86ee-
c1182beae638,image,smoke] 
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# RFU-03b: Capacidad de asociar volúmenes a las máquinas virtuales del 
usuario. 
 
# PFU-RAL-26 
tempest.api.volume.test_volumes_actions.VolumesActionsTest.test_attach
_detach_volume_to_instance[compute,id-fff42874-7db5-4487-a8e1-
ddda5fb5288d,smoke] 
# PFU-RAL-27 
tempest.api.volume.test_volumes_actions.VolumesActionsTest.test_get_vo
lume_attachment[compute,id-9516a2c8-9135-488c-8dd6-5677a7e5f371] 
# PFU-RAL-28 
tempest.api.compute.volumes.test_attach_volume.AttachVolumeTestJSON.te
st_list_get_volume_attachments[id-7fa563fe-f0f7-43eb-9e22-
a1ece036b513] 
 
# RFU-05a: Acceso a un catálogo amplio de imágenes de sistema 
operativo predefinido. 
 
# PFU-RAL-29 
tempest.api.compute.images.test_list_images.ListImagesTestJSON.test_li
st_images_with_detail[id-9f94cb6b-7f10-48c5-b911-a0b84d7d4cd6] 
# PFU-RAL-30 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersTes
tJSON.test_list_images_filter_by_type[id-e3356918-4d3e-4756-81d5-
abc4524ba29f] 
# PFU-RAL-31 
tempest.api.compute.images.test_list_images.ListImagesTestJSON.test_ge
t_image[id-490d0898-e12a-463f-aef0-c50156b9f789] 
# PFU-RAL-32 
tempest.api.compute.images.test_image_metadata.ImagesMetadataTestJSON.
test_get_image_metadata_item[id-4f5db52f-6685-4c75-b848-f4bb363f9aa6] 
# PFU-RAL-33 
tempest.api.image.v1.test_image_members.ImageMembersTest.test_get_shar
ed_images[id-6a5328a5-80e8-4b82-bd32-6c061f128da9] 
 
# RFU-05b: Crear imágenes de máquina personalizadas de forma privada 
al tenant o proyecto de usuario. 
 
# PFU-RAL-34 
tempest.api.compute.images.test_images_oneserver.ImagesOneServerTestJS
ON.test_create_delete_image[id-3731d080-d4c5-4872-b41a-64d0d0021314]  
  
Por limitaciones de la implementación de tempest tenemos que filtrar los caracteres 
codificados en UTF8 (acentos, etc) antes de ejecutar: 
 
root@controller1:/root/testplan/rally# iconv --from-code UTF-8 --to-
code US-ASCII -c pruebas-API-usuario.txt.UTF8 > pruebas-API-
usuario.txt 
Ejecución del plan de pruebas personalizado 
Ejecutamos el conjunto de pruebas antes enunciado: 
 
root@controller1:/root/testplan/rally# rally verify start --load-list 
pruebas-API-usuario.txt 
2017-06-06 18:55:09.388 1126 INFO rally.api [-] Starting verification 
of deployment: d0ce488b-975f-47bf-b030-be28c502bd15 
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2017-06-06 18:55:09.612 1126 INFO rally.verification.tempest.tempest 
[-] Verification 8d23c02a-e263-416c-baa8-2a4039277c1b | Starting:  Run 
verification. 
2017-06-06 18:55:09.908 1126 INFO rally.verification.tempest.tempest 
[-] Using Tempest config file:  
... 
... 
... 
{0} 
tempest.api.volume.test_volumes_clone.VolumesCloneTest.test_create_fro
m_volume [12.188768s] ... ok 
{0} 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_netwo
rk_basic_ops [159.288881s] ... ok 
{0} 
tempest.scenario.test_network_basic_ops.TestNetworkBasicOps.test_subne
t_details [99.608525s] ... ok 
  
====== 
Totals 
====== 
Ran: 34 tests in 1466.0000 sec. 
- Passed: 34 
- Skipped: 0 
- Expected Fail: 0 
- Unexpected Success: 0 
- Failed: 0 
Sum of execute time for each test: 1173.7260 sec. 
  
============== 
Worker Balance 
============== 
- Worker 0 (15 tests) => 0:24:18.823981 
- Worker 1 (19 tests) => 0:12:28.428549 
2017-06-06 19:19:40.504 1126 INFO rally.verification.tempest.tempest 
[-] Verification 8d23c02a-e263-416c-baa8-2a4039277c1b | Completed: Run 
verification. 
2017-06-06 19:19:40.506 1126 INFO rally.verification.tempest.tempest 
[-] Verification 8d23c02a-e263-416c-baa8-2a4039277c1b | 
Starting:  Saving verification results. 
2017-06-06 19:19:41.393 1126 INFO rally.verification.tempest.tempest 
[-] Verification 8d23c02a-e263-416c-baa8-2a4039277c1b | Completed: 
Saving verification results. 
Verification UUID: 8d23c02a-e263-416c-baa8-2a4039277c1b 
  
Todas las pruebas son satisfactorias. 
Resultado final de las pruebas ejecutadas con Rally 
El resultado final es que el estado es totalmente operacional y cumple con los requisitos 
funcionales definidos que son verificables vía API. 
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Anexo XIII – Resultados de las pruebas 
funcionales manuales 
Para probar la funcionalidad del portal web de OpenStack es necesario conectarse al 
portal y realizar una serie de pruebas manuales. 
 
 
Para la realización de las pruebas manuales los primeros pasos de todas las pruebas son 
comunes, hasta llegar a la gestión del proyecto “test”: 
 
1. Nos conectaremos desde un navegador al portal Horizon (https://os1.lab.inet): 
 
El dominio que tendremos que introducir es “default” y las credenciales las del 
usuario admin. 
 
 
Ilustración 43. Pruebas funcionales manuales – Pasos comunes (I). 
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2. Aquí veremos los proyectos existentes, en la parte superior izquierda 
seleccionamos el proyecto “test”, que es donde realizaremos las pruebas: 
 
 
Ilustración 44. Pruebas funcionales manuales – Pasos comunes (II). 
3. Una vez seleccionado el proyecto “test”, nos aparece un mensaje indicando que 
ya estamos dentro de ese proyecto: 
 
 
Ilustración 45. Pruebas funcionales manuales – Pasos comunes (III). 
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PFU-MAN-01 – Creación y borrado de redes desde el portal web 
Creación de redes desde el portal web 
Para la creación de la red llevaremos a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Red” y pinchamos en “Redes”: 
 
 
Ilustración 46. PFU-MAN-01 – Creación y borrado de redes desde el portal web (I). 
Una vez estamos en el menú de “Redes” pinchamos en el botón “+ Crear red”, 
para proceder a crear una nueva red. 
 
3. Se nos abre un nuevo menú para crear red con la pestaña “Red” seleccionada. 
Rellenamos las siguientes opciones: 
 
• Nombre de la red - Le damos nombre a la red (redtest). 
• Dejamos las demás opciones con los valores por defecto. 
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Ilustración 47. PFU-MAN-01 – Creación y borrado de redes desde el portal web (II). 
4. Pinchamos en la pestaña “Subred” y rellenamos los siguientes datos: 
 
• Nombre de subred – le ponemos como nombre subredtest. 
• Direcciones de red – le damos una clase C: 192.168.14.0/24 
• Mantenemos IPv4 como versión de IP. 
• IP de la puerta de enlace – le damos la primera dirección de la subred: 
192.168.14.1. 
 
 
Ilustración 48. PFU-MAN-01 – Creación y borrado de redes desde el portal web (III). 
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5. Pinchamos la pestaña “Subred” y dejamos todos los valores por defecto: 
 
 
Ilustración 49. PFU-MAN-01 – Creación y borrado de redes desde el portal web (IV). 
Pinchamos el botón “Crear” para proceder a la creación de la red. 
  
6. Después de unos segundos nuestra red se crea y se ve en el listado de redes 
existentes: 
 
 
Ilustración 50. PFU-MAN-01 – Creación y borrado de redes desde el portal web (V). 
Borrado de redes desde el portal web 
Para el borrado de la red llevaremos a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
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2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Red” y después pinchamos en “Redes”: 
 
 
Ilustración 51. PFU-MAN-01 – Creación y borrado de redes desde el portal web (VI). 
3. Una vez estamos en el menú de “Redes” seleccionamos la red “redtest” y 
pinchamos en el menú de selección “ACTIONS” para elegir la opción 
“Suprimir red”: 
 
 
Ilustración 52. PFU-MAN-01 – Creación y borrado de redes desde el portal web (VII). 
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4. Se nos piden confirmación para suprimir la red, pinchamos en “Suprimir red”: 
 
 
Ilustración 53. PFU-MAN-01 – Creación y borrado de redes desde el portal web (VIII). 
5. La red “redtest” ha sido suprimida y ya no aparece en el listado de redes: 
 
 
Ilustración 54. PFU-MAN-01 – Creación y borrado de redes desde el portal web (IX). 
PFU-MAN-02 – Creación y borrado máquinas virtuales desde el portal 
web 
Creación de máquinas virtuales desde el portal web 
Para la creación de una máquina virtual llevaremos a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
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2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Instancias”: 
 
 
Ilustración 55. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (I). 
Una vez estamos en el menú de “Instancias” pinchamos en el botón “Iniciar 
instancia”, para proceder a crear una nueva máquina virtual. 
 
3. Se nos abre un nuevo menú para crear una instancia con la pestaña “Detalles” 
seleccionada. Rellenamos las siguientes opciones: 
 
• Nombre de la instancia - Le damos nombre a la instancia (instanciatest). 
• Dejamos las demás opciones con los valores por defecto. 
 
 
Ilustración 56. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (II). 
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4. Pinchamos en la pestaña “Origen” y rellenamos los siguientes datos: 
 
• Seleccione un origen de arranque – seleccionamos “Imagen”. 
• Crear un nuevo volumen – marcamos “No” para no añadir un volumen 
persistente adicional. 
• Dentro de las imágenes disponibles seleccinamos “TestVM” y 
pinchamos en el botón “+” para elegirla. 
 
 
Ilustración 57. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (III). 
5. Pinchamos la pestaña “Tipo” y elegimos lo siguiente pinchando el botón “+”:  
 
• Sabor “tempest-flavor_with_ephemeral_1-1883635366” – este sabor 
nos da los siguientes recursos: 
 
o 1 vCPU. 
o 64MB de RAM. 
o 1 disco efímero de 1GB. 
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Ilustración 58. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (IV).  
6. Pinchamos la pestaña “Redes” y elegimos la red anteriormente creada llamada 
“redtest”:  
 
 
Ilustración 59. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (V). 
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7. Pinchamos la pestaña “Puertos de red” y dejamos todos los valores por defecto:  
 
 
Ilustración 60. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (VI). 
8. Pinchamos la pestaña “Grupos de seguridad” y dejamos todos los valores por 
defecto: 
 
 
Ilustración 61. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (VII). 
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9. Pinchamos la pestaña “Par de claves” y dejamos todos los valores por defecto:  
 
 
Ilustración 62. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (VIII). 
10. Pinchamos la pestaña “Configuración” y dejamos todos los valores por defecto:  
 
 
Ilustración 63. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (IX). 
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11. Pinchamos la pestaña “Metadatos” y dejamos todos los valores por defecto:  
 
 
Ilustración 64. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (X) 
A continuación, pinchamos el botón de la esquina inferior derecha “Iniciar 
instancia” para comenzar con el proceso de creación de la máquina virtual. 
 
12. Después de unos segundos nuestra máquina virtual se crea y se ve en el listado 
de instancias existentes. 
 
Podemos observar que a la máquina virtual “instanciatest” se le ha asignado por 
DHCP una IP de la red “redtest”, en concreto la IP 192.168.14.5. 
 
 
Ilustración 65. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (XI). 
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Borrado de máquinas virtuales desde el portal web 
Para el borrado de la máquina virtual llevaremos a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Instancias”: 
 
 
Ilustración 66. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (XII). 
3. Una vez estamos en el menú de “Instancias” seleccionamos la máquina virtual 
“instanciatest” y pinchamos en el menú de selección “ACTIONS” para elegir la 
opción “Suprimir instancia”: 
 
 
Ilustración 67. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (XIII). 
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4. Se nos piden confirmación para suprimir la máquina virtual, pinchamos en 
“Suprimir instancia”: 
 
 
Ilustración 68. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (XIV). 
5. La máquina virtual “instanciatest” ha sido suprimida y ya no aparece en el 
listado de máquinas virtuales: 
 
 
Ilustración 69. PFU-MAN-02 – Creación y borrado de máquinas virtuales desde el portal web (XV). 
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PFU-MAN-03 – Creación y borrado volúmenes desde el portal web 
Creación de volúmenes desde el portal web 
Para la creación de un volumen llevaremos a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Volúmenes”: 
 
 
Ilustración 70. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (I). 
Una vez estamos en el menú de “Volúmenes” pinchamos en el botón “+Crear 
volumen”, para proceder a crear un nuevo volumen. 
 
3. Se nos abre un nuevo menú para crear un volumen. Rellenamos las siguientes 
opciones: 
 
• Nombre del volúmen - Le damos nombre al volumen (volumentest). 
• Descripción – le damos una descripción al volumen si queremos. 
• Origen del volumen – dejamos el valor por defecto. 
• Tipo – elegimos volumes_ceph para asegurarnos que el volumen 
persistente se almacena en el backend de CEPH. 
• Tamaño (GB) – le damos un tamaño de 10 GB. 
• Zona de disponibilidad – lo dejamos por defecto. 
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Ilustración 71. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (II). 
Pinchamos en el botón “Crear volumen” para proceder a la creación del nuevo 
volumen persistente. 
 
4. Después de unos segundos nuestro volumen se crea y se ve en el listado de 
volumenes existentes. 
 
 
Ilustración 72. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (III). 
Borrado de volúmenes desde el portal web 
Para el borrado del volumen llevaremos a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
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2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Volúmenes”: 
 
 
Ilustración 73. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (IV). 
3. Una vez estamos en el menú de “Volúmenes” seleccionamos el volumen 
“volumentest” y pinchamos en el menú de selección “ACTIONS” para elegir la 
opción “Suprimir volumen”: 
 
 
Ilustración 74. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (V). 
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4. Se nos piden confirmación para suprimir el volumen, pinchamos en “Suprimir 
volumen”: 
 
 
Ilustración 75. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (VI). 
5. El volumen “volumentest” ha sido suprimido y ya no aparece en el listado de 
volúmenes: 
 
 
Ilustración 76. PFU-MAN-03 – Creación y borrado de volúmenes desde el portal web (VII). 
PFU-MAN-04 – Asociación de un volumen a una máquina virtual 
desde el portal web 
Para la asociación de un volumen a una máquina virtual llevaremos a cabo los 
siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
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2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Volúmenes”. 
 
Una vez estamos en el menú de “Volúmenes” seleccionamos el volumen 
“volumentest” y pinchamos en el menú de selección “ACTIONS” para elegir la 
opción “Administrar conexiones”: 
 
 
Ilustración 77. PFU-MAN-04 – Asociación de un volumen a una máquina virtual desde el portal web (I). 
3. Se nos abre un nuevo menú para asociar el volumen a una instancia. 
Rellenamos las siguientes opciones: 
 
• Conectar a instancia – Elegimos del desplegable la instancia 
“instanciatest”. 
 
Ilustración 78. PFU-MAN-04 – Asociación de un volumen a una máquina virtual desde el portal web (II). 
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Pinchamos en el botón “Conectar volumen” para proceder a la asociación del 
volumen persistente a la máquina virtual. 
 
4. Después de unos segundos nuestro volumen “volumentest” se ha asociado a la 
instancia “instanciatest” a través del dispositivo “/dev/vdc” y esa información se 
ve en el sumario del volumen. 
 
 
Ilustración 79. PFU-MAN-04 – Asociación de un volumen a una máquina virtual desde el portal web (III). 
PFU-MAN-05 – Acceso a la consola de una máquina virtual desde el 
portal web 
Para el acceso a la consola de una máquina virtual llevaremos a cabo los siguientes 
pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Instancias”: 
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Ilustración 80. PFU-MAN-05 – Acceso a la consola de una máquina virtual desde el portal web (I). 
3. Una vez estamos en el menú de “Instancias” seleccionamos la máquina virtual 
“instanciatest” y pinchamos en el menú de selección “ACTIONS” para elegir la 
opción “Consola”: 
 
 
Ilustración 81. PFU-MAN-05 – Acceso a la consola de una máquina virtual desde el portal web (II). 
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4. Se nos abre un nuevo menú donde se puede ver la consola. En este caso la 
consola falla con el error “Failed to connect to server (code: 1006)” debido a 
un bug: 
 
 
Ilustración 82. PFU-MAN-05 – Acceso a la consola de una máquina virtual desde el portal web (III). 
Pinchamos sobre el enlace que indica “Pulse aquí para mostrar solo la consola” 
y se nos abre una nueva conexión. 
 
5. Para poder acceder a la consola refrescamos tres veces esta página y ya nos 
aparece el contenido de la consola de “instanciatest”. 
 
 
Ilustración 83. PFU-MAN-05 – Acceso a la consola de una máquina virtual desde el portal web (IV). 
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PFU-MAN-06 – Listar el direccionamiento IP asignado a un tenant 
desde el portal web 
Para listar el direccionamiento IP asignado a un tenant desde el portal web llevaremos a 
cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Red” y pinchamos en “Redes”: 
 
 
Ilustración 84. PFU-MAN-06 – Listar el direccionamiento IP asignado a un tenant desde el portal web (I). 
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3. Pinchamos en la red “redtest” para ver sus características y ahí vemos el 
direccionamiento que tiene asignado y quien lo está utlizando: 
 
 
Ilustración 85. PFU-MAN-06 – Listar el direccionamiento IP asignado a un tenant desde el portal web (II). 
PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal 
web 
Creación de una regla de firewall desde el portal web 
Para crear una regla de firewall desde el portal web llevaremos a cabo los siguientes 
pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Acceso y seguridad”: 
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Ilustración 86. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (I). 
3. Pinchamos sobre el botón “Gestionar reglas” del grupo “default”: 
 
 
Ilustración 87. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (II). 
Se pueden ver todas las reglas existentes para ese grupo de seguridad. 
 
4. Vamos a crear un nuevo grupo de seguridad llamado “seguridadtest”. Para ello, 
volvemos al mismo lugar que estábamos en el punto anterior y le damos al 
botón”+ Crear grupo de seguridad”. 
 
Rellenamos las opciones: 
 
• Nombre – le damos el nombre “seguridadtest”. 
• Descripción – le damos la descripción que queramos. 
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Para terminar de crear el grupo de seguridad, pinchamos en “Crear grupo de 
seguridad”. 
 
 
Ilustración 88. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (III). 
5. Seleccionamos el grupo de seguridad “seguridadtest” y pinchamos en 
“Gestionar reglas”: 
 
 
Ilustración 89. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (IV). 
6. Nos aparecen las reglas que se crean por defecto para un nuevo grupo de 
seguridad.  
 
Se puede ver que el tráfico saliente IPv4 e IPv6 está abierto completamente y en 
cambio que el tráfico entrante está cerrado completamente. 
 
Le damos a “+ Añadir regla” para crear una nueva regla. 
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Ilustración 90. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (V). 
7. Abrimos el tráfico https entrante desde cualquier dirección.  
 
Para ello, introducimos las siguientes opciones: 
 
• Regla – seleccionamos de las reglas predefinidas la regla “HTTPS” (que 
se corresponde con el puerto 443). 
• Remote – dejamos CIDR por defecto. 
• CIDR – abrimos el tráfico a todo el mundo, para ello introducimos 
“0.0.0.0/0”. 
 
Le damos al botón “Añadir”. 
 
 
Ilustración 91. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (VI). 
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8. Se ve la regla recién creada dentro del grupo de seguridad “seguridadtest” 
 
 
Ilustración 92. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (VII). 
Asignación de una regla de firewall desde el portal web 
Para asignar una regla de firewall a una máquina virtual desde el portal web llevaremos 
a cabo los siguientes pasos: 
 
1. Realizamos los pasos comunes para elegir el proyecto “test”. 
 
2. En el marco de la izquierda seleccionamos “Proyecto” y a continuación 
seleccionamos “Cálculo” y pinchamos en “Instancias”: 
 
 
Ilustración 93. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (VIII). 
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3. Elegimos del desplegable de la instancia “instanciatest” la opción “Editar 
grupos de seguridad”. 
 
 
Ilustración 94. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (IX). 
4. En este punto asignaremos a la instancia “instanciatest” el grupo de seguridad 
“seguridadtest” y comenzarán a aplicarse las reglas creadas bajo ese grupo de 
seguridad. 
 
Para ello hacemos lo siguiente: 
 
• Quitamos el grupo “default” pinchando en el símbolo “-”. 
• Añadimos el grupo “seguridadtest” pinchanco en el símbolo “+”. 
 
Le damos al botón “Guardar”. 
 
 
Ilustración 95. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (X). 
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5. A partir de este momento la “instanciatest” tendrá todo el tráfico de salida 
abierto y de entrada solo tendrá abierto el puerto 443 de HTTPS. 
 
 
Ilustración 96. PFU-MAN-07 – Crear y asignar una regla de firewall desde el portal web (XI). 
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Anexo XIV – Resultados de las pruebas 
funcionales realizadas con Heat 
Se realiza mediante la creación de las plantillas que definen un stack (un conjunto de 
recursos virtuales dentro de un proyecto).  
 
Para determinar que se cumplen los requisitos definidos creamos una en formato nativo 
de Openstack (HOT). 
  
Generamos una pequeña plantilla de heat que nos permita probar su funcionalidad 
(prueba-maquina-volumen.yaml): 
 
 
heat_template_version: 2014-10-16   
description: PFU-HEA-01 - Crea servidor y un volumen permanente 
asociado 
resources:   
 server: 
   type: OS::Nova::Server 
   properties: 
     block_device_mapping: 
       - device_name: vda 
         delete_on_termination: true 
         volume_id: { get_resource: volume }  
     flavor: m1.small 
     networks: 
       - network: admin_internal_net 
  
 volume: 
   type: OS::Cinder::Volume 
   properties: 
     image: 'TestVM' 
     size: 1. 
  
 Sobre la anterior plantilla realizamos las siguientes operaciones: 
 
• Creamos el stack desde su fichero de definición yaml: 
  
root@controller1:~/testplan/heat# heat stack-create prueba-maquina-
volumen -f prueba-maquina-volumen.yaml 
+--------------------------------------+------------------------+-----
---------------+---------------------+--------------+ 
| id                                   | stack_name             | 
stack_status       | creation_time       | updated_time | 
+--------------------------------------+------------------------+-----
---------------+---------------------+--------------+ 
| 7e4163c6-6353-4e39-a8b5-31b84fa13270 | prueba-maquina-volumen | 
CREATE_IN_PROGRESS | 2017-06-11T10:06:27 | None         | 
+--------------------------------------+------------------------+-----
---------------+---------------------+--------------+ 
root@controller1:~/testplan/heat# heat stack-list 
+--------------------------------------+------------------------+-----
---------------+---------------------+--------------+ 
| id                                   | stack_name             | 
stack_status       | creation_time       | updated_time | 
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+--------------------------------------+------------------------+-----
---------------+---------------------+--------------+ 
| 7e4163c6-6353-4e39-a8b5-31b84fa13270 | prueba-maquina-volumen | 
CREATE_IN_PROGRESS | 2017-06-11T10:06:27 | None         | 
+--------------------------------------+------------------------+-----
---------------+---------------------+--------------+ 
  
• Mostramos el progreso de la creación del stack: 
  
root@controller1:~/testplan/heat# heat stack-show prueba-maquina-
volumen 
+-----------------------+---------------------------------------------
----------------------------------------------------------------------
--------------------+ 
| Property              | 
Value                                                                 
                                                                | 
+-----------------------+---------------------------------------------
----------------------------------------------------------------------
--------------------+ 
| capabilities          | 
[]                                                                    
                                                                | 
| creation_time         | 2017-06-
11T10:06:27                                                           
                                                        | 
| description           | Crea servidor y un volumen permanente 
asociado                                                              
                          | 
| disable_rollback      | 
True                                                                  
                                                                | 
| id                    | 7e4163c6-6353-4e39-a8b5-
31b84fa13270                                                          
                                        | 
| links                 | 
http://192.168.0.8:8004/v1/926dd0b0c8df484fb3c4f72dd9ddfc8a/stacks/pru
eba-maquina-volumen/7e4163c6-6353-4e39-a8b5-31b84fa13270 (self) | 
| notification_topics   | 
[]                                                                    
                                                                | 
| outputs               | 
[]                                                                    
                                                                | 
| parameters            | 
{                                                                     
                                                                | 
|                       |   "OS::project_id": 
"926dd0b0c8df484fb3c4f72dd9ddfc8a",                                   
                                            | 
|                       |   "OS::stack_id": "7e4163c6-6353-4e39-a8b5-
31b84fa13270",                                                        
                     | 
|                       |   "OS::stack_name": "prueba-maquina-
volumen"                                                              
                            | 
|                       | 
}                                                                     
                                                                | 
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
329 
| parent                | 
None                                                                  
                                                                | 
| stack_name            | prueba-maquina-
volumen                                                               
                                                 | 
| stack_owner           | 
None                                                                  
                                                                | 
| stack_status          | 
CREATE_IN_PROGRESS                                                    
                                                                | 
| stack_status_reason   | Stack CREATE 
started                                                               
                                                   | 
| stack_user_project_id | 
7aaaf352fbcf448991d2fce4bc78484d                                      
                                                                | 
| tags                  | 
null                                                                  
                                                                | 
| template_description  | Crea servidor y un volumen permanente 
asociado                                                              
                          | 
| timeout_mins          | 
None                                                                  
                                                                | 
| updated_time          | 
None                                                                  
                                                                | 
+-----------------------+---------------------------------------------
----------------------------------------------------------------------
--------------------+ 
  
• Comprobamos que el stack se ha creado con éxito: 
 
root@controller1:~/testplan/heat# heat resource-list prueba-maquina-
volumen  
+---------------+--------------------------------------+--------------
------+-----------------+---------------------+ 
| resource_name | physical_resource_id                 | 
resource_type      | resource_status | updated_time        | 
+---------------+--------------------------------------+--------------
------+-----------------+---------------------+ 
| server        | d05434a3-5ab4-45be-8478-41409b651890 | 
OS::Nova::Server   | CREATE_COMPLETE | 2017-06-11T10:06:28 | 
| volume        | a8a10e7c-3ec9-4f73-8647-12fe1503257f | 
OS::Cinder::Volume | CREATE_COMPLETE | 2017-06-11T10:06:28 | 
+---------------+--------------------------------------+--------------
------+-----------------+---------------------+ 
 
  
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
330 
  
Diseño de una Cloud Privada basada en Software OpenStack 
 
 
331 
Anexo XV – Resultados de las pruebas de 
alta disponibilidad 
Pruebas de alta disponibilidad sobre los nodos de control/red 
PHA-CTR-01 – Alta disponibilidad tarjetas de red en nodo de control/red 
Código PHA-CTR-01 Nombre Alta disponibilidad tarjetas de red en nodo de control/red 
Objetivo de la prueba 
Verificar que los nodos de control/red tiene correctamente configurada la alta 
disponibilidad de las tarjetas de red.  
Esto quiere decir, qué ante el fallo de una de las tarjetas de red, el nodo debe 
comportarse igual y su red debe ser totalmente accesible a través de una sola tarjeta. 
 
Procedimiento a realizar 
• Conectarse por ssh a uno de los nodos de control/red (en este caso de la prueba 
al nodo controller2). 
• Hacer ping desde el nodo controller2 al nodo controller1 (que será el nodo 
sobre el que se realizará la prueba). 
 
root@controller2: ~# ping controller1 
 
• Deshabilitar una de las tarjetas de red del controller1. 
• Comprobar que no se corta el proceso de ping durante la realización de la 
prueba. 
• Volver a habilitar la tarjeta de red del controller1. 
• Comprobar que el bonding se reactiva y la configuración es correcta. 
Resultado esperado 
Las comunicaciones no deben ser interrumpidas en el nodo de control/red durante la 
realización de la prueba. 
Superado No superado 
X   
Comentarios 
La prueba se realiza correctamente. El comportamiento del nodo durante la prueba es 
el esperado.  
Se puede afirmar que la alta disponibilidad de las tarjetas de red en los nodos de 
control/red está configurada correctamente. 
Tabla 49. Pruebas de HA – PHA-CTR-01 – Alta disponibilidad tarjetas de red en nodo de control/red. 
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PHA-CTR-02 – Caída de un nodo de control/red 
Código PHA-CTR-02 Nombre Caída de un nodo de control/red 
Objetivo de la prueba 
Verificar que ante la caída inesperada de un nodo de control/red se producen los 
siguientes resultados: 
• El cluster de controladores sigue funcionando correctamente, dando servicio 
sólo con dos nodos a toda la plataforma. 
• Al arrancar de nuevo el nodo de control/red caído, se integra sin problemas 
en el cluster y se vuelve a da servicio con tres nodos. 
Procedimiento a realizar 
• Abrir una consola de gestión de máquinas virtuales KVM (por ejemplo, virt-
manager). 
• Seleccionar una de las máquinas virtuales correspondientes a un nodo de 
control/red (por ejemplo, el controller2). 
• Presionar el botón de reset para simular una caída abrupta del nodo 
controller1. 
• Chequear el funcionamiento de la plataforma durante la ausencia del 
controller1. Para ello lanzar pruebas de rally y comprobar que los resultados 
de las pruebas no varían respecto a cuando hay 3 nodos de control/red. 
 
./login-rally-docker 
rally verify start --set smoke 
 
• Cuando la máquina virtual correspondiente al controller1 arranque de nuevo 
comprobar que vuelve a formar parte del cluster de control/red y que todo 
funciona correctamente. 
Resultado esperado 
Durante el tiempo que el controller1 no está accesible la plataforma debería seguir 
funcionando correctamente. 
Cuando el controller1 reinicie debería volver a formar parte del cluster de 
control/red automáticamente y sin ningún problema. 
Superado No superado 
X   
Comentarios 
La prueba se realiza correctamente. El comportamiento del nodo durante la prueba 
es el esperado.  
Se puede afirmar que la plataforma resiste perfectamente la caída inesperada de un 
nodo de control/red. 
Tabla 50. Pruebas de HA – PHA-CTR-02 – Caída de un nodo de control/red. 
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PHA-CTR-03 – Reinicio ordenado de los nodos de control/red 
Código PHA-CTR-03 Nombre Reinicio ordenado de los nodos de control/red 
Objetivo de la prueba 
Verificar que todos los nodos de control/red (controller1, controller2 y controller3) son 
capaces de reiniciar y unirse de nuevo al cluster, arrancando automáticamente todos 
los procesos necesarios, sin ningún tipo de intervención manual. 
Procedimiento a realizar 
• Abrir una consola de gestión de máquinas virtuales KVM (por ejemplo, virt-
manager). 
• Seleccionar una de las máquinas virtuales correspondientes a un nodo de 
control/red (por ejemplo, el controller3) y abrir su consola. 
• Hacer login como root en la consola y reiniciar la máquina: 
 
controller3 - reboot 
 
• Chequear el funcionamiento de la plataforma durante la ausencia del 
controller1. Para ello lanzar pruebas de rally y comprobar que los resultados de 
las pruebas no varían respecto a cuando hay 3 nodos de control/red. 
 
./login-rally-docker 
rally verify start --set smoke 
 
• Cuando la máquina virtual correspondiente al controller1 arranque de nuevo 
comprobar que vuelve a formar parte del cluster de control/red y que todo 
funciona correctamente. Para ello verificar lo siguiente: 
 
Chequear errores después del reinicio: 
 
dmesg | grep -i -E '(ERROR|FATAL|ABORT|CALL\ TRACE)' 
 
Verificar el estado del cluster pacemaker: 
 
crm status | grep -i -E '(offline|stopped|not\ running)' 
 
• Repetir este procedimiento para el resto de nodos de control/red (controller2 y 
controller3). 
 
Resultado esperado 
Durante el tiempo que cualquiera de los nodos de control/red no están accesibles la 
plataforma debería seguir funcionando correctamente. 
Cuando los controllers reinicien deberían volver a formar parte del cluster de 
control/red automáticamente y sin ningún problema (todos sus servicios deben 
arrancar correctamente). 
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Superado No superado 
X   
Comentarios 
La prueba se realiza correctamente. El comportamiento de los nodos durante la prueba 
es el esperado.  
No se ven errores en el arranque de las máquinas ni en el estado del cluster. 
Se puede afirmar que los nodos de control/red tienen una configuración adecuada y 
que en caso de reinicio arrancarán correctamente. 
Tabla 51. Pruebas de HA – PHA-CTR-03 – Reinicio ordenado de los nodos de control/red. 
Pruebas de alta disponibilidad sobre los nodos de 
cómputo/almacenamiento 
PHA-COM-01 – Alta disponibilidad tarjetas de red en nodo de 
cómputo/almacenamiento 
Código PHA-COM-01 Nombre Alta disponibilidad tarjetas de red en nodo de cómputo/almacenamiento 
Objetivo de la prueba 
Verificar que los nodos de cómputo/almacenamiento tiene correctamente configurada 
la alta disponibilidad de las tarjetas de red.  
 
Esto quiere decir, qué ante el fallo de una de las tarjetas de red, el nodo debe 
comportarse igual y su red debe ser totalmente accesible a través de una sola tarjeta. 
Procedimiento a realizar 
• Conectarse por ssh a uno de los nodos de cómputo/almacenamiento (en este 
caso de la prueba al nodo compute2). 
• Hacer ping desde el nodo compute2 al nodo compute1 (que será el nodo sobre 
el que se realizará la prueba). 
 
root@compute2: ~# ping compute1 
 
• Deshabilitar una de las tarjetas de red del compute1. 
• Comprobar que no se corta el proceso de ping durante la realización de la 
prueba. 
• Volver a habilitar la tarjeta de red del compute1. 
• Comprobar que el bonding se reactiva y la configuración es correcta. 
Resultado esperado 
Las comunicaciones no deben ser interrumpidas en el nodo de control/red durante la 
realización de la prueba 
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Superado No superado 
X   
Comentarios 
La prueba se realiza correctamente. El comportamiento del nodo durante la prueba es 
el esperado.  
Se puede afirmar que la alta disponibilidad de las tarjetas de red en los nodos de 
cómputo/almacenamiento está configurada correctamente. 
Tabla 52. Pruebas de HA – PHA-COM-01 – Alta disponibilidad tarjetas de red en nodo de 
cómputo/almacenamiento. 
 
PHA-COM-02 – Caída de un nodo de cómputo/almacenamiento. 
Código PHA-COM-02 Nombre 
Caída de un nodo de 
cómputo/almacenamiento 
Objetivo de la prueba 
Verificar que ante la caída inesperada de un nodo de cómputo/almacenamiento se 
producen los siguientes resultados: 
• Las máquinas anteriormente en estado de ejecución, se arrancan 
automáticamente al iniciar el nodo. 
• El backend de almacenamiento Ceph no sufre perdida de servicio por tener 
un nodo fuera del cluster temporalmente. 
Procedimiento a realizar 
• Abrir una consola de gestión de máquinas virtuales KVM (por ejemplo, virt-
manager). 
• Seleccionar una de las máquinas virtuales correspondientes a un nodo de 
cómputo/almacenamiento (por ejemplo, el compute2). 
• Presionar el botón de reset para simular una caída abrupta del nodo 
compute2. 
• Chequear el funcionamiento de la plataforma durante la ausencia del nodo. 
Para ello lanzar pruebas de rally y comprobar que los resultados de las 
pruebas no varían respecto a cuando hay 3 nodos de 
cómputo/almacenamiento. 
 
./login-rally-docker 
rally verify start --set smoke 
 
• Cuando la máquina virtual correspondiente al compute2 arranque de nuevo 
comprobar que las máquinas virtuales también han arrancado correctamente. 
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Resultado esperado 
Durante el tiempo que el compute2 no está accesible, la plataforma debería seguir 
funcionando correctamente y deberíamos poder provisionar tanto maquinas virtuales 
como discos permanentes. 
Cuando el compute2 reinicie debería volver a formar parte del cluster de control/red 
automáticamente y sin ningún problema. 
Superado No superado 
X   
Comentarios 
La prueba se realiza correctamente. El comportamiento del nodo durante la prueba 
es el esperado. 
Se puede afirmar que la plataforma resiste perfectamente la caída inesperada de un 
nodo de cómputo/almacenamiento. 
Tabla 53. Pruebas de HA – PHA-CTR-02 – Caída de un nodo de control/red. 
