Introduction
In its infancy, computational linguistics attempted to draw heavily on theoretical linguistics, although explicit relations between computational linguistics/natural language processing and linguistics proper have never been as productive as expected. Thus, in the '60s there were some attempts to program Chomsky's transformational grammars in order to be able to parse natural language (cf., IBM in New York). Moving on to the '70s and the '80s, throughout up to the '00s, parsers have been developed on the basis of more sophisticated grammar formalisms which have been emerging one almost after the other, really, during all those decades. Those parsers have been linguistically motivated and developed in frameworks such as Lexical Functional Grammar (LFG: Bresnan and Kaplan (1982) ), Functional Unication Grammar (FUG: Kay (1984) ), Generalized Phrase Structure Grammar (GPSG : Gazdar et al. (1985) ), Head-Driven Phrase Structure Grammar (HPSG: Pollard and Sag (1994)), Categorial Grammar (CG: Steedman (2000)), as well as Tree-Adjoining Grammar (TAG) and the so-called mildly context sensitive and model-theoretic grammar formalisms (Kallmeyer, 2010) . primarily been the belief that the determination of syntactic structure is not a self-sucient task, but it is necessary for the determination of semantic structure.
Other instances of co-development successes between computational and theoretical linguistics over the years have come from discourse processing (Grosz and Sidner, 1986, Walker et al., 1998) and language resource development (Marcus et al., 1993 , Fellbaum, 1998 , Prasad et al., 2008 , as well as from the signicant crossover with other areas of linguistics such as lexicography (Boguraev and Briscoe, 1989, Wilks et al., 1996) , psycholinguistics (Crocker, 1996 , Dijkstra and de Smedt, 1996 , Keller, 2001 ) and corpus linguistics (McEnery and Wilson, 2001 , Sampson, 2001 , Meyer, 2002 . Kay (2011) draws on the foundational work of de Saussure (1915) and Zipf (1935) Steedman (2011) argues that linguistics has a lot to learn from computation if it is to be relevant to computational linguistics, in terms of coverage across the full range of linguistic phenomena, computational tractability, semantic compositionality, and the true spectre of ambiguity that comes with a broad-coverage grammar. Conversely, for computational linguistics to be relevant to linguistics, the eld must move away from its data-driven focus on the short head at the expense of the long tail, and look to linguists for theory-driven generalisations to be able to better handle the tail.
Through this special issue, we hope to catalyse a reconsideration of the complex interaction between linguistics and computational linguistics, and position the two elds for harmonious symbiosis well into the future.
