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The paper presents a consistent integration scheme for a model of shape memory alloys that takes into
account the processes of detwinning and reorientation of martensite. Lagrange multipliers are used to
account for the saturation condition on the martensitic phase, which expresses the requirement on the
inelastic deformation of martensite not to exceed a material-speciﬁc value. A detailed procedure for
implicit time integration of the constitutive equations is given, including a comprehensive derivation
of a closed-form expression for the consistent tangent moduli. The equations are implemented into a
commercial ﬁnite element software, which is used to simulate the response of martensitic SMA struc-
tures to complex loading. The results are shown to agree with experimental data taken from the
literature.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
Recoverable inelastic deformation in SMAs is due to detwinning
and reorientation of the martensite phase in these allows (Shimizu
and Tadaki, 1987; Wayman and Otsuka, 1999). Detwinning is de-
ﬁned as the growth of some martensite variants at the expense
of others resulting in a change in the magnitude of the inelastic
strain, while reorientation characterizes a change in the direction
of the inelastic strain in strain space that may occur at constant
magnitude. Because of phenomenological analogy with classical
plasticity, the integration of the constitutive relations for phenom-
enological SMA models is usually accomplished by means of well-
established return-mapping algorithms. For these algorithms, the
increment of inelastic strain for a given load increment is deter-
mined in a two-stage process that involves an elastic predictor
step, where inelastic loading conditions are relaxed, followed by
an inelastic corrector step to enforce consistency with the loading
conditions. Common return-mapping algorithms include closest-
point projection, where the inelastic ﬂow rules are integrated
implicitly, and cutting-plane algorithms, where explicit integration
is used to reduce the complexity of algorithmic setup in exchange
of somewhat reduced algorithmic efﬁciency (Simo and Hughes,
1998).
A pioneering work on ﬁnite element simulation of shape mem-
ory alloys was proposed by Brinson and Lammering (1993) where
the constitutive model in Brinson (1993) is used to simulate thell rights reserved.uniaxial tensile response of SMAs as well as constrained recovery
where the total strain is ﬁxed during phase transformation. Marketz
and Fischer (1996) derived a model for martensite detwinning
and reorientation using micromechanics to model the process of
variant coalescence within grains of polycrystalline Cu–Zn–Al
SMA. The macroscopic strain is then obtained by averaging over
the grains and macroscopic stress–strain relations are derived.
Using ﬁnite-element simulations, the model is shown to account
for volume change during coalescence of the martensite variants
as well as tensile-compressive asymmetry. Qidwai and Lagoudas
(2000) presented a detailed numerical integration for a 3D model
for SMAs based on the work of Boyd and Lagoudas (1996) where
the increment of inelastic strain is taken as the product of the rate
of change of the volume fraction of martensite and a tensor repre-
senting the direction of plastic ﬂow in strain space. Using this
expression, reorientation of martensite cannot be accounted for
as an independent dissipative process. The authors compare clos-
est point projection and convex cutting plane algorithms in terms
of convergence rate and computational efﬁciency through a series
of numerical simulations including uniaxial tension, shear, and
combined loading cases using different sample geometries. Higher
computational cost is reported for the closest point projection
algorithm, with limited inﬂuence for using a non-consistent deri-
vation for the tangent stiffness matrix. This ﬁnding should be con-
sidered with caution because it is based on computational results
for relatively simple boundary value problems. The model is mod-
iﬁed in a recent publication to allow smooth phase transformations
in terms of stress and temperature and more accurate estimation
of the magnitude of inelastic strain in two-way shape memory
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proposed a model for pseudoelastic NiTi where the total inelastic
strain is taken as the sum of inelastic strains for individual mar-
tensite variants and where the interaction between these variants
is accounted for in the expression of the free energy used to derive
the state equations following Niclaeys et al. (2003). Numerical
integration of the constitutive equation is performed using an ex-
plicit forward Euler scheme implemented in Abaqus by means of
a user material subroutine, which requires the use of appropriately
small time increments for convergence. The subroutine is then uti-
lized to simulate the response of a polycrystalline SMA to mechan-
ical loading with and without thermomechanical coupling. An
expression is given for the consistent tangent matrix that requires
the evaluation of tensor differentials for each load increment.
Using analogy with classical elastoplasticity, Rengarajan et al.
(1998) proposed an algorithm for the integration of the microme-
chanics-based model of Sun and Hwang (1993). The authors as-
sume that the state of already transformed grains no longer
changes during loading, disregarding martensite reorientation at
saturation. The operator split strategy of Ortiz et al. (1983) is used
for the integration of the constitutive equations assuming small
strains. Analytical solutions are provided for simple cases involving
proportional loading and the ﬁnite element formulation is vali-
dated by means of numerical simulations considering AuCd and
TiNi SMA systems. Shaw and Kyriakides (1997) used ﬁnite element
simulations to capture the propagation of phase boundaries in SMA
strips. The simulations are based on a model for J2 plasticity with
isotropic hardening, which is used to ﬁt a trilinear stress–strain
curve representing the mechanical response of a shape memory al-
loy in loading and reverse transformation is disregarded. The ﬁrst
nucleation site of phase boundaries is obtained by the introduction
of an artiﬁcial dent into the gage section of the dogbone tensile
sample used for the simulations. The model was extended in a sub-
sequent work to account for thermomechanical coupling (Shaw,
2002). Auricchio and Taylor (1997) derived a ﬁnite-strain model
for superelastic SMAs using multiplicative decomposition of the
deformation gradient into an elastic part and a transformation part
that accounts for inelastic deformation due to phase change and
reorientation of martensite. Phase transformation is governed by
a Drucker–Prager loading function, which depends on pressure.
This approach is not common in the literature because phase trans-
formation is commonly considered to occur without change in vol-
ume. Reorientation of martensite is assumed to be active during
phase transformation because of energy considerations. A time dis-
crete model is provided for the case of isothermal transformations
and the construction of a consistent stiffness matrix is discussed.
Numerical simulations are provided for simple loading cases
including uniaxial tension, four-point bending and the deformation
of a representative structural element of a SMA stent. A more ro-
bust algorithm for the integration of this model is provided in a la-
ter publication (Auricchio, 2001). Bhattacharyya et al. (2000) used
ﬁnite element analysis to simulate the uniaxial response of a SMA
wire to cyclic thermal loading, where the wire is electrically heated
and subsequently cooled by air convection. A constitutive model
by Lagoudas et al. (2012) is used for the simulations and the ther-
mal and electrical properties of the SMA are assumed to linearly
depend on the volume fraction of martensite. The inﬂuence of ther-
mal conductivity and electrical resistivity on cycle time is dis-
cussed for different wire lengths. Stoilov et al. (2000) used a
moving boundary ﬁnite element approach to simulate the re-
sponse of a SMA wire to uniaxial loading taking into account ther-
momechanical coupling and phase boundary motion. The
discussion is limited to heat-induced phase transformation, for
which the use of a moving boundary method is shown to provide
good stability and numerical accuracy by comparison with analyt-
ical solutions. Ren et al. (2002) used a meshfree method for theintegration of the ﬁnite-strain constitutive model of Lagoudas
et al. (2012) using a total Lagrangian formulation. The continuum
tangent stiffness matrix is determined explicitly but no attempt
is made to determine the consistent stiffness moduli. Return map-
ping for inelastic correction is accomplished by means of a cutting
plane algorithm. Pan et al. (2007) implemented a ﬁnite-strain SMA
model in Abaqus and used it to simulate SMA structures, including
a structural element of a stent and a microgripper, subjected to
multiaxial thermomechanical loading. The model is an extension
of the work of Thamburaja (2005). Reese and Christ (2008) pro-
posed a model for pseudoelastic SMAs accounting for large strains.
Inelastic deformation is accounted for using multiplicative decom-
position of the right Cauchy–Green tensor and the volume fraction
of martensite is computed as the ratio of the magnitude of the
inelastic Green–Lagrange strain to a material constant proportional
to the maximum tensile inelastic strain. Special care is taken in the
integration of the algorithmic constitutive equations to avoid cases
where the volume fraction of martensite may become negative
during an iteration and to make the iterative procedure more ro-
bust. Numerical simulations are given for uniaxial tension and
for combined tension–torsion loading of a thin SMA tube and
shown to agree with experimental data. The model is then used
to simulate the crimping of a stent. Müller and Bruhns (2006) de-
rived a ﬁnite-strain model for pseudoelasticity that accounts for
thermomechanical coupling and for the formation of inner loops.
The constitutive equations are formulated taking advantage of ear-
lier work by Müller (1989), Müller and Xu (1991) and Raniecki
et al. (1992). The total rate of deformation is written as the sum
of elastic and transformation parts. The model is used for the sim-
ulation of cyclic uniaxial tension using MSC Marc software consid-
ering isothermal and adiabatic conditions. Few details are given
about the numerical integration procedure. Panico and Brinson
(2007) derived a phenomenological model for SMAs that accounts
for martensite reorientation and phase transformation. The set of
state variables for this model include volume fractions for twinned
and detwinned martensite, where the latter is taken as the ratio of
the magnitude of inelastic strain to the maximum uniaxial trans-
formation strain. The total inelastic strain is written as the sum
of transformation and reorientation strains. The increments of
state variables are determined using Newton–Raphson iterations
to enforce consistency with the loading conditions for phase trans-
formation and reorientation. The model is validated using data
from biaxial loading tests but few details are given regarding the
numerical integration procedure and no attempt is made to deter-
mine the tangent stiffness moduli. Kleinstreuer et al. (2008) simu-
lated a nitinol stent subjected to a series of loading conditions
representing crimping onto a delivery system, expansion into the
artery, and in vivo operation, respectively. This is accomplished
by means of a user material subroutine, which implements the
model developed by Raniecki and Lexcellent (1998) in Abaqus.
The details of the numerical integration procedure are not pro-
vided. Wang et al. (2008) developed a model using the phenome-
nological theory of martensitic transformation (Bowles and
Mackenzie, 1954a,b; Mackenzie and Bowles, 1954; Wechsler
et al., 1953) that accounts for plastic slip. The model is used for
the simulation of polycrystalline SMAs taking into account the
inﬂuence of texture on the mechanical response. Recently, Tham-
buraja (2010) proposed a phenomenological model for shape
memory alloys accounting for large strains and for tensile-com-
pressive asymmetry by writing the inelastic velocity gradient in
terms of the third invariant of stress. The model accounts for ther-
momechanical coupling and is capable of tracking the propagation
of phase boundaries by the introduction of the gradient of the mar-
tensite volume fraction as a state variable in the derivation of the
constitutive relations. The model is implemented in Abaqus Expli-
cit and used for simulations that include multiaxial loading cases.
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nological model is shown to provide estimates for the size of phase
boundaries that does not depend on mesh density.
Moumni et al. (2008b) and Zaki and Moumni (2007a,b) pro-
posed the ZM model that accounts for phase transformation and
martensite detwinning and reorientation Moumni et al. (2008b).
The model was improved to account for tensile-compressive asym-
metry (Zaki et al., 2010, 2011), slip plasticity (Zaki, 2010), and ther-
momechanical coupling (Morin et al., 2011c,b) including cyclic
effects (Morin et al., 2011a) and low-cycle fatigue (Moumni et al.,
2008a, 2009). A detailed procedure for the time integration of
the model in the case of martensitic SMAs is described in this pa-
per, where martensite reorientation may occur at saturation. The
saturation condition is enforced using a Lagrange multiplier and
the inelastic correction step is enforced using closest point projec-
tion. A closed-form expression for the consistent stiffness tensor is
provided.
2. Nomenclature
Table 1 summarizes notations used in this paper.
3. Overview of the constitutive model
The constitutive equations are derived within the framework of
generalized standard materials Halphen and Nguyen (1975), which
guarantees thermodynamic consistency. The free energy density
for the shape memory alloy in the martensitic state is deﬁned fol-
lowing Zaki and Moumni (2007a) as
Wðeeij; T; eoriij Þ ¼
1
2
Kijkleeije
e
kl þ CðTÞ þ
1
3
aeoriij e
ori
ij Kðc eorieq Þ; ð1Þ
where CðTÞ is a free energy contribution that depends on tempera-
ture and K is the Lagrange multiplier associated with the constraint
on the equivalent inelastic strain eorieq not exceed a material-speciﬁc
threshold c (Zaki, 2011). In this paper, the following deﬁnition is
used for eorieq :
eorieq ¼def
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3
eoriij eoriij
r
: ð2Þ
The orientation strain is assumed to be deviatoric in accordance
with general literature on the subject. The state equations are ob-
tained by minimizing the energy expression in (1) with respect to
the state variables, taking into account the saturation constraint
on eorieq , as well as the condition on the thermodynamic force Xij,Table 1
Notations used in this paper.
e Total strain
e Deviator of total strain
ee Elastic strain
eori Martensite orientation strain
r Stress
s Stress deviator
rvm von Mises equivalent stress
T Temperature
Kijkl Components of elastic stiffness tensor
E Young’s modulus of martensite
m Poisson coefﬁcient of martensite
l Shear modulus of martensite
a Kinematic hardening modulus
c Maximum inelastic tensile strain
sgnij Generalized sign function
rtr , str Elastic trial values of r, s
g Inelastic multiplier
Y Stress threshold for reorientation in tension
K Lagrange multiplierconjugate to eoriij , to be a sub-gradient of the convex dissipation po-
tential D given by
D ¼ Y
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3
_eoriij _eoriij
r
: ð3Þ
This condition leads to the inelastic deformation criterion
fori ¼ Xvm  Y 6 0; ð4Þ
where Xij is given by
Xij ¼ sij  23ae
ori
ij 
2
3
Ksgnijðeoriij Þ: ð5Þ
The evolution of eoriij obeys the normality rule
deoriij ¼
3
2
g
Xij
Xvm
: ð6Þ
In the above equation, g is an inelastic multiplier analogous to the
plastic multiplier in classical plasticity. It is a positive scalar deter-
mined by enforcing the consistency condition
g _f ori ¼ 0 ð7Þ
under the constraint on the equivalent inelastic strain not to exceed
c. Mathematically, this is ensured by enforcing the Kuhn Tucker
optimality conditions
KP 0; gori 6 0 and Kgori ¼ 0: ð8Þ
where gori is the loading function associated with the saturation
constraint on eorieq and deﬁned as
gori ¼def eorieq  c: ð9Þ
The corresponding consistency condition for martensite reorienta-
tion at saturation is then
K _gori ¼ 0: ð10Þ
Like in classical plasticity, g provides an incremental measure of the
importance of inelastic straining during martensite detwinning and
reorientation.
Prior to saturation, the Lagrange multiplier K is zero, which
reduces the model to that of a classical elastoplastic material with
linear kinematic hardening. The integration of the constitutive
equations in this case is extensively discussed in the literature
and will not be considered here. The Lagrange multiplier K pro-
vides a measure of the resistance of the material to continued det-
winning at saturation at a given material point.
4. Determination of the increments of dissipative variables
Assuming the state variables to be known for load increment n,
the increments of these variables are to be determined for load
increment nþ 1. For clarity, only the variables at the beginning
of increment nþ 1 are designated with a subscript n whereas no
subscript is used for variables evaluated at the end of the incre-
ment. The problem consists in ﬁnding the increment DK of the La-
grange multiplier and the inelastic multiplier g such that the
following conditions are satisﬁed simultaneously:
fori ¼ 0 ð11Þ
and
gori ¼ 0: ð12Þ
The increment of the inelastic strain tensor can then be deter-
mined using the normality rule (6). The purpose of this section is
to show that the above equations can be written explicitly in terms
of the two scalars Dg and DK as the only unknowns at saturation. In-
deed, (11) and (12) give
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K
c
 
eoriij : ð13Þ
Introducing the following deﬁnitions:
H ¼def aþK
c
ð14Þ
and
Xtrij ¼def strij 
2
3
Hneoriij;n ð15Þ
where strij is the deviator of the trial elastic stress given by
strij ¼def sij  2lDeoriij ; ð16Þ
the thermodynamic force Xij can be written as follows:
Xij ¼ Xtrij  2lDeoriij 
2
3
HnDeoriij 
2
3
DK
c
eoriij;n 
2
3
DK
c
Deoriij ; ð17Þ
which can be rearranged, taking into account the normality rule in
(6), into the following form:
Xij ¼
Xtrij  23 DKc eoriij;n
1þ ð3lþ HÞ gXvm þ DKc
g
Xvm
: ð18Þ
Since the denominator on the right-hand side of (18) is positive, the
two tensors are parallel and the increment of inelastic strain at the
end of load increment nþ 1 can be written as
Deoriij ¼
3
2
g
Xtrij  23 DKc eoriij;n
Xtrij  23 DKc eoriij;n
 
vm
; ð19Þ
where the only unknowns are the inelastic multipliers g and the
increment DK of the Lagrange multiplier, both of which are scalars.
The saturation condition (12) can be expanded into
ðeoriij;nÞ2eq þ
2
3
Deoriij De
ori
ij þ
4
3
eoriij;nDe
ori
ij ¼ c2 ð20Þ
and rearranged taking into account the normality rule into the fol-
lowing equation
eoriij;nXij
Xvm
¼ c
2  ðeoriij;nÞ2eq  g2
2g
: ð21Þ
Multiplying both sides of Eq. (19) by eoriij;n gives
Xijeoriij;n ¼
Xtrij eoriij;n  23 DKc eoriij;neoriij;n
1þ ð3lþ HnÞ gXvm þ
DKg
cXvm
; ð22Þ
which leads to the following expression of Xvm:
Xvm ¼ 2g
c2  ðeoriij;nÞ2eq  g2
Xtrij;ne
ori
ij;n  ðeoriij;nÞ2eq
DK
c
 
 ð3lþ HnÞg
 gDK
c
; ð23Þ
where the only unknowns are the two scalars g and DK. Another
expression for Xvm can be obtained by taking the von-Mises norm
on both sides of Eq. (5) to get
Xvm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðXtrvmÞ2 þ
DK
c
 2
ðeoriij;nÞ2eq  2
DK
c
Xtrij eoriij;n
s
 ð3lþ HnÞg
 gDK
c
: ð24Þ
Eqs. (23) and (24) are not equivalent, since the latter was derived
without enforcing the saturation condition on the inelastic strain.
They can thus be solved for the two scalar unknowns g and DK.5. Numerical solution of the consistency equations
The determination of the scalar unknowns g and DK can be
accomplished for each load increment using conventional
Newton–Raphson iterations.
Using the following set of normalized variables:
eXij ¼def XijY ; ~eoriij ¼def e
ori
ij
c
; ~g ¼def g
c
; ð25Þ
the inelastic deformation and saturation conditions can be written
as ~f ori ¼ 0 and ~gori ¼ 0, where ~f ori and ~gori are the normalized
functions
~f ori ¼def foriY and ~gori ¼
def gori
Y
; ð26Þ
which can be written in terms of normalized variables as
~f ori ¼ 2
~g
1 ~g2  ð~eoriij;nÞ2eq
ðeXij~eoriij;n  ð~eoriij;nÞ2eqDeKÞ  ð3~lþ eHnÞc~g
 ~gDeK  1 ð27Þ
and
~gori ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðeXtrvmÞ2 þ DeK2ð~eoriij;nÞ2eq  2DeKeXtrij ~eoriij;nq  ð3~lþ eHnÞc~g
 ~gDeK  1: ð28Þ
The ﬁrst derivatives of the normalized function ~f ori with respect
to the normalized scalar variables ~g and DeK are given by
@~f ori
@~g
¼ 2 1þ
~g2  ð~eoriij;nÞ2eq
ð1 ~g2  ð~eoriij;nÞ2eqÞ2
ðeXtrij ~eoriij;n DeKð~eoriij;nÞ2eqÞ  ð3~lþ eHnÞcDeK
ð29Þ
and
@~f ori
@DeK ¼ 2
~gð~eoriij;nÞ2eq
1 ~g2  ð~eoriij;nÞ2eq
 ~g: ð30Þ
Similarly, the ﬁrst derivatives of ~gori with respect to ~g and DeK are
given by
@~gori
@~g
¼ ð3~lþ eHnÞc DeK ð31Þ
and
@~gori
@DeK ¼ D
eKð~eoriij;nÞ2eq  eXtrij ~eoriij;nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðeXtrvmÞ2 þ DeK2ð~eoriij;nÞ2eq  2DeKeXtrij ~eoriij;nq  ~g: ð32Þ
Using ﬁrst-order expansion of ~f and ~g, the consistency
equations can be approximated as
~f ðkþ1Þ  f ðkÞ þ d~gðkþ1Þ @
~f
@~g
 !ðkÞ
þ dDeKðkþ1Þ @~f
@DeK
 !ðkÞ
¼ 0; ð33Þ
~gðkþ1Þ  gðkÞ þ d~gðkþ1Þ @~g
@~g
 ðkÞ
þ dDeKðkþ1Þ @~g
@DeK
 ðkÞ
¼ 0; ð34Þ
where the superscripts ðkÞ and ðkþ 1Þ are the iteration numbers for
the current load increment. Solving the system of Eqs. (33) and (34)
is straightforward and gives the following solution:
~gðkþ1Þ ¼ ~gðkÞ þ
f ðkÞ @~g
@DeK
 ðkÞ
þ gðkÞ @~f
@DeK
 ðkÞ
@~f
@~g
 ðkÞ
@~g
@DeK
 ðkÞ
 @~g
@~g
 ðkÞ
@~f
@DeK
 ðkÞ ; ð35Þ
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 ðkÞ
þ f ðkÞ @~g
@~g
 ðkÞ
@~f
@~g
 ðkÞ
@~g
@DeK
 ðkÞ
 @~g
@~g
 ðkÞ
@~f
@DeK
 ðkÞ : ð36Þ
The iterative scheme in Eqs. (35) and (36) is repeated until conver-
gence is achieved. The inelastic strain can then be updated using Eq.
(19) and used to determine the actual state of stress at the end of
the current load increment.
6. Closed-form expression for the consistent tangent moduli
By differentiating the expression of the thermodynamic force Xij
in (13), one has
dXij ¼ 2ldeij  23 3lþ Hn þ
DK
c
 
deoriij 
2
3
dDK
c
eoriij : ð37Þ
Similarly, the inelastic strain eoriij at the end of the current increment
can be written as
eoriij ¼ eoriij;n þ deoriij ¼ eoriij;n þ
3
2
g
Xij
Xvm
; ð38Þ
which can be differentiated to get
deoriij ¼
3
2
dg
Xij
Xvm
þ
ﬃﬃﬃ
3
2
r
g dikdjl  32
XijXkl
X2vm
 !
dXkl: ð39Þ
Substituting (39) into (38) gives the following relation between dXij
and the increments of the inelastic multiplier g and the total strain
deviator eij:
dXij ¼ 2ldeij  23
eoriij
c
dDK
 ð3lþ HÞ Xij
Xvm
dgþ g
ﬃﬃﬃ
2
3
r
dikdjl  32
XijXkl
X2vm
 !
dXkl
 !
ð40Þ
The above equation can be inverted in order to determine the incre-
ment of the thermodynamic force Xij in terms of the scalar incre-
ments dg and dK. Indeed, the consistency condition for the
orientation strain eoriij is given by
@fori
@Xij
dXij ¼ 0; ð41Þ
which gives
XijdXij ¼ 0: ð42Þ
The above equation can be used to conveniently eliminate the term
containing the tensor product XijXkl from Eq. (40). The inversion of
this equation is then straightforward and leads to the following
expression for dXij:
dXij ¼ 1
1þ
ﬃﬃ
2
3
q
ð3lþ HÞg
  2ldeij  ð3lþ HÞ XijXvm dg 23 eoriij dDH
 
:
ð43Þ
Multiplying both sides by Xij and using (42), the following equation
is obtained where the only unknowns are the scalar increments dg
and dDH:
ð3lþ HÞXvmdgþ eoriij XijdDH ¼ 3lXijdeij: ð44Þ
Multiplying both sides of Eq. (39) by eoriij and taking into account the
consistency condition
@gori
@eoriij
deoriij ¼ 0) eoriij deoriij ¼ 0; ð45Þ
givesXijeoriij
Xvm
dgþ
ﬃﬃﬃ
2
3
r
georiij dXij 
ﬃﬃﬃ
3
2
r
georiij
XijXkl
X2vm
dXkl ¼ 0: ð46Þ
Using (42) to eliminate the mixed product XijXkldXkl and the expres-
sion of dXij in (18) to calculate the inner product eoriij dXij, Eq. (46)
gives
3
2
Xijeoriij
Xvm
dg
ﬃﬃﬃ
3
2
r
gðeorieq Þ2dDH ¼ 2
ﬃﬃﬃ
3
2
r
lgeoriij deij: ð47Þ
Finally, Eqs. (44) and (47) can be easily solved for the following
closed-form expressions of the increments of the inelastic multi-
plier g and the Lagrange multiplier K in terms of the increment of
total strain:
dg ¼ Aijdeij; ð48Þ
dDH ¼ Bijdeij; ð49Þ
where
Aij ¼def
D gð Þij
D
and Bij ¼def
D DHð Þij
D
; ð50Þ
such that
D gð Þij ¼ 2
ﬃﬃﬃ
3
2
r
lgðeorieq Þ2 Xij 
2
3
eorikl Xkl
ðeorieq Þ2
eoriij
 !
ð51Þ
and
D DHð Þij ¼ 2lXvm 
ﬃﬃﬃ
2
3
r
ð3lþ HÞgeoriij 
3
2
Xkleorikl
X2vm
Xij
 !
ð52Þ
and
D ¼ 
ﬃﬃﬃ
2
3
r
ð3lþ HÞXvmgðeorieq Þ2 
ðXijeoriij Þ2
Xvm
: ð53Þ
Substituting into Eq. (43) and using the deﬁnition of the strain devi-
ator eij in terms of the strain tensor eij gives the increment of Xij in
terms of the increment of total strain only
dXij ¼ 1
1þ
ﬃﬃ
2
3
q
ð3lþ HÞg
  2l dikdjl  13 dijdkl
 
 3lþ HÞ Xij
Xvm
Akl  23 e
ori
ij Bkl
 
dekl: ð54Þ
The consistent tangent matrix can be determined by writing the
algorithmic increment of stress in terms of the increment of total
strain taken as the control variable. Indeed,
drij ¼ 2ldikdjl þ kdijdkl
 	
dekl  2ldeoriij ; ð55Þ
assuming isochoric orientation of martensite.
In the above equation, the increment of orientation strain is gi-
ven by (38), which can be differentiated to get the following
expression for deoriij :
deoriij ¼
3
2
Xij
Xvm
dgþ
ﬃﬃﬃ
3
2
r
g dikdjl  32
XijXkl
X2vm
 !
dXkl: ð56Þ
Substituting dXij with its expression in (54) gives the increment of
orientation strain in terms of the increment of total strain.
deoriij ¼
3
2 1þ
ﬃﬃ
2
3
q
ð3lþ HÞg
  2lg ﬃﬃﬃ2
3
r
dikdjl  13 dikdjl
  
þ XijAkl
Xvm
 2
3
ﬃﬃﬃ
2
3
r
georiij Bkl
!
dekl:
Finally, substituting in (28) and rearranging gives
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where Jijkl are the consistent tangent moduli given by the closed-
form expression
Jijkl¼2ldikdjlþkdijdkl
 3l
1þð3lþHÞg
ﬃﬃ
2
3
q 2lg ﬃﬃﬃ2
3
r
dikdjl13dijdkl
 
þXijAkl
Xvm
2
3
g
ﬃﬃﬃ
2
3
r
eoriij Bkl
 !
:
ð59ÞFig. 1. Stress–strain response of a single element subjected to a tensile loading
cycle.
Fig. 2. Evolution of the equivalent orientation strain eorieq and of the Lagrange
multiplier DK with step time.
Fig. 3. Evolution of the normalized loading functions and the residual with the
number of iterations.7. Finite element analysis of martensitic shape memory alloy
structures
The integration scheme presented in the previous section is
implemented into the ﬁnite element analysis software Abaqus by
way of a user material subroutine. A number of test cases are pre-
sented hereafter in order to illustrate the ability of the algorithm to
handle complex loading situations, which result in martensite det-
winning and reorientation. The latter is allowed to occur beyond
the saturation point where the equivalent inelastic strain is maxi-
mum. Unless stated otherwise, the parameters in Table 2 are used
for the simulations. These are synthetic parameters based on the
tensile response of a steel representing linear kinematic hardening.
For simplicity, martensite is considered to be initially self-accom-
modated, i.e. eoriij is initially set to zero, for all the simulation exam-
ples. All the samples are meshed using reduced-integration 8-node
brick elements (C3D8R).
7.1. Tensile response of a single element
Prior to saturation, the constraint (37) is relaxed, which reduces
the model to that of an elastoplastic material with linear kinematic
hardening. In this case, the model can be directly compared to the
elastoplastic model available in Abaqus. This is accomplished by
considering a single 8-node tetrahedral element with reduced inte-
gration subjected to tensile loading. Tensile stress is increased to
800 MPa before unloading. The response of the SMA is shown in
gray in Fig. 1 and compared to the response obtained using the
builtin model for elastoplasticity in black.
The evolution of the normalized equivalent orientation strain
eorieq and the normalized Lagrange multiplier DK is shown in Fig. 2.
On this ﬁgure, eorieq increases with increased loading until saturation
for eorieq ¼ c. Beyond this point, DK increases while eorieq remains con-
stant until the applied loading starts to decrease, in which case DK
decreases again. The Lagrange multiplier can be interpreted as a
reaction to the saturation constraint on eoriij . For every load incre-
ment beyond the saturation point, the equations ~f ori ¼ 0 and
~gori ¼ 0 are solved iteratively using a Newton–Raphson scheme un-
til the residual ðj~f ðkÞori j þ j~gðkÞori jÞ is lower than some predeﬁned toler-
ance, which in this case is taken to be 103. The evolution of
~f ori; ~gori, and the of the residual with step time is shown in Fig. 3.
The maximum number of iterations required for convergence is
equal to 2. A graphic representation of the iterative algorithm for
one of the increments is shown in Fig. 4.Table 2
Parameters used for testing the UMAT subroutine.
Parameter Value
E 210 GPa
c 3%
a 4000 GPa
m 0.3
Y 120 MPa Fig. 4. Graphic representation of the iterative stepping scheme used for solving the
consistency equations.
Fig. 5. Simulation of shear response for the built-in elastoplastic model and for SMA
models using substitution and Lagrange multipliers.
Fig. 6. Evolution of the normalized loading functions and the residual with the
number of iterations.
Z
Y
X
Fig. 7. Assembly used for the simulation of spherical indentation of a martensitic
SMA block.
Fig. 8. Force vs. displacement curve for the martensitic SMA and for the builtin
elastoplastic material.
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The same element in the previous section is now subjected to
shear on one of the faces, while the opposite face is ﬁxed. Shear
stress increases from 0 to 300 MPa before unloading. In this case,
the stress–strain response of the material is shown in Fig. 5. For
all load increments, convergence is achieved in approximately 10
iterations as shown in Fig. 6.
7.3. Indentation of martensite
A spherical indenter, 0.5 mm in diameter, is driven 0.05 mm
into the martensitic shape memory alloy cubic sample shown in
Fig. 7. The sample has an edge length of 2 mm. The force vs. dis-
placement curve for this simulation is shown in Fig. 8. The curve
is compared to the one obtained for an equivalent elastoplastic
material,1 for which the saturation constraint on the inelastic strain
is relaxed. On this ﬁgure, it is seen that the two curves are initially
identical but then they start to diverge at around 0.035 mm penetra-
tion. Beyond this threshold, the slope of the force–displacement
curve for the SMA increases indicating an increased resistance to
indentation by the material. This is explained by the saturation con-
dition, which effectively contains further inelastic yield by imposing
an upper limit on the magnitude of inelastic strain.
Fig. 9 illustrates the distribution of stress within the volume of
the martensitic SMA sample with and without imposing the1 I.e. an elastoplastic material having a constitutive model identical to that of the
shape memory alloys when the saturation condition on the inelastic strain is relaxed.
This is equivalent to setting the Lagrange multiplier K to zero.saturation condition. The requirement on the inelastic strain not
to exceed the saturation threshold leads to an overall stiffer
response of the material, which justiﬁes considerably higher stress
for similar penetration of the indenter. In Fig. 9, the magnitude of
the von Mises stress in the close vicinity of the indenter tip (light
gray zone in the ﬁgure to the left) would result in plastic yield of
the martensite. At the same time, inelastic strains develop further
away from the indenter tip as shown in Fig. 10. The maximum
number of iterations required to enforce the consistency condi-
tions was 10, despite some oscillation in the intermediate
evaluations of the orientation function ~f ori and the saturation
function ~gori. The evolution of ~f ori and ~gori vs. the number of Newton
iterations is shown in Fig. 11 for loading increments and a graphic
illustration of the iterative stepping scheme used for solving the
system of equations ~f ori ¼ 0 and ~gori ¼ 0 is shown in Fig. 12 for a
single mesh element and for a chosen load increment.7.4. Comparison with experimental data
The model is used to simulate the experiments in Pan et al.
(2007), involving proportional and nonproportional tension–tor-
sion loading of a hollow cylinder. Following the same publication,
the parameters used for the simulations are listed in Table 3.
Fig. 9. Stress distribution in the indented sample. The saturation condition is relaxed for the ﬁgure shown on the right, effectively reducing the model to that of a classical
elastoplastic material.
Fig. 10. Distribution of the equivalent inelastic strain ﬁeld within the indented sample. The saturation condition is relaxed for the ﬁgure shown on the right.
Fig. 11. Evolution of the normalized loading functions and the residual with the
number of iterations. The residual is shown in continuous line, ~f ori in dash-dot line
and ~gori in dashed line.
Fig. 12. Graphic representation of the iterative stepping scheme used for solving
the consistency equations.
Table 3
Parameters used for simulating the experiments in Pan
et al. (2007).
Parameter Value
E 39,900 MPa
c 8.3%
a 4250 MPa
m 0.33
Y 170 MPa
2958 W. Zaki / International Journal of Solids and Structures 49 (2012) 2951–2961The experiments are performed on a hollow cylinder with a
14 mm gauge length, 7.7 mm inside diameter and 9.0 mm outside
diameter. The cylinder is meshed using 153 8-node brick elements
with reduced integration for all the simulations.
7.4.1. Proportional tension–torsion
The cylinder is subjected to proportional tension–torsion load-
ing such that the tensile strain increases from 0% to 3% and the
shear strain increases simultaneously from 0% to 4.5% at constant
rate. The experiment is simulated in Abaqus using a ﬁxed number
of increments equal to 10. The comparison between experimental
and simulation results in tension and shear is shown in Fig. 13. Like
in Pan et al. (2007), the simulated shear response is found to be lessstiff than the experimental curve. The mismatch between simula-
tion and experimental data is partially due to the non-linear hard-
ening of the material, which cannot be accurately predicted using a
linear hardening model like the one derived in this paper. In addi-
tion, the ﬁgure shows a better ﬁt in tension than in shear where the
Fig. 13. Simulation results vs. experimental and numerical simulation data from Pan et al. (2007) for combined tension–torsion of the nitinol cylinder.
Fig. 14. Simulation results vs. experimental and numerical simulation data from Pan et al. (2007) for nonproportional tension–torsion loading.
Fig. 16. Evolution of the principal inelastic strains during combined tension–
torsion loading.
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anisotropy in the material response during inelastic deformation.
7.4.2. Nonproportional tension–torsion
In this case, the tensile strain is ﬁrst increased from 0% to 3.5%
then it is kept constant and the shear strain is increased from 0% to
7%. Each of these two loading steps is simulated using 10 equal
increments. Fig. 14 shows good agreement between the simulated
and experimental data, despite presenting the same tendency to
underpredict shear stress as in the previous section. The results
of the numerical simulations are again comparable to those ob-
tained in Pan et al. (2007).
7.4.3. Nonproportional tension–torsion at saturation
If the maximum tensile stress achieved during the loading step
in the previous example is sufﬁciently increased, the equivalent
inelastic strain in the cylinder would theoretically reach saturation.
If the cylinder is then subjected to torsion, the equivalent orienta-
tion strain remains constant while the components of the orienta-
tion strain tensor continue to evolve as shown in Fig. 15. For the
case of the cylinder considered here, this would occur at signiﬁ-
cantly high stresses that would lead to irreversible deformation
of the SMA. The simulation is nonetheless useful for illustratingFig. 15. Evolution with step time of the equivalent inelastic strain and the
components of the inelastic strain tensor.the inﬂuence of the saturation constraint on the mechanical behav-
ior of the material. In Fig. 16, the loading surface for saturation is
plotted in principal inelastic strain coordinates. Using these coordi-
nates, the graph of the loading surface is a sphere (cf. ﬁgure) of ra-
dius c
ﬃﬃﬃﬃﬃﬃﬃﬃ
3=2
p
. The evolution of eoriij is shown in terms of principal
components, which evolve linearly in this case under the inﬂuence
of the applied tension until the loading surface for saturation is
reached. Beyond this point, the principal strains continue to evolve
along the loading surface, maintaining constant magnitude for eoriij .
In Fig. 16, the evolution history of the principal inelastic strains is
shown in solid black line with markers corresponding to the values
computed using Abaqus for every load increment.8. Discussion and conclusion
Using the theory of Lagrange multipliers, the ZM model for
shape memory alloys was implemented in a commercial ﬁnite ele-
ment software for the case of martensitic SMAs. An algorithm was
presented where two-stage closest-point projection is used to
2960 W. Zaki / International Journal of Solids and Structures 49 (2012) 2951–2961enforce consistency with the loading conditions associated with
martensite detwinning and reorientation and with the saturation
condition on the equivalent inelastic strain. It was shown that the
algorithmic consistency conditions for martensite reorientation
at saturation can be written in terms of two scalar unknowns only,
which represent the increments of the Lagrange multiplier associ-
ated with the saturation condition and the inelastic multiplier,
respectively. The determination of these increments avoids the
need for iteratively updating the direction in strain space of the
increment of the inelastic strain tensor, which is the case for e.g.
the cutting plane algorithm commonly used in the literature.
Expressions for the algorithmic tangent moduli were also derived
and given in closed form. The algorithmic setup was then used to
simulate a number of test cases and the simulations were utilized
to compare the model with a model for classical elastoplasticity
and with experimental data for proportional and non-proportional
multiaxial loading cases available in the literature. In both cases,
the model was shown to give satisfactory results using a relatively
small number of increments.
The integration of the complete ZM model, including phase
transformation and thermomechanical coupling, should be feasible
using a similar approach. Nevertheless, the added complexity due
to the introduction of supplementary state variables is likely to
make analytical derivations signiﬁcantly more challenging.
Numerical approximations may then be needed to simplify the
derivation of the consistent thermomechanical tangent stiffness
matrices. This topic, as well as the integration of important aspects
of SMA behavior such as tensile-compressive asymmetry and plas-
tic yield into the simulations will be the focus of future research.
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