We show that if the second eigenvalue λ of a d-regular graph G on n ∈ 3Z vertices is at most εd 2 /(n log n), for a small constant ε > 0, then G contains a triangle-factor. The bound on λ is at most an O(log n) factor away from the best possible one: Krivelevich, Sudakov and Szabó, extending a construction of Alon, showed that for every function 
Introduction
Let H be a graph on h vertices. We say that a graph G on n ∈ hZ vertices has an H-factor if it contains a family of n/h vertex disjoint copies of H. For example, in the case where H = K 2 is just an edge, a graph has an H-factor if and only if it contains a perfect matching. Thus H-factors are natural generalisations of perfect matchings from edges to arbitrary graphs. Usually we think of H as being a small (fixed) graph while the number of vertices of G, denoted by n throughout the paper, grows.
Determining sufficient conditions for the existence of H-factors is a fundamental line of research in Extremal Graph Theory. Textbook theorems of Hall and Tutte give sufficient conditions for the existence of a perfect matching. The first result which treats a more general case is by Corrádi and Hajnal [9] from the 1960s. It shows that any graph with n ∈ 3Z vertices and minimum degree of at least 2n/3 contains a triangle-factor. This was extended to arbitrary complete graphs by Hajnal and Szemerédi [12] : δ(G) ≥ (r − 1)n/r suffices to guarantee a K r -factor for any r ≥ 3. This bound is easily seen to be the best possible. The question of characterising the smallest possible minimum degree for an arbitrary graph H attracted significant attention [4, 16, 17] until it was finally resolved by Kühn and Osthus [20] . Various other versions of the problem that put further restrictions on a graph have been studied, with the common goal to reduce sufficient minimum degree and therefore the minimum number of edges of graphs that satisfy it. These include multipartite [11, 14, 15, 21, 22] and Ramsey-Túran versions [6, 7] . However, all these results require δ(G) ≥ f (H)n for some function f depending on particular restrictions we put on a graph G. In particular, this does not tell us anything about graphs with o(n 2 ) edges. What conditions for the existence of an H-factor could also be satisfied by sparse graphs?
This question was first addressed by Krivelevich, Sudakov and Szabó [19] . They proposed that, in the case of regular graphs, the role of the minimum degree condition in the Corrádi-Hajnal theorem can be replaced by a bound on the second eigenvalue. Given a d-regular graph G, let A = A(G) be its adjacency matrix and λ 1 ≥ λ 2 ≥ . . . ≥ λ n be its eigenvalues. Then λ(G), the so-called second eigenvalue, is defined as λ(G) = max{|λ 2 |, |λ n |}. The expander mixing lemma (e.g. see [3, Corollary 2.5] ) shows that λ(G) governs the edge distribution of G. The smaller the λ(G) is the more edge distribution of G resembles that of G(n, d/n), the Erdős-Renyi random graph with edge probability p = d/n. It is convenient to quantify this in terms of (β, p)-bijumbledness: a graph G with n vertices is (β, p)-bijumbled for some p ∈ [0, 1] and β > 0 if for every subsets X, Y ⊆ V (G) we have
where e(X, Y ) denotes the number of edges in G with one endpoint in X and the other in Y . Where X and Y are not disjoint, every edge which lies in their intersection is counted twice. The expander mixing lemma states that if G is a d-regular graph with n vertices then it is (d/n, λ(G))-bijumbled. A result of Erdős and Spencer [10] shows that if a graph G is
The question now becomes how close a graph needs to be to a random graph, or how close its edge distribution has to be to an optimal one, in order to have a triangle-factor? Of course, we need that d is not too small as otherwise even an optimal edge distribution would not be sufficient to guarantee a triangle-factor. We will quantify this statement shortly. Krivelevich, Sudakov and Szabó [19] showed that if a d-regular graph G with n ∈ 3Z vertices satisfies λ(G) = o(d 3 /(n 2 log n)) then it contains a triangle-factor. As
by Allen, Böttcher, Hàn, Kohayakawa and Person [1] . On the other hand, an ingenious construction by Alon [2] (see also [8] ) shows that there are infinitely many n ∈ N for which there exists a triangle-free d-regular graph G with n vertices, where d = Θ(n 2/3 ) and λ(G) = Θ( √ d). Such graphs are close to optimal in terms of edge distribution, yet have surprisingly high density for triangle-free graphs. In comparison, any construction of such graphs based on random graphs achieves a density of at most O(n −1/2 ). Krivelevich, Sudakov and Szabó [19] used the construction of Alon to show that for any function d = d(n) such that Ω(n 2/3 ) ≤ d ≤ n and infinitely many n ∈ N there exists a triangle-free d-regular graph G with Θ(n) vertices and λ(G) = Ω(d 2 /n). It is straightforward to show that if λ(G) ≤ εd 2 /n then the graph G contains a triangle (see Section 2) . Significantly improving previous bounds on λ, our main result shows that this is almost sufficient for the existence of a triangle-factor. Theorem 1.1. There exists ε > 0 such that if G is a d-regular graph on n ∈ 3N vertices with the second eigenvalue λ < εd 2 /(n log n) then G contains a triangle-factor.
On the one hand, Theorem 1.1 states that if d = Θ((n log n) 2/3 ) then every optimal (with respect to edge distribution) d-regular graph with n vertices contains a triangle-factor. On the other hand, for d = O(n 2/3 ) there exists at least one optimal d-regular graph with n vertices which does not contain even a single triangle. There is an analogy between this result and, say, a similar result for random graphs: for p = cn −1/2 we have that G(n, p) is 'almost' triangle-free (that is, all triangles can be destroyed by removing a negligible number of edges), while for p = Cn −1/2 not only can one not make it triangle-free, but even after removal of up to a third of the edges touching each vertex it contains an 'almost' triangle-factor (see [5] ).
As we only rely on the edge distribution of a graph G, instead of proving Theorem 1.1 directly, we prove the following theorem for a broader class of bijumbled graphs. By the expander mixing lemma this implies Theorem 1.1. The definition of bijumbled graphs does not put any restriction on the minimum degree and, indeed, it can contain isolated vertices. The minimum degree np/2 in Theorem 1.2 can be replaced by αnp for any constant α > 0 (influencing ε). We could also prove Theorem 1.2 for jumbled graphs, however as the notion of bijumbledness is somewhat easier to deal with, we have decided not to overwhelm the reader with straightforward but technical details.
We emphasise again that β = Ω( √ np) has the following two implications for Theorem 1.2:
) and (ii) by choosing ε > 0 to be sufficiently small we can assume that n is as large as we want. If either of these conditions is not met then there are no (p, εnp 2 / log n)-bijumbled graphs and the theorem vacuously holds. Therefore for the rest of the paper we assume that n is sufficiently large.
Preliminaries
Throughout the paper we use the term disjoint as a shorthand for vertex-disjoint. Given a graph G, we denote with τ (G) the size of a smallest vertex cover of G. Note that if G and G ′ are graphs on the same vertex set, then
The following generalisation of Hall's theorem by Haxell [13] has turned out to be invaluable tool for embedding spanning graphs in (pseudo-)random graphs. We repeatedly apply it in the proof of Theorem 1.2. In the rest of the section we collect some properties of (p, β)-bijumbled graphs.
Lemma 2.2. Let G be a (p, β)-bijumbled graph. Then for any two subsets X, Y ⊆ V (G) such that |X|, |Y | > β/p there exists an edge with one endpoint in X and the other in Y .
Proof. The claim follows directly from the definition of (p, β)-bijumbledness and lower bounds on |X| and |Y |: (1/2) 2 p 2 |Y | ≤ 2β vertices with less than |Y |p/2 neighbour in Y , and similarly at most 2β vertices with less than |Z|p/2 neighbours in Z. Therefore there exists a vertex in X with at least |Y |p/2 ≥ β/p and |Z|p/2 ≥ β/p neighbours in Y and Z, respectively. By Lemma 2.2 there exists an edge between these sets, thus giving a desired triangle. Figure 3) . If the length is not important we simply refer to it as a chain. Note that an ℓ-chain contains exactly ℓ + 1 vertices such that removal either of them (but exactly one!) results in a graph that has a triangle-factor (square vertices in Figure 3 ). We call these vertices removable. For simplicity we define a 0-chain to be a single vertex. If a graph H is isomorphic to an ℓ-chain then we denote with R(H) the set of removable vertices in H. We say that a triangle in G traverses some sets A, B, C ⊆ V (G) if it intersects all of them. We repeatedly use the following important observation. 
The following lemma shows that if copies of K − 4 are scattered throughout the graph then we can find a large ℓ-chain. Krivelevich [18] Proof of Lemma 3.2. It suffices to show that we can find an ℓ-chain for ℓ = ⌊(1 − 5α)n/3⌋. Consider an exploration of the graph G by building a chain C using the following depth-first search procedure. Initially set C = ∅, D, D ′ = ∅ and U = V (G) and as long as U = ∅ do:
Remark 3.3. Graphs similar to ℓ-chains have been used by
• if C = ∅ then choose an arbitrary vertex v ∈ U , remove it from U and set C := {v};
• if C = ∅ and there exists a copy of K − 4 which contains the last added removable vertex in C as a degree-2 vertex and has all other vertices in U , glue such a copy onto C and remove the vertices from U ;
• otherwise remove the last added removable vertex from C and move it to D; if C was not a single vertex then also remove from C the two last added non-removable vertices and add them to D ′ (see Figure 3) . Note that at every step of the exploration D ′ is at most twice the size of D and none of the sets changes by more than 3 vertices. Moreover, by the construction there is no copy of K − 4 with a vertex of degree 2 in D and the other three vertices in U . If at some point C is an ℓ-chain then we are done. Otherwise consider the first step after which |U | ≤ αn + 3 and note that then necessarily |U | ≥ αn. As |C| < 3ℓ + 1 ≤ (1 − 5α)n + 1, we have
From |D ′ | ≤ 2|D| we conclude |D| ≥ αn. However as |U |, |D| ≥ αn we obtain a contradiction with the fact that there is no copy of K It is straightforward to show that sufficiently bijumbled graphs satisfy the requirement of Lemma 3.2, thus we have the following corollary. The following lemma captures the main 'absorbing' property of chains. To digest its statement we recommend the reader to see how it is applied in the proof of Theorem 1.2.
Lemma 3.5. Let G be a (p, β)-bijumbled graph with n vertices for some β = o(np 2 ). Suppose we are given disjoint ℓ-chains C
contains a triangle-factor.
Proof. By repeated application of Lemma 3.4 we obtain disjoint (ℓ/2)-chains
by adding an edge {j, k} for 1 ≤ j < k ≤ t iff there exists a triangle which traverses R(C i ), R(C ′ j ) and R(C ′ k ). We first show that there exists a subset I ⊆ [3t] of size |I| = 2t such that for every non-empty J ⊆ I of size |J| ≤ t/12 we have τ (
Let q = 0 and as long as there exists a subset J ⊆ [3t] \ q j=1 J j of size |J| ≤ t/12 which violates (1) set J q+1 := J and increase q. Let B = q j=1 J j . We claim that |B| < t/12.
Suppose towards a contradiction that this is not the case and consider the smallest q
This implies that there exists a subset I ′ ⊆ V ′ of size |I ′ | ≥ t/2 which is an independent set in every G i for i ∈ B ′ (recall that a complement of a vertex cover is an independent set). Split such I ′ arbitrarily into two (nearly)-equal subsets I ′ 1 and I ′ 2 and consider sets
. From assumptions on t and ℓ we have
On the other hand the set Y = i∈B ′ R(C i ) is of size |Y | ≥ (1) holds for every J ⊆ L 2 . By Theorem 2.1 we can then choose an edge e i = {v i , w i } ∈ G i for each i ∈ L 2 such that these edges are pairwise disjoint. This means that for every i ∈ L 2 there exists a triangle which traverses R(C i ), R(C ′ v i ) and R(C ′ w i ) (recall the construction of G i ). Therefore by Observation 3.1 we obtain a trianglefactor of the subgraph induced by
which completes the proof of the lemma.
Proof of Theorem 1.2
Our proof strategy is inspired by ideas of Krivelevich [18] . However as we cannot use multiple exposure of random edges, a technique often employed in study of random graphs and heavily used in [18] , new ideas are required. We start by finding 2000 disjoint 2 q -chains using Lemma 3.4, where q = Θ(log n) is chosen such that 2 q = Θ(n/ log n). Then, iteratively, using Lemma 3.5 construct additional q levels of chains labelled from q − 1 down to 0, such that the i-th level consists of 2000 · 2 q−i disjoint 2 i -chains (recall that 0-chains are just vertices) and the level i + 1 has the 'absorbing' property for level i (see the property stated in Lemma 3.5). Let U i denote the set of vertices used in the i-th level.
Suppose that there exists a collection of disjoint triangles which cover all the vertices in V ′ = V (G) \ q i=0 U i , some in U 0 and none in U i for i ≥ 1. This corresponds to finding an almost triangle-factor in G[V ′ ∪ U 0 ] with a twist -we need to cover all of V ′ . This turns out to be a straightforward (though non-trivial) task. Having such triangles, let L 0 ⊆ U 0 be the subset of vertices which are not used. It remains to find a triangle-factor in the subgraph induced by L 0 ∪ U 1 ∪ . . . ∪ U q . This is done using a 'cascading' effect of the levels: There exists a subset of chains in the 1-st level which together with L 0 contain a triangle-factor. The remaining chains from the 1-st level can be further covered using some chains from the 2-nd level, and so on until we cover the remaining chains from the (q − 1)-th level using the q-th level. This leaves us with 3k chains in the last level. However as these chains have Θ(n/ log n) removable vertices, we can simply partition them into groups of three and for each group find a triangle traversing the corresponding removable vertices. By Observation 3.1 this finishes a triangle-factor.
The main novelty compared to the proof by Krivelevich [18] lies in Lemma 3.5. Instead of showing that one can choose levels of chains such that each level has an absorbing property with the respect to the one below, as we have done here, Krivelevich uses multiple exposure of edges to absorb the remaining vertices into the current level.
Proof of Theorem 1.2. Consider a random equipartition V (G) = V 1 ∪ V 2 . By Chernoff's inequality and union bound, with positive probability every vertex has at least np/6 neighbour in both V 1 and V 2 (we assumed here that p ≥ n −1/3 ≫ log n/n and n is sufficiently large). Take one such partition.
Let q = ⌈log 2 ( 
. This is indeed possible: simple calculations show that each U i is smaller than n/(10 log n) thus |W i | ≥ n/4, with room to spare, and t i 2 i ≥ n/(80 log n) ≥ 400β/p 2 for sufficiently small ε > 0. Other conditions follow by the choice of parameters.
Let V C = U 0 ∪ U 1 ∪ . . . ∪ U q denote the set of all vertices which are part of some chain. Consider a set B ⊆ V (G) \ V C of all vertices which have less than |U 0 |p/2 neighbours in U 0 . By Lemma 2.3 and |U 0 | = t 0 ≥ n/(80 log n) we have |B| < 320np 2 / log n = o(np 2 ). We start by greedily covering vertices in B with vertex-disjoint triangles using V 1 : for each vertex v ∈ B, sequentially, choose a triangle which contains v, has the other two vertices in V 1 and is disjoint from previously chosen triangles. We can indeed do that as no matter how such triangles are chosen by the end they occupy at most 3|B| vertices in V 1 . Each vertex has np/6 neighbours in V 1 , thus only a negligible portion of it is occupied. By Lemma 2.2 we can find an edge within remaining vertices which gives a desired triangle.
Next, let M ⊆ V (G) \ V C be the set of all the unused vertices outside of chains, that is vertices which are not part of any triangle chosen in the previous step. Pick a maximal collection of vertex-disjoint triangles within M . By Lemma 2.4 this leaves us with a subset L ⊆ M of size at most 2β/p 2 = 2εn/ log n. We now cover L with the help of U 0 . Note that L is significantly larger than the set B thus we cannot apply the same greedy strategy -if we are not careful we could exhaust all the neighbours of some vertex before we cover it with a triangle.
We go around this using Theorem 2.1, similarly as in the proof of Lemma 3.5. For each v ∈ L form a graph G v on the vertex set U 0 by joining two vertices iff they form a triangle with v. To cover L using disjoint triangles with two endpoints in U 0 we need to chose an edge from each G v such that all these edges are pairwise disjoint. Theorem 2.1 tells us that if for every I ⊆ L we have τ (
then such a choice is possible. Equivalently, for every I ⊆ L and for every X ⊆ U 0 of size |X| < 3|I| it suffices to show that there is a triangle with one vertex in I and the other two in U 0 \ X. Suppose first |I| ≤ t 0 p/12. Then |X| ≤ t 0 p/4 and as every vertex in L has at least |U 0 |p/2 neighbours in U 0 (recall that we have already covered those that did no have this property in the first step) there exists an edge among those (at least) t 0 p/4 ≥ β/p ones outside of X (by Lemma 2.2). Otherwise, if |I| ≥ t 0 p/12 > 1 + 4β then |X| ≤ 3|I| ≤ 3|L| < t 0 /2 thus |U 0 \ X| ≥ t 0 /2 ≥ 2β/p 2 and by Lemma 2.4 there exists a triangle with one endpoint in L and the other two in U 0 \ X.
To conclude, up to this point we have found disjoint triangles which cover all the vertices in V (G) \ V C and some in U 0 . Let L 0 ⊆ [t 0 ] be the set of indices of vertices in U 0 which were not used in the previous phase. Now for each i = 0, . .
] be a subset of indices such that
contains a triangle-factor and set
. Such sets L ′ i+1 are guaranteed to exists by the choice of chains and Lemma 3.5. All together, this gives us a triangle-factor of a subgraph induced by
q and note that |L q | is divisible by 3. Therefore it suffices to show that for each j ∈ {0, . . . , 
Concluding remarks
• It remains to determine if the log n factor in Theorem 1.1 is necessary. A conjecture of Krivelevich, Sudakov and Szabo [19] states that it can be omitted. As a first step it would be interesting to show that if G is (p, o(np 2 ))-bijumbled then one can cover all but n 1−ε vertices with disjoint triangles, for some ε > 0. Generalising this to disjoint triangles which intersect different sets of removable vertices, one could potentially only need to construct O(1) levels of chains-compared to Θ(log n) levels-similarly as in a proof of Krivelevich [18] . This could lead to a solution of the conjecture.
• A straightforward modification of our argument shows that every (p, εnp r−1 / log n)-bijumbled graph with minimum degree np/2 contains a K r -factor. This improves a result of Allen et al. [1] which requires β = O(np 3r/2 ), though it is fair to note that they show the existence of a much richer subgraph, namely the r-th power of a Hamilton cycle. Whether such a bound on β is optimal is unclear as we do not know if it is the weakest (up to log n factor) condition which guarantees the existence even of a single K r .
• With a bit more effort we believe the same argument should also work for (p, β)-jumbled graphs (see [23] ), rather than the stronger bijumbled version.
• It would be interesting to see if β = o(np 2 / log n) is also sufficient for the existence of any 2-regular spanning subgraph, that is any collection of cycles with the total size n. A stronger result would be to improve a result of Allen et al. [1] and show that such β ensures the square of a Hamilton cycle.
• The proof strategy can be seen as a 'derandomisation' of a proof by Krivelevich [18] . One advantage of this approach compared to other absorbing-type proofs is that chains are very easy to construct and the effort goes into showing how to use them as absorbers.
We hope this will make other problems on H-factors and, potentially, more general graphs, easier to tackle.
