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Summary
This thesis is mainly focused on identities motivated by McShane’s identity. Firstly,
by applying the Luo-Tan identity, we derive a new identity for a hyperbolic one-holed
torus T. Secondly, we review the SL(2,C) character variety χ of pi1(T) = 〈a, b〉 and
the action of the mapping class groupMCG of T on χ keeping invariant the trace of
the commutator of the generators. The subset of characters satisfying the Bowditch
Q-conditions is open in the relative character variety andMCG acts properly discon-
tinuously on the subset. We prove a simple and new identity for characters satisfying
the Bowditch Q-conditions which generalizes McShane’s identity. Thirdly, we can
interpret the action of MCG on χ as the action of the Coxeter group G3 on C3




3 = x1x2x3 + µ, where µ ∈ C.
We generalize the study to the action of the Coxeter group Gm on Cm with m ≥ 3,
which leaves invariant the varieties Ξmµ in Cm described by the Hurwitz equations
x21 +x
2
2 + · · ·+x2m = x1x2 · · ·xm +µ. We formulate a generalization of the Bowditch
Q-conditions and show that it describes an open subset of Ξmµ on which Gm acts
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In this thesis, we mainly deal with hyperbolic surfaces, SL(2,C) character varieties
of F2 and the dynamics of certain Coxeter group action on Cm fixing the varieties
defined by the Hurwitz equations. In the introduction, we provide an outline of the
main results and the organizational structure of the thesis.
We start off with studying some known identities on hyperbolic surfaces. In
1991, Greg McShane proved a remarkable identity concerning the lengths of simple
closed geodesics on a once-punctured torus T0 equipped with a complete hyperbolic









where the sum is over all simple closed geodesics B on T0 and b denotes the length
of B.
Recently in 2011, Luo and Tan established an identity for any hyperbolic surface
with or without geodesic boundary in [27]. However, the Luo-Tan identity is trivial
for a hyperbolic one-holed torus. By using their technique and covering arguments
of four-holed spheres and one-holed tori with orbifolds, we derive a new identity for
a hyperbolic one-holed torus Tk with a geodesic boundary of length k > 0 which
involves the so-called Lasso function La(x, y) of two variables defined in (3.8) and
the Roger’s Dilogarithm function L(z).
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Theorem A (Theorem 3.11). For a hyperbolic one-holed torus Tk with a geodesic
boundary of length k > 0, we have∑
B




where B ranges over all non-peripheral simple closed geodesics on Tk. For the non-
peripheral simple closed geodesic B on Tk, qB and mB are the lengths of the unique
geodesic arcs as in Figure 1.1.
Figure 1.1: A one-holed torus Tk
Similarly for T0,
Theorem B (Theorem 3.13). For a once-punctured torus T0 equipped with a com-




(1 + e−b))− L(1
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where the sum extends over all simple closed geodesics B on T0 and b is the length
of B.
The above new identities (1.2) and (1.3) for hyperbolic tori are quite similar to,
but not the same as McShane’s identity (1.1). We ask a natural question: are there
other similar identities for hyperbolic tori ?
In the second part, we prove a new identity by following the methods used by
Bowditch in [7, 9] and Tan et al. in [44]. Let Γ be the fundamental group of a
hyperbolic torus T with one cusp or a geodesic boundary. Γ is a free group on two
generators a and b where a, b correspond to non-peripheral simple closed curves on
3T with geometric intersection number one. Define g′ ∼ g in Γ if and only if g′
is conjugate to g or g−1, thus Γ/∼ represents the set of free homotopy classes of
(unoriented) closed curves on T. Let Ω˜ ⊂ Γ/∼ be the set of free homotopy classes
of essential (i.e. non-trivial, non-peripheral) simple closed curves on T. For each
[g] ∈ Ω˜, there exists a unique non-peripheral simple closed geodesic on T in [g].
The hyperbolic structure of T0 defines a discrete and faithful, type-preserving
representation ρ : Γ→ PSL(2,R) such that ρ([a, b]) is parabolic with tr(ρ([a, b])) =
−2. Since Γ is a free group, the representation can be lifted to SL(2,R) and the
lifted representation is still denoted by ρ. Note tr(ρ([a, b])) is independent of the













) for x 6= 0 and gave an independent proof of (1.4).
For a general character [ρ] ∈ χ := Hom(Γ, SL(2,C))//SL(2,C), by Fricke [18] and
Fricke and Klein [19], it is uniquely determined by the triple (x, y, z) = (tr(ρ(a)), tr(ρ(b)),
tr(ρ(ab))) in C3. Furthermore, by the commutator relation
tr(ρ([a, b])) + 2 = tr2(ρ(a)) + tr2(ρ(b)) + tr2(ρ(ab))− tr(ρ(a))tr(ρ(b))tr(ρ(ab)),
the character [ρ] is type-preserving if and only if the triple is a solution to the Markoff
equation
x2 + y2 + z2 = xyz. (1.5)
The mapping class group MCG := pi0(Homeo(T)) acts on χ keeping invariant the
trace of the commutator of the generators. By identifying χ with C3,MCG acts on
C3 keeping invariant the polynomial x2 +y2 +z2−xyz. Bowditch in [9] extended the
study to type-preserving characters [ρ] by defining Markoff maps φ : Ω˜ → C with
φ([g]) = tr(ρ(g)). A Markoff map is determined by a triple satisfying the Markoff
equation (1.5) and the set Φ of Markoff maps on Ω˜ is identified with the variety in C3
given by the Markoff equation (1.5). Bowditch proposed the following Q-conditions
for any function φ′ on Ω˜ which are called the BQ-conditions:
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1. φ′([g]) /∈ [−2, 2] for all [g] ∈ Ω˜; and
2. |φ′([g])| ≤ 2 for only finitely many (possibly none) [g] ∈ Ω˜.
He proved that the BQ-conditions describe an open subset of Φ on whichMCG acts
properly discontinuously. Moreover, Bowditch proved that McShane’s identity (1.4)







Tan et al. in [44] extended the study further to non-type-preserving characters.
For µ ∈ C, the relative character variety χµ−2 := {[ρ] ∈ χ : tr(ρ([a, b])) = µ− 2} is
identified with the variety in C3 defined by the equation
x2 + y2 + z2 = xyz + µ, (1.7)
which is called a generalized Markoff equation or the µ-Markoff equation. For [ρ] ∈
χµ−2, they defined a µ-Markoff map φ : Ω˜ → C with φ([g]) = tr(ρ(g)). The set
Φµ of µ-Markoff maps on Ω˜ is also identified with the variety in C3 defined by the
µ-Markoff equation (1.7). They proved that the BQ-conditions describe an open
subset of Φµ on whichMCG acts properly discontinuously. In addition, they proved
that (Theorem 3.5 of [44]) for µ ∈ C\{0} and φ ∈ Φµ satisfying the BQ-conditions,
∑
[g]∈Ω˜
h(φ([g])) = ν mod 2pii (1.8)
where the sum converges absolutely, ν = cosh−1(−µ/2 + 1) and for x ∈ C\{±√µ}
h(x) = log
eν + e2 cosh
−1(x/2)
e−ν + e2 cosh−1(x/2)
.
Our next main result is a new identity for µ-Markoff maps satisfying the BQ-
conditions, different from the identity (1.8) and which reduces to McShane’s identity
(1.6) when µ = 0.
5Theorem C (Theorem 4.4). For µ ∈ C and φ ∈ Φµ satisfying the BQ-conditions,∑
[g]∈Ω˜
H3(φ([g]), µ) = 1
2
, (1.9)
where the sum converges absolutely and for x ∈ C\{0,±√µ},











In the last part, we generalize the results of the second part to the study of
polynomial actions on Cm with m ≥ 3 which preserve the Hurwitz equations. Let
Gm = 〈s1, s2, · · · , sm|s21 = s22 = · · · = s2m = e〉. The right action of Gm on Cm
is defined as follows: for any i ∈ Im := {1, 2, · · · ,m} and ~x = (x1, · · · , xm) ∈




− xi, or equivalently ~x · si :=(






, · · · , xm
)
. It is clear that the action of Gm on Cm preserves
the varieties Ξmµ of Cm defined by the Hurwitz equations
x21 + · · ·+ x2m = x1 · · ·xm + µ. (1.10)
Note the case m = 3 is the case investigated in the second part and for m ≥ 4 and
µ = 0, (1.10) is the equation studied by Hurwitz as a Diophantine equation. The
questions we investigate are how to describe an open subset of Ξmµ on which Gm
acts properly discontinuously? Furthermore, for any point in this subset, is there
an identity which generalizes identity (1.9)? We answer the questions in this part.
The Cayley Graph 4(Gm) of Gm is an m-regular (infinite) tree Tm with vertex
set V (Tm) = Gm and edge set E(Tm). There is an m-coloring scheme for E(Tm) i.e.
a map from E(Tm) to Im such that any edge connecting g to g
′ = gsi is indexed by
i, therefore all the edges adjacent to any vertex g ∈ V (Tm) have different indices in
Im. An alternating edge path in Tm is a bi-infinite path with exactly two alternating
indices of edges and let Ωm be the set of alternating edge paths in Tm.
For any given ~x ∈ Ξmµ , we define a vector map f~x : V (Tm)→ Cm with f~x(g) = ~x·g
for any g ∈ V (Tm). We call such vector maps µ-Hurwitz maps or simply Hurwitz
maps if µ = 0. Note a µ-Hurwitz map is completely determined by the vector
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at e ∈ V (Tm), hence there is a bijective correspondence between the variety in
Cm given by (1.10) and the set of all µ-Hurwitz maps on V (Tm). We identify the
two sets and use Ξmµ to denote the set of µ-Hurwitz maps on V (Tm) too. The
right action of Gm on Ξ
m
µ is (f~x · g)(g′) = f~x(gg′) = ~x · (gg′) for g, g′ ∈ Gm and
f~x ∈ Ξmµ , thus f~x · g = f~x·g for g ∈ Gm and f~x ∈ Ξmµ . For a given µ-Hurwitz map
f~x ∈ Ξmµ and any P ∈ Ωm, note that only two entries of vectors at vertices on P
are changing and all the other (m− 2) entries are unchanged, we define a function
g~x : Ωm → C with g~x(P ) equals to the product of its (m − 2) unchanged entries.
Denote Ωg~x(k) = {P ∈ Ωm : |g~x(P )| ≤ k} for k ≥ 0. We propose a generalization of
the BQ-conditions, the so-called pseudo-BQ-conditions for any function αm on Ωm:
1. αm(P ) /∈ [−2, 2] for all P ∈ Ωm; and
2. Ωαm(k) is finite (possibly empty) for any k > 2 (for example k = 3).
Let (Ξmµ )Q be the set of µ-Hurwitz maps whose induced functions on Ωm satisfy the
pseudo-BQ-conditions. We show that (Ξmµ )Q is an open subset of Ξ
m
µ on which Gm
acts properly discontinuously. Moreover, we prove an identity for any µ-Hurwitz
map in (Ξmµ )Q (Theorem 5.40). In particular when µ = 0, we have
Theorem D (Theorem 5.4). If f~x is a Hurwitz map such that the induced function





where the sum converges absolutely.
The rest of this thesis is organized in the following way. In Chapter 3, we
obtain the new identities (1.2) and (1.3). In Chapter 4, we prove the simple identity
(1.9). In the last chapter, we extend our study to the Hurwitz equations (1.10) for
m ≥ 4, µ ∈ C. For readers’ convenience, a list of conventions we follow throughout
the thesis and important functions in the thesis is included in Appendix A. Some
useful calculations in hyperbolic geometry are contained in Appendix B. A basic
introduction to hyperbolic geometry is provided in Chapter 2.
Chapter2
Basic Hyperbolic Geometry
In this chapter, we make an introduction to the fundamental hyperbolic geometry
and it serves as the background for this thesis. For a completed and detailed account
of such a study, see for example [5, 17, 13, 48, 24, 28, 36] and quite a few formulae
and information below are borrowed from these references. For those who have
already been familiar with the material, you may turn to the next chapter directly.
Following a brief historical review of hyperbolic geometry in the first section and
a simple discussion on Mo¨bius transformations in the second section, we present
hyperbolic geometry by adopting the Poincare´’s models in the third section and a
few useful examples of hyperbolic manifolds in the final section.
2.1 Brief History
Hyperbolic geometry that was previously called non-Euclidean geometry emerged
when people attempted to prove the Parallel Postulate which is also called Euclid’s
Postulate 5 and found that their efforts failed. Readers who are interested in the
synthetic approach are referred to [23, 50] and references therein.
According to [33], the first published result, which was written by Russian math-
ematician Nikolai Ivanovich Lobachevsky on non-Euclidean geometry, appeared in
7
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1829 in an obscure Russian journal. Nowadays it is commonly agreed that the cre-
ators of non-Euclidean geometry are German mathematician Carl Friedrich Gauss,
Russian mathematician N. I. Lobachevsky and Hungarian mathematician Ja´nos
Bolyai, see [23] for a detailed historical development. After the creation, however,
non-Euclidean geometry existed in a divorced form from the rest of mathematics
until 1868 with the publication of two papers of E. Beltrami. Since then it be-
came a standard and mature subject which related to quite a number of areas in
mathematics and other fields as well.
Pursuant to [33], Beltrami showed that two dimensional non-Euclidean geometry
is the study of suitable surfaces of constant negative curvature in his first paper while
in his second paper, he introduced what we now call the hemisphere model for n-
dimensional non-Euclidean geometry. The term hyperbolic geometry was introduced
by Felix Klein in 1871 when he reinterpreted Beltrami’s work. Poincare´ in 1882 re-
introduced the models, which we now call the Poincare´’s models, and identified the
group of isometries to fractional linear transformations, i.e. Mo¨bius transformations.
2.2 Mo¨bius transformations
Mo¨bius transformations play a central role in hyperbolic geometry. In fact Mo¨bius
transformations are isometries of hyperbolic geometry. Here we first define Mo¨bius
transformations on the Riemann sphere C = C
⋃{∞} and then extend to 3-dimensional
space S3 = R3
⋃{∞}.
A (normalized) Mo¨bius transformation M on C has the form
z 7→M(z) = az + b
cz + d
,
where a, b, c, d ∈ C and ad− bc = 1. Here we present the Mo¨bius transformation M





2.2 Mo¨bius transformations 9
Since M and −M correspond to the same Mo¨bius transformation, we can iden-
tify the group of Mo¨bius transformations with the quotient group PSL(2,C) :=
SL(2,C)/{±I}. It is easy to check that cross-ratios are invariant under Mo¨bius trans-
formations. Note the cross-ratio is defined as follows: for a quadruple (z1, z2, z3, z4)
of pairwise distinct points in C, its cross-ratio [z1, z2; z3, z4] is




z2 − z4 =
(z1 − z3)(z2 − z4)
(z1 − z4)(z2 − z3) ∈ C.
Another property for Mo¨bius transformations is that if we regard straight lines as
special circles, Mo¨bius transformations map circles in C to circles. There is a popular
short video [3] by Douglas Arnold and Jonathan Rogness of University of Minnesota
which was one of the winners in the 2007 Science and Engineering Visualization
Challenge. It depicts the beauty of Mo¨bius transformations in a dynamic way.
For a matrix, we would like to take the conjugation to get a simpler form of the
matrix. The idea works well for Mo¨bius transformation and we have a classifica-
tion of all non-trivial Mo¨bius transformations into three types called Loxodromic,
Parabolic and Elliptic.
A Mo¨bius transformation is loxodromic if it is conjugate to the transformation
z → λ2z, for |λ| > 1. Sometimes loxodromic transformations are called hyperbolic
transformations if λ are real and strictly loxodromic transformations if λ are not real.
A Mo¨bius transformation is parabolic if it is conjugate to the transformation z →
z+1. And a Mo¨bius transformation is elliptic if it is conjugate to the transformation
z → e2θiz with θ ∈ (−pi, pi)\{0}. We call these conjugates listed above standard
forms. Equivalently we can classify Mo¨bius transformations according to fixed points
or traces of the corresponding matrices of the transformations. Note that for a
given Mo¨bius transformation, the trace square of its corresponding matrix is well
defined while the trace itself is not well-defined. Moreover two non-trivial Mo¨bius
transformations M1 and M2 are conjugate if and only if tr
2(M1) = tr
2(M2). For
some common identities on traces of matrices in SL(2,C), refer to Appendix B.
Now we use the Poincare´ extension to obtain Mo¨bius transformations on S3 from
Mo¨bius transformations on C. The Poincare´ extension depends on the embedding
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of C into S3,
(x, y) 7→ (z, 0)
where z = x + iy. For a Mo¨bius transformation M on C it maps circles in C to
circles, the Poincare´ extension M˜ on S3 is defined to map the hemisphere bounded
by a circle to the hemisphere or half-plane in the same half-space bounded by the
image of the circle under M . Thus the extension M˜ leaves C invariant and so are
upper and lower half-spaces. It is useful to work out the formula for extension on
the upper half-space {(z, t) : z ∈ C, t > 0}. Suppose the Mo¨bius transformation M





Then we have if c 6= 0, the extension M˜ on the upper half-space is
(z, t)→
(
− z + d/c





c2(|z + d/c|2 + t2)
)
,









Hyperbolic geometry is a special type of Riemannian geometry. That is, n-dimensional
hyperbolic space Hn is a complete, connected and simply connected Riemannian n-
manifold with constant sectional curvature −1.
For hyperbolic plane H2, it is a complete, connected and simply connected Rie-
mannian surface with Gaussian curvature −1. There are a few models and we limit
our discussion to the most commonly used models called the Poincare´ Hyperbolic
plane models: the upper half-plane model and the unit disk model. These two
models can be used interchangeably.
The upper half-plane model is {z = x+ iy ∈ C : =(z) = y > 0} with the metric








The group of isometries of the upper half-plane model is precisely group of maps of
the form
z 7→ az + b
cz + d
or z 7→ a(−z¯) + b
c(−z¯) + d,
where a, b, c, d ∈ R and ad−bc = 1. We identify the orientation preserving isometries
of the upper half-plane model as Iso+(H2) = PSL(2,R). The geodesics or hyperbolic
lines are semicircles orthogonal to the boundary R and vertical half lines.





(1− (x2 + y2))2 := λ
2|dz|2.
Similarly we can obtain isometries of the unit disk model and they are maps of the
form
z 7→ az + c¯
cz + a¯
or z 7→ az¯ + c¯
cz¯ + a¯
,
where |a|2 − |c|2 = 1. The geodesics are diameters and circular arcs orthogonal to
the boundary circle {z ∈ C : |z| = 1}.
The two models can be obtained one from the other. For example the unit disk





and we denote either one of the models by H2. Note the Gaussian curvature K for
both models can be calculated by
K = − 1
λ2
∆(lnλ)
where ∆ is the Laplace operator. It is easy to see that both models are complete,
connected and simply connected.
For hyperbolic space H3, we also have two widely used models: the upper half-
space model and the unit ball model. The upper half-space model is {(z, t) : z =
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x+ iy ∈ C, t > 0} with the metric as
ds2 =
dx2 + dy2 + dt2
t2
.
The metric is invariant under any Mo¨bius transformation obtained from Poincare´
extension discussed in previous section. In fact these transformations form the group
of all orientation preserving isometries of the model and we identity Iso+(H3) =
PSL(2,C). The hyperbolic planes are hemispheres orthogonal to the boundary plane
C and vertical half-planes. The geodesics are semicircles orthogonal to C and vertical
half-lines.
The unit ball model is {(z, t) : z = x+ iy ∈ C, t ∈ R, x2 + y2 + t2 < 1} with the
metric as
ds2 =
4(dx2 + dy2 + dt2)
(1− (x2 + y2 + t2))2 .
The orientation preserving isometries are those Mo¨bius transformations that map
the unit ball to itself. The hyperbolic planes are those spherical caps orthogonal to
the boundary sphere {(z, t) : z = x+ iy ∈ C, t ∈ R, x2 + y2 + t2 = 1} and equatorial
planes. The geodesics are circular arcs orthogonal to the boundary sphere and
diameters.
In fact the two models are equivalent by certain Mo¨bius transformation that
maps one to the other. Notice that the constant sectional curvature −1 means that
all hyperbolic planes through a given point have Gaussian curvature −1 and it is
true for both models. It is easy to see that for both models, they are connected and
simply connected and their metrics are complete.
For some simple calculations in hyperbolic geometry, especially in hyperbolic
plane geometry, please refer to Appendix B.
2.4 Examples of hyperbolic manifolds
In this section, we are going to show some useful examples of hyperbolic surfaces
and hyperbolic 3-manifolds.
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Hyperbolic surfaces are those Riemann surfaces endowed with hyperbolic struc-
ture, i.e. with constant Gaussian curvature −1. Simplest examples are pairs of
pants, or three-holed spheres, or Y pieces. A pair of pants is a compact Riemann
surface of signature (0, 3) which may be obtained by gluing two isometric right-
angled hexagons in H2 along their alternative sides. Here the boundaries of pairs
of pants are assumed to be geodesics. In fact, every pair of pants with boundary
geodesics is totally determined by their lengths since every right-angled hexagon is
determined by its alternative side lengths and for any three positive real numbers
l1, l2, l3 ∈ R+, there is a (and unique up to isometry) right-angled hexagon with
alternative side lengths (l1, l2, l3), thus the Teichmu¨ller space of pairs of pants (with
some marking) becomes R3+.
For simplest hyperbolic surface i.e. a pair of pants P, denote the boundary
geodesics by L1, L2, L3 with their lengths as l1, l2, l3, respectively. For {i, j, k} =
{1, 2, 3}, let Mi be the shortest geodesic arc between Lj and Lk with its length mi,
Bi be the shortest non-trivial geodesics arc from Li to itself with its length pi. Mi
and Bi are both orthogonal to ∂P. There are some elementary calculations about
pairs of pants in Appendix B.
Other simple examples of compact hyperbolic surfaces with geodesic boundary
are hyperbolic four-holed spheres and one-holed tori. A four-holed spheres can be
obtained by gluing two pairs of pants along the geodesic boundaries of equal length.
Note that a four-holed sphere is not totally determined by its boundary lengths
simply because there is a twist parameter when we glue two such pairs of pants
together. A hyperbolic one-holed torus can be obtained from a pair of pants with
two geodesic boundaries of equal length. Given such a pair of pants, we can gluing
the two geodesic boundaries together and get a one-holed torus. Note also that a
hyperbolic one-holed torus is not determined by its boundary length. Moreover,
there is a significant relation between four-holed spheres with boundaries of lengths
all equal and one-holed tori.
Let Qc be a four-holed sphere with boundary geodesics all of length c and A
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Figure 2.1: Relation of four-holed sphere with orbifold
be a non-peripheral simple closed geodesic on Qc with its length a. We obtain two
identical pairs of pants. For each pair of pants P we adopt the notations as above.
Here we denote l1 = l2 = c, l3 = a, m1 = m2 = mA, m3 = qA and p3 = pA. Such a
four-holed sphere is a fourfold cover to an orbifold; see Figure 2.1.
For a hyperbolic one-holed torus Tk with boundary geodesic of length k, we
arbitrarily choose a non-peripheral simple closed geodesic B with its length b and
We obtain a pair of pants. For the pair of pants, we adopt the same notation as
before and denote l1 = l2 = b, l3 = k, m1 = m2 = mB, m3 = qB and p3 = pB. Such
a one-holed torus is a double cover to an orbifold; see Figure 2.2.
If k = 2c, there is a bijective correspondence between hyperbolic structures on
four-holed spheres Qc with boundary geodesics all of length c and one-holed tori
Tk with boundary geodesic of length k via intermediate orbifolds. Furthermore, for
the corresponding four-holed sphere Qc and one-holed torus Tk, there is a bijective
correspondence between non-peripheral simple closed geodesics on Qc and those on
Tk. In fact for a non-peripheral simple closed geodesic A of length a on Qc and the
corresponding non-peripheral simple closed geodesic B of length b on Tk, we have
a = 2b, pA = qB and qA = pB.
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Figure 2.2: Relation of one-holed torus with orbifold
For compact hyperbolic surfaces without boundary, i.e. closed hyperbolic sur-
faces with genus greater than one, they can be built from pairs of pants. With the
building blocks of pairs of pants and extra twisting along pasting geodesic bound-
aries, i.e. twist parameters, we can get a closed hyperbolic surface Σg of genus g > 1
and moreover its Teichmu¨ller space becomes R3(g−1)+ × R3(g−1) which are Fenchel-
Nielsen parameters.
Figure 2.3: An example of a cone-surface
For cusps or punctures, they are interesting structures on hyperbolic surfaces.
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Cusp regions and gap functions are discussed extensively in [29, 49, 41]. A cusp
region may be viewed in the following way: take the region {z ∈ C : 0 ≤ <(z) ≤
l,=(z) ≥ 1} for some l > 0 in the upper half-plane model and glue the two vertical
lines together by a simple Mo¨bius transformation z → z+ l. Then we will get a cusp
region with a horocyclic boundary of hyperbolic length l. Doubling two ideal trian-
gles gives a three-cusped hyperbolic surface while gluing two ideal triangles along
two sides gives a once-punctured hyperbolic bigon. For cones, they are discussed
extensively in [41]. A simple example of a cone-surface is obtained by doubling two
identical triangles with angels α, β, γ 6= 0 in H2. Such surface has three cone points
with cone angles 2α, 2β, 2γ; see Figure 2.3. For a detailed definition and discussion
on cone-manifolds, see for example [16].
For 3-dimensional Hyperbolic manifolds, the simplest ones are ideal tetrahedra.
We may choose any four distinct points p1, p2, p3, p4 on ∂H3. To avoid degenerate
cases, the four ideal points do not lie in a circle of ∂H3. Then we can draw six
hyperbolic geodesics by connecting pairs of points. Every three points determine
a hyperbolic plane, thus we have four hyperbolic planes. The hyperbolic planes
are pairwise intersected and their intersections are hyperbolic geodesics. The four
planes form a four sided solid called an ideal tetrahedron; see Figure 2.4. The ideal
tetrahedron is uniquely determined up to isometry of its four ideal points.
Figure 2.4: An ideal tetrahedron in the unit ball model
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We can also describe an ideal tetrahedron by its dihedral angles. In the upper
half-space model, we can choose one of the ideal points to be ∞ (assume we take
p4 to be ∞ at first) and the other three points lie on the complex plane C. The
three hyperbolic planes meeting p4 actually lie in vertical half-planes, and denote
the three angles formed by the intersection of these vertical half-planes at p1, p2, p3
by α, β, γ, respectively, and label three other dihedral angles by ρ, δ,  in such a way
that ρ is opposite to α, δ is opposite to β and  is opposite to γ. It’s easy to see that
α + β + γ = pi since they form an Euclidean triangle. We may map other points to
be ∞ and then we have the following relations.
take p1 to be ∞ ⇒ δ + α +  = pi,
take p2 to be ∞ ⇒ ρ+ + β = pi,
take p3 to be ∞ ⇒ ρ+ γ + δ = pi.
Thus α = ρ, β = δ and γ = . Therefore the total sum of dihedral angles of an ideal
tetrahedron is always 2pi.
For other examples of hyperbolic 3-manifolds, we have two important classes,
surface bundles over circle such as once-punctured torus bundles and knot comple-
ments in S3. We will not discuss them in detail here. The role played by hyperbolic
3-manifolds in 3-dimensional topology is extensively studied by Thurston in [46, 47].

Chapter3
Identities on Hyperbolic manifolds
In this chapter, we review some known identities on hyperbolic manifolds with or
without boundary. McShane’s identity is reviewed in the first section, Basmajian’s
identity and Bridgeman’s identity are reviewed in the second section and the Luo-
Tan identity is reviewed in the third section. In the last section, we apply the
Luo-Tan identity to some small hyperbolic surfaces and obtain the main results.
3.1 McShane’s identity
Greg McShane in his PhD dissertation [29] proved the following identity for a once-
punctured torus.
Theorem 3.1 (McShane [29]). For a once-puncture torus T0 equipped with a com-








where the sum is over all simple closed geodesics B on T0 and b denotes the length
of B.
The identity (3.1) holds regardless the hyperbolic structure of T0, that is, it is
true for all points in the Teichmu¨ller space of once-punctured torus. McShane him-
self provided a geometrical proof using the deep result of Birman and Series in [6].
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A few year later Bowditch provided another proof in [7] which is more straightfor-
ward but lacks of geometric motivation. In addition Schmidt and Sheingorn in [38]
provided a proof “intermediate”, as in their own word, to McShane’s original proof
and Bowditch’s proof.
Applications. Bowditch in [8] obtained a variation of McShane’s identity for
once-punctured torus bundles. Akiyoshi et al. refined and generalized Bowditch’s
result to hyperbolic punctured surface bundles in [1, 2]. Another striking applica-
tion was discovered by Maryam Mirzakhani in [35] which showed that McShane’s
identity can be used to calculate the Weil-Petersson volume of moduli space of
once-punctured torus.
Other identities on hyperbolic tori. McShane himself proved an identity
over each of the three Weierstrass classes on T0 (i.e. Theorem 1.1 of [31]) and Tan
et al. showed identities for hyperbolic one-coned tori with cone angles θ ∈ (0, 2pi)
and hyperbolic one-holed tori with boundary geodesic of length l > 0 (i.e. Theorem
1.4 of [41]).
Generalizations. McShane’s identity (3.1) was later generalized to more gen-
eral hyperbolic surfaces with cusps by McShane himself in [30], to hyperbolic cone-
surfaces by Tan et al. in [41], to hyperbolic surfaces with cusps and/or geodesic
boundary independently by Maryam Mirzakhani in [35] and Tan et al. in [41] as
well as to classical Schottky groups by Tan et al. in [45]. Two additional remarks:
McShane’s result in his thesis can be regarded as a special case of his own result in
[30] and Goodman-Strauss and Rieck provided another proof in [22] of the result in
[30]; and Mirzakhani in [35] calculated the Weil-Petersson volumes of moduli spaces
of bordered surfaces by using generalized McShane’s identity she obtained.
3.2 Basmajian’s Identity and Bridgeman’s Iden-
tity
In this section, we review Basmajian’s identity and Bridgeman’s identity.
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Let M be a compact hyperbolic n-manifold with finite volume and non-empty
totally geodesic boundary ∂M . i.e. every boundary hypersurface is totally geodesic,
that is every geodesic on the hypersurface is also a geodesic in the manifold. Basma-
jian introduced the concept of orthogeodesic in [4]: an orthogeodesic is a geodesic arc
α properly immersed in M and is perpendicular to ∂M at its endpoints. Let OM be
the collection of orthogeodesics and Λ(M) be the set of lengths (with multiplicities)
of orthogeodesics, which is called the orthospectrum of M .
Theorem 3.2 (Basmajian’s Identity, [14] and [11]). Let M be a compact hyperbolic
n-manifold with non-empty totally geodesic boundary ∂M . Then the volume of the














where Vk(r) is the volume of r-ball in Hk and |α| denotes the length of α.
In particular for hyperbolic surfaces, we have
Theorem 3.3 (Basmajian’s Identity for hyperbolic surfaces). Let S be a compact
hyperbolic surface with non-empty geodesic boundary ∂S. Then the length of the












Bridgeman in [10] and Bridgeman and Kanh in [11] showed the following result:
Theorem 3.4 (Bridgeman’s Identity, Theorem 1 of [11]). Given n ≥ 2, there exists
a continuous monotonically decreasing function Fn : R+ → R+ such that if M is a
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Theorem 3.5 (Bridgeman’s identity for hyperbolic surfaces, [10] and Theorem 1.1









where L(z) is the Roger’s Dilogarithm function.
Danny Calegari in [14] provided a common geometric argument for Basmajian’s
identity (3.2) and Bridgeman’s identity (3.3). Bridgeman and Tan in [12] provided
a connection between the two identities, that is they are the first two moments of
the Liouville measure. Bridgeman himself in [10] provided the following interesting
geometric interpretation of the identity (3.4) for an ideal n-polygon in hyperbolic
plane geometry. Let S be an ideal n-polygon, χ(S) be the Euler characteristic of S









Note the left hand side is a finite sum and NS = n. By the Gauss-Bonnet theorem,
χ(S) = −n−2
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For an ideal quadrilateral, there are two orthogeodesics. Let l and m denote their




) = 1. By Bridgeman’s identity (3.5), we
have




If we denote z = sech2(l/2), then 1 − z = sech2(m/2). The above identity is
equivalent to the Euler relation for the Roger’s Dilogarithm function L(z), that is,
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3.3 The Luo-Tan identity
In this section, we review the Luo-Tan identity for any hyperbolic surface.
In fact, McShane in [32] and Tan et al. in [41] found an identity for a closed
hyperbolic surface of genus two. Their method, however, relies on the fact that
every genus two surface admits a hyperbolic involution, which is not generally true
for other closed surfaces. In [27], Luo and Tan proved an identity for any closed
hyperbolic surface by considering the unit tangent bundle over the surface.
Let F be a closed hyperbolic surface of genus g ≥ 2, χ(F) be the Euler character-
istic of F, S(F) be the set of unit tangent vector over F and µ be the Haar measure
on S(F) which is invariant under the geodesic flow. Then
µ(S(F )) = −4pi2χ(F ) = 8pi2(g − 1).
A subsurface S ⊂ F is said to be proper if the inclusion map i : S → F is injective,
and geometric if the boundary component(s) of S is(are) geodesic(s).
By ergodicity of geodesic flow, for almost every vector v ∈ S(F), the unit speed
geodesic rays γ+(t) and γ−(t) determined by v and −v, respectively, self intersect
transversely. For every generic vector v ∈ S(F), we obtain a closed unit speed
geodesic arc Gv in the following way. We start the geodesic arc from v by adding
up points in the rays γ+(t)
⋃
γ−(t) moving at unit speed starting at t = 0. We stop
adding new points in the ray where there is a first intersection (assume at t1 in the
ray γ−(t)) and continue adding points in the other ray until a second intersection
(assume at t2). Gv = γ−([0, t1])
⋃
γ+([0, t2]). Note there is a critical case where Gv
is not well-defined. In this case, the first intersection occurs when the two endpoints
coincide at time t0 > 0. We always choose to stop adding points of the ray in the
negative direction and continue adding points of the ray in the positive direction.
For Gv, viewed as a graph, its Euler characteristic is −1. The proper and geo-
metric tubular neighborhood of Gv is either a one-holed torus T or a pair of pants
P in F whose boundaries are all geodesics and Gv forms a spine of the subsurface.
In such a way we obtain a disjoint decomposition of S(F). More precisely, for every
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generic vector v ∈ S(F), Gv forms a spine of a unique properly embedded geometric
one-holed torus T or a pair of pants P in F. For a given hyperbolic pair of pants P,
let f(P ) denote the measure of unit tangent vectors v ∈ S(P) where Gv forms a spine
of P; and for a given hyperbolic one-holed torus T, let g(T ) denote the measure of
unit tangent vectors v ∈ S(T) where Gv forms a spine of T. The exact formulae of
f and g will be presented in the next section, that is (3.10) and (3.14), respectively.
Theorem 3.6 (The Luo-Tan identity, Theorem 1.1 of [27]). Let F be a closed
hyperbolic surface of genus g ≥ 2. There exist functions f and g involving the
Roger’s Dilogarithm function of the lengths of the simple closed geodesics on a pair






g(T ) = 8pi2(g − 1)
where the first sum is over all properly embedded geometric pairs of pants P ⊂ F and
the second sum extends over all properly embedded geometric one-holed tori T ⊂ F .
Furthermore, Luo and Tan extended the identity to hyperbolic surface Fg,n with
geodesic boundary and/or cup(s) by modifying the function f . For a pair of pants
P sharing the boundary component(s) of Fg,n, the modified f(P ) is the volume of
the unit tangent vectors v ∈ S(P) where the union of Gv with the shared boundary
forms a spine of P. Note for a bordered surface, Gv is defined as follows: for any unit
tangent vector v over the surface, if the geodesic arc γ+(t)
⋃
γ−(t) meets a geodesic
boundary of the surface, we regard the point as the point of intersection and stop
adding new points in the corresponding ray.
3.4 Application to small hyperbolic surfaces
In this section, the Luo-Tan identity is applied to some small hyperbolic surfaces.
We calculate the simplest surfaces i.e. hyperbolic pairs of pants, then hyperbolic
four-holed spheres, hyperbolic tori with a geodesic boundary or one cusp.
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3.4.1 Pairs of pants
For a pair of pants P, we follow the notations as in section 2.4 and [27]. We rewrite
them here for completeness of this chapter.
To calculate the volume of the set of the vectors v ∈ S(P) where Gv forms a
spine of P, we calculate the volume of its complement in S(P) i.e. the set of vectors
v ∈ S(P) where Gv intersects with ∂P. Denote the geodesic boundaries by L1, L2,
L3 with their lengths as l1, l2, l3, respectively. For {i, j, k} = {1, 2, 3}, let Mi be
the shortest geodesic arc between Lj and Lk with its length mi, Bi be the shortest
non-trivial geodesics arc from Li to itself with its length pi. Mi and Bi are both
orthogonal to ∂P.
Figure 3.1: A pair of pants P
Denote
H(Mi) = {v ∈ S(P ) : Gv ∼Mi}
and
H(Bi) = {v ∈ S(P ) : Gv ∼ Bi}.
Note that for every v ∈ H(Mi), Gv is simple. For v ∈ H(Bi), Gv is either simple
or is a geodesic loop based at Li and may be homotopic to Lj or Lk. For the rest
vectors v ∈ S(P) where Gv intersects with ∂P, Gv has one intersection point in the
interior of P and the other in ∂P, which is called a lasso on P. Let Lji be the set of
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vectors v ∈ S(P)\H(Bi) such that Gv is a lasso on P based at Li and whose loop is
homotopic to Lj. Luo and Tan in [27] showed that
µ(H(Mk)) = 8L(sech2(mk/2)), (3.6)
µ(H(Bk)) = 8L(sech2(pk/2)), (3.7)
µ(Lji ) = 8
[
L(tanh2(mk/2)) + L( 1− tanh
2(mk/2)
1− e−lj tanh2(mk/2)






We define a function La(x, y) by,
La(x, y) = L(y) + L( 1− y
1− xy )− L(
1− x
1− xy ) (3.8)
for 0 < x < y < 1; we call La the Lasso function, see Appendix A for some simple
properties of the Lasso function. We have
µ(Lji ) = 8La(e
−lj , tanh2(mk/2)). (3.9)
The exact formula of f(P ) is










By the identities of the fundamental hyperbolic trigonometry, we can use the
boundary lengths of P to reformulate µ(H(Mi)) and µ(H(Bi)). For µ(H(Mi)), the
formula changes to:
µ(H(Mi)) = 8L( 2 sinh(lj/2) sinh(lk/2)
cosh(li/2) + cosh(lj/2 + lk/2)
)
and for µ(H(Bi)), the formula changes to:
µ(H(Bi)) = 8L( sinh
2(li/2)
[cosh(lj/2) + cosh(lk/2 + li/2)][cosh(lj/2) + cosh(lk/2− li/2)]).
3.4.2 Four-holed spheres
Let Qc be a hyperbolic four-holed sphere with boundary geodesics all of length
c > 0 and A be a non-peripheral simple closed geodesic on Qc. We obtain two
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Figure 3.2: A four-holed sphere Qc
identical pairs of pants and for each pair of pants P, we denote l1 = l2 = c, l3 = a,
m1 = m2 = mA, p1 = p2, p3 = pA.














Gv is a spine of Qc. Let f˜(P ) be the volume of the vectors v ∈ S(P ) where Gv forms
a spine of Qc, then
f˜(P ) = 4pi2 − [µ(L13) + µ(L23) + µ(H(M1) + µ(H(M2))) + µ(H(B3))]
= 4pi2 − 8[2La(e−c, tanh2(mA/2)) + 2L(sech2(mA/2)) + L(sech2(pA/2))]
= 8[L(tanh2(pA/2)) + 2L(tanh2(mA/2))− 2La(e−c, tanh2(mA/2))].
Since the total volume of S(Qc) is µ(S(Qc)) = 8pi
2, the Luo-Tan identity implies
Theorem 3.7. For a hyperbolic four-holed sphere Qc with boundary geodesics all of
length c > 0,∑
A
{L(tanh2(pA/2)) + 2L(tanh2(mA/2))− 2La(e−c, tanh2(mA/2))} = pi2
2
(3.11)
where the sum is over all non-peripheral simple closed geodesics A on Qc. For the
non-peripheral simple closed geodesic A, mA and pA are the length of geodesic arcs
in Figure 3.2.
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Note we can use hyperbolic identities and relations of the Roger’s Dilogarithm
function L to obtain an explicit form of the above identity, that is, for a hyperbolic









− [2L( 2 sinh(c/2) sinh(a/4)
cosh(c/2 + a/4)− e−c cosh(c/2− a/4))
− 2L(cosh(c/2 + a/4)
cosh(c/2)ea/4
) + L( cosh(a/2)− 1
2 cosh(c/2 + a/4) cosh(c/2− a/4))]}
where the sum extends over all non-peripheral simple closed geodesics A on Qc and
a denotes the length of A.
Let c tend to 0, we obtain a hyperbolic quadrice-punctured sphere Q0. The
above method works essentially well and we can obtain the following identity for a
hyperbolic quadrice-punctured sphere Q0.
















where the sum is over all simple closed geodesics A on Q0 and a is the length of A.
Remark 3.9. We can check easily that when a → ∞, the summand function in









→ 3L(1) = pi
2
2
which is the sum of the series. The same observation holds for McShane’s identity
(3.1).
3.4.3 Hyperbolic one-holed tori
In the following we use the correspondence between hyperbolic one-holed tori and
four-holed spheres discussed in the previous chapter to induce an identity for a
hyperbolic one-holed torus. The relation presented in identity form is as follows:
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Lemma 3.10. If there exists certain positive function f and constant C such that
for a hyperbolic four-holed sphere Qc with boundary geodesics all of length c > 0,∑
A
f(a, c) = C
where the sum is over all non-peripheral simple closed geodesics A on Qc and a is
the length of A, then for a hyperbolic one-holed torus Tk with boundary geodesic of
length k = 2c, ∑
B
f(2b, k/2) = C
where the sum is over all non-peripheral simple closed geodesics B on Tk and b is
the length of B.
The identity in Theorem 3.7 induces the following identity for Tk with k = 2c.
Following the same notation as before, that is, l1 = l2 = b, l3 = k, m1 = m2 = mB,
m3 = qB and p3 = pB.
Figure 3.3: A one-holed torus Tk
Theorem 3.11. For a hyperbolic one-holed torus Tk with boundary geodesic of
length k > 0, we have∑
B
{L(tanh2(qB/2)) + 2L(tanh2(mB/2))− 2La(e−k/2, tanh2(mB/2))} = pi2
2
(3.13)
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where B ranges over all non-peripheral simple closed geodesics on Tk. For the non-
peripheral simple closed geodesic B on Tk, qB and mB are the lengths of the geodesic
arcs as in Figure 3.3.
Note we can use hyperbolic identities to obtain an equivalent form of the above
identity, that is, for a hyperbolic one-holed torus Tk with a geodesic boundary of









− [2L( 2 sinh(k/4) sinh(b/2)
cosh(k/4 + b/2)− e−k/2 cosh(k/4− b/2))
− 2L(cosh(k/4 + b/2)
cosh(k/4)eb/2
) + L( cosh(b)− 1
2 cosh(k/4 + b/2) cosh(k/4− b/2))]}.
where the sum ranges over all non-peripheral simple closed geodesics B on Tk and
b is the length of B.
Remark 3.12. We can reformulate g(T ) in [27], which is





2La(e−b, tanh2(mB/2)) + L(sech2(pB/2))
]
. (3.14)
where the sum is over all non-peripheral simple closed geodesics B on T, b is the
length of B, mB and pB are the lengths of the unique geodesic arcs as in Figure 3.4.
Figure 3.4: A one-holed torus T
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In fact for a hyperbolic one-holed torus Tk with boundary geodesic of length k > 0,





{8[L(tanh2(qB/2)) + 2L(tanh2(mB/2))− L(sech2(pB/2))
− 2La(e−b, tanh2(mB/2))− 2La(e−k/2, tanh2(mB/2))]}.
where the sum is over all non-peripheral simple closed geodesics B on Tk, b is the
length of B, mB, pB and qB are the lengths of the unique geodesic arcs as in Figure
3.3.
Let k → 0, we get T0. The relation between once-punctured tori and quadrice-
punctured spheres applies, thus from the identity for a hyperbolic quadrice-punctured
sphere, we have the following identity for T0.
Theorem 3.13. For a once-punctured torus T0 equipped with a complete hyperbolic















where the sum extends over all simple closed geodesics B on T0 and b is the length
of B.
Remark 3.14. We notice that[
L(sech2(b/2)) + 2(L(1
2




→ 3L(1) = pi
2
2
as b → 0. Now compare (3.15) with the McShane’s identity (3.1). Here we use
















We can see the graphs of these two functions on the interval [0,10] as well as
their difference from the following figures.
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Figure 3.5: The image of the two functions
Figure 3.6: The difference of the two func-
tions
Chapter4
The Markoff equation and Generalized
Markoff equations
The Markoff equation
x2 + y2 + z2 = xyz. (4.1)
and generalized Markoff equations
x2 + y2 + z2 = xyz + µ (4.2)
for µ ∈ C are shown to be related to identities on hyperbolic tori by Bowditch in
[7, 9] and Tan et al. in [42, 44]. We review results on the Markoff equation in
[7, 9] and the generalized Markoff equations in [44] and present a simple identity
which generalizes McShane’s identity in the first section followed by two sections
providing notations and the proof of our new identity, respectively. In the last
section, we provide the motivation for the new identity.
4.1 Introduction
Let Γ be the fundamental group of a hyperbolic torus T with one cusp or a geodesic
boundary. Γ is a free group on two generators a and b where a, b correspond to
non-peripheral simple closed curves on T with geometric intersection number one.
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Define g′ ∼ g in Γ if and only if g′ is conjugate to g or g−1, thus Γ/∼ represents the
set of free homotopy classes of (unoriented) closed curves on T. Let Ω˜ ⊂ Γ/∼ be
the set of free homotopy classes of essential (i.e. non-trivial, non-peripheral) simple
closed curves on T. For each [g] ∈ Ω˜, there exists a unique non-peripheral simple
closed geodesic on T in [g]. The set Ω˜ has a nice interpretation via a binary tree. Let
Σ be a binary tree properly embedded in the plane, which can be viewed as the dual
graph to the Farey triangulation of the hyperbolic plane H2. Figure 4.1 shows this
triangulation and see also Series [40], Bowditch [9] or Minsky [34]. A complementary
region of Σ is the closure of a connected component of the complement of Σ in the
plane and let Ω be the set of complementary regions of Σ. Thus Ω has a natural
bijection with Q
⋃{∞} which can be identified with Ω˜ by considering the slope of
every [g] ∈ Ω˜, since it has a representative g that is a cyclically reduced word in
{a±, b} and is unique up to cyclic permutations. The exponents of a is either all
positive or all negative and the slope is the quotient of the sum of the exponents of
a with the sum of the exponents of b in the word, see [39] for more detail.
Figure 4.1: The Farey triangulation of H2 with some vertices labeled in Q
⋃{∞}
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The hyperbolic structure of T0 defines a discrete and faithful, type-preserving
representation ρ : Γ→ PSL(2,R) such that ρ([a, b]) is parabolic with tr(ρ([a, b])) =
−2. Since Γ is a free group, the representation can be lifted to SL(2,R) and the
lifted representation is still denoted by ρ. Note tr(ρ([a, b])) is independent of the
lift and tr(ρ([a, b])) = −2. Bowditch in [7] showed an equivalent form of McShane’s
identity (3.1) by defining a map φ : Ω → C with φ(X) = tr(ρ(g)) for X ∈ Ω and
[g] ∈ Ω˜ the correspondence to X. In fact for each [g] ∈ Ω˜ and the unique simple
closed geodesic B on T0 in [g], |tr(ρ(g))| = 2 cosh(b2 ). Then McShane’s identity (3.1)












) for x ∈ C\{0}. He gave an independent proof of (4.3).
For a general character [ρ] ∈ χ := Hom(Γ, SL(2,C))//SL(2,C), by Fricke [18] and
Fricke and Klein [19], it is uniquely determined by the triple (x, y, z) = (tr(ρ(a)), tr(ρ(b)),
tr(ρ(ab))) in C3. Furthermore, by the commutator relation
tr(ρ([a, b])) + 2 = tr2(ρ(a)) + tr2(ρ(b)) + tr2(ρ(ab))− tr(ρ(a))tr(ρ(b))tr(ρ(ab)),
the character [ρ] is type-preserving if and only if the triple is a solution to the
Markoff equation (4.1). The mapping class group MCG := pi0(Homeo(T)) acts on
χ keeping invariant the trace of the commutator of the generators. By identifying
χ with C3, MCG acts on C3 keeping invariant the polynomial x2 + y2 + z2 − xyz.
In fact, Goldman in [21] showed the action of MCG on C3 is generated by three
basic types of automorphisms of C3: (i) elliptic involution acts trivially on C3; (ii)










The dynamics of MCG on χ can be interpreted from the action of the finite index
subgroup G3 = 〈s1, s2, s3|s21 = s22 = s23 = 1〉 ofMCG on C3. The action of G3 on C3
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Bowditch in [9] extended the study to type-preserving characters [ρ] : Γ →
SL(2,C) by defining Markoff maps φ : Ω→ C with φ(X) = tr(ρ(g)) for X ∈ Ω and
[g] ∈ Ω˜ the correspondence to X. A Markoff map is determined by a triple satisfying
the Markoff equation (4.1) and the set Φ of Markoff maps on Ω is identified with the
variety in C3 given by the Markoff equation (4.1). Bowditch proposed the following
Q-conditions for any function φ′ on Ω which are called the BQ-conditions:
1. φ′(X) /∈ [−2, 2] for all X ∈ Ω; and
2. |φ′(X)| ≤ 2 for only finitely many (possibly none) X ∈ Ω.
He proved that the BQ-conditions describe an open subset of Φ on whichMCG acts
properly discontinuously. Moreover, Bowditch proved that McShane’s identity (4.3)
holds for for any φ ∈ Φ satisfying the BQ-conditions
Remark 4.1. Tan et al. in [42] and Akiyoshi et al. in [1] independently showed
that McShane’s identity (4.3) holds for Markoff maps φ satisfying the extended BQ-
conditions, that is, (i) φ(X) /∈ (−2, 2) for all X ∈ Ω; and (ii) |φ(X)| ≤ 2 for only
finitely many (possibly none) X ∈ Ω.
Later, Tan et al. in [44] extended the study further to non-type-preserving
characters. For µ ∈ C, the relative character variety χµ−2 := {[ρ] ∈ χ : tr(ρ([a, b])) =
µ−2} is identified with the variety in C3 defined by the generalized Markoff equation
or µ-Markoff equation (4.2). For [ρ] ∈ χµ−2, they defined a µ-Markoff map φ : Ω→ C
with φ(X) = tr(ρ(g)) for X ∈ Ω and [g] ∈ Ω˜ the correspondence to X. The set
Φµ of µ-Markoff maps on Ω is also identified with the variety in C3 defined by the
µ-Markoff equation (4.2). They proved that the BQ-conditions describe an open
subset of Φµ on which MCG acts properly discontinuously. Moreover, they proved
an identity for a µ-Markoff map satisfying the BQ-conditions. Note the branch
formula in Proposition 3.6 of [44].
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Theorem 4.2 (Theorem 3.5 of [44]). For µ ∈ C\{0} and φ ∈ Φµ satisfying the
BQ-conditions, ∑
X∈Ω
h(φ(X)) = ν mod 2pii (4.4)
where the sum converges absolutely and ν = cosh−1(−µ/2 + 1). For x ∈ C\{±√µ},
h(x) = log
eν + e2 cosh
−1(x/2)
e−ν + e2 cosh−1(x/2)
= log
1 + (eν − 1)h(x)
1 + (e−ν − 1)h(x) (where x 6= 0) .
Remark 4.3. For µ = 0, Tan et al. in [44] showed that McShane’s identity (4.3)
can be obtained by considering the first order infinitesimal terms of the above identity
(4.4). When µ = 4, Tan et al. in [43] showed that the BQ-conditions could never be
satisfied, which is a highly non-trivial result.
We present a new identity for µ-Markoff maps satisfying the BQ-conditions,
different from the identity (4.4) and which reduces to McShane’s identity (4.3) when
µ = 0.
Theorem 4.4. For µ ∈ C and φ ∈ Φµ satisfying the BQ-conditions, we have
∑
X∈Ω
H3(φ(X), µ) = 1
2
, (4.5)
where the sum converges absolutely. The function H3(·, µ) : C\{0,±√µ} → C is
defined by











In the following sections, we will show the proof to the identity (4.5) and provide
additional information for H3. Some notations and preliminary results are presented
in the next section.
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4.2 Notations and Preliminary results
In this section, we set up the notations and present some preliminary calculations.
Note the notations and results follows the papers [7, 9] and [42, 44] as much as
possible for a concise presentation.
The binary tree Σ. For every vertex v ∈ V (Σ), we use the identification v ↔
{X, Y, Z} to indicate the three complementary regions X, Y, Z ∈ Ω around v, that
is v = X∩Y ∩Z; for every edge e ∈ E(Σ), we follow the notation e↔ {X, Y ;Z,W}
which means that e = X ∩ Y and e ∩ Z and e ∩W are endpoints of e.
The directed tree ~E(Σ) and branch notations. For a directed edge ~e ∈
~E(Σ), we denote ~e ↔ {X, Y ;Z → W} (or just {X, Y ;→ W} for simplicity) to
indicate that e = X∩Y , Z∩~e is the tail endpoint of ~e and W ∩~e is the head endpoint
of ~e. Let −~e denote the opposite direction of ~e, i.e. −~e ↔ {X, Y ;W → Z}. As
Σ\int(e) consists of two connected components, denote the component containing
the tail endpoint of ~e by Σ−(~e) and the other component by Σ+(~e). For e ↔
{X, Y ;Z,W}, denote Ω0(e) = {X, Y }. Let Ω±(~e) denote the set of complementary





Ω−(~e). For convenience, denote Ω0±(~e) = Ω0(e)
⊔
Ω±(~e). Given a
subtree T of Σ, the set C(T ) is defined to be the set of directed edges and ~e ∈ C(T )
if and only if e ∩ T consists of only the head endpoint of ~e. A subset of ~E(Σ) is
called a circular set if it is of form C(T ) for some finite subtree T of Σ.
An equivalent definition of µ-Markoff maps A µ-Markoff map φ is a func-
tion on Ω satisfying the following relations by traces. Note whenever X, Y, Z,W ∈ Ω,
we denote x = φ(X), y = φ(Y ), z = φ(Z) and w = φ(W ): (i) Vertex relation: for
any vertex v ↔ {X, Y, Z}, we have (x, y, z) is a solution to the generalized Markoff
equation (4.2) ; and (ii) Edge relation: for any edge e ↔ {X, Y ;Z,W}, we have
xy = z + w.
The direction determined by φ. There is a natural direction on edges of Σ
determined by a given function φ on Ω. For e ↔ {X, Y ;Z,W}, if |w| > |z|, then
denote ~e ↔ {X, Y ;W → Z}; otherwise if |w| < |z|, then denote ~e ↔ {X, Y ;Z →
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W}; else, choose the direction arbitrarily. Denote Ωφ(k) = {X ∈ Ω : |x| ≤ k} for
















x2 − µ +
µ
y2 − µ).
If µ = 0, Ψ′0 is the same as the edge weight ψ in Proposition 3.13 of [9], that is, for





The following lemmas follow exactly as in [44] and their proofs are omitted.
Lemma 4.5. If φ ∈ Φµ satisfies the BQ-conditions, then for any X ∈ Ω, H3(x, µ)
is well-defined; for any directed edge ~e with the direction determined by φ, Ψ′µ(~e) is
also well-defined.
Here we just need to show that for any X ∈ Ω, x 6= 0 and x2 6= µ. It is easy to
see that x 6= 0 and by Lemma 3.10 in [44], x 6= ±√µ, otherwise the BQ-conditions
are not satisfied.
Lemma 4.6. For φ ∈ Φµ satisfying the BQ-conditions and E(Σ) with the direction
determined by φ, there is a finite attracting (connected) subtree T such that all edges
outside T are directed towards T and for every edge ~e ∈ C(T ), the set Ωφ(2)∩Ω0(e)
consists of at most one element. Moreover if Ωφ(2) = ∅, then there is a unique sink
vertex and every edge is directed towards the sink vertex.
We need to use the connectedness of the set Ωφ(k) for any k ≥ 2. Note that
the finiteness of the attracting subtree is important for the following series to be
convergence.





for any t > 0.
This lemma also implies that the series converge on each branch Ω0±(~e) for any
~e ∈ ~E(Σ). We have the following proposition.
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Proposition 4.8. We have the following properties about H3 and Ψ′µ:





2. For any vertex v ↔ {X, Y, Z} with x, y, z ∈ C\{0,±√µ} and the three directed


























Ψ′µ(x, y; z) = H3(x, µ).
4. For µ ∈ C, if φ ∈ Φµ satisfies the BQ-conditions, then there is a constant
C > 0 depends only on φ such that
|Ψ′µ(x, y; z)−H3(x, µ)| ≤ C
1
|y|2
for all x ∈ φ(Ω); |y| sufficiently large; and z as in (4.6).
The first two properties are easy to check. For the last two, denote 4 =

















x2 − µ +
µ





































∣∣∣∣∣ (4/y2)(1− µ/x2)√1− 4/x2 +√1− 4(1/x2 + 1/y2 − µ/x2y2)
∣∣∣∣∣+ 12






















As y → ∞, 4 → 0, so the third property holds. Since φ satisfies the BQ-
conditions, we can easily see that the image φ(Ω) is a discrete subset of C, so
that min{|√1− 4/x2 + √1− 4(1/x2 + 1/y2 − µ/x2y2)|} for all x ∈ φ(Ω)} and y
sufficiently large is a positive number, thus the last property holds.
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4.3 Proof to Theorem 4.4
In the following we provide proof to Theorem 4.4. The proof is quite similar to that
in [44]. We mimic it here.
Proof to Theorem 4.4. By previous lemmas, we can find a finite attracting subtree
T of Σ. Since |H3(x, µ)| = O( 1|x|2 )| as |x| → ∞ and the convergence of the series∑
X∈Ω
1
|x|t for any t > 0, the series in Theorem 4.4 is absolutely convergent. Here
we just need to show its sum equals to half. Let Cn be the set of directed edges at




Ψ′µ(~e) = 1. Let Ωn denote the subset of Ω such that X ∈ Ωn if and only if
X ∈ Ω0(e) for some ~e ∈ Cn. Thus we have Ωn ⊂ Ωn+1 and Ω =
⋃∞






H3(x, µ) = 1
2
.
In fact for sufficiently large n and any ~e ∈ Cn+1, ~e↔ {X, Y ;→ Z} with X,Z ∈ Ωn




















as n→∞, thus we prove Theorem 4.4.
There is a branch version for the theorem.
Theorem 4.9. For µ ∈ C\{4}, φ ∈ Φµ and ~e ∈ ~E(Σ) such that Ψ′µ(~e) is well-
defined and the BQ-conditions are satisfied on the branch Σ0−(~e), i.e. there are at
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Proof to Theorem 4.9. Given the conditions on the branch Σ0−(~e), the series is ab-
solutely convergent. Let C ′n be the set of directed edges in Σ
−(~e) at distance n from





Let Ω′n be the subset of Ω
0−(~e) such that Y ∈ Ω′n if and only if Y ∈ Ω0(e′) for




n. For sufficiently large n

































This proves Theorem 4.9.
4.4 Additional information for H3 and Ψ′µ
We can see that H3 and Ψ′µ play an important role in the proofs. In this section, we
show the motivation for two functions. If x, y, z ∈ C\{0}, we can divide the both












4.4 Additional information for H3 and Ψ′µ 43
The identity (4.7) is not far from the identity used by Bowditch in [9]. Bowditch






. They are related to the
function h as in the McShane identity (4.3). For the additional term of µ
xyz
on the
left hand side, we define the following vertex weight.
Definition 4.10 (Vertex weight). For a given µ-Markoff map φ on Ω and any vertex





For any given φ ∈ Φµ satisfying the BQ-conditions and any circular set C of the
form C(T ) for some finite attracting subtree T ⊂ Σ, we have the following formula.






ω(v) = 1. (4.8)










Since each vertex is shared by three complementary regions, we can equally
distribute the vertex weight to the three complementary regions, thus each comple-
mentary region share one third of the sum of the vertex weight along its boundary.
Here we calculate the shared vertex weight for a particular complementary region
X ∈ Ω. Given φ ∈ Φµ and x = φ(X) /∈ [−2, 2], there exist |λ| > 1 such that
x = λ+ 1
λ
. The boundary ∂X is a bi-infinite sequence of edges of the form X ∩ Yn,
where {Yn}∞−∞ is a bi-infinite sequences of elements in Ω. Denote yn = φ(Yn). Then
there exists A,B ∈ C with AB = x
2 − µ
x2 − 4 such that yn = Aλ
n +Bλ−n. If x 6= ±√µ,
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Here we can easily check that








The edge weights, Ψ′µ and ψ, are not far from each other. We have the following
proposition.
Proposition 4.11. For φ ∈ Φµ and a directed edge ~e ↔ {X, Y ;W → Z} with
x2, y2 6= µ, assume the branch Σ0−(~e) satisfies the BQ-conditions, i.e. Ω−(~e)∩Ωφ(2)
















x2 − µ +
µ
y2 − µ)
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Proof. We adopt the same notation as in the proof to Theorem 4.9. On the one














ω(v) is absolutely convergent since the BQ-conditions are




































where the series on both sides are absolutely convergent. In fact, the sum of vertex
weight can be calculated by complementary regions. For region X ′ ∈ Ω−(~e), all the









For the complementary regions X, Y ∈ Ω0(~e), we need to take partial sum
and denote the result by S1 and S2, respectively. With the notations as in Fig-






















. For S1, exists λ1 with λ1 + λ
−1








). By the edge and vertex relations of a generalized Markoff
map, there are non-zero constant A1 and B1 with A1B1 =
x2 − µ
x2 − 4 such that for
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Figure 4.2: Branch formula










3y(w − yλ−11 )
=
µ
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3(µ− y2) . Thus we obtain the claimed


























































x2 − µ +
µ







thus we get the formula claimed.











x2 − µ +
µ












x2 − µ +
µ
y2 − µ).
With the formulae of H3 and Ψ′µ, we can prove Proposition 4.8, which is a similar




x21 + · · · + x2m = x1 · · ·xm + µ
The results about the Markoff equation and generalized Markoff equations in the
previous chapter can be generalized to the following Hurwitz equations
x21 + · · ·+ x2m = x1 · · ·xm + µ (5.1)
for m ≥ 4, µ ∈ C. In this chapter, we are going to discuss results about the Hurwitz
equations.
5.1 Introduction
For any fixed m ≥ 4, let Gm = 〈s1, s2, · · · , sm|s21 = s22 = · · · = s2m = e〉. The right
action of Gm on Cm is defined in the following way: for any i ∈ Im := {1, 2, · · · ,m}






(x1, · · · , xi, · · · , xm) · si :=
(






, · · · , xm
)
.
It is clear that the action of Gm on Cm preserves the varieties Ξmµ of Cm defined
by the Hurwitz equations (5.1). Note the case m = 3 is the case we investigated
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in Chapter 4 and for m ≥ 4 and µ = 0, (5.1) is the equation studied by Hurwitz
as a Diophantine equation, i.e. an equation in which only integer solutions are
allowed. We are going to describe an open subset of Ξmµ on which Gm acts properly
discontinuously and an identity over the orbit of any point in the subset.
The Cayley Graph 4(Gm) of Gm is an m-regular (infinite) tree Tm with vertex
set V (Tm) = Gm and edge set E(Tm). Tm is endowed with the standard metric
dm, that is, every edge has a unit length and the distance between two vertices is
the minimal number of edges in edge paths connecting the two vertices. There is
an m-coloring scheme for the tree Tm i.e. a map from E(Tm) to Im such that any
edge connecting g to g′ = gsi is indexed by i, therefore all the edges adjacent to any
vertex g ∈ V (Tm) have different indices in Im. An alternating edge path in Tm is a
bi-infinite path with exactly two alternating indices of edges and let Ωm be the set
of alternating edge paths in Tm.
Remark 5.1. Gm is an infinite group and the action of Gm on Cm leaving invariant
the varieties Ξmµ is nontrivial. There are two finite group actions on Cm. One group
is generated by transformations which change the signs of two entries in an m-tuple.
We denoted the group by Υm. The other group is the symmetric group Sm. Both
group actions keep invariant the varieties Ξmµ . However, we are not going to discuss
such group actions since they are almost trivial.
For fixed m ≥ 4, µ ∈ C and a given m-tuple ~x = (x1, x2, · · · , xm) ∈ Ξmµ , we
define a vector map f~x : V (Tm)→ Cm such that f~x(e) = ~x and f~x(g) = ~x · g for any
g ∈ V (Tm). We call such vector maps µ-Hurwitz maps or simply Hurwitz maps if
µ = 0. Note a µ-Hurwitz map is completely determined by the vector at e ∈ V (Tm),
hence there is a bijective correspondence between the variety in Cm given by (5.1)
and the set of all µ-Hurwitz maps on V (Tm). We identify the two sets and use Ξ
m
µ
to denote the set of µ-Hurwitz maps on V (Tm) too. The right action of Gm on Ξ
m
µ is
(f~x · g)(g′) = f~x(gg′) = ~x · (gg′), thus f~x · g = f~x·g for g, g′ ∈ Gm and f~x ∈ Ξmµ . For a
given µ-Hurwitz map f~x ∈ Ξmµ and any P ∈ Ωm, note that only two entries of vectors
at vertices of P are changing and all the other (m − 2) entries are unchanged, we
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define an induced function g~x : Ωm → C with g~x(P ) equals to the product of its
(m− 2) unchanged entries. Denote Ωg~x(k) = {P ∈ Ωm : |g~x(P )| ≤ k} for k ≥ 0. We
propose a generalization of the BQ-conditions, the so-called pseudo-BQ-conditions
for any function αm on Ωm:
1. αm(P ) /∈ [−2, 2] for all P ∈ Ωm; and
2. Ωαm(k) is finite (possibly empty) for any k > 2 (for example k = 3).
Let (Ξmµ )Q be the set of µ-Hurwitz maps whose induced functions on Ωm satisfy the
pseudo-BQ-conditions. Then we have
Theorem 5.2. (Ξmµ )Q is an open subset of Ξ
m
µ .
Theorem 5.3. Gm acts properly discontinuously on (Ξ
m
µ )Q.
Moreover we prove an identity for any µ-Hurwitz map in (Ξmµ )Q (Theorem 5.40),
which can be interpreted as an identity over the orbit of any point in the subset. In
particular when µ = 0, we have
Theorem 5.4. If f~x is a Hurwitz map such that the induced function g~x on Ωm












) for x 6= 0 and the sum converges absolutely.
The rest of the chapter is organized in the following way. We first introduce some
notations. The main results are based on the existence of a finite attracting subtree
of Tm and the analysis of the growth of the induced function g~x if the pseudo-BQ-
conditions are satisfied, which are shown in the third and fourth section, respectively.
In the last two sections, we prove openness, properly discontinuousness and the final
identity.
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5.2 Notations
In this section, we set up our notations for later discussion.
µ-Hurwitz map We can easily check that a µ-Hurwitz map f~x on V (Tm) satisfies
the following relations:
(i) Vertex relation: For any vertex g ∈ V (Tm), the assigned vector f~x(g) is an
m-tuple solution to (5.1); and
(ii) Edge relation: For an edge indexed by some i ∈ Im and the two vectors at its
endpoints (x1, · · · , xi, · · · , xm) and (x′1, · · · , x′i, · · · , x′m), we have xj = x′j for












alternating edge paths sharing a common vertex; there are (m− 1) alter-
nating edge paths sharing a common edge. The metric dm on Tm induces a natural
distance between any two alternating edge paths in Ωm. For a given µ-Hurwitz map
f~x ∈ Ξmµ and any P ∈ Ωm, we observe that only two entries of vectors at vertices
along P are changing; the other (m − 2) entries are unchanged. Then we use the
identification P ↔ {x1, x2, · · · , xm−2} to indicate the unchanged (m − 2) entries




P ∈ Ωm ↔ {x1, x2, · · · , xm−2}. For simplicity, we use capital letters Pγ to denote
elements in Ωm and the corresponding lowercases their values under g~x. Let Gmµ be
the set of the above defined functions on Ωm.
Remark 5.5. For a given µ-Hurwitz map f~x ∈ Ξmµ , there is a unique function
g~x ∈ Gmµ . Conversely for a given function g~x ∈ Gmµ , there is a unique vector map
f~x ∈ Ξmµ up to changing sign. In fact if m is an odd integer, then the vector map f~x
is uniquely determined.
The directed graph and branch notations. For a directed graph ~E(Tm),
we use the following branch notations: for each edge e ∈ E(Tm), Tm\int(e) consists
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of two connected subtrees. Let T+m(~e) (or T
−
m(~e)) be the component containing
the head endpoint (or tail endpoint) of ~e, Ω±m(~e) the set of alternating edge paths
in T±m(~e) and Ω
0











Ω±m(~e). Given a subtree T ⊂ Tm
(note that we always assume a subtree is connected), we define the set C(T ) ⊂ ~E(Tm)
of directed edges in the sense that ~e ∈ C(T ) if and only if e⋂T consists of a single
point which is the head endpoint of ~e. A set of directed edges is called a circular
set if it has the form of C(T ) for some finite subtree T ⊂ Tm. Besides we have the
notions of sink and source for a directed graph. A sink means a vertex v ∈ V (Tm)
such that for each incident edge e, ~e points towards v. Similarly, a source is a vertex
v′ ∈ V (Tm) that ~e points away from v′ for every incident edge e.
The direction determined by f~x. Fix a µ-Hurwitz map f~x ∈ Ξmµ and for
any edge e indexed by some i ∈ Im, the two vectors at its endpoints are different
only in the i-th entry. Let g and g′ be the endpoints of e and the vectors at g






, then the direction on e i.e. ~e is towards g′; if






, then the direction on e i.e. ~e is
towards g; otherwise, we choose the direction arbitrarily.
The pseudo-BQ-conditions. In fact we are only interested in those µ-Hurwitz
maps whose induced functions on Ωm satisfy the pseudo-BQ-conditions. Let (Gmµ )Q
be the subset of Gmµ satisfying the pseudo-BQ-conditions. We can check that for any




5.3 Finite attracting subtree
In the section, we first analyze the direction on Tm determined by a given µ-Hurwitz
map f~x ∈ Ξmµ with the induced function g~x on Ωm. Note that we always assume
every entry of vectors is non-zero. At the end of this section, we are able to show
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that if g~x ∈ (Gmµ )Q, then there is a finite attracting subtree T of Tm and the direction
on each edge of Tm not in the subtree T is towards T .
Proposition 5.6. If there is a sink vertex g0 ∈ V (Tm) with the vector at g0 as
(x1, · · · , xm), then there is a constant cm(µ) > 0 depending only on m and µ such
that
† := min
P∈Ωm passing through g0
{|p|} ≤ cm(µ)
which implies Ωg~x(cm(µ)) is non-empty.
Proof. We may assume |x1| ≥ |x2| ≥ · · · ≥ |xm| > 0. By the vertex relation, we
have
x1
x2 · · ·xm + · · ·+
xm
x1 · · ·xm−1 =
µ
x1 · · · xm + 1,
thus
<( x1
x2 · · · xm ) + · · ·+ <(
xm
x1 · · ·xm−1 ) = 1 + <(
µ
x1 · · ·xm ). (5.2)
Assume † can be sufficiently large, then | xi
x1x2···x˜i···xm | for i = 2, · · · ,m (x˜i means that
the component is omitted) and | µ
x1···xm | are sufficiently small, so are |<( xix1x2···x˜i···xm )|
for i = 2, · · · ,m and |<( µ
x1···xm )|. The identity (5.2) implies that
<( x1




which contradicts with the fact that g0 is a sink vertex. Therefore there exists some
positive number cm(µ) such that † ≤ cm(µ).
Remark 5.7. It is difficult to get the optimal constant cm(µ) for general µ ∈ C.






pi = 1 and pi ≤ 12 for all i ∈ Im. Assume p1 ≥ p2 ≥ · · · ≥ pm, then we
have 1
m
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which is impossible. By the fact that |z1z2| ≥ |<(z1)<(z2)|, we have
| 1
x3 · · ·xm |
2 = | x1
x2x3 · · ·xm
x2




thus we have |x3 · · ·xm| ≤ m, which implies cm(0) ≤ m.
Proposition 5.8 (Fork relation). Assume the vector at some vertex g ∈ V (Tm) is
(x1, · · · , xm) and the directions on its two incident edges ei and ej with i 6= j and i, j




which means that for the alternating edge path P passing through a vertex and sharing
its two outward incident edges, we have |p| ≤ 2.
Proof. Assume the other endpoints of edges ei and ej are gi and gj, respectively,
and the vectors at gi and gj are assumed to be (x1, · · · , xi−1, x′i, xi+1 · · · , xm) and
(x1, · · · , xj−1, x′j, xj+1 · · · , xm), respectively. By the directions on both edges, we
have |x′i| ≤ |xi| and |x′j| ≤ |xj|. By edge relation, we have
∏
k∈Im\{i}













In the following, we consider vectors at vertices along a given alternating edge
path. Assume P0 is an {i, j} indexed alternating edge path with i < j and it
consists of a bi-infinite sequence of edges {en}+∞n=−∞. Denote the endpoints of en
by gn−1 and gn, then there is a bi-infinite sequence of vertices {gn}+∞n=−∞. The k-
th entries for vectors at these vertices are unchanged for k ∈ Im\{i, j}; the i-th




xk. Without loss of generality we can assume the vector at
g0 is (x1, · · · , y0, · · · , y1, · · · , xm), the vector at g1 is (x1, · · · , y2, · · · , y1, · · · , xm)
and the vector at g−1 is (x1, · · · , y0, · · · , y−1, · · · , xm). Then for any non-negative
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integer n, the vector at g2n is (x1, · · · , y2n, · · · , y2n+1, · · · , xm), the vector at g2n+1 is
(x1, · · · , y2n+2, · · · , y2n+1, · · · , xm). Similarly the vector at g−2n is (x1, · · · , y−2n, · · · ,
y1−2n, · · · , xm), the vector at g−2n−1 is (x1, · · · , y−2n, · · · , y−2n−1, · · · , xm). In such
a way we obtain a bi-infinite sequence {yn}+∞n=−∞ and the following relations for the






x2k = µ+ ynyn+1p0,
yn + yn+2 = yn+1p0.
Therefore, our aim is to solve the bi-infinite sequence {yn}n=∞n=−∞. Take p0 = λ + 1λ








. If p0 /∈ {2,−2}, then there are













such that yn = Aλ
n + Bλ−n. The following lemma is easy to prove by direct
calculation.
Lemma 5.9. Notations as above, we have
1. If p0 /∈ [−2, 2] and
∑
k∈Im\{i,j}



















for all n ∈ Z.
3. If p0 ∈ (−2, 2), then |yn| remains bounded.





x2k for all n ∈ Z. If p0 = −2, then
yn = (−1)n
y0 ± n√µ− ∑
k∈Im\{i,j}
x2k
 for all n ∈ Z.
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Use part (2) of the above lemma, we can show
Corollary 5.10. Assume the vector at certain vertex g is (x1, x2, · · · , xm). If there
exists {i, j} ⊂ Im such that
∑
k∈Im\{i,j}





xk ∈ [−2, 2], then f~x /∈ (Ξmµ )Q by the definition. We assume∏
k∈Im\{i,j}
xk /∈ [−2, 2]. By using the same notation for the {i, j} indexed alternating
edge path P passing through v, we have |λ| > 1 and yn = y0λn for all n ∈ Z or
yn = y0λ
−n for all n. Without loss of generality, we assume yn = y0λn for all n ∈ Z.
As n → −∞, |yn| → 0, which implies that there are infinite many elements in the
set Ωg~x(2), thus f~x /∈ (Ξmµ )Q.
For the set Ωg~x(k), we can show its connectedness in the following sense.
Lemma 5.11. For k ≥ 2, the set Ωg~x(k) is connected in the sense that for any two
elements P, P ′ ∈ Ωg~x(k), we can find {Pi}ni=0 ⊂ Ωg~x(k) such that P0 = P , Pn = P ′
and Pi and Pi+1 share a common edge for i = 0, · · · , (n− 1).
Proof. We just need to show that Ωg~x(2) is connected. The proof also works for the
case k > 2. If Ωg~x(2) = ∅, or Ωg~x(2) consists of a single element, then by convention,
we say that it is connected. In the following, we prove the case for Ωg~x(2) has
more than one element. We prove by induction on the distance between any two
alternating edge paths in Ωg~x(2).
If the distance between P and P ′ are 0 and they do not share a common edge,
then they pass through a common vertex g. Assume P is a {i, j} indexed alternating
edge path, P ′ is a {k, l} indexed alternating edge path where i, j, k, l ∈ Im are












We claim that |(
∏
r∈Im\{i,j,k,l}
xr)xixk| ≤ 2 or |(
∏
r∈Im\{i,j,k,l}
xr)xjxl| ≤ 2, otherwise




x2r)xixjxkxl| > 4, which contradicts the given information. Therefore,
we show that there is another alternating edge path P ′′ ∈ Ωg~x(2) such that it shares
with a common edge with both P ′ and P .
If the distance between P and P ′ are 1, then there is an edge e connecting P
and P ′. Without loss of generality, assume the edge e is indexed by 1 ∈ Im with
its endpoints g and g′, P an {i, j} indexed alternating edge path passing through g,
and P ′ an {k, l} indexed alternating edge path passing through g′ where i, j, k, l ∈
Im\{1} and i 6= j and k 6= l. Let the vectors at g and g′ are (x1, x2, · · · , xm) and








Furthermore, assume |x1| ≤ |x′1|, |p′| ≤ 2 implies |x1
∏










We claim that |
∏
r∈Im\{l,1}
xr| ≤ 2 or |
∏
r∈Im\{k,1}
xr| ≤ 2. Here we show that there exist
P ′′ ∈ Ωg~x(2) such that P ′′ shares a common edge with P ′ and at least a common
vertex with P . By previous result, we have P ′′′ ∈ Ωg~x(2) such that P ′′′ share a
common edge with P and P ′′. In this way we show that P and P ′ are connected in
Ωg~x(2).
Assume that if the distance between P and P ′ are less than n with n ≥ 1, the
statement holds. When the distance between P and P ′ are n, then there is a shortest
connected edge paths of length n between P and P ′, denoted as w = e1e2 · · · en.
Assume P passes through one of endpoints of w which is also an endpoint of the
edge e1 and P
′ passed through the other endpoint of w which is also an endpoint
of the edge en. Consider the direction on the edges e1 and en. If one of them
directed towards the other, without loss of generality, assume ~e1 is directed towards
en, it is easy to see that there is an alternating edge path P
′′ ∈ Ωg~x(2) sharing a
common edge with P and the distance from P ′ is less than n . By our inductive
assumption, P and P ′ is connected. Now we assume ~e1 is directed against en and
~en is directed against e1. Thus there exist a vertex g ∈ V (Tm) in the path w with
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two outward directed incident edges. By the fork relation, there is an alternating
edge P ′′ ∈ Ωg~x(2) passing through g. We can check the distance of P ′′ from P and
P ′ are both less than n. So also by our inductive assumption, P ′′ are connected to
P and P ′ and thus P and P ′ are connected. This proves our statement.
By the connectedness of the set Ωg~x(k) for k ≥ 2, we obtain a useful result
regarding the direction on E(Tm).
Lemma 5.12. For any given edge e0 of E(Tm) endowed with the direction deter-




Ωg~x(k) = ∅ for some k ≥ 2, then Ω−m(~e0)
⋂
Ωg~x(k) = ∅ and
for all edges e ∈ E(T−m(~e0)), ~e is directed towards e0.




Ωg~x(k) = ∅ always holds. Assume Ωg~x(k) 6=
∅. Since Ωg~x(k) is connected and Ω0m(e0)
⋂
Ωg~x(k) = ∅, then Ωg~x(k) ⊂ Ω−m(~e0)
or Ωg~x(k) ⊂ Ω+m(~e0). If Ωg~x(k) ⊂ Ω−m(~e0), using the same argument as in the
proof of connectedness of Ωg~x(k), we obtain a contradiction. Therefore we have
Ω−m(~e0)
⋂
Ωg~x(k) = ∅. Similar argument shows that for all edges e ∈ E(T−m(~e0)), ~e is
directed towards e0.
If the induced function g~x ∈ (Gmµ)Q and Ωg~x(2) 6= ∅, we can find a finite
attracting subtree. In fact, assume Ωg~x(2) = {P1, · · · , Pn}, and for each Pi ∈ Ωg~x(2),
we can choose a connected finite subarc Ji of Pi such that it contains all possible
intersection edges of Pi with Pj for j 6= i and every edge of Pi outside Ji is directed
towards Ji. Denote J =
⋃n
i=1 Ji which is a finite (connected) subtree of Tm. It’s
easy to see that J is an attracting subtree, that is, the natural direction of every
edge of Tm outside J is toward J . With the following lemma, we can see that if
Ωg~x(k) = ∅ for any k > 2, then there is a unique sink vertex.
Lemma 5.13. Suppose % is an infinite ray of Tm consisting of a sequence (en)n∈N of
edges in E(Tm). Suppose the natural direction on en is towards en+1. Then % shares
a common edge with an alternating edge path P ∈ Ωg~x(k) for any k > 2.
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Proof. We prove by contradiction, that is assume that for some fixed k > 2 and
every alternating edge path P ∈ Ωm adjacent to %, |p| > k. The direction on
edges show the monotonicity of entries of vectors, that is, entries of vectors are
monotonically decreasing. Let g0 be the starting vertex and assume the vector




2, · · · , x0m). Denote M = max{|x0i |}mi=1 > 0. For arbitrary small
ε > 0, exists sufficiently large N such that for all n ≥ N , entries of gn+1 is in
ε
Mm−2 -neighborhood of the corresponding entries of gn. Take any n0 > N and
without loss of generality, assume vectors at gn0 , gn0+1 and gn0+2 are (x1, x2, · · · , xm),
(x′1, x2, · · · , xm) and (x′1, x′2, · · · , xm), respectively. Then |x′1| + εMm−2 ≥ |x1| ≥ |x′1|





















Thus |x2| is arbitrarily close to 0. Since |x′2| ≤ |x2|, so |x′2| is also arbitrarily close
to 0. The fact that |x′1x3x4 · · ·xm| ≤ |x2| + |x′2| and the assumption |p| > k for
any alternating edge path P adjacent to % imply k|x′1| < |x2| + |x′2|. Then |x′1| is
arbitrarily close to 0, so are |x3|, · · · , |xm|. By monotonicity, we have that all entries
have norm arbitrarily close to 0, which contradicts with the assumption. Therefore
there exists an alternating edge path P adjacent to % with |p| ≤ k. In fact we can
see that there must be infinitely many such alternating edge paths.
Then we have the final statement of this section regarding the finite attracting
subtree of Tm.
Lemma 5.14. If the induced function g~x ∈ (Gmµ )Q and edges of E(Tm) endowed
with the direction determined by f~x, there is a finite attracting subtree T of Tm
such that all edges outside T will direct towards T and for each ~e ∈ C(T ), the set
Ωg~x(2) ∩ Ω0m(e) consists of at most one element. Moreover if Ωg~x(k) = ∅ for some
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k > 2, then there is a unique sink vertex, i.e. every edge is directed towards the sink
vertex.
Proof. If for some k > 2, Ωg~x(k) = ∅, previous lemma tells us that there must be
a sink. The fork relation guarantees that the sink is unique. In this case the sink
vertex is taken as our finite attracting subtree. Otherwise, by our discussion before
previous lemma, we may obtain a finite attracting subtree T . The requirement that
for every directed edge ~e ∈ C(T ), the set Ωg~x(2) ∩ Ω0m(e) consists of at most one
element is achieved by choosing sufficiently large enough finite attracting subtree of
Tm.
Remark 5.15. If Ωg~x(k) = ∅ for some k > 2, there is a sink vertex and so
Ωg~x(cm(µ)) 6= ∅. Thus we see that cm(µ) > 2. Furthermore, for any g~x ∈ Gmµ ,
Ωg~x(cm(µ)) 6= ∅.
5.4 Growth rate for the induced functions on Ωm
In this section, we compare g~x ∈ Gmµ with Fibonacci functions Gm on Ωm which are
defined in the following. We show that if g~x ∈ (Gmµ )Q, log+ |g~x| has a Fibonacci
function as its lower bound.
Definition 5.16 (Fibonacci functions Gm on Ωm). For ~e ∈ ~E(Tm) with the head
endpoint g1 and tail endpoint g2, we can inductively define the Fibonacci function
(Gm)e : Ωm → N
in the following way: for P ∈ Ω0m(e), (Gm)e(P ) = 1; for any P ′ ∈ Ω−m(~e), there
are exactly two alternating edge paths {P ′1, P ′2} ⊂ Ω0−m (~e) such that dm(g1, P ′i ) <
dm(g1, P
′) and any two of the three alternating edge paths {P ′, P ′1, P ′2} share a
common edge and we define (Gm)e(P ′) = (Gm)e(P ′1) + (Gm)e(P ′2); for any P ′′ ∈
Ω+m(~e), similarly there are two alternating edge paths {P ′′1 , P ′′2 } ⊂ Ω0+m (~e) such that
dm(g2, P
′′
i ) < dm(g2, P
′′) and any two of the three alternating edge paths {P ′′, P ′′1 , P ′′2 }
share a common edge and we define (Gm)e(P ′′) = (Gm)e(P ′′1 ) + (Gm)e(P ′′2 ).
62 Chapter 5. The Hurwitz equations x21 + · · ·+ x2m = x1 · · ·xm + µ
We see that the value increases to ∞ as the distance from the edge e tends to
∞. An important fact about (Gm)e is the series convergence, that is,




is convergent for all α > m− 1.
Proof. We show the convergence of the series over Ω0−m (~e) by using the canonical
(m − 2)-dimensional Sierpinski triangle as a model for illustration. See Figure 5.1
for the case m = 4.
Figure 5.1: The Sierpinski triangle
We start with the alternating edge paths in Ω0m(~e) whose values are all 1. We
use the (m−1) vertices of the (m−2)-dim simplex to denote these alternating edge
paths and let the value of these vertices be all 1. For any two of alternating edge
paths in Ω0m(~e), there is another alternating edge path in Ω
−
m(~e) since they share








edges to denote these alternating edge paths in Ω−(~e) and let the
values of these middle points be 2. Note the middle points are the vertices of the
removed central piece. With the process continues, we obtain the (m − 2)-dim
Sierpinski triangle and the values of all vertices (which are countable) of removed
pieces. To show the convergence, we only need to count how many of the vertices
with value n.
Here we claim that there are at most nm−2 vertices in (m − 2)-dim Sierpinski
triangle with value n for n ≥ 2. Instead of using integer, we endow these vertices
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with vectors in Zm−1. The (m− 1) vertices of the (m− 2)-dim simplex are endowed
with the standard basis of Zm−1 and the vector of a new vertex is the sum of the
vectors of the two previous vertices, according to the inductive process. In such
a way, we have endowed vertices of removed pieces with vectors in Zm−1 and the
values of these vertices are in fact the sum of entries of their endowed vectors. Since
the vectors at these vertices are all different, the number of vertices with value n ≥ 2
is not more than nm−2. Altogether, there are at most 2nm−2 alternating edge paths










therefore the series is convergent for any α > m− 1.
The definition of the Fibonacci functions depends on the choice of edges. The
following lemmas show that the Fibonacci functions defined on two different edges
are actually equivalent.
Lemma 5.18. For any ~e ∈ ~E(Tm), denote Ω0m(e) = {P e1 , P e2 , · · · , P em−1}. Let G :
Ω0−m (~e)→ [0,∞).
1. Suppose G satisfies G(P0) ≤ G(P1) +G(P2) +C for some fixed constant C ≥ 0,
whenever {P0, P1, P2} share a common vertex and any two of them share a com-
mon edge with (Gm)e(P0) = (Gm)e(P1) + (Gm)e(P2). Then for all P ∈ Ω0−m (~e),
G(P ) ≤ (M +C)(Gm)e(P )−C where M = max{G(P e1 ),G(P e2 ), · · · ,G(P em−1)}.
2. Suppose G satisfies G(P0) ≥ G(P1) + G(P2) − D for some fixed constant D
with D ≤ m = min{G(P e1 ),G(P e2 ), · · · ,G(P em−1)}, whenever {P0, P1, P2} share
a common vertex and any two of them share a common edge with (Gm)e(P0) =
(Gm)e(P1)+(Gm)e(P2). Then for all P ∈ Ω0−m (~e), G(P ) ≥ (m−D)(Gm)e(P )+D.
The above lemma may be proved easily by an inductive method, so is the fol-
lowing corollary. The detailed proofs are omitted.
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Corollary 5.19. Suppose G : Ωm → [0,∞) satisfies G(P0) ≤ G(P1) +G(P2) +C for
some fixed constant C ≥ 0, whenever {P0, P1, P2} ⊂ Ωm share a common vertex and
any two of them share a common edge. Given any directed edge ~e ∈ ~E(Tm), exists
a non-negative constant K ′, such that G(P ) ≤ K ′(Gm)e(P ) for all P ∈ Ωm.
Proposition 5.20. Given any two directed edges ~e, ~e′ ∈ ~E(Tm), there is some con-
stant K > 1, such that for all P ∈ Ωm,
K−1(Gm)e(P ) ≤ (Gm)e′(P ) ≤ K(Gm)e(P ).
Proof. Here we choose C = 0 and by the above corollary, we may prove the state-
ment.
In the following, we are going to compare the induced functions g~x ∈ Gmµ with the
Fibonacci functions Gm. The results show that essentially log+ |g~x| has a Fibonacci
function as its lower bound if the pseudo-BQ-conditions are satisfied.
Lemma 5.21. If Ω0m(~e0)
⋂
Ωg~x(2) = ∅ then exists k > 0 such that log+ |g~x(P )| ≥
k(Gm)e0(P ) for all P ∈ Ω0−m (~e0).
Proof. By Lemma 5.12, Ω0m(~e0)
⋂
Ωg~x(2) = ∅ implies that Ω0−m (~e0)
⋂
Ωg~x(2) = ∅ and
for any edge e ∈ E(T−m(~e0)), ~e is directed towards e0. DenoteK = min
P∈Ω0m( ~e0)
{log+ |p|} >
log 2. And for every P ∈ Ω−m(~e0), exists {P1, P2} ⊂ Ω0−m (~e0) as in Definition 5.16
and we have
|2p| ≥ |p1p2|
by the direction on edges of E(T−m(~e0)). Take log
+ to both side and we have
log+ |p| ≥ log+ |p1|+ log+ |p2| − log 2,
then we have log+ |p| ≥ (K − log 2)(Gm)e0(P ) + log 2 for all P ∈ Ω0−(~e0). Therefore
for all P ∈ Ω0−m (~e0), log+ |p| ≥ k(Gm)e0(P ) where k = K − log 2 > 0.
Lemma 5.22. Suppose the induced function g~x ∈ (Gmµ )Q and P0 ∈ Ω0m(e0) with
p0 /∈ [−2, 2]. If Ω0−m (~e0)
⋂
Ωg~x(2) ⊂ {P0}, then exists k′ > 0 such that log+ |p| ≥
k′(Gm)e0(P ) for all P ∈ Ω0−m (~e0)\{P0}.
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Proof. It suffices to prove the case |p0| ≤ 2. P0
⋂
T−m(~e0) consists of infinite edges
{en}∞n=1 and for i ≥ 1, denote gi as the vertex incident on both ei and ei−1.
Without loss of generality, assume P0 is an {(m − 1),m} ⊂ Im indexed alter-
nating edge path and P0 ↔ {x1, · · · , xm−2}, thus |p0| =
∏m−2
r=1 |xr|. There are
(m − 2) other edges incident on gi denoted by ξji for j = 1, · · · , (m − 2). Then
~ξji is directed towards gi for each j = 1, · · · , (m − 2). Assume the vector at g1 is
(x1, · · · , xm−2, y0, y1) and the vector at g2 is (x1, · · · , xm−2, y2, y1). Thus for n ≥ 1,
f~x(g2n) = (x1, · · · , xm−2, y2n, y2n−1) and f~x(g2n+1) = (x1, · · · , xm−2, y2n, y2n+1). By
above lemma, for any i ≥ 1, each j = 1, · · · , (m − 2) and any P ∈ Ω0−m (~ξji ),
log+ |p| ≥ ki(Gm)ξji (P ) where













xr|}}−log 2 > 0.
By the calculation of Lemma 5.9, we know that |yn| grows exponentially and there
exists sufficiently large N such that log+ |yn| ≥ kn for some k > 0 and all n ≥ N .
Then we have kn ≥ k′(2n) for some 0 < k′ < k for all n. Note that for any i ≥ 1
max
j=1,··· ,(m−2)
{(Gm)e0(P ) : P ∈ Ω0m(ξji )} = 2i.
Thus we have for any i ≥ 1, each j = 1, · · · , (m− 2) and any P ∈ Ω0−(~ξji ),
log+ |p| ≥ ki(Gm)ξji (P ) ≥ k
′(2i)(Gm)ξji (P ) ≥ k
′(Gm)e0(P ).








, we prove the claim.
Remark 5.23. We will extend the pseudo-BQ-conditions to include values ±2 for
the final identity when µ = 0. However from the proof of the above lemma, if
p0 = ±2, the claim may not be true, which means that the function log+ |g~x| does
not have a Fibonacci function as its lower bound.
5.5 The openness and properly discontinuousness
In this section we discuss the set (Ξmµ )Q with the action of Gm. We first adopt a
more precise construction of finite attracting subtrees of Tm. Then we obtain an
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explicit description of µ-Hurwitz maps in (Ξmµ )Q. The idea is motivated by Tan et
al. in [44]. At the end of this section, we prove that the (Ξmµ )Q is an open subset of
Ξmµ and Gm acts on (Ξ
m
µ )Q properly discontinuously.
We first define a positive real-valued function Hm on
Cm−2\{(z1, z2, · · · , zm−2) ∈ Cm−2 :
m−2∏
i=1
















∣∣∣∣∣ 2|λ(z1, z2, · · · , zm−2)|2|λ(z1, z2, · · · , zm−2)| − 1
where



























2 − 4 .
such that yn = Aλ
n + Bλ−n for n ∈ Z. Note we can replace A,B by Aλn, Bλ−n
respectively for n ∈ Z, thus we may choose A,B such that
√
AB|λ|−1 ≤ |A| , |B| ≤
√
AB|λ|. (5.3)
We claim that there are integers n1 < n2 such that |yn| ≤ Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm)
if and only if n1 < n < n2 and |yn| is strictly monotonically decreasing for n ∈
(−∞, n1] and strictly monotonically increasing for n ∈ [n2,+∞). Note that |y0| <
Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm), so we have n1 < 0 < n2.
In fact as we have shown in Lemma 5.9, |yn| → +∞ as n→ +∞ or n→ −∞. Let
n1 be the maximum negative integer such that |yn1| ≥ Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm)
and n2 the minimum positive integer such that |yn2| ≥ Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm).
We just need to show that |yn| is strictly monotonically increasing for n ≥ n2 and
similarly we are able to show that |yn| is strictly monotonically decreasing for n ≤ n1.
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Notice that













Hence if |yn2| ≥ Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm), then
|λ|n2 ≥ |λ|+ 1|λ| − 1 .
We claim that if for integer n′ > 0
|λ|2n′−1 ≥ |λ|+ 1|λ| − 1 ,
then |yn+1| ≥ |yn| for all n ≥ n′. Note that |yn+1| ≥ |A||λ|n+1 − |B||λ|−n−1, so
|yn+1| ≥ |yn| if




|λ| − 1 .
Since |B||A| ≤ |λ|2, then if |λ|2n−1 ≥ |λ|+1|λ|−1 , then the above inequality holds, thus
|yn+1| > |yn| for all n ≥ n′.
In summary, we have if |yn2| ≥ Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm), then |λ|n2 ≥
|λ|+1
|λ|−1 , thus |yn+1| > |yn| for all n ≥ n2. So we prove the claim that |yn| is strictly
monotonically increasing for n ∈ [n2,+∞).
Remark 5.24. The functionHm can be defined on Cm−2 if we setHm(z1, · · · , zm−2) =
+∞ for (z1, z2, · · · , zm−2) ∈ Cm−2 with
∏m−2




i = µ. For dis-
cussions below, we replace Hm by max{Hm, 2}. Therefore, we always have Hm ≥ 2.
In the following, we use the function Hm to construct subtrees of Tm. Let
f~x ∈ Ξmµ with the corresponding induced function g~x ∈ Gmµ . First for any P ∈ Ωm
indexed by {i, j} ⊂ Im where i < j. Then P ↔ {x1, · · · , x˜i, · · · , x˜j · · · , xm} and
p =
∏
k∈Im\{i,j} xk. We choose an connected subarc of P as
Jt(P ) =
⋃
{en : |yn| ≤ Hm(x1, · · · x˜i, · · · , x˜j, · · · , xm) + t}
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where t ≥ 0. If p /∈ [−2, 2] and ∑k∈Im\{i,j} x2k 6= µ, we can easily check that Jt(P )
is a nonempty finite set and for every edge e of P not lying in Jt(P ), ~e is directed
towards Jt(P ); otherwise, Jt(P ) = P . Now let T (t) be the union of all Jt(P ) as P
varies in Ωg~x(2 + t). Since Ωg~x(cm(µ)) 6= ∅, thus for any t ≥ cm(µ)− 2, T (t) 6= ∅. It
can be shown that for t ≥ 0, T (t) is connected, thus a subtree of Tm and if T (t) 6= ∅,
T (t) is an attracting subtree, that is for every edge e of Tm not in T (t), ~e is towards
T (t).
For any e ∈ E(Tm) indexed by some i ∈ Im, there are two endpoints de-
noted as g and g′. Assume the vectors at g and g′ are (x1, · · · , xi, · · · , xm) and
(x1, · · · , x′i, · · · , xm), respectively. Then we have




|xk| ≤ 2 + t and |xj| ≤ Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm) + t.
It is quite easy to check. Note that if
∏
k∈Im\{i,j}




then the alternating path indexed by {i, j} and passing through e totally lies in T (t)
and the inequality always holds by the fact that Hm(x1, · · · , x˜i, · · · , x˜j, · · · , xm) =
+∞.
Lemma 5.26. For any fixed t > 0, f~x ∈ (Ξmµ )Q if and only if the constructed subtree
T (t) is finite.
Note T (t) = ∅ implies Ωg~x(2 + t) = ∅, thus g−1~x [−2, 2] = ∅. The proof is actually
quite simple and is omitted here. In the following, we prove the openness and
properly discontinuousness.
Proof to Theorem 5.2. Fix any t1 > cm(µ)− 2 and f~x ∈ (Ξmµ )Q, we know there is a
non-empty finite attracting subtree T (t1). We can choose sufficiently large t2 > t1
such that T (t2) contains T (t1) in its interior. Then T (t2) contains all edges in T (t1)
with all the edges of the circular set C(T (t1)). For any f
′
~x ∈ Ξmµ , let T ′(t) be the
constructed subtree for any t ≥ 0. We can see that T ′(t1) 6= ∅. We claim that if f ′~x is
sufficiently close to f~x, then T
′(t1)
⋂
T (t2) ⊂ T (t1). In fact for any e ∈ T (t2)\T (t1),
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e /∈ T ′(t1) if f ′~x is sufficiently close to f~x. Therefore for all edges e of T (t2)\T (t1)
and all f ′~x sufficiently close to f~x, e /∈ T ′(t1) because of the finiteness of edges of
T (t2)\T (t1). By the connectedness of T ′(t1), we have T ′(t1) ⊂ T (t1), so T ′(t1) is
finite, which implies that f ′~x ∈ (Ξmµ )Q. This proves the statement.
From the growth rate of the induced functions g~x ∈ (Gmµ )Q, we can prove that
the action of Gm on (Ξ
m
µ )Q is properly discontinuous.
Proof to Theorem 5.3. This is equivalent to showing that for any compact subset
K of (Ξmµ )Q, the set {H ∈ Gm : H · K ∩ K 6= ∅} is finite. Note (Ξmµ )Q admits
the subspace topology of Cm. Take any infinite sequence {φi}∞i=1 ⊂ K, we may
assume φi → φ ∈ K as i → ∞. Let Tφi(t) be the constructed subtree of φi and
Tφ(t) the constructed subtree of φ for any t ≥ 0. Assume the induced functions on
Ωm corresponding to φi ∈ (Ξmµ )Q and φ ∈ (Ξmµ )Q are ϕi ∈ (Gmµ )Q and ϕ ∈ (Gmµ )Q,
respectively. We know that for any fixed t1 > cm(µ) − 2, Tφ(t1) is a non-empty
finite subtree of Tm. From the proof of above lemma, for all i sufficiently large,
Tφi(t1) ⊂ Tφ(t1). For ~e ∈ C(Tφ(t1)), there are positive real number {ki} and {k}
such that log+ |ϕi(P )| ≥ ki(Gm)e(P ) and log+ |ϕ(P )| ≥ k(Gm)e(P ) for all P ∈ Ω−(~e).
Since ϕi(P )→ ϕ(P ) as i→∞ for any P ∈ Ω−(~e), then exist a common positive real
k′ such that log+ |ϕi(P )| ≥ k′(Gm)e(P ) for all i sufficiently large and any P ∈ Ω−(~e).
By the finiteness of C(Tφ(t1)), then we claim that ϕi and ϕ have the similar growth
rate for all i sufficiently large.
For any infinite distinct sequence {Hi}∞i=1 ⊂ Gm, the fact that Hi · φ → ∞ as
i → ∞ implies that Hi · φi → ∞ as i → ∞. Thus the set {H ∈ Gm : H · K ∩
K 6= ∅} is always finite. This proves that the action of Gm on (Ξmµ )Q is properly
discontinuous.
Remark 5.27. We finish this section with a brief discussion of real m-tuple solutions
to (5.1) if µ ∈ R. Given such a real solution, we know that the orbit of the solution
is a subset of Rm. Moreover, if µ ≤ 0, any non-trivial real m-tuple solution to (5.1)
is equivalent under the Υm-action to one which takes only positive real entries. If
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µ = 0, let us consider non-trivial positive integer m-tuple solutions to the following
equation
x21 + · · ·+ x2m = x1 · · ·xm. (5.4)








has a real root means that ∑
j∈Im\{i}
1




thus we have for any i 6= j and {i, j} ⊂ Im,
x21 · · · x˜2i · · · x˜2j · · ·x2m > 4.
On the other hand, for the orbit of any non-trivial integer m-tuple solution to (5.4),
the fact that for any induced function g~x on Ωm, Ωg~x(m) ⊃ Ωg~x(cm(0)) 6= ∅ implies
there exists at least an alternating edge path such that its value is not greater than
m. We would like to show a specific example.
If m = 4, we have that in the orbit of any non-trivial positive integer solution to
(5.4), there exists a non-trivial positive integer solution (x1, x2, x3, x4) to (5.4) such
that for any i 6= j and {i, j} ⊂ I4, x2ix2j > 4 and exist some k 6= l and {k, l} ⊂ I4,
xkxl ≤ 4. Without loss of generality, we assume x1 ≤ x2, x3 ≤ x4 ≤ x1x2x3 − x4
and x1x2 ≤ m. There are three cases:
(a) If x1 = 1 and x2 = 3, then x3 ≤ x4 ≤ 32x3. Assume x4 = µx3 with 1 ≤ µ ≤ 32 .
Then we have the equation 1+32+x23+µ
2x23 = 3µx
2
3, thus (3µ−µ2−1)x23 = 10.
Since 3µ− µ2 − 1 ≥ 1, x23 ≤ 10, thus x3 is 2 or 3. For either case, x4 can not
be integer, then this case is impossible.
(b) If x1 = 1 and x2 = 4, then x3 ≤ x4 ≤ 2x3. By the same method, we have
(4µ− µ2 − 1)b23 = 17. As 4µ− µ2 − 1 ≥ 2, x23 < 9. So x3 is 2. For this case,
x4 can not be integer, so it is impossible.
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(c) If x1 = 2 and x2 = 2, then x3 ≤ x4 ≤ 2x3. By the same method, we have
(4µ − µ2 − 1)b23 = 8. As 4µ − µ2 − 1 ≥ 2, x23 ≤ 4. So x3 is 2. For this case,
we have x4 = 2.
Therefore, we show that there is a 4-tuple (2, 2, 2, 2) in the orbit of any non-trivial
positive integer solution to (5.4) if m = 4.
5.6 Final Identity
With the growth rate for the induced functions g~x ∈ (Gmµ )Q, we have




is absolutely convergent for any β > 0.
Proof. Here we use the result that there is a finite attracting subtree T of Tm. For




is absolutely convergent for β > 0. Because of the finiteness of C(T ) and Ωm =⋃
~e∈C(T ) Ω
0−
m (~e), we have the statement.
Case µ = 0. When µ = 0, we need to define a directed edge weight:
Definition 5.29 (directed edge weight Ψm). For a directed edge ~e ∈ ~E(Tm) indexed
by i with its head endpoint g. The vector at g is (x1, · · · , xm) with x1, · · · , xm ∈
C\{0}. Define an edge weight




The edge weight Ψm has the following remarkable properties
Proposition 5.30. We have the following properties for the edge weight Ψm.
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1. For a directed edge ~e ∈ ~E(Tm) with the tail endpoint g1 and head endpoint g2
and the vectors at g1 and g2 are (x1, · · · , xm) and (x′1, · · · , x′m), respectively,
with x1, · · · , xm, x′1, · · · , x′m ∈ C\{0}, then
Ψm(~e) + Ψm(−~e) = 1.
2. For all m directed edges {ei}mi=1 with the common head vertex g ∈ V (Tm) and





























4. If f~x ∈ (Ξm0 )Q and any alternating edge path P ∈ Ωm ↔ {x1, · · · , xm−2}, there
exist a constant C depends only on f~x such that for sufficiently large xm−1 and
xm as in (5.5)







|x21 · · · x˜2i · · ·x2m−1|
.
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thus as xm−1 →∞, the right hand side tends to 0, therefore
lim
xm−1→∞





















positive number for all possible {x1, x2, · · · , xm−2} and xm−1 sufficiently large, thus
the last property holds.
Proof to Theorem 5.4. By Lemma 5.26 and Corollary 5.28, we can find a finite con-





is absolutely convergent for β > 0. Since |h(x)| = O( 1|x|2 )| as |x| → ∞ and the
absolute convergence of the above series, the series in our theorem is absolutely
convergent. Here we just need to show its sum equals to half. Let Cn(T ) be the
set of directed edges at a distance n ≥ 0 from T and Ωn(T ) be the subset of Ωm
such that P ∈ Ωn(T ) if and only if P ∈ Ω0m(e) for some ~e ∈ Cn(T ). Thus we have
Ωn(T ) ⊂ Ωn+1(T ) and Ωm =
⋃∞









In fact for sufficiently large n and every alternating edge path P ∈ Ωn(T ), there
are exactly two edges e and e′ of P such that ~e, ~e′ ∈ Cn+1(T ). At each edge, there
are (m− 2) alternating edge paths in Ωn+1(T )\Ωn(T ) which share a common edge
with P . Denote {Pi}m−2i=1 ⊂ Ωn+1(T )\Ωn(T ) the (m − 2) alternating edge paths
passing through e and {P ′i}m−2i=1 ⊂ Ωn+1(T )\Ωn(T ) the (m − 2) alternating edge
paths passing through e′. Then we have the following inequality





































thus the identity is proved.
We can easily obtain the following branch formula
Proposition 5.31. For f~x ∈ Ξm0 and e0 ∈ E(Tm) endowed with the natural direction
such that Ψm(~e0) is well-defined, Ω
−
m(~e0) ∩ Ωgm(k) is finite for some k > 2 and








where the right hand series converges absolutely.
Proof. The conditions for the branch T−m(~e0) implies that the series converges ab-
solutely. Let C ′n be the set of directed edges in T
−
m(~e0) at distance n from e0 and
Ω′n be the subset of Ω
0−
m (~e0) such that P ∈ Ω′n if for P ∈ Ω0m(e′) some ~e′ ∈ C ′n. For
the conditions given and discussions in previous sections, we have that for sufficient
large N , if n > N , all edges in C ′n are directed towards e0 and we can check that∑
~e′∈C′n
Ψm(~e′) = Ψm(~e0).
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Denote ♣ = |Ψm(~e0)−
∑
P ′∈Ω′n\Ω0m( ~e0) 2h(p




















as n→∞. Thus we have proved the statement.
Here the condition that Ω0−(~e0) ∩ g−1~x [−2, 2] = ∅ can be lapsed to be Ω0−(~e0) ∩
g−1~x (−2, 2) = ∅. First we have the following lemma compared to above theorem.
Lemma 5.32. For f~x ∈ Ξm0 and P0 ∈ Ω0m(e0) with p0 = ±2, if Ω0−m (~e0)
⋂
Ωg~x(2) =
{P0} and Ω0−m (~e0)
⋂








where the right hand series converges absolutely.
Proof. P0
⋂
T−m(~e0) consists of infinite edges {en}∞n=1 for i ≥ 1, gi as the vertex
incident on both ei and ei−1. There are (m − 2) other edges incident on gi, denote
as ηji for j = 1, · · · , (m− 2). Then ~ηji is directed towards gi for each j. By previous




P ′∈Ω−m( ~ηji )
2h(p′) +
∑
P ′′∈Ω0m( ~ηji )
h(p′′).
Without loss of generality, assume P0 is an {(m − 1),m} indexed alternating
edge path and P0 ↔ {x1, · · · , xm−2}, thus |p0| =
∏m−2
i=1 |xi|. Assume the vector
at g1 is (x1, · · · , xm−2, y0, y1) and the vector at g2 is (x1, · · · , xm−2, y2, y1). Thus
for n ≥ 1, the vector at g2n is (x1, · · · , xm−2, y2n, y2n−1) and the vector at g2n+1 is
(x1, · · · , xm−2, y2n, y2n+1). We have for each j = 1, · · · , (m−2) and any P ∈ Ω0−m (~ηji ),
log+ |p| ≥ ki(Gm)ηji (P ) where













xr}}−log 2 > 0
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for all i ≥ 1. By the calculation of Lemma 5.9, we know that |yn| grows linearly
and for sufficiently large N and all n ≥ N , |yn| ≥ kn for some k > 0. Thus







for each j = 1, · · · ,m − 2
and all sufficiently large n. Thus the right hand series converges absolutely since
h(x) = O(|x|−2). At the same time, we have for sufficient large n













P ′∈Ω−m( ~ηji )
2h(p′) +
∑
P ′′∈Ω0m( ~ηji )
h(p′′)
 .








Thus the branch identity is proven.
With the above lemma, Theorem 5.4 can be generalized to the following theorem.
Theorem 5.33. For f~x ∈ Ξm0 with the induced function g~x satisfies that g−1~x (−2, 2) =





where the sum converges absolutely.
The proof follows easily from the above lemma and an explicit proof is omitted.
Remark 5.34. The general Hurwitz equation y21 + · · · + y2m = ay1 · · · ym for a 6= 0
can be transformed to (5.4) by simple substitution yi =
xi
m−2√a . Moreover, for the
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Case µ 6= 0. Here we discuss about the case when µ 6= 0. First we define a new
edge weight and a limiting function.
Definition 5.35 (Directed edge function (Ψm)µ(~e)). For the directed edge ~e in-
dexed by m and the vector at the head endpoint g is (x1, x2, · · · , xm) ∈ Cm with
x1, · · · , xm−1 ∈ C\{0} and the square sum of any (m− 2) of them is not equal to µ,
we define















x21 + · · ·+ x˜j2 + · · ·+ x2m−1 − µ
)
.
For other directed edges of different indices, we can similarly define their edge weight.
Definition 5.36 (limiting function Hm(x1, · · · , xm−2, µ)). Denote




















Remark 5.37 (Relation with case µ = 0). When µ = 0, we have (Ψm)0(~e) = Ψm(~e)




We have the following properties about the functions Hm and (Ψm)µ.
Proposition 5.38. The important properties for the functions Hm and (Ψm)µ.
1. For any directed edge ~e, if (Ψm)µ(~e) is well-defined, so is (Ψm)µ(−~e) and more-
over
(Ψm)µ(~e) + (Ψm)µ(−~e) = 1.
2. For any vertex g and all the directed edges {~ei}mi=1 heading towards g, assume
the vector at g is (x1, x2, · · · , xm) with x1, · · · , xm ∈ C\{0} and the square
sum of any (m− 2) of them is not equal to µ, then Ψm(~ei) is well-defined for
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3. For x1, · · · , xm−1 ∈ C\{0} with the square sum of any (m− 2) of them is not


















we have (Ψm)µ(x1, · · · , xm−1;xm) is well-defined and
lim
xm−1→∞
(Ψm)µ(x1, · · · , xm−1;xm) = Hm(x1, · · · , xm−2, µ).
4. If f~x ∈ (Ξmµ )Q and any alternating edge path P ∈ Ωm ↔ {x1, · · · , xm−2},
then exists constant C depended only on f~x such that if we denote ♥ =






|x21 · · · x˜2i · · ·x2m−1|
+
1
|x1 · · · x˜i · · ·xm−1|)
for any P ∈ Ωm, sufficiently large xm−1 and xm as in (5.6).





















































m(m− 1)∑m−2i=1 x2i − [m(m− 1)− 2]µ









































x21 + · · ·+ x˜i2 + · · ·+ x2m−2 + x2m−1 − µ
∣∣∣∣∣ .
As xm−1 →∞, ♥ → 0, thus we have
lim
xm−1→∞
(Ψm)µ(x1, · · · , xm−1;xm) = Hm(x1, · · · , xm−2, µ).
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is a finite positive number depended only on f~x for sufficiently large xm−1 and any
P ∈ Ωm ↔ {x1, · · · , xm−2}. And for any i ∈ Im\{m−1}, P ∈ Ωm ↔ {x1, · · · , xm−2}













for sufficiently large xm−1. Therefore
| 1
x21 + · · ·+ x˜i2 + · · ·+ x2m−2 + x2m−1 − µ
| = | 1∏m


























































x21 · · · x˜2j · · ·x2m−1
|.
Altogether, we have













thus the last property holds.
We follow the steps as in the case µ = 0 and obtain the following results.
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Theorem 5.39. For e ∈ E(Tm) with the natural direction such that Ω−m(~e)∩Ωg~x(k)




2Hm(x1, · · · , xm−2, µ)+
∑
P ′∈Ω0m(~e)↔{x′1,··· ,x′m−2}
Hm(x′1, · · · , x′m−2, µ)
where the series converges absolutely.
Theorem 5.40. If f~x ∈ (Ξmµ )Q with the induced function g~x ∈ (Gmµ )Q, that is Ωg~x(k)
is finite (possibly empty) for some k > 2 and Ωm ∩ g−1~x [−2, 2] = ∅, then we have∑
P∈Ωm↔{x1,··· ,xm−2}
Hm(x1, · · · , xm−2, µ) = 1
2
where the series converges absolutely.
AppendixA
List of Conventions and Functions
Here is a list of conventions we follow throughout this thesis and definitions of some
useful functions in the thesis:
• For c ∈ C\{0}, √c is the square root with positive imaginary part if c is a
negative real number; the square root with positive real part in other case.
• For z ∈ C\{0}, we always choose value for log z so that its imaginary part lies
in (−pi, pi]. Note here the function log is the logarithm to base natural number
e instead of 10.
• For z ∈ C\{0}, log+ |z| = max{0, log |z|}.
• For z ∈ C, we always choose the value for cosh−1(z) with <(cosh−1(z)) ≥ 0
and =(cosh−1(z)) ∈ (−pi, pi].









• For µ ∈ C, set ν = cosh−1(−µ/2 + 1). The function h : C\{±√µ} → C is
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defined by
h(x) = log
eν + e2 cosh
−1(x/2)
e−ν + e2 cosh−1(x/2)
= log
1 + (eν − 1)h(x)
1 + (e−ν − 1)h(x) (for x 6= 0) .
Note h(0) = log
eν − 1
e−ν − 1 = ν + pii.
• For µ ∈ C, the function H3(·, µ) : C\{0,±√µ} → C is defined by






















and is an increasing function for 0 < z < 1. Please refer to [25, 26, 20] for
a detailed discussion. Here we just list some useful relations and results. We
have L(0) = 0, L(1/2) = pi2/12, L(1) = pi2/6 and L(−1) = −pi2/12. The
Euler relations for the Roger’s Dilogarithm function:
L(x) + L(1− x) = L(1) = pi
2
6
for 0 ≤ x ≤ 1 and
L(−x) + L(−x−1) = 2L(−1) = −pi
2
6
for x > 0. The Landen’s identity is
L( −x
1− x) = −L(x)
for 0 ≤ x ≤ 1. Note L(−∞) = −L(1) = −pi2/6. The pentagon relation is as
follows: for x, y ∈ [0, 1] and xy 6= 1,
L(x) + L(y) + L( 1− x
1− xy ) + L(
1− y





• The Lasso function La(x, y) of two variables as in (3.8) is defined to be
La(x, y) = L(y) + L( 1− y
1− xy )− L(
1− x
1− xy )
for 0 < x < y < 1. The Lasso function La(x, y) satisfies the following proper-
ties:
Proposition. 1. The Lasso function is always positive. In fact the Lasso
function is always positive for all (x, y) ∈ (0, 1)× (0, 1).
2. The partial derivative with respect to x is always increasing in the domain.
In fact, this holds for all (x, y) ∈ (0, 1)× (0, 1).
3. The partial derivative with respect to y is always decreasing in the domain.
Here the requirement that x < y is important. And we can show that it
is not true for (x, y) ∈ (0, 1)× (0, 1).
Proof. We prove the statements by calculation.
1. The fact is a simple observation. Since the Roger’s Dilogarithm is a
strictly increasing function on the interval [0,1], we have
La(x, y) > L(y) + L(1− y)− L( 1− x
1− xy ) = L(1)− L(
1− x
1− xy ) > 0
for 0 < x < y < 1. Moreover, the above inequality holds for (x, y) ∈
(0, 1)× (0, 1), thus La(x, y) ≥ 0 for all (x, y) ∈ (0, 1)× (0, 1).
2. We have
∂xLa = −L′( 1− x
1− xy )
−(1− xy)− (1− x)(−y)






= L′( 1− x
1− xy )
1− y






Since the Roger’s Dilogarithm is strictly increasing, L′(x) > 0. Therefore
we have ∂xLa > 0. This holds for (x, y) ∈ (0, 1)× (0, 1).
84 Chapter A. List of Conventions and Functions
3. By the pentagon identity, we can reformulate the Lasso function,
La(x, y) = L(xy)− L(x) + pi
2
3
− 2L( 1− x
1− xy ).
In the following, we calculate the derivative of La(x, y) with respect to y.















1− xy ) +
1− x
(1− y)(1− xy) log(
1− x
1− xy ).
If 0 < x < y < 1,
x log(x/y)
2(1− xy) < 0. The first derivatives with respect






1− xy ) and
1− x
(1− y)(1− xy) log(
1− x
1− xy ) show that
− log(1− xy)
2y















(1− y)(1− xy) log(
1− x
1− xy ) ≤ limy→1−
1− x
(1− y)(1− xy) log(
1− x












= − log(1− x
2) + x2 log(1+x
1−x) + 2x
2(1 + x)
2x(1− x)(1 + x) .
Consider the sign the following function
f(x) := log(1− x2) + x2 log(1 + x
1− x) + 2x
2(1 + x).





1− x2 (−2x) + 2x log(
1 + x
1− x) + x
2 1− x
1 + x
(1− x)− (1 + x)(−1)
(1 + x)2
+ 4x(1 + x) + 2x2 =
−2x
1− x2 + 4x(1 + x) + 2x
2 +
2x2










+ 4x(1 + x) + 2x2 =
−2x+ 4x(1 + x)2 + 2x2(1 + x)
1 + x
> 0.
We see that f(x) > 0 for 0 < x < 1. Then
∂yLa ≤ − f(x)
2x(1− x)(1 + x) < 0
for 0 < x < y < 1. This is not generally true for any (x, y) ∈ (0, 1)×(0, 1).
For example, for fixed x = 0.3, we use Mathematica R© to draw the graph
of La(0.3, y) for 0 < y < 1. See Figure A.1.
Figure A.1: The graph of the Lasso Function La(x, y) for x = 0.3 and 0 < y < 1

AppendixB
Calculations in Hyperbolic geometry
Here we list some useful results in Hyperbolic geometry, especially in Hyperbolic
plane geometry. The detailed calculations are omitted and please refer to some
standard textbooks on Hyperbolic geometry. Since Mo¨bius transformation plays a
critical role in Hyperbolic geometry and it can be represented by matrix in SL(2,C),
we show some useful trace relations of matrices in SL(2,C), see [17, 5]. For A,B ∈
SL(2,C), we have
1. tr(A−1) = tr(A) and tr(B−1) = tr(B),
2. det(A− I) = 2− tr(A),
3. tr(AB) + tr(A−1B) = tr(A)tr(B),
4. tr(A2) + 2 = tr2(A),
5. tr([A,B]) + 2 = tr2(A) + tr2(B) + tr2(AB)− tr(A)tr(B)tr(AB),
6. tr([A,B]) + det(AB− BA) = 2.
In the upper half-plane model, for any two points z1 and z2 inside the plane, we
have the distance between them is
d(z1, z2) = ln
|z1 − z¯2|+ |z1 − z2|
|z1 − z¯2| − |z1 − z2| .
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In the unit disk model, we have the distance
d(z1, z2) = ln
|1− z1z¯2|+ |z1 − z2|
|1− z1z¯2| − |z1 − z2| .








For a hyperbolic triangle, we label the vertices as va, vb and vc. Let the lengthes
the sides opposite these vertices be a, b and c, respectively, and the interior angles











cosh c = cosh a cosh b− sinh a sinh b cos γ,
cosh c =
cosα cos β + cos γ
sinα sin β
.
Note the angles can be zero, for example, if α = 0, then b = c =∞ and by convention
the sine and cosine rules still hold. Some special cases need to be discussed. If there
is exactly one interior angle with value 0, without loss of generality, assume γ = 0,
then we have a = b =∞ and
sinh c =
cosα + cos β
sinα sin β
.
If it is a right-angled triangle and assume γ = pi
2
, then we have the Pythagoras’
theorem
cosh c = cosh a cosh b.
The area of the triangle is pi − (α + β + γ), which implies that the sum of
interior angles of a hyperbolic triangle is always less than pi. The maximum area
for hyperbolic triangles is pi, where α = β = γ = 0. We call them ideal triangles.
Furthermore for n-polygons with interior angles {θi}, it is convex if and only if
θi ∈ [0, pi] for i = 1, · · · , n. And there exists such an n-polygon if and only if θ1 +
· · ·+ θn < (n− 2)pi. The area of convex n-polygons can be obtained by subdividing
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them into (n − 2)-triangles and so their areas are (n − 2)pi − (θ1 + · · · + θn). In
the following, we focus on right-angled hexagons. For a given right-angled hexagon,
we label the three alternative side by a1, a2, a3 in anticlockwise direction and the










cosh bi sinh aj sinh ak = cosh ai + cosh aj cosh ak.
An important fact about right-angled hexagons is that they are determined by their
alternative side lengths. In fact, given any three positive values a, b, c, we have a
right-angled hexagon with these three values as its alternative side lengths and any
two such right-angled hexagons are isometrical to each other.
Figure B.1: A pair of pants P
For the simplest hyperbolic surface i.e. a pair of pants P, denote the boundary
geodesics by L1, L2, L3 with their lengths as l1, l2, l3, respectively. For {i, j, k} =
{1, 2, 3}, let Mi be the shortest geodesic arc between Lj and Lk with its length mi, Bi
be the shortest non-trivial geodesics arc from Li to itself with its length pi. Mi and
Bi are both orthogonal to ∂P, see Figure B.1. Cutting along M1, M2, M3, we obtain
two identical right-angled hexagons with side lengths {l1/2,m3, l2/2,m1, l3/2,m2}.
Then we have
coshmk sinh(li/2) sinh(lj/2) = cosh(lk/2) + cosh(li/2) cosh(lj/2).
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Continue cutting both hexagons along Bk, we obtain four right-angled pentagons
with side lengths {lk/4,mj, li/2,mk/2, pk/2}, then
cosh(pk/2) = sinh(li/2) sinhmj.
Therefore we have
cosh2(mk/2) =




cosh(lk/2) + cosh(li/2− lj/2)
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