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ON THE FACIAL STRUCTURE OF SYMMETRIC AND GRAPHICAL
TRAVELING SALESMAN POLYHEDRA
DIRK OLIVER THEIS
ABSTRACT. The Symmetric Traveling Salesman Polytope Sn for a fixed number n of
cities is a face of the corresponding Graphical Traveling Salesman Polyhedron Pn. This
has been used to study facets of Sn using Pn as a tool. In this paper, we study the operation
of “rotating” (or “lifting”) valid inequalities for Sn to obtain a valid inequalities for Pn.
As an application, we describe a surprising relationship between (a) the parsimonious
property of relaxations of the Symmetric Traveling Salesman Polytope and (b) a connec-
tivity property of the ridge graph of the Graphical Traveling Salesman Polyhedron.
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1. INTRODUCTION
Suppose that S and P are polyhedra, and that S is a proper face of P . If a ·x ≥ α is a
valid inequality for S, it can be “rotated” so that it becomes also valid for P . By “rotation”
Date: Thu Apr 9 21:27:07 EDT 2009.
2000 Mathematics Subject Classification. 52B12.
Key words and phrases. Projection, rotation, Symmetric Traveling Salesman Polyhedron, Graphical
Traveling Salesman Polyhedron.
Research supported by Deutsche Forschungsgemeinschaft (DFG) as project RE 776/9-1. Author sup-
ported by Communaute´ franc¸aise de Belgique – Actions de Recherche Concerte´es.
1
2 DIRK OLIVER THEIS
we mean modifying left and right hand sides of the inequality in such a way that the set of
points in the affine hull of S which satisfy the inequality with equation remains the same,
yet the hyperplane the inequality defines in the ambient space changes. Technically, this
amounts to adding equations to a ·x ≥ α, which are valid for S.
Once the inequality is rotated so that it is valid for P , one may ask which face of P is
defined by the rotated inequality. Since S 6= P , there is never only one such face, but even
when we aim for inclusion-wise maximal faces of P defined by some rotated version of
a ·x ≥ α, in general, these are not unique either.
Rotation is a standard tool in Discrete Optimization. The most prominent example
is probably (sequential) lifting, which is a constrained form of rotation. In this setting,
P is a polyhedron for which the non-negativity inequality xj ≥ 0 for a coordinate j is
valid, defining a non-empty face S := P ∩ {x | xj = 0}. Then, an inequality valid for
S is rotated by adding scalar multiples of the equation xj = 0 to it in such a way that
it becomes valid for P and the face defined by the rotated inequality is strictly greater
than the face of S defined by it. By iterating this procedure, one may “sequentially” lift
inequalities which are valid for a smaller face S, which is an intersection of the faces
defined by the non-negativity inequalities for a set of coordinates. The face of P defined
by the sequentially lifted inequality may in general depend on the order in which the
coordinates are processed. The same procedure works when generic inequalities c ·x ≥ γ
are used instead of the non-negativity inequalities.
Sequential lifting or other rotation-based tools are applied manually to find facets of
polyhedra which contain faces which are better understood. Often, the faces are “smaller
versions” of the original polyhedron. Moreover, mechanisms of this kind are used compu-
tationally in cutting-plane algorithms where some cutting-plane generation procedure first
works on a face and then has to lift the obtained inequalities.
In this paper, we study what rotating inequalities does for the Symmetric Traveling Sales-
man Polytope and the Graphical Traveling Salesman Polyhedron. Let n ≥ 3 be an in-
teger, Vn := {1, . . . , n} and En be the set of all unordered pairs (two-element subsets)
{i, j} ∈ Vn, i.e., the set of edges of the complete graph with vertex set Vn. The two
polyhedra are subsets of the space REn of vectors indexed by the elements of En. The
Symmetric Traveling Salesman Polytope Sn is the convex hull of all incidence vectors of
edge sets of circles with vertex set Vn (or, if you prefer, of Hamilton cycles of the com-
plete graph Kn). The Graphical Traveling Salesman Polyhedron Pn is the convex hull
of all vectors corresponding to connected Eulerian multi-graphs with vertex set Vn. (The
precise definitions will be given below.)
Since the seminal work of Naddef & Rinaldi [27, 28] on these two polyhedra, it is known
that the former is a face of the latter. Moreover, Naddef & Rinaldi proved a theorem which,
in our terminology, says that, if an inequality defines a facet of Sn, then there is a unique
maximal face of Pn which can be obtained by rotating the inequality, and this maximal
obtainable face is a facet of Pn.
Naddef & Rinaldi managed to classify the facets of Pn into tree types: non-negativity
facets, degree facets, and the rest, called TT-facets. While the degree facets and non-
negativity facets are both small in number and easily understood, the interesting class both
for understanding the polyhedron and for applications is the huge set of TT-facets. By
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the theorem just mentioned, once one knows that the degree facets of Pn are precisely
those which contain Sn — also an achievement of Naddef & Rinaldi’s paper —, this
also classifies the facets of Sn into two types: non-negativity and TT-facets. Again, for
applications in Discrete Optimization, the TT-facets are the important ones.
Not so long ago, Oswald, Reinelt and Theis [31, 32] have refined the classification by
splitting the TT-facets of Pn into two subclasses: NR-facets and non-NR-facets, depending
on whether the intersection of the facet with Sn is a facet of Sn (these Pn facets are called
NR-facets) or a face of Sn of smaller dimension (these are called non-NR-facets). The
main difficulty in this sub-classification was showing that the non-NR class is not empty.
The existence of non-NR-facets has some unpleasant consequences both for theoretical
research and practical computational approaches to solving Traveling Salesman Problem
instances. On the theoretical side, it is much easier to prove facet-defining property of
inequalities for Pn than for Sn. Moreover, Pn pleasantly preserves facet-defining property
when a certain important lifting operation for facet-defining inequalities (which replaces
vertices by sets of vertices) is performed. For Sn, this is not known to be true. On the
computational side, in the context of cutting-plane methods for Sn, certain generic sepa-
ration algorithms produce inequalities which are facet-defining for Pn, but sometimes it
is not clear whether these inequalities must be strengthened if they are to define facets of
Sn. Examples of such separation algorithms include the local cuts method of Applegate,
Bixby, Chva`tal & Cook [1, 2, 3] (see the discussion in [32]) or the path-lifting method of
Carr [6].
In terms of rotation, the result in [31, 32] shows that there are valid inequalities for Sn
which do not define facets of Sn, but which can be rotated to define facets of Pn. The
starting point of this paper is the question what properties these valid inequalities for Sn
might have. The results we propose are most easily formulated using the terminology of
polar polyhedra. A polar polyhedron S△ of a polyhedron S has the property that the points
of S△ are in bijection with the linear inequalities (up to scaling) for S. Moreover, a point
a is contained in a face of dimension k of S△, if, and only if, the corresponding inequality
defines a face of dimension at least dimS − k of S. In particular, the vertices of S△ are in
bijection with the facets of S. Also recall the concept of a polyhedral complex: a (finite)
set of polyhedra, closed under taking faces, such that the intersection of any two polyhedra
in the set is a face of both.
We have results about the “interesting” part of the polar of Sn, namely the part which re-
mains if we take only those faces of the polar, which do not contain a vertex corresponding
to a non-negativity facet of Sn. Informally, this corresponds to taking only the TT-class of
valid inequalities for Sn (the correspondence will be made precise later).
This subset of faces of the polar of Sn is a polyhedral complex; let us denote it by C for
a moment. Take a point in C, consider the corresponding valid inequality for Sn, and rotate
it. A certain set of faces of Pn can be defined by the rotated versions of this inequality.
Now we partition the points contained in C in the following way: two points are in the
same cell of the partition, if, by rotating the corresponding valid inequalities, the two sets
of faces of Pn which can be defined coincide.
In fact, the partition whose definition we have just outlined, gives a polyhedral subdivi-
sion S of C, i.e., the set of closures of the cells is a polyhedral complex, and every face of
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C is a disjoint union of cells. Indeed, this is true in the general situation when a polytope
S is a face of another polytope P , and such a polyhedral subdivision is called a rotation
complex. In the TSP situation, we can say more:
(A) The decomposition of C into cells can be described in a natural way that does not
refer to rotation; in fact, it does not refer to the Graphical Traveling Salesman
at all. Indeed, for a point a contained in C, it suffices to check the sign of all
the expressions auv − auw − awv, with u, v, w three distinct vertices in Vn. (As
customary, we use the abbreviated notation uv := {u, v}.)
(B) The points in C are in bijection with the “important” part of the polar of Pn (the
definition of polar here is not canonical and will be made precise), and this bijec-
tion maps faces of the polar of Pn onto faces of the rotation complex S. In other
words, the polar of Pn can be “flattened” onto the polar of Sn.
Again, “important” is meant to be understood in the sense that it corresponds to consid-
ering TT-type inequalities only.
Recall that the common refinement of two polyhedral complexes is the set of all in-
tersections of polyhedra in the two complexes. Item (A) can be restated as saying that
the rotation complex S is the common refinement of C with a natural projection of the
metric cone. (The metric cone consists of all functions En → R+ satisfying the triangle
inequality). Note that the occurrence of the metric cone in the context of the two polyhe-
dra Sn and Pn is no surprise: it is known that Pn is the intersection of the positive orthant
REn+ with the Minkowski sum of Sn and the dual of the metric cone [39]. Item (B) ad-
dresses the uniqueness question for faces defined by rotated inequalities addressed above.
Note, though, that having a point-wise bijection is a stronger statement than saying that
the maximal faces obtainable by rotation are unique.
We believe these results to be of interest in their own right, because they clarify the re-
lationship between the valid inequalities for Sn and Pn. Having said that, in this paper,
we apply them to a problem concerning the ridge graph of Pn. The ridge graph has as its
vertices the facets, and two facets are linked by an edge if and only if their intersection is a
ridge, i.e., a face of dimension dimPn−2. The ridge graph is of certain importance for the
problem of computing a complete system of facet-defining inequalities, when the points
and extreme rays are given. A common solution here is to search in the ridge graph, i.e.,
once a facet is found, its neighbors are computed. A problem which may occur is that, for
some facets, computing the neighbors is not feasible (given the power of current computer
systems). Due to the connectivity of the ridge graph, some of its vertices are allowed to be
dead ends in the search, and still all vertices are reached by the search. For example, when
the facets of a d-dimensional polytope are computed in this way, by Balinski’s Theorem,
one may omit d − 1 arbitrarily selected facets from the search, and still reach all other
facets. Very often, however, the number of facets whose neighbors cannot be computed
is too large (exponential in the dimension). Thus, one would like to prove connectivity
properties of the ridge graph which allow for these vertices to be dead ends in the search.
Our result on the ridge graph ofPn states the following: If a system of NR-facet-defining
inequalities satisfies the so-called parsimonious property [14, 13], the removal of the cor-
responding vertices from the ridge graph leaves connected components, each of which
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contains a vertex corresponding to an NR-facet. The proof of this makes use of (B) above
in an essential way. The statement has been used to prove the completeness of an outer
description for P9 in [32] in the scenario sketched above.
This paper is organized as follows. In the short second section, we shall define some basic
concepts from polyhedral theory. In Section 3, will provide rigorous formulations of all of
our results. Section 4 contains the proofs of the results about the rotation complex, while
the results about the ridge graph are proved in Section 5.
We will need to make use of linear-algebraic and polyhedral ideas quite heavily. Al-
though we give all the relevant definitions, understanding this paper will be a piece of hard
work if one is not at ease with the theory of polyhedra, polarity, projective transformations,
and polyhedral complexes, as laid out in the relevant chapters of either [18] or [41].
2. SOME BASIC DEFINITIONS AND NOTATIONS
2.0.a. Euclidean space notations. We denote by x · y the standard scalar product in Rm.
For a linear subspace L ⊂ Rm, denote by L⊥ := {q ∈ Rm | q ·x = 0 ∀x ∈ L} the
orthogonal complement of L.
For X ⊂ Rm, we denote by affX the affine hull of X , i.e., the smallest affine subspace
of Rm containing X . We let linX denote the linear space generated by the points y − x,
x, y ∈ X . Hence, affX = x+ linX holds for every x ∈ affX .
For X ⊂ Rm, we denote by X the closure of X in the topological sense. The relative
interior relintP of a polyhedron P is the interior (in the topological sense) of P in the
affine space spanned by P , in other words, relintP = P \
⋃
F(P F , where the union runs
over all faces of P . The boundary of a polyhedron is ∂P := P \ relintP =
⋃
F(P F
where the union runs over all faces of P .
2.0.b. Projective mappings. An mapping g between vector spaces is called affine if there
exists a constant (vector) a such that g − a is linear. A mapping f : L → L′ between two
vector spaces is called projective, if there exists a linear mapping(
f00 f01
f10 f11
)
= f˜ : R× L→ R× L′
decomposable into linear mappings f00 : R → R, f01 : L → R, f10 : R → L′, f11 : L →
L′, such that f(x) = P (f˜(1, x)), with the shorthand P (t, x) := x/t. Informally, we say
that f can be “written as a linear mapping” f˜ . Using matrices, f00 can be identified with a
real constant, f10 with a column-vector and f01 with a row-vector.
Remark 2.1. When f and g are projective mappings which can be written as linear map-
pings f˜ and g˜, respectively, then f ◦ g can be written as f˜ ◦ g˜.
2.0.c. Polyhedral complexes. A polyhedral complex is a set of polyhedra C with the prop-
erties that (a) if F ∈ C and G is a face of F , then F ∈ C; and (b) if F,G ∈ C, then F ∩G
is a face of both F and G. The polyhedra in C are called the faces of C, and faces of a C
having dimension 0 (or 1, respectively) are called vertices (or edges, respectively) of C. A
sub-complex of a polyhedral complex C is a polyhedral complex D with D ⊂ C.
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For a polyhedral complex C, we denote by |C| :=
⋃
F∈C F its underlying point set, and,
informally, we say that a point x is in C, if x ∈ |C|.
For a polyhedron P , let C(P ) be the set of all of its faces. This is a polyhedral complex
with underlying point set P . Moreover, we let C¯(P ) be the polyhedral complex of all
bounded faces of P .
For a polyhedral complex C and a set of faces D ⊂ C, we define the deletion of D in
C to be the polyhedral sub-complex of C consisting of all faces F ∈ C whose intersection
with all faces in D is empty:
dl(D, C) :=
{
F ∈ C
∣∣ ∀G ∈ D : F ∩G = ∅}
Let C and D be two polyhedral complexes. D is called a subdivision of C, if, (a) every
face of D is contained in some face of C; and (b) every face of C is a union of faces of D.
Let C and D be two polyhedral complexes. The common refinement of C and D is the
polyhedral complex whose faces are all the intersections of faces of C and D: C ∨ D :=
{F ∩G | F ∈ C, G ∈ D}. The common refinement C ∨ D is a subdivision of both C and
D.
Let C be a polyhedral complex, and f : |C| → Rk a mapping. We say that f induces the
polyhedral complexD, if, for every F ∈ C, its image f(F ) under f is a polyhedron, and the
set of all these polyhedra is equal to (the polyhedral complex) D. The following wording
is customary: IfD′ is a polyhedral complex and f : |C| → |D′| is a homeomorphism which
induces a polyhedral complexD which is a subdivision ofD′, then f is called a refinement
map. Two polyhedral complexes C and D are called combinatorially equivalent, if there
exists a bijection φ : C → D, which preserves the inclusion relation of faces, i.e., if F ⊂ F ′
are two faces of C, then φ(F ) ⊂ φ(F ′). We say that a mapping f : |C| → |D| induces a
combinatorial equivalence, if f induces the polyhedral complex D. In this case, C and D
are combinatorially equivalent via the mapping F 7→ f(F ).
A polyhedral complex is a (pointed) fan if it contains precisely one vertex, and each
face which is not a vertex is empty or a pointed cone. A fan C is complete, if |C| is equal
to the ambient space.
The 1-skeleton or graph of a polyhedral complex C is the graph G whose vertices are
the vertices of C, with two vertices of G being adjacent if and only if there exists an edge
of C containing them both.
For more on polyhedral complexes see the textbooks by Gru¨nbaum [18] or Ziegler [41].
2.0.d. Miscellaneous. For a matrix M we denote by M⊤ its transpose. The restriction of
a mapping f : X → Y to a set Z ⊂ X is denoted by f Z .
3. EXPOSITION OF RESULTS
Fix an integer n ≥ 3. The Symmetric Traveling Salesman Polytope is defined as the
convex hull in REn of all edge sets of circles with vertex set Vn (or Hamiltonian cycles in
the complete graph Kn):
Sn := conv
{
χE(C)
∣∣ C is the circle with V (C) = Vn}, (1)
where χF denotes the characteristic vector of a set F , i.e., χFe = 1, if e ∈ F , and 0
otherwise. Ever since the mid nineteen-fifties, when a series of short communications and
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papers initiated the study of this family of polytopes [19, 20, 21, 23, 30], it has received
steady research attention. Apart from being of importance in combinatorial optimization
for solving the famous Traveling Salesman Problem, which consists in finding a shortest
Hamilton cycle in a complete graph with “lengths” assigned to the edges (see, e.g., [3, 11,
17, 22, 25, 35]), their combinatorial and linear-algebraic properties have been an object
of research. For example, questions about aspects of the graph (1-skeleton) have been
addressed [36], particularly focusing on its diameter [33, 34, 37, 38], which is conjectured
to be equal to two by Gro¨tschel & Padberg [17].
The second polyhedron which we will consider is defined to be the convex hull of all
edge multi-sets of connected Eulerian multi-graphs on the vertex set Vn:
Pn := conv{x ∈ Z
En
+ |
x defines a connected Eulerian multi-graph with vertex set Vn},
(2)
where we identify sub-multi-sets of En with vectors in ZEn+ (i.e., there are xe copies of
edge e present in the multi-graph). This polyhedron was introduced in [10] under the
name of Graphical Traveling Salesman Polyhedron and has since frequently occurred in
the literature on Traveling Salesman Polyhedra. It is particularly important in the study of
properties, mainly facets, of Symmetric Traveling Salesman Polytopes (e.g., [13, 26, 27,
28, 29], see [3, 25] for further references).
With few exceptions (for example [12, 30] for the case n ≤ 5; [5] for n = 6, 7; [7, 8, 9]
for n = 8, 9), no complete characterization of the facets of Sn or Pn are known. In fact,
since the Traveling Salesman Problem is NP-hard, there cannot exist a polynomial time
algorithm producing, for every n and every point x ∈ REn , a hyperplane separating x from
Sn, unless P=NP . Another noteworthy argument for the complexity of these polytopes is
a result of Billera & Saranarajan [4]: For every 0/1-polytope P , there exists an n such that
P is affinely isomorphic to a face of Sn.
The polyhedron Pn has been called the Graphical Relaxation of Sn by Naddef & Rinaldi
[27, 28] who discovered and made use of the fact that Sn is a face of Pn: While the
latter is a full-dimensional unbounded polyhedron in REn [10], the former is a polytope
of dimension
(
n
2
)
− n [30], and the inequality ∑e∈En xe ≥ n is valid for Pn and satisfied
with equality only by cycles, thus attesting to the face relation.
3.1. Definitions of the polars. From now on, assuming1 n ≥ 5 to be fixed, we will
suppress the subscript in Sn and Pn and just write S and P .
The set of facets of P containing S is known. For u ∈ Vn, let δu be the point in REn
which is 1/2 on all edges incident to u and zero otherwise. It is proven in [10] that the
inequalities δu · x ≥ 1, u ∈ Vn, define facets of P , the so-called degree facets. Clearly, S
is the intersection of all the degree facets.
It is customary to write inequalities valid for P in the form a ·x ≥ α, and we define
the polars accordingly. Define the linear space L to be the set of solutions to the n linear
equations δu ·x = 0, u ∈ Vn. Note that the δu are linearly independent, dimS = dimL,
and the affine hull of S is a translated copy of L. Whenever z is a relative interior point of
1We choose n ≥ 5 because otherwise the non-negativity inequalities do not define facets of Sn.
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S, the polar of S may be defined as the following set:
S△ := {a ∈ L | (−a) ·(x− z) ≤ 1 ∀x ∈ S}. (3)
So a point a ∈ S△ corresponds to a valid inequality a ·x ≥ a · z − 1 of S. Changing
z amounts to submitting S△ to a projective transformation. Although our results do not
depend on the choice of z (see [40]), it makes things easier to define
z :=
2
n− 1
1 =
1
(n− 1)!/2
∑
C
χE(C) =
2
n− 1
n∑
u=1
δu, (4)
where the first sum extends over all cycles with vertex set Vn. So z is at the same time
the average of the vertices χE(C) of S and a weighted sum of the left-hand sides δu of the
equations.
Next, we construct a kind of polar for P . For this, we might just intersect the polar cone
C := {(α, a) ∈ R× REn | a ·x ≥ α ∀x ∈ P} with the hyperplane α +
∑
e ae = 1. From
the observation [10] that P is the Minkowski sum of REn+ with a finite set of points in REn+ ,
we see that this hyperplane intersects all extreme rays of C except for R+(α, 0) which
does not correspond to a facet of P . However, for our needs, it will be better to define P△
to be a polyhedron which is projectively isomorphic to the one we have just described:
P△ := {a ∈ Rm | a ·x ≥ 1 ∀x ∈ P}.
This set is sometimes called the blocking polyhedron of P . Calling it the polar (poly-
hedron) of P is justified by that fact that, essentially, it has the defining properties of a
polar polytope. Let us elaborate. For a face F of P , define its conjugate face F♦ to be
the set of points a ∈ P△ satisfying a ·x = 1 for every x ∈ F . For brevity, we say that
a face F of P is good if it is not contained in a non-negativity facet, i.e., a facet defined
by xe ≥ 0 (these inequalities do define facets of P [10]). Note that P△ ⊂ REn+ , so the
non-negativity inequalities are also valid for P△, and hence P△ has non-negativity faces.
(They are possibly empty.)
Lemma 3.1. The polar P△ of P has the following properties.
(a) Let a ∈ REn \ {0} and d ≥ −1. Then a is a relative interior point of a non-trivial
face of P△ with co-dimension d + 1 if and only if (a, 1) is valid for P and defines
a face of dimension d of P .
(b) Let N ⊂ C(P ) be the set of intersections of non-negativity facets P , and similarly
N ′ ⊂ C(P△) be the set of all intersections of non-negativity faces of P△. Then
conjugation of faces C(P ) \ N → C(P△) \ N ′, F 7→ F♦ := {a ∈ P△ | a ·x =
1 ∀x ∈ F} defines an inclusion reversing bijection.
(c) A face F of P is good if and only if F♦ is bounded. 
We leave the proof of this lemma to the reader.
The points δu defined above are vertices of P△, more precisely, they are the vertices of
the face S♦ of P△.
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3.2. Definitions of the polyhedral complexes. We consider the set of faces of S△ which
do not contain a vertex corresponding to a non-negativity inequality xe ≥ 0 for e ∈ En. In
symbols, if N denotes the set of these vertices of S△, we deal with the polyhedral complex
dl(N, S△) := {F face of S△ | F ∩N = ∅} = dl({{x} | x ∈ N}, C(S△)). (5)
3.2.a. Tight triangularity. A triangle rooted at u is a pair u, vw consisting of a vertex
u ∈ Vn and an edge vw ∈ En not incident to u. Let a ∈ REn . We say that a is metric,
if it satisfies the triangle inequality, i.e., tu,vw(a) := avu + auw − avw ≥ 0 for all rooted
triangles u, vw. Note that this implies ae ≥ 0 for all e. We follow [28] in calling a tight
triangular (TT), if it is metric and for each u ∈ Vn there exists v, w such that the triangle
inequality for this rooted triangle is satisfied with equation: tu,vw(a) = 0. Abusively, we
say that a linear inequality is metric, or TT, if the left hand side vector has the property.
3.2.b. Metric cone, TT-fan and flat TT-fan. The metric cone, C = Cn, consists of all
(semi-)metrics on Vn. In our context, a (semi-)metric is a point d ∈ REn which satisfies
the triangle inequality
dvu + duw − dvw ≥ 0 (6)
for all distinct u, v, w ∈ Vn. Thus, in the terminology just defined, a semi-metric is just a
metric point. If we now let Fu,vw denote the face of C defined by inequality (6) we define
the TT-fan as follows:
T ′ :=
⋂
u∈Vn
⋃
v,w 6=u
C(Fu,vw) ⊂ C(C). (7)
T ′ is a fan. “TT” stands for “tight triangular”, a term coined by Naddef & Rinaldi [28]
for a point’s property of being in |T ′|. However, we are not aware of any reference to this
fan in the literature. Heuristically, the elements of |T ′| are metrics on Vn satisfying the
following: for every point u ∈ Vn, there exist two other points v, w ∈ Vn such that u is
“middle point” of the “line segment” between v and w.
Denote by p : REn → L the orthogonal projection. We will prove in the next section
(Lemma 4.4) that applying p to T ′ produces a fan T isomorphic to T ′:
T := {p(F ) | F ∈ T ′}. (8)
We call T the flat TT-fan.
3.2.c. Definition of the edge sets Eu(a). Let a ∈ S△. For every u ∈ Vn, we let Eu(a) be
the set of edges on which the slack of the triangle inequality (6) is minimized:
Eu(a) :=
{
vw ∈ En
∣∣∣ u 6= v, w, and
avu + avw − avw = min
v′,w′ 6=u
av′u + auw′ − av′w′
}
. (9)
3.2.d. The TT-sub-complex of P△. Finally, we define a sub-complex of C(P△) consist-
ing of all TT-points of P△. This sub-complex is what remains of the complex C¯(P△) of
bounded faces ofP△ after deleting the conjugate face of S inP△, in symbols dl(S♦, C¯(P△)).
It will become clear in the next section (see Remark 4.3) that the points of the complex
dl(S♦, C¯(P△)) are precisely the points in |C¯(P△)| which are tight triangular.
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3.3. Rotation and statements of the results. We now give the rigorous definition of
“rotation” and of the rotation complex, as outlined in the introduction. More accurately,
we define a “rotation partition” of |dl(N, S△)|, which will turn out to be a polyhedral
complex subdividing dl(N, S△).
A point a ∈ S△ corresponds to an inequality a ·x ≥ a · z − 1 valid for S. Rotating
this inequality amounts to adding an equation valid for S. The left-hand side q of such
an equation is a linear combination of the left-hand sides of the equations δu ·x = 1,
and the right-hand side coincides with q · z. Hence, for a fixed q, rotating the inequality
a ·x ≥ a · z − 1 by q gives the following
(a+ q) ·x ≥ a · z − 1 + q · z. (10)
For a ∈ |dl(N, S△)|, let F(a) ∈ C(P ) be the set of faces of P which can be defined by
the rotated version of the inequality corresponding to a. More precisely, a set F ⊂ REn
is in F(a) if, and only if, there exists a q as above, such that the rotated inequality (10)
is valid for P , and F is the set of points in P satisfying it with equality: F = {x ∈ P |
(a+ q) ·x = a · z − 1 + q · z}.
Now we define a partition S◦ of |dl(N, S△)|, by letting two points a, b be in the same
cell of S◦ if and only if F(a) = F(b). Moreover, let S be the set of all closures of cells of
S◦:
S := {X | X ∈ S◦}.
We call S the rotation complex (the word “complex” is justified by the following theorem).
Theorem 3.2. S is a polyhedral complex. Moreover, X 7→ X and F 7→ relintF are
inverse bijections between S◦ and S. The following is true.
(a) The rotation complex S is the common refinement of dl(N, S△) and the flat TT-fan
T .
(b) Two points a, b in |dl(N, S△)| are in the relative interior of the same face of the
rotation complex S if, and only if, they are in the relative interior of same face of
S△ and Eu(a) = Eu(b) for all u ∈ Vn.
This corresponds to item (A) on page 4 in the introduction, while the next theorem
corresponds to item (B).
Theorem 3.3. There is a projective homeomorphism pi : |dl(S♦, C¯(P△))| → |dl(N, S△)|
which induces a combinatorial equivalence between the polyhedral complex dl(S♦, C¯(P△))
and the rotation complex S.
Remark 3.4. Let us speak of a TT-vertex of P△, if the point is TT, or, equivalently, if the
vertex corresponds to a TT-facet of P . Similarly, let us call a TT-vertex of P△ an NR-
vertex (non-NR-vertex), if the corresponding facet of P is an NR-facet (non-NR-facet,
resp.). Theorems 3.2 and 3.3 imply that the NR-vertices of P△ are in bijection with the
vertices of dl(N, S△n ) via ϕ, while the non-NR vertices of P△n are mapped to non-vertex
points by ϕ.
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3.4. Parsimonious property of relaxations and the ridge graph. Given a system Bx ≥
b of linear inequalities which are valid for S, one may ask how the minimum value of
a linear function x 7→ c⊤x changes if either degree inequalities or degree equations are
present, in other words, whether the following inequality is strict:
min
{
c⊤x
∣∣ Bx ≥ b, δv ·x ≥ 1 ∀v, x ≥ 0} (11a)
≤
min
{
c⊤x
∣∣ Bx ≥ b, δv ·x = 1 ∀v, x ≥ 0} (11b)
We say that the system of linear inequalities and equations in (11a),
Bx ≥ b
δv · x ≥ 1 ∀v ∈ Vn
x ≥ 0
(12)
is a relaxation of S. Such a relaxation is said to have the parsimonious property [14] if
equality holds in (11) for all c satisfying the triangle inequality.
Goemans [13] raised the question whether all relaxations of S consisting of inequalities
defining NR-facets of P (in other words, they are facet-defining for P and for S) have the
parsimonious property.
The parsimonious property had earlier been proved to be satisfied for the relaxation
consisting of all inequalities defining facets of P by Naddef & Rinaldi [27], in other words:
optimizing an objective function satisfying the triangle inequality over P yields the same
value as optimizing over S. The parsimonious property has been verified by Goemans
and Bertsimas [14] for the relaxation consisting of all non-negativity inequalities xe ≥ 0,
e ∈ En, and all so-called subtour elimination inequalities. For every S ( Vn with |S| ≥ 2,
the corresponding subtour elimination inequality∑
uv∈En
|{u,v}∩S|=1
xuv ≥ 2, (13)
is valid and facet-defining for S (whenever n ≥ 5) [15, 16].
To our knowledge, the first example of a relaxation of S which does not have the parsi-
monious property is due to Letchford [24]. While the inequalities which he used did not
define a facet of S or of P , in [31, 32], a family of inequalities defining facets of P was
given which does not have the parsimonious property.
As an application of Theorems 3.2 and 3.3, we give a necessary condition for a relaxation
of S consisting of inequalities defining NR-facets of P to have the parsimonious property.
The condition is based on connectivity properties of the ridge graph of P . Recall that the
ridge graph G of P is the graph whose vertex set consists of all facets of P where two
facets are adjacent if their intersection has dimension dimP − 2, i.e., it is a ridge. We will
relate this relaxation to the induced subgraph GB of the ridge graph of P which is obtained
if all vertices corresponding to the facets defined by inequalities in RB are deleted.
Theorem 3.5. Suppose Bx ≥ b consists of inequalities defining NR-facets of P . If the
relaxation (12) of S has the parsimonious property, then every connected component of
GB contains vertices corresponding to NR-facets of P .
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Thus, we link the optimization view given by the parsimonious property question with
combinatorial properties of the a polyhedral complex C(P ), or, more precisely, of dl(S♦, C¯(P△)).
In the proof, Theorem 3.3 is used to “flatten” the latter complex, which then allows to using
a separating-hyperplane argument for constructing a path in the ridge graph.
4. PROOFS FOR THEOREMS 3.2 AND 3.3
In 4.1, we will need to discuss some properties of Symmetric and Graphical Traveling
Salesman polyhedra. Most of them are generalizations of facts in the seminal papers by
Naddef & Rinaldi [27, 28]. The proof of Theorems 3.2 and 3.3 then takes up Subsections
4.2 and 4.3.
As said before, we assume in the whole section that S = Sn and P = Pn with n ≥ 5,
because we require the technical fact that non-negativity inequalities xe ≥ 0, for an e ∈
En, define facets of S, which is true if and only if n ≥ 5, see [15, 16].
4.1. Preliminaries on connected Eulerian multi-graph polyhedra. Naddef & Rinaldi
[28] proved that every facet of S is contained in precisely n+ 1 facets of P : the n degree
facts and one additional facet. This fact and its generalizations are useful for our purposes.
For the sake of completeness, we will sketch its proof, and introduce some of the tools for
the proofs of our main theorems along the way.
First we set up some notations. Let D be the Vn × En-matrix whose rows are the δ⊤u ,
u ∈ Vn. Recall from Section 3.2.b that p is the orthogonal projection from REn onto
L = kerD. Note that the orthogonal complement L⊥ = ker p of L is equal to imD⊤ =
{D⊤ξ | ξ ∈ RVn}, the space of all linear combinations of the δu.
In the following lemma, we summarize basic facts about tight triangularity.
Lemma 4.1.
(a) A metric inequality which is valid for S is also valid for P .
(b) An inequality defining a good face of P is metric.
(c) An inequality defining a good face F of P is TT if and only if F is not contained
in a degree facet.
(d) If a face F of P is good, then S ∩ F is also good.
(e) Let the TT inequality a ·x ≥ 1 be valid for P . If it defines a face of co-dimension
c of S, then it defines a face of co-dimension at most c of P .
(f) For every a ∈ REn there is a unique TT representative in the co-set a + L⊥ =
{a + D⊤ξ | ξ ∈ RVn}. More precisely, we can obtain a unique λ(a) ∈ RVn for
which a−D⊤λ(a) is TT by letting
λu(a) := min
v,w 6=u
tu,vw(a) (14)
u
vw
Given a vertex u and an edge vw not incident to u, a shortcut is a vector
su,vw := χ
vw − χvu − χuw ∈ REn .
Proofs for Lemma 4.1 (sketches). The proofs of these facts are easy gener-
alizations of arguments which can be found in [28].
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The key ingredient in (a–c) is the shortcut argument which Naddef &
Rinaldi pioneered in [28]. Let x ∈ ZEn+ represent the edge multi-set of a connected Euler-
ian multi-graph H with vertex set Vn. If H is not a cycle, i.e., if H has a vertex u of
degree four or more, then one can find an edge vw such that vu and vw are in H , and
H ′ := H ∪ {vw} \ {vu, vw} is still a connected Eulerian multi-graph; cf. the picture on
the right. If y represents its edge multi-set, then y = x + su,vw. This gives (a), the impli-
cation “⇒” in (c), and by carefully selecting the edge vw, (d). Similarly, one can subtract
a shortcut from an x, which gives (b), the other direction in (c), and, by taking for each
vertex u a shortcut su,vw, implies (e).
Item (f) is straightforward computation. 
We now prove the important theorem of Naddef & Rinaldi.
Theorem 4.2 ([28]).
(a) If a facet G of P contains S, then G is a degree facet.
(b) Let F be a good facet of S. There exists a unique facet G of P with F = G ∩ S.
Proof. (a). If G ⊃ S, then G is good by definition. If G is not equal to a degree facet,
then, by Lemma 4.1(c), it is defined by a TT inequality, which contradicts Lemma 4.1(e).
(b). Clearly, G exists because S is a face of P . Let G be defined by an inequality
a ·x ≥ α. Then a is TT by Lemma 4.1(c), hence, by Lemma 4.1(f), unique in the set
a+ L⊥ of all left hand sides of inequalities defining the facet F of S. 
4.1.a. Related aspects of the polar polyhedra. Theorem 4.2(b) can be rephrased as fol-
lows. If a is a vertex of P△ such that the inequality a ·x ≥ 1 defines a facet of S, then a
and δu, u ∈ Vn, are the vertices of an n-simplex which is a face of P△.
Remark 4.3. By Lemma 3.1(b) and Lemma 4.1(c), the points of the complex dl(S♦, C¯(P△))
are precisely the points in |C¯(P△)| which are tight triangular.
4.2. Descriptions of the rotation complex. We will now prove Theorem 3.2. We start
by proving that the two refinements of dl(N, S△) defined in (a) and (b) respectively of
Theorem 3.2 are identical: the one using the flat TT-fan defined in (8) and the one using
the sets Eu(a) defined in (9).
Let us first verify that the orthogonal projection p maps the TT-fan |T ′| bijectively onto
L. For this, we define some mappings, based on (14):
λu : R
En → R : a 7→ min
v,w 6=u
tu,vw(a),
λ : REn → RVn : a 7→ (λ1(a), . . . , λn(a))
⊤, (15)
ϑ : REn → REn : a 7→ a−D⊤λ(a),
ϑ˜ : R× REn → R× REn : (α, a) 7→ (α− 1 ·λ(a), ϑ(a)).
Lemma 4.4. The mappings p : |T ′| → L and ϑL : L→ |T ′| are inverses of each other.
Proof. By Lemma 4.1(f), every co-set a + L⊥ of L⊥ contains a unique TT point, namely
ϑ(a). The co-set also contains a unique point of L, namely the orthogonal projection p(a)
of a onto L. Hence, the two mappings are inverses of each other. 
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In view of Lemma 4.4, p transports the fan T ′ into a fan T := p(T ′) in L, the flat TT-fan
defined in Section 3. It is a complete fan in the ambient space L. The next lemma states
that the refinements of dl(N, S△) used in Theorem 3.2 are identical. The proof is a direct
verification based on the definitions of Eu(·) and ϑ, using Lemma 4.4.
Lemma 4.5. For two points a, b ∈ L, the following are equivalent:
(i) Eu(a) = Eu(b) for all u ∈ Vn
(ii) a and b are in the relative interior of the same face of the flat TT-fan T . 
For easy reference, let D denote the common refinement of dl(N, S△) and the flat TT-
fan T . This is certainly a polyhedral complex, and the previous lemma implies that two
points are in the relative interior of the same face of D if and only if (i) holds.
This shows that items (a) and (b) of Theorem 3.2 are equivalent. Moreover, to establish
Theorem 3.2, it remains to prove that the partition of |dl(N, S△)| into open faces of D
coincides with the partition S◦: Once this is established, both the statement about the
closures and relative interiors in Theorem 3.2, and items (a) and (b) follow.
To prove that these two partitions coincide, we need to descent deeper into the properties
of P . If F is a face of P , then a shortcut is said to be feasible for F , if it is contained in
the space linF . We note the following for easy reference.
Lemma 4.6. If F is a good face of P , then a shortcut su,vw is feasible for F if and only if
a · su,vw = 0 for one (and hence for all) a ∈ relintF♦.
Proof. If F is a good face, then the polarity relations of Lemma 3.1 hold between F and
F♦. The details are left to the reader. 
The following lemma highlights the importance of shortcuts in the relationship between
S and P .
Lemma 4.7. A good face F of P is uniquely determined by
• the set of cycles whose characteristic vectors are contained in F , plus
• the set of its feasible shortcuts.
Proof. By the shortcut argument, every vertex of F is either itself a cycle, or it can be
constructed from a cycle by successively subtracting feasible shortcuts. Further, R+ χuv is
a ray of F if and only if, for any a ∈ relintF♦, we have auv = 0 (by Lemma 4.1b). By
Lemma 4.6, this is equivalent to the property that for every w 6= u, v, both su,vw and sv,uw
are feasible shortcuts. 
We can now finish the proof of Theorem 3.2.
Proof of Theorem 3.2(b). Let a ∈ |dl(N, S△)|. The inequalities of the form (10) all define
good faces of P , because a defines a face of S not contained in a non-negativity facet of S.
Moreover, since every inequality of the form (10) defines the same face of S, Lemma 4.7
implies that every member of the set F(a) of faces of P defined by inequalities of the
form (10) is uniquely determined by its set of feasible shortcuts.
We claim that the set F(a) is in bijection with the set of all subsets of Vn, where the
bijection is accomplished in the following way: To a subset I ⊂ Vn, there is a face in F(a)
ON THE FACIAL STRUCTURE OF STSP AND GTSP 15
whose set of feasible shortcuts is precisely⋃
u∈I
{su,e | e ∈ E
u(a)}. (∗)
The faces obtainable in this way are clearly pairwise distinct by what we have just said
(note that Eu(a) 6= ∅). We have to construct a corresponding inequality for every set I ,
and we have to show that all faces in F(a) can be reached in this way.
For the former issue, for I ⊂ Vn we define q :=
∑
u 6∈I δu, and consider the inequality
(ϑ(a) + q) ·x ≥ −1 + a · z − 1 ·λ(a) + q · z,
which is of the form (10) because 1 = Dz, and defines a good face of P whose set of
feasible shortcuts is easily verified to be (∗), by Lemma 4.6.
To see that every face in F(a) can be obtained in this way, it is easy to check, invoking
Lemma 4.1 and the definition of Eu(a), that, if there exists an edge vw such that su,vw
is feasible for a face F in F(a), then vw ∈ Eu(a) and su,e is feasible for F for every
e ∈ Eu(a).
This completes the proof of Theorem 3.2. 
4.3. Projective equivalence of the two complexes. We now proceed to prove Theo-
rem 3.3. We want to define a mapping pi by letting
pi(a) :=
1
a · z − 1
p(a), (16a)
for a ∈ P△. The denominator will be zero, if, and only if, a ·x ≥ 1 is satisfied by equality
for all x ∈ S, in other words, pi(a) is well-defined for all a ∈ P△ \ S♦.
By Lemma 4.1, a point a in the complex C¯(P△) of bounded faces of P△ defines a good
face of S, so we have pi(a) ∈ |dl(N, S△)|, whenever a 6∈ S♦. Hence, we have the mapping
pi : |dl(S♦, C¯(P△))| → |dl(N, S△)| (16b)
In this subsection, we will prove that pi as given in (16) is a homeomorphism, and
show that it induces a combinatorial equivalence between dl(S♦, C¯(P△)) and the rotation
complex S; i.e., we prove Theorem 3.3. We will explicitly construct the inverse map-
ping pi−1, which, essentially, transforms a point into its TT-representative in the sense of
Lemma 4.1(f).
When we write the projective mapping pi as a linear mapping from R× REn → R× L
as in Section 2, it has the following form:
p˜i :=
(
−1 z ·@
0 p
)
.
As a technical intermediate step in the construction of pi−1, we define a linear mapping
I : R× Rm → R× Rm taking points in R× L to points in R× REn by the matrix
I :=
(
−1 z ·@
0 id
)
,
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Now we let (γ, c) := ϑ˜ ◦ I(1, @); in long:
(γ, c) : a 7→ (γ(a), c(a)) := ϑ˜(I(1, a)) =
(
−1 + a · z − 1 ·λ(a) , a − D⊤λ(a)
)
. (17)
Clearly, for all a ∈ L, the point c(a) is TT. If a ∈ S△, i.e., if the inequality a ·x ≥
−1 + a · z is valid for S, then the inequality c(a) ≥ γ(a) is of the form (10) (cf. the
corresponding statement in the proof of Theorem 3.2 above). We note the following fact
as a lemma for the sake of easy reference.
Lemma 4.8. If a ∈ S△, the two inequalities a ·x ≥ −1 + a · z and c(a) ·x ≥ γ(a) define
the same face of S. 
Finally, we define
ϕ : |dl(N, S△)| → |dl(S♦, C¯(P△))| : a 7→
1
γ(a)
c(a). (18)
Proof of Theorem 3.3. In the remainder of this section, we will discuss the following is-
sues:
(a) ϕ is well-defined (in 4.3.b)
(b) ϕ is a left-inverse of pi : |dl(S♦, C¯(P△))| → |dl(N, S△)| (in 4.3.c)
(c) pi : |dl(S♦, C¯(P△))| → |dl(N, S△)| is onto (in 4.3.d)
(d) pi : |dl(S♦, C¯(P△))| → |dl(N, S△)| is a refinement map inducing the rotation com-
plex S (in 4.3.a).
Items (b) and (c) imply that
ϕ ◦ pi = id|dl(S♦ ,C¯(P△))| and pi ◦ ϕ = id|dl(N,S△)| .
From this and (d), Theorem 3.3 follows. 
4.3.a. pi induces the rotation complex. We first prove that pi is a refinement map inducing
the rotation complex. For this, we use the above stated properties inverse mapping ϕ,
which are only proved below.
Lemma 4.9. For every faceF of S there exists a faceG of dl(S♦, C¯(P△)) with ϕ(relintF ) ⊂
relintG.
Proof. Let F ′ be the face of dl(N, S△) with relintF ⊂ relintF ′. Now, let a ∈ relintF
and G# be the face of P defined by the inequality ϕ(a) ·x ≥ 1. Since this inequality
defines the same face of P as the inequality c(a) ·x ≥ γ(a) which is of the form (10), the
set of cycles whose characteristic vectors are in G# coincides with those contained in the
face F ′♦ of S, where the conjugate face is taken in S vs. S△ (not in P vs. P△), and thus
does not depend on the choice of a ∈ relintF ′. Moreover, the set of feasible shortcuts for
G# is in bijection with Eu(a), u ∈ Vn, and hence, by Theorem 3.2, depends only on F not
on the choice of a ∈ relintF . Thus, by Lemma 4.7, G# does not depend on the choice of
a ∈ relintF . Hence, with G := (G#)♦, we have ϕ(a) ∈ relintG for all a ∈ relintF . 
Lemma 4.9 provides us with a mapping Φ: F 7→ G with F and G as in the lemma.
Moreover, the argument based on Lemma 4.7 in the proof of Lemma 4.9 shows that
Φ(F1) 6= Φ(F2) whenever F1 6= F2, i.e., Φ is injective, and, by the surjectivity of ϕ,
it is also onto. Hence, we obtain the following:
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Lemma 4.10. There is a bijection Φ: S → dl(S♦, C¯(P△)) with Φ(F ) = ϕ(F ).
Proof. What remains to be shown is that Φ(F ) = ϕ(F ). We already know thatϕ(relintF ) ⊂
relint Φ(F ). Standard Euclidean topology arguments show that ϕ maps the boundary ∂F
of F into the boundary of ϕ(F ). (This is most easily seen by noting that ϕ is the inverse
of a projective mapping.) But the boundary of F is the union of its facets, so we have
Φ(F ) \ relintϕ(F ) ⊃ ϕ(F ) \ relintϕ(F ) ⊃ ϕ(∂F ) =
⋃
F ′
ϕ(F ′) ⊂
⋃
F ′
Φ(F ′)
where the union extends over all facets F ′ of F . Consequently, by the injectivity of Φ, we
have ϕ(∂F ) ⊂ ∂Φ(F ). Again by standard topological arguments (Borsuk-Ulam theorem)
and the injectivity of Φ this implies ϕ(∂F ) = ∂Φ(F ), and this in turn gives ϕ(F ) =
Φ(F ). 
Remark 4.11. The topological arguments contained in the proof of Lemma 4.10 can be re-
placed by more technical polyhedral theory ones. In any case, they reflect basic geometric
facts which are not worth to be emphasized.
4.3.b. We show: ϕ is well-defined. We start by showing that the quotient in (18) is well-
defined. The key ingredient here is the fact that we are only considering good faces.
Lemma 4.12. For all a ∈ |dl(N, S△))| we have γ(a) > 0.
Proof. Assume to the contrary that γ(a) = 0. Since c(a) is metric, c(a) ≥ 0 holds.
We distinguish two cases: c(a) = 0 and c(a)  0. In the first case, the hyperplane
defined by c(a) ·x = γ(a) contains S, while a ·x ≥ −1 + a · z defines a proper face of
S, a contradiction to Lemma 4.8. On the other hand, if c(a)  0, then the inequality
c(a) ·x ≥ γ(a) is a non-negative linear combination of non-negativity inequalities, and
hence the face defined by c(a) ·x = γ(a) is contained in a non-negativity facet of P .
But since a ∈ |dl(N, S△))|, i.e., a it is not a relative interior point of a face of S△ which
contains a vertex of S△ corresponding to a non-negativity facet of S, the face of S defined
by a ·x ≥ −1 + a · z is not contained in a non-negativity facet of S. Thus Lemma 4.8
yields a contradiction. 
It remains to be shown that the image of |dl(N, S△))| under ϕ is really contained in the
target space given in (18): For all a ∈ |dl(N, S△))| we have ϕ(a) ∈ |dl(S♦, C¯(P△))|. This
also follows from Lemma 4.8: The inequality ϕ(a) ·x ≥ 1 is valid for P , and the face it
defines is good. Since ϕ(a) is TT, the conclusion follows from Remark 4.3.
4.3.c. We show: ϕ is a left-inverse of pi, i.e., for all a ∈ |dl(S♦, C¯(P△))| the identity
ϕ(pi((a)) = a holds.
Lemma 4.13. For all a ∈ |dl(S♦, C¯(P△))| we have (γ, c)(p˜i(1, a)) = (1, a). In particular,
we have that ϕ ◦ pi restricted to
∣∣dl(S♦, C¯(P△))∣∣ is equal to the identity mapping on this
set.
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Proof. To see this we compute
I(p˜i(1, a)) = I(−1 + a · z, p(a))
=
(
1− a · z − z · p(a), p(a)
)
=
(
(p(a)− a) · z + 1, p(a)
)
Using that a is TT (Remark 4.3), we conclude
ϑ˜(I(p˜i(1, a))) =
(
(p(a)− a) · z + 1− λ(p(a)) ·1, a
)
.
Since a is TT, by Lemma 4.1(f), λ(p(a)) is a solution to p(a) − a = D⊤λ. Thus, using
1 = Dz, it follows that
(p(a)− a) · z + 1− λ(p(a)) ·1 = (p(a)− a) · z + 1−D⊤λ(p(a)) · z = 1.
From the statement about (ϑ˜ ◦ I) ◦ p˜i, the statement about the projective mappings ϕ ◦ pi
follows by a slight generalization of the well-known fact that concatenation of projective
mappings corresponds to multiplication of the respective matrices (Remark 2.1). We omit
the computation, and only note that it makes use of the fact that the two mappings h1 : a 7→
a−D⊤λ(a) and h2 : a 7→ a · z + λ(a) ·1 are positive homogeneous, i.e., hi(ηa) = ηhi(a)
for η ≥ 0, i = 1, 2, which follows directly from the definition of λ. 
4.3.d. We show: ϕ is one-to-one. Since we already know that ϕ◦pi = id, surjectivity of pi
is equivalent to injectivity of ϕ. It is actually easier to prove the following slightly stronger
statement.
Lemma 4.14. Let a, b ∈ L. If there exists an η ∈ R+ such that (γ(a), c(a)) = η(γ(b), c(b))
then η = 1 and a = b. In particular, ϕ is injective.
Proof. Let such a, b, η be given. We have
0 = c(a)− ηc(b) = a−D⊤λ(a)− η
[
b−D⊤λ(b)
]
= a− ηb−D⊤
[
λ(a)− ηλ(b)
]
.
Since a, b ∈ L and D⊤[λ(a)− ηλ(b)] ∈ L⊥ we have
a− ηb = 0 = D⊤λ(a)− ηD⊤λ(b) (∗)
Applying z ·@ to the second equation, we obtain
0 = 1 ·λ(a)− η 1 ·λ(b)
Applying this to the γs, we have
0 = γ(a)− ηγ(b)
= −1 + a · z − 1 ·λ(a)− η
[
−1 + b · z − 1 ·λ(b)
]
= −1 + η + (a− ηb) · z.
Since z ∈ L⊥ we have (a− ηb) · z = 0, whence η = 1. Now a = b follows from (∗). 
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5. PROOF OF THEOREM 3.5
We will apply Theorem 3.3 to prove Theorem 3.5. The following lemma is the link
between parsimonious property and geometry.
Lemma 5.1. Let Bx ≥ 1 be a system of inequalities defining NR-facets of P such that
the relaxation RB has the parsimonious property. If c⊤x ≥ γ defines a non-NR facet of P ,
then c, γ cannot be written in the form
c = b−
∑
v∈Vn
µvdv
γ = β −
∑
v∈Vn
µv
(19)
with b⊤ =
∑
j tjbj a non-negative linear combination of rows bj of B, β =
∑
j tj , and
µv ∈ R for all v ∈ Vn.
Proof. Suppose that c, γ can be written as in (19). Then minimizing the cost function c
over the relaxation consisting of
• all non-negativity inequalities
• all degree equations(!) δv ·x = 1, v ∈ Vn;
• all inequalities in the system Bx ≥ 1.
yields γ as the minimum. If the degree equations are relaxed to inequalities, then, by the
parsimonious property of RB , the minimum is still γ. By Farkas’s Lemma, this implies
that the inequality c ·x ≥ γ is dominated by non-negativity inequalities, degree inequali-
ties, and inequalities in Bx ≥ 1. This is impossible since (c, γ) defines a non-NR facet of
P and all facets in Bx ≥ 1 are NR. 
We are now ready to prove the Theorem 3.5.
Proof of Theorem 3.5. Let a◦ ·x ≥ 1 be an inequality defining a non-NR facet of P which
is not in the system Bx ≥ 1. By Lemma 3.1, the paths in the ridge graph of P not touching
non-negativity facets are precisely the paths in the 1-skeleton of P△.
Thus, we have to find a path in the graph of P△ which starts from a◦, ends in an NR-
vertex, and does not use any degree vertices or vertices corresponding to rows of B.
By Theorem 3.3, we know that there exists a projective homeomorphismpi : |dl(S♦, C¯(P△))| →
|dl(N, S△)| transporting the polyhedral complex dl(S♦, C¯(P△)) onto the rotation complex.
As in the proof of that theorem, we let ϕ := pi−1.
Let a := ϕ−1(a◦). This point is contained in the relative interior of a unique face F of
S△ containing no non-negativity vertex. Let DF denote the set of all faces of the rotation
complex D which are contained in F , and let BF denote the set of vertices b of F for
which ϕ(b)⊤ is a row of B. We will prove the following:
Claim 5.2. Let F be a face of dl(N, S△), and let a be a relative interior point of F which
is a vertex of DF such that ϕ(a)⊤ is not a row of B. Then there is a path in the 1-skeleton
of DF starting at a, ending in a vertex of F , and not touching any of the vertices in BF .
By Theorem 3.2, this claim implies the existence of the desired path in the graph of P△
and thus concludes the proof of Theorem 3.5. 
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Proof of Claim 5.2. The proof of the claim is by induction on dimF . For dimF = 0, we
are done, because then a is a vertex of F . Let dimF ≥ 1, and assume the claim holds for
relative interior points a′ of faces F ′ with dimension dimF ′ < dimF .
If B = ∅, we are done. Otherwise let Q := convBF . This is a non-empty polytope
which is contained in F♦. Using Lemma 5.1 we will show the following:
Claim 5.3. Let c be a vertex of DF which is not a member of BF . Then c cannot be
contained in Q.
The proof of Claim 5.3 is technical, and we postpone it till the proof of Claim 5.2 is
finished. If Claim 5.3 is true, however, then we we know that a is not in Q. Let p, pi define
a hyperplane separating a from Q, i.e., q · p < pi for all q ∈ Q, and a · p > pi. See Fig. 1
for an illustration. It assumes the face F is an 8-gon.
p
a
a1
F
G
Q
FIGURE 1. One step of the path
By a standard general position argument, we can assume that p is not parallel to any
face with co-dimension at least one in DF . Hence, there exists an ε > 0 such that the line
segment a+]0, ε[·p is contained in the relative interior of a dimF -dimensional face G of
DF , of which a is a vertex. By elementary polytope theory (the edges of a polyhedron
incident to a fixed vertex span a cone of the same dimension as the polyhedron), G must
have a vertex a1 adjacent to a with a · p < a1 · p. Clearly a1 6∈ BF .
If a1 is in the boundary of F , then the induction hypotheses implies the existence of a
path from a1 to a vertex of F not using any vertex in BF . If that is not the case, we apply
the argument in the previous paragraph inductively to obtain a path a, a1, . . . , ak in the
1-skeleton of DF with a · p < a1 · p < · · · < aj · p < aj+1 · p < · · · < ak · p. Since the
1-skeleton of DF is finite and the path we are constructing is p-increasing, a vertex on the
boundary of F will eventually be reached.
This concludes the proof of Claim 5.2. 
Proof of Claim 5.3. Let c be a vertex of DF with c 6∈ BF . Assume that c ∈ convBF , i.e.,
c can be written as a convex combination c =
∑k
j=1 tjbj with ϕ(bj)⊤ a row of B for all
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j = 1, . . . , k. Clearly, c cannot be a vertex of F , so ϕ−1(c) ·x ≥ 1 defines a non-NR facet
of P by Remark 3.4. We compute
c−
∑
v∈Vn
λv(c)dv =
∑
j
tj
(
bj −
∑
v∈Vn
λv(bj)dv
)
−
∑
v∈Vn
(
λv(c)−
∑
j
tjλv(bj)
)
dv.
Letting σ := 1−
∑
v λv(c), τj := 1−
∑
v λv(bj), and µv := λv(c)−
∑
j tjλv(bj), we see
that
σϕ(c) =
∑
j
tjτjϕ(bj)−
∑
v
µvdv
σ =
∑
j
tjτj −
∑
v∈Vn
µv
This means that the inequality σϕ(c) ·x ≥ σ can be written as a non-negative linear com-
bination of the inequalities ϕ(bj) ·x ≥ 1, j = 1, . . . , k plus a linear combination of degree
vertices as in (19). Since the former inequality defines a facet of P by Theorems 3.2
and 3.3, and the inequalities forming the non-negative linear combination are taken from
the system Bx ≥ 1, Lemma 5.1 yields a contradiction. 
6. OUTLOOK
We conjecture that the necessary condition for parsimonious property in Theorem 3.5 is
also sufficient.
Conjecture. If every connected component of GB contains vertices corresponding to NR-
facets of Pn, then the relaxation RB of has the parsimonious property.
The conjecture holds for the known relaxations of S consisting of NR-inequalities de-
scribed in [32] which fail the parsimonious property.
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