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ABSTRACT 
 
Three Essays on Business Failure: Causality and Prediction. 
 
(December 2006) 
 
Jin Zhang, B.S., Beijing University of Aeronautics and Astronautics; 
M.S., Beijing University of Aeronautics and Astronautics 
Chair of Advisory Committee: Dr. David J. Leatham 
 
This dissertation investigates three issues on business failure causality and prediction. 
First, a nonlinear model for mathematical programming based discriminant analysis is 
studied. This study proposes a nonlinear model that builds on the existing linear and 
quadratic models and allows for a more flexible degree of nonlinearity through a set of 
power parameters. The proposed nonlinear model is solved using a genetic algorithm 
and is tested against linear and quadratic models using real financial data. The results 
show that each model is better in certain cases, but the nonlinear model turns out to be 
the best overall among the three. Better performance of this nonlinear model appears 
likely, but a more robust solver would be required. 
Second, the relationship between aggregate business failures and macroeconomic 
conditions is studied from a causality perspective. A structural Vector Autoregression 
(VAR) is used while incorporating the recently developed causal inference method 
Directed Acyclic Graph (DAG). Particularly, DAG is used to provide a 
contemporaneous causal structure and the VAR results are summarized using innovation 
 iv
accounting techniques. The results show that during the period from 1980 to 2004 in the 
U.S., aggregate business failures were influenced by interest rates, but overall these 
failures appear to be far more exogenous than was found previously.  
Third, the effect of incorporating macroeconomic variables into business failure 
prediction models is investigated with a focus on the U.S. airline industry from 1995 to 
2005. The attention is placed on prediction accuracy, parameter stability, and the effect 
of particular macroeconomic variables. The results show that the stability of parameters 
in the prediction model is improved when macro variables are added. In terms of 
prediction accuracy, the model augmented with a macro variable performed better in a 
jackknife prediction, but not in out-of-sample predictions. The macroeconomic variable 
found to be significant is the change of interest rate, which is probably related to the high 
level of leverage common in this particular industry. Also, the results demonstrate that a 
probability score can be used as a more informative evaluation measure than the current 
one based on cutoff probabilities. 
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CHAPTER I 
INTRODUCTION 
 
The academic discipline has been predicting business failure (or bankruptcy, 
interchangeably henceforward) for decades, especially following the pioneering work by 
Beaver (1966) and Altman (1968). The prediction of business failure has been 
interesting because there are usually huge costs associated a bankruptcy, and that 
impacts all parties involved: the owners or shareholders, management, lenders, the 
government, even the general public. The research of business failure prediction has 
been mostly empirical and higher prediction accuracy is the main objective of all studies. 
Towards this objective, the use of statistical/mathematical model, and the choice of 
independent variables are the two basic factors critical to any business failure prediction. 
This dissertation investigates three issues related to the business failure 
prediction. Specifically, the three issues studied are as follows. The first issue studies 
whether a nonlinear formulation for mathematical programming based discriminant 
analysis is more effective than existing linear and quadratic formulations. The second 
issue studies the causality relationship between aggregate business failures and 
macroeconomic conditions. The third issue studies the effect of macroeconomic 
variables in failure prediction model by examining the case of US airline industry. The 
first and third issues contribute directly to the two aspects of failure prediction: the 
development of statistical model, and the choice of independent variables. The second 
                                                     
This dissertation follows the format of Applied Economics. 
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issue is a macro one and its role is two fold. First, at the macro level, the causality 
associated aggregate business failures has macro policy implications; second, the 
causing factors identified at the macro level is expected to provide guidance for the 
choice of independent variables in firm level failure prediction, covered in the third 
issue. 
Statistical/mathematical method in business failure prediction was introduced by 
Altman (1968), following immediately the univariate analysis of Beaver (1966). Altman 
proposed the use of Discriminant Analysis1 (DA) to enable a combined analysis of 
multiple variables. Discriminant analysis model is essentially the model called Fisher 
(1936) linear discriminant function (LDF) elsewhere. In the 1980s, Logit (Ohlson, 
1980), Probit (Zmijewski, 1984) entered the literature as a second generation statistical 
model for business failure prediction. In the above methods, an underlying distribution 
of data is assumed and for this reason they have been classified as parametric models.  
Parallel to the development of parametric methods is that of nonparametric 
methods. Particularly, since the early 1980s, Mathematical Programming (MP) as an 
important nonparametric method has been introduced as a tool of classification, and has 
been used in such applications as credit scoring as well as business failure prediction. 
Across all existing MP formulations, the constraint functions have all been linear, except 
the quadratic formulation proposed by Silva and Stam (1994).  The quadratic 
formulation represents an improvement over linear MP in certain cases. This  
                                                     
1 Outside business failure prediction literature, discriminant analysis has a more general meaning that 
essentially means classification. We take the general definition when it is used in Chapter II.     
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formulation, however, is still restrictive in functional form and in practice requires a 
preparation of quadratic terms by its users. As the constraint functions of MP serve as a 
hyperplane that separates two (or multiple) groups, a more general nonlinear hyperplane 
would be more flexible and is expected to lead to better classification performance. We 
propose such a nonlinear separation function, solve the resulting nonlinear optimization 
problem using global optimizer Genetic Algorithm, and test its performance based on 
real financial data on credit scoring and bank ranking. This is the first issue studied in 
this dissertation.  
The choice of independent variables is the second basic issue for business failure 
prediction. From the very start, firm specific financial data has been the primary source 
of information for prediction analysis. This line of research was represented first by ratio 
analysis using single financial ratio (Beaver, 1966), and later, by methods incorporating 
multiple financial variables (Altman, 1968). Firm level information usually comes from 
firm financial ratios, the so-called accounting based data. In addition, firm specific 
information comes from markets, e.g., stock price of a company. Beyond firm level 
variables, the failures of firms are also subject to factors external to a firm. Industry 
effect is one such factor (Altman and Izan (1984), Izan (1984), Platt and Platt (1990, 
1991), Chava and Jarrow (2004)). 
Macroeconomic environment represents another factor external to firm.  
Economic intuitions tend to suggest that the occurrence of business failures is influenced  
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by macroeconomic conditions. Empirical study of this issue has been conducted at the 
macro level mostly from a time series perspective. Based on an analysis of financially  
vulnerable firms, Altman (1971, 1983) suggested business failure rates may be 
determined by real economic growth, credit or money market activity, capital market 
activity, business population characteristics, and inflation. The regression results verified 
the existence of the associations between aggregate business failure rates and some of 
the above macroeconomic variables. Rose et al. (1982) started with a wide spectrum of 
macroeconomic indicators and reduced them into a compact set of 6 variables via 
statistical analysis: the SP500 index, the prime rate, the 90-day treasury bill rate, and 
three non-monetary supply and demand factors. Melicher and Hearth (1988) focused on 
only particular aspect of macro economy and proposed aggregate business failures as a 
function of financial markets. Drawing on the shutting down condition in neoclassic 
microeconomic theory, Platt and Platt (1994) assumed aggregate corporate failure as a 
function of general cost and economic conditions (revenue benchmark). Across all the 
differing frameworks, the empirical literature seems to approach a consensus regarding 
certain variables, including corporate profits, and interest rate. Little consensus or 
conflicting results exist regarding the other variables, particularly inflation, and stock 
market performance. 
At the micro level, the use of macroeconomic conditions as independent 
variables in failure prediction is more recent. Mensah (1984) cautioned against the 
impact of change of macroeconomic environment on the performance of business failure 
prediction. Further, Kane et al. (1996) and Richardson et al. (1998) evaluated the impact 
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of recession on failure prediction. Studies incorporating general macroeconomic 
conditions began to emerge since the 1ate 1990s. A partial list of them includes those by 
Lennox (1999), Tirapat and Nittayagasetwat (1999), Duffie and Wang (2004), and 
Hunter and Isachenkova (2006). Macroeconomic indicators, including business 
confidence index, economic growth, inflation, interest rates, personal income growth, 
exchange rate, or their changes, are the variables covered in the above failure prediction 
models. Among them, Hunter and Isachenkova (2006) differ from the others in the 
comparative approach they take in evaluating the incremental effect of macro variables 
on failure prediction.  
Given the current literature, the influences of macroeconomic conditions on 
aggregate business failures and their impact on business failure prediction are studied 
respectively as the second and third issue in this dissertation. First, at the macro level, 
the relationship between aggregate business failures and macroeconomic conditions is 
investigated. The motivation for such a study is first the existing conflicting findings 
regarding certain macroeconomic variables, as mentioned above. A further motivation is 
to distinguish more carefully between the association and causation and thus reveal the 
business failure-macro economy relationship in a causal perspective. This is enabled by 
an approach that combines structural vector autoregression (VAR) and directed acyclic 
graphs (DAG). The essence of this approach is to rely on DAG to provide a “data-
driven” causal structure and input it into structural VAR to reveal the relationship 
between variables involved (Swanson and Granger, 1997; Bessler and Yang, 2003). This 
is the second issue we study in this dissertation.   
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Second, at the micro level, we investigate the use of macroeconomic conditions 
as independent variables in business failure prediction. Despite a growing presence of 
macro variables in failure prediction, few studies have evaluated their effect on 
prediction accuracy in a comparative manner, which leaves the real effect of macro 
variables on business failure prediction unanswered. An answer to this question is 
necessary because firm financial ratios are subject to the influence of macro economic 
conditions and they are already part of the prediction model. What the macro variables 
can add incrementally is another question and should be subject to empirical testing. 
Based on this motivation, we evaluate the use of macroeconomic conditions as 
independent variables in failure prediction model. Beside an evaluation on the 
improvement of prediction accuracy, parameter stability, the effect of particular 
macroeconomic variables are also studied in a single industry context. This is the third 
issue we study in this dissertation.   
In the remainder of this dissertation, the above three issues are investigated by 
three essays, covered in Chapter II, III, and IV respectively. Each of the three chapters is 
self-contained and follows a journal article style. Following the three chapters, Chapter 
V concludes the dissertation with a summary of the three essays. 
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CHAPTER II 
A NONLINEAR MODEL FOR MATHEMATICAL 
PROGRAMMING BASED DISCRIMINANT ANALYSIS 
 
2.1 Introduction 
Since its introduction into Discriminant Analysis (DA) in the early 1980s, Mathematical 
Programming (MP) has been much studied as an important nonparametric DA 
technique. Compared to parametric models in DA, nonparametric MP methods do not 
depend on the restrictive assumptions of underlying distribution. Since violation of 
statistical distributions is more likely the rule than the exception (Eisenbeis, 1977), MP 
based DA models have been found by some studies to be more appropriate and 
consequently more effective than parametric ones. MP based DA models have been 
commonly used in decision science. Some notable applications are in the finance field, 
specifically financial distress prediction and credit granting (Dimitras et al, 1996; 
Thomas, 2000; Ziari et al, 1995).  
As defined by their objective function, different MP based DA models have been 
developed, the Minimize the Sum of Deviations (MSD) (Hand, 1981; Freed and Glover, 
1981b), the Minimize the Maximum Deviation (MMD) (Freed and Glover, 1981a), the 
Minimize the Number of Misclassifications via Mixed Integer Programming  (MIP) 
(Bajgier and Hill, 1982), are among the most commonly used. In the meantime, despite 
these multiple models and their extensive applications, all of them are based on linear 
classification functions. Linear classification functions are easier to solve, but they are 
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also restrictive and not always the most suitable model in all situations. In 1994, Silva 
and Stam introduced quadratic terms into classification functions and found the resulting 
quadratic models outperformed linear ones where appropriate2.   
This study seeks to take this concept of nonlinear classification function one step 
further. The quadratic model provides a desirable nonlinear alternative to the common 
linear models, but it is not without limitations. Most notably, the quadratic formulation is 
effective only in certain conditions and will fail to perform as well where it is not 
applicable. In this study, instead of proposing a formulation of a higher order to meet 
complex data conditions, we propose a nonlinear MP based DA model designed to 
adjust to varying data situations. The essence of this model is a more generalized 
nonlinear classification function (constraint function) in which an additional set of power 
parameters can be optimized to minimize the objective function and thus improve 
classification performance. The objective functions in the model are application specific 
and are not changed by the classification function.   
Given the conceptual formulation, how to solve this nonlinear MP problem is 
itself a challenge. With the introduction of nonlinear terms in the classification 
(constraint) functions, the MP based DA setup as an optimization problem will be hard 
to solve, much less guarantee global optimality3. For this reason, we seek a robust 
optimization algorithm and genetic algorithm (GA) is selected for its cited capability to 
                                                     
2 According to Silva and Stam (1994), one case in which quadratic function is preferred to linear one is 
when the variance-covariance is obviously heterogeneous across two groups. One the other hand, they 
suggested that quadratic function is inferior to linear one when the attributes are not correlated.  
 
3 This is not a problem in Silva and Stam second order model. Quadratic terms of attributes are 
preprocessed and this resulting DA problem is linear in nature and can be solved easily.  
 9
converge to global optima regardless of function irregularity. Our best hope is that this 
optimizer will reach global optimality for the proposed nonlinear model; at the 
minimum, we expect to see the proposed model be solved as completely as possible.   
In short, this study tests an MP based DA model based on a nonlinear 
classification function. The GA as a robust optimization algorithm is used to solve the 
proposed model. In the rest of this chapter, section 2.2 reviews two important MP based 
DA models; Section 2.3 introduces the proposed nonlinear formulation; Section 2.4 
describes the genetic algorithm; Section 2.5 evaluates the model empirically; and section 
2.6 concludes the chapter.  
 
2.2 Mathematical Programming for Discriminant Analysis 
DA usually consists of two steps. First, the classification rule(s) are established using 
training samples in which the group membership of observations are known. Second, the 
established classification rules are subsequently used to predict membership for future 
observations whose membership is not known. When MP is used for DA, constraint 
functions work as hyperplane that separates different (usually two) groups of 
observations, the observations are classified into one of the predefined groups depending 
on if they satisfy or violate the constraints. Therefore, in MP based DA, the process of 
establishing the classification function is about the definition of the constraint function.  
We review below in greater detail two types of MP based DA models: MSD and 
MIP. Both models differ in their objective function, but they both build on the same type  
of linear constraint functions. In this study, these two models are chosen to be the base 
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of the proposed model and will be evaluated later for the purpose of model comparison.  
The first one is MSD (Freed and Glover, 1981b; Hand, 1981). MSD may be the 
most commonly studied and was cited as one of the two most successful MP 
formulations for analyzing the discriminant problem (Duarte Silva and Stam, 1994). For 
a two-group discriminant problem, suppose a training sample with ( ) 
observations, where and  are the number of observations belonging to group 1 and 
group 2 respectively. Each observation in this sample is described by  variables 
(attributes). For the classification of such a problem, the MSD model can be expressed 
as follows. 
21 nn +
1n 2n
k
      
cw j
Minimize
, ∑∑ ∈ −∈ + + 21 21 Gi iGi i dd                                                                            (2.1)  
      subject to   
      , cddaw iiij
j
j ≤+− −+∑ 11 1,...,1 ni =   (Group1)                                            (2.2) 
      , cddaw iiij
j
j >+− −+∑ 22 2,...,1 ni =  (Group2)                                            (2.3) 
      , , 0, ≥−+ irir dd rni ,...,1= 2,1=r ,                                                                 (2.4) 
       unrestricted, cw j , kj ,,1L=                                                                     (2.5)          
where the  represents the attribute value for the observation. The  and 
( , ) measure external or internal deviations from the separating 
hyperplane.  is the weight coefficient associated with the attribute while c  is the 
cut-off value.  and  are the variables to be optimized and will define the resulting 
classification function. 
ija thj thi
+
ird
−
ird rni ,...,1= 2,1=r
jw thj
jw c
For a specific observation, unless it is exactly on the separating hyperplane, 
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either internal or external deviation,  or , not both, will happen. Internal deviation 
means an observation is correctly classified and deviating away from the hyperplane. 
Therefore, the greater the internal deviation, the better the classification performance. 
The opposite is true of external deviation. The objective in MSD is to minimize the sum 
of all the external deviations  and . The MSD model was originally reported by 
Freed and Glover (1981b) without a normalization constraint.  Later they included a 
normalization constraint (Freed and Glover, 1986) to overcome the difficulties 
associated with unacceptable solutions. 
+
ird
−
ird
+
1id
−
2id
The second model evaluated is MIP. For the aforementioned problem of 
( ) observations described by  attributes, the MIP formulation can be expressed 
as follows:  
21 nn + k
      
cw j
Minimize
, ∑∑ ∈ −∈ + + 21 )()( 21 Gi iGi i dYdY                                                                 (2.6)  
      subject to   
      , cddaw iiij
j
j ≤+− −+∑ 11 1,...,1 ni =   (Group1)                                            (2.7) 
      , cddaw iiij
j
j >+− −+∑ 22 2,...,1 ni =  (Group2)                                            (2.8) 
      , , 0, ≥−+ irir dd rni ,...,1= 2,1=r ,                                                                 (2.9) 
       unrestricted, cw j , kj ,,1L=                                                                   (2.10)          
where all the parameters are as defined in MSD, except that Y  is a binary variable that 
equals one if individual  is misclassified, i.e.,  or  occurs, and zero otherwise.  i +1id
−
2id
MIP is chosen because it is the only model that directly minimizes the number of 
misclassifications. Although minimizing the number/percentage of misclassification is 
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the ultimate4 objective of discriminant analysis and with little exception is also the 
measure by which different models are evaluated, all MP based DA models except MIP 
actually approach this objective indirectly. That is, those models seek to minimize a 
proxy that is highly correlated with this ultimate objective. As shown above, in MSD the 
sum of deviations  and  is such a proxy. In the MIP model, however, the 
number/percentage of misclassifications is presented as the objective function directly. 
When computational capability is not a problem, this direct expression of objective 
function in MIP should make it easier to reach the highest possible classification 
performance, therefore making MIP preferred over other models.   
+
1id
−
2id
Beside the resulting higher classification performance, the direct attack on the 
number of misclassifications makes it easy to incorporate cost considerations into the 
discriminant analysis. This is especially necessary when misclassification costs for both 
groups are not equal. For example, the cost of rejecting a profitable loan application or 
granting a loan that defaults is definitely different to a lending institution. The 
incorporation of misclassification costs is not the focus of this study, but MIP’s ability to 
do so will be accounted for through unequal weights for misclassification of each group. 
In short, like other MP formulations, MSD and MIP differ in their objective 
functions, but both models rely on linear constraint functions to separate observations 
belonging to different groups. While computationally easy, this formulation is not 
flexible in general and can limit the performance of classification.  
                                                     
4 This word is used in a relative sense. The number of misclassification is not necessarily the most 
important objective. This is particularly true when the cost of misclassifying for either group is not the 
same weight.  
 13
2.3 The Nonlinear Formulation 
Silva and Stam (1994) argued through a two-attribute DA problem, a quadratic function 
 will have the potential of yielding a satisfactory classification where a linear function 
 is incapable of correctly separating the two groups of observations when the 
variance-covariance is strongly heterogeneous across groups. They proposed a second 
order MP formulation in which the classification functions contain linear terms of 
attributes; quadratic and cross-product terms of the original attributes will also be 
created and included in the classification function if preliminary analysis of data 
indicates the desirability to do so. These quadratic terms, along with the original linear 
terms, are then subject to the usual optimization procedure to find the linear discriminant 
function; this procedure can be implemented on any standard linear MP package. In 
addition to the test of this model by simulation data by Silva and Stam, Banks and Abad 
(1994) also used real world research data sets in the literature to test this quadratic 
transformation approach and found that this method outperformed Quadratic 
Discriminant analysis (QDF).  
QF
lF
The second order MP formulation represents significant progress in the MP 
models’ adaptability when applied to DA. However, the second order formulation 
approach should only be applied where appropriate and requires a preliminary analysis 
of the data sets. It still lacks flexibility in more general data situations.   
Beyond the second order model by Silva and Stam, we propose a more general 
type of nonlinear MP formulation for DA. The main feature of this nonlinear model is, in 
addition to the linear coefficients, a set of parameters that allow varying degrees of 
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nonlinearity in the classification function. This classification function  is as follows:   iF
YJ
iJiJJ
Y
iii BBsignXBBsignXXF ||)(...||)(
1
1110 ⋅⋅++⋅⋅+= , 
where s correspond to the attributes ( s) in DA, s are the same set of linear 
coefficients (weight) as in the linear MP models ( ).  is the set of parameters that 
are introduced to capture nonlinearity. Ideally,  takes any reasonable value to adapt to 
a given data situation. For example, when , this classification function represents 
a nonlinear separating hyperplane; when 
ijB ija jX
jw jY
jY
2>jY
1=jY , it becomes the common linear function 
form. Given the possible negative and zero values for attributes,  is restricted to be 
positive and the absolute value of is used for nonlinear transformation.     
jY
ijB
This classification function can be incorporated into different MP based DA 
models. The MSD and MIP models based on this nonlinear classification function take 
the form as below.  
      
czw jj
Minimize
,, ∑∑ ∈ −∈ + + 21 21 Gi iGi i dd                                                                         (2.11)  
subject to  , cddaasignw ii
z
ijij
j
j
j ≤+−⋅⋅ −+∑ 11||)( 1,...,1 ni =   (Group1)                  (2.12) 
      , cddaasignw ii
z
ijij
j
j
j >+−⋅⋅ −+∑ 22||)( 2,...,1 ni =  (Group2)                 (2.13) 
      , , 0, ≥−+ irir dd rni ,...,1= 2,1=r ,                                                               (2.14) 
       unrestricted,  cw j , 0>jz kj ,,1L=                                                       (2.15)          
The MIP version of nonlinear formulation takes the form as below.  
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cw j
Minimize
, ∑∑ ∈ −∈ + + 21 )()( 21 Gi iGi i dYdY                                                               (2.16)  
subject to  , cddaasignw ii
z
ijij
j
j
j ≤+−⋅⋅ −+∑ 11||)( 1,...,1 ni =   (Group1)                   (2.17) 
      , cddaasignw ii
z
ijij
j
j
j >+−⋅⋅ −+∑ 22||)( 2,...,1 ni =  (Group2)                  (2.18) 
      , , 0, ≥−+ irir dd rni ,...,1= 2,1=r ,                                                               (2.19) 
       unrestricted,  cw j , 0>jz kj ,,1L=                                                       (2.20)          
where all the setup is the same as those in section 2, except that   is the newly 
introduced parameter to capture classification function nonlinearity.  
jz
Compared to existing linear and second order models, the main advantage of this 
formulation is its greater adaptability to given data situations and consequently the 
higher classification performance. Either linear classification functions ( ) or 
highly nonlinear classification functions ( ) can be captured by this concise 
functional form. At the same time, the adaptability of this functional form eliminates the 
requirement of preliminary data analysis.  
1=jz
2>jz
While attractive conceptually, the implementation of this nonlinear formulation 
is a challenging issue by itself. Conventional calculus based algorithms widely used in 
solving linear and nonlinear programming generally require convexity of the 
optimization problem to locate global optimality. When it comes to the proposed 
nonlinear MSD and MIP formulation, the convexity condition cannot be guaranteed 
when the  parameters in the constraint functions take any possible positive value. This jz
non-convexity causes further complication in the mixed integer programming 
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formulation. Some MP program solvers, like GAMS, have the ability to solve n
programming problems, however, only to a limited degree. Nonlinear constraints are 
more difficult to deal with than linear ones and some literature suggests modelers shou
avoid nonlinear terms in equations to the extent possible (McCarl and Spreen, 2003). For 
a satisfactory solution of the proposed nonlinear formulations, we seek to use a robust 
optimization algorithm that can accommodate function irregularity and produce local o
even global optimality as much as possible. Genetic algorithm is chosen for this purpose 
and some details of this algorithm are given below.    
 
onlinear 
ld 
r 
2.4 Genetic Algorithm for Global Optimization 
62c, 1975, 1976, 1980, & 1992) and 
s led 
he evolution process 
prevale
n 
Multiple Point Search and Parameter Coding 
 one point at a time. The optimal solution 
First developed by John Holland (1962a, 1962b, 19
his colleagues, the genetic algorithm belongs to a family of so-called evolutionary 
algorithms based on the principles of natural selection. Since then, this approach ha
to important discoveries in both natural and artificial systems in science, and its 
application spread across various fields, especially after the 1980s. 
The fundamental ideas of the genetic algorithm come from t
nt in nature—the survival of the fittest. Several unique concepts form the 
foundation of GA and distinguish it from conventional calculus based optimizatio
algorithms.  
 
Conventional algorithms process no more than
proceeds from one point to the next and a sequence of single points lead to the final 
 17
local/global optima. Mimicking the evolution of species in nature, GA maintains a 
steady population of multiple individuals and operates on these individuals 
simultaneously at each step. This multiple point mechanism makes GA a par
algorithm and forms the foundation for GA’s particular set of operations.  
The individuals in the population are represented by strings. Unlike
allel search 
 conventional 
optimiz
sts, 
ngs make up a 
n. 
 the first generation is initialized, the fitness5 of each individual is evaluated 
as defin
perations: Reproduction, Crossover, and Mutation 
perators. Reproduction, crossover, 
                                                     
ation algorithms, GA does not deal with the optimization variables directly. 
Instead, the set of variables are coded into one finite-length string and the algorithm 
operates on such kind of strings.  More than one possible way to code parameters exi
but binary strings are most commonly used in the genetic algorithm. For instance, a 
variable with a value of 25 will be represented by a binary string of 
101001( 25212020212021 012345 =⋅+⋅+⋅+⋅+⋅+⋅ ). Multiple stri
generatio
After
ed by the objective function. Once this value is obtained, the operators of the 
genetic algorithm take over and carry out such operations as reproduction, crossover, 
and mutation. This process continues until certain convergence criterion is met. 
 
O
Genetic algorithms function on strings through their o
and mutation are three operators used by almost all genetic algorithms. For a current 
5  In the genetic algorithm, the particular meaning of “fitness” is application specific. For instance, in a 
profit maximizing problem, the fitness is measured by profit. For a maximization problem, the greater the 
objective function, the greater the fitness value for a solution. The opposite is true of a minimization 
problem.   
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generation, after each individual (string) of the whole population is evaluated and 
assigned a fitness value, reproduction is applied. Reproduction creates new strings 
making copies of strings from the current population according to the strings’ fitness 
value. This in general means strings with higher fitness will have a higher probability 
being passed on to the next generation. Once a string from the current generation is 
selected, the reproduction operator makes an exact replica of this string and enters th
replica into a mating pool, constituting a base for production of the next generation. In 
nature, this corresponds to a creature’s ability to survive predators, diseases, natural 
disasters or any other obstacles to reaching adulthood; this ability determines whethe
will have the chance to reproduce and leave offspring.  
After reproduction, crossover takes over. Crosso
by 
of 
is 
r it 
ver proceeds in two steps. First, 
“memb
g 
0, 
ed into GA is mutation. In a simple genetic algorithm, 
“mutat
g a 
ers of the newly reproduced strings in the mating pool” are paired at random; 
second, each pair of strings undergoes exchange as follows. An integer position k alon
the string is selected at random. Two new strings are then created by swapping all bits 
after position k . As an example, consider strings A1 and A2 in the mating pool: A1 = 
001101 and A2 = 011000. Suppose k = 4 is obtained. All bits on both strings after the 
fourth one will then be exchanged. The crossover yields two new strings: A1' = 0011:0
A2' = 0110:01 (Goldberg, 1989). 
The third operator introduc
ion is the occasional (with small probability) random alteration of the value” 
(Goldberg, 1989) on bits of a string. In the case of binary coding, this means changin
1 to 0 or vice versa. Mutation is needed, because, although reproduction and crossover 
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are supposed to search and effectively recombine existing designs (strings), occasionally
these designs may become dominant such that the 1s and 0s at particular string positions 
do not change, thus losing the potential of producing more valuable designs. The 
mutation operator is a scheme to protect against such an irrecoverable loss.  
Besides parameter coding and multiple point searches, Goldberg (198
 
9) pointed 
out GA
econd, 
GA as a Global Optimizer  
global optimizer is documented in both applied and 
xamined 
 
lobal 
id 
’s two more distinguishing features. First, GAs use only payoff (value of 
objective function) information, “not derivatives or other auxiliary knowledge”. S
“GAs use probabilistic transition rules to guide their search”, not deterministic ones. To 
a certain degree these features slow down the GA in search, but on the other hand they 
contribute to GA’s ability to realize global optimization and not be trapped by local 
minimums.      
 
GA’s capability as a robust 
theoretical studies across fields. To name just a few, Dorsey and Mayer (1995) e
GA when applied to econometric estimation. GA was tested with multiple optima, 
nondifferentiability, and irregular problems and compared with four other methods:
Nelder-Mead simplex, simulated annealing (SA), adaptive random search, and 
MSCORE. The overall results indicate GA’s success in finding global or near g
solutions and its advantage over the other methods. Ostermark (1999), through a hybr
version intended to reduce computation cost, examined GA on a set of highly irregular 
optimization problems. GA’s ability to achieve global optimality is demonstrated on a 
set of six extremely complicated functions. Theoretical proof of GA’s convergence to 
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the global solution with any choice of initial population is provided by Bhandari et al. 
(1996). In this study, we adopt Genesis (Grefenstette, 1990) as the GA solver to solve 
the proposed nonlinear model and a typical flowchart of GA is presented in figure 2.1. 
 
  
2.5 Data and Model Evaluation   
he proposed model. The first data set is the set of 
 
 
 
ecent 
 
 is on the banking industry in Japan. This data was first 
publish ent 
e 
rvation is described by seven attributes. Since we are 
Two data sets are used to evaluate t
data used by Ziari, Leatham, and Turvey (1995) that was collected by Canada’s Farm
Credit Corporation. This data set is from actual 1981, 1982, and 1983 loan applications
for which loans were made in the Saskatchewan Province. All loan applications fall into
two groups: group 1 of noncurrent loans, by individuals with recent histories of 
delinquent credit payments, and group 2 of current loans, by applicants without r
delinquent credit payments, based on the status of the loan as of March, 1990. The total
sample of 1999 observations consisted of 754 current loan applications and 1,245 non-
current loan applications.  
The second data set
ed in “Financial Business (in Japanese)” (September, 1997, pp.44-47). A rec
application of this data set was by Sueyoshi (2001) in a test of the DEA-Discriminant 
Analysis model. This data set contains the ranking of 100 Japanese banks based on a 
questionnaire survey at the beginning of 1997. For purpose of discriminant analysis, th
100 banks are divided into two groups, with the top 50 banks into group 1 (top) and the 
bottom 50 into group 2 (bottom). 
In both data sets, each obse
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more in
nd 
 use 
two samples, one for model training and one for 
model t 
 
e 
Model Evaluation Results 
ta sets, linear, quadratic, and the proposed nonlinear models 
: 
, 
terested in the relative performances across the linear, quadratic, and nonlinear 
models, only four out of seven attributes are selected in our model. For the Canadian 
data, the four variables are liquidity ratio, rate of return on assets, debt-to-asset ratio, a
repayment ratio; for the Japanese bank data, they are return on total assets, equity to total 
assets, cost-profit rate, and loss ratio of bad loan. The smaller attribute set is done to 
alleviate the degree of freedom problem associated with the second data set; also, the
of fewer variables reduces the search space and consequently the time needed for 
convergence in genetic algorithm.  
Each data set is divided into 
validation, respectively. Following Ziari, Leatham, and Turvey’s paper, the firs
data set is divided in such a way that 60% (1,199 loans) of the total sample is selected by
random sampling for model development and the remaining 40% (800 loans) for model 
validation. For the second data set of ranked observations, banks with odd number 
ranking are used for model training and the other 50 with even numbered ranking ar
reserved for model validation. Given our division of banks into two groups as above, 
training and validation sample have 25 top banks and 25 bottom banks respectively. 
 
Based on the above two da
are evaluated under MSD and MIP formulations. We report the results by two measures
the percentage of correct classifications and the value of the objective function. While 
the percentage of correct classification is the measure generally applied in DA literature
we believe that the objective value for a DA model is also important. The objective 
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value directly measures how well an optimization model does the job it is designed t
perform. This is particularly meaningful when a DA model goes beyond the number of
correct classifications to seek minimizing the cost of misclassifying.  
The results based on the Canadian credit scoring data are prese
o 
 
nted in table 2.1. 
The up
ery 
 for MSD 
formul on is 
 then 
that of 
l.  
models
r weight on 
per portion of this table reports the objective function value and classification 
results based on the training sample. For MSD formulation shown in row 1 to 3, 
quadratic model performs best in terms of total classification (57.8%), matched v
closely by nonlinear model (57.7%), and the performance of linear model is lowest 
(52.3%). As the objective function (the sum of the deviations) is defined differently 
across the three models, it is not compared here for MSD formulation.   
The results for MIP formulations are presented right below those
ations, shown for case 1, 2, and 3 respectively. In case 1, the objective functi
defined as the number of total misclassifications (another way of saying correct 
classification). The linear model performs best, followed by quadratic model, and
nonlinear model. In case 2, the objective function is different from the measure of 
classification as unequal misclassification costs are introduced for current and 
noncurrent loans, with the misclassification cost of noncurrent loans two times 
current loans. Yet, both criteria give identical ordering on the performance of the three 
models: nonlinear model is the best, followed by quadratic model, and then linear mode
If we look further at the classification results of case 1 and 2, it is clear that three 
 classify much better on noncurrent loans than on current loans. This 
phenomenon is not so obvious for linear model in case 1, but as we put greate
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misclassification of noncurrent loans in case 2, the same thing happens. Two 
observations are offered for this loss of discriminant power. First, this phenom
seems to depend on the composition of sample. About 64 percent of this training sam
is made up of noncurrent loans, which drives the model towards classifying all 
observations as noncurrent. For the Japanese bank data, the sample is equally di
between two groups and the loss of discrimination power never appeared. Second, this
problem, if it is one, can be fixed by adjusting weight on the misclassification cost. In 
case 3, we do so by multiplying the misclassification of current loans by 2, then the 
classification of all observations into noncurrent loan group disappears. For case 3, in
terms of model comparison, linear and quadratic models perform better than nonlinear 
model and this is so by either objective function or the percentage of correct 
classification.  
The clas
enon 
ple 
vided 
 
 
sification results based on validation sample are reported in the lower 
portion
ulation. 
table 2
each 
 of table 2.1. Except a few cases, the three models tend to achieve lower 
classification rates compared to the training sample case, especially for MIP form
The relative orderings among three models also change from the training sample case.  
We now move on to the results based on the Japanese banking data shown in 
.2. The upper and lower portions of this table show the results based on the 
training sample and validation sample respectively. Briefly, like in Canadian data, 
of the three models performs best in certain cases, but none of them dominates. For the 
proposed nonlinear model, except in case 3 for MIP formulation, it shows the best 
performance among the three models, by either objective function or total correct 
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classification criterion. This seems better than it does in Canadian data.          
To get a clearer picture of their relative performance, we further summarize the 
results e 
 by 2 
 
table 2.3. By this measure, 
based o
er 
s 
ion 
r 
below. In each group of the table wherein a comparison can be made among thre
models, by each measure, the best model will receive a point of 3, the second best model 
2, and the worst model 1. For example, based on the Canadian credit scoring data (table 
2.1) and MSD formulation, the quadratic model gives the highest classification 
performance of 693 in the training sample, and is assigned a point of 3, followed
and 1 for the nonlinear and linear models, respectively. Such points are given in each 
group and summed up across MSD formulation and the three cases of MIP formulation
for the linear, quadratic, and nonlinear models, respectively.  
Results of this more inclusive measure are reported in 
n the Canadian credit scoring data, the nonlinear model is the winner in objective 
function value for the training sample, but it is beaten by the linear model in the 
validation sample; in terms of classification, the nonlinear model is the clear winn
among the three in both the training and validation samples. The relative ranking 
between the linear and quadratic models is mixed. However, a sum of points acros
columns puts the linear model ahead of quadratic model (30 over 22). The lower sect
of table 2.3 gives the measure based on the Japanese bank data. The nonlinear model is 
the winner by either objective function value or classification performance in both the 
training and validation sample. Again, the ranking between the linear and quadratic 
models is mixed, while a sum of the points indicates the quadratic model as the bette
one (26 over 24).  
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Discussion 
The mixed ranking between the linear and quadratic models across the two data sets is 
l 
inear model is more puzzling. If the 
nonline expect 
ts a 
r 
e 
t 
                                                     
consistent with the study by Silva and Stam (1994). They suggested that the quadratic 
model may not be suited for particular data conditions and in that case linear model wil
perform better than the quadratic one. The performance of the two models demonstrated 
here provides more evidence of this result.  
The relative performance of the nonl
ar problem can be solved completely, i.e. global optima found, we would 
the nonlinear model to beat—or at least be as good as—the other two in all cases, 
especially in terms of objective value. This is so because conceptually, if there exis
better solution realized by either the linear or the quadratic model, the nonlinear model 
should be able to reach that solution by adjusting their power parameters to 1 or 2, 
driven by the optimization algorithm. However, this is not the case we observed. Fo
example, in table 2.1, linear MIP reaches a misclassification cost as low as 387, but th
nonlinear MP gets just 435. This is a fall below our expectation and it leads us to suspec
the solver’s effectiveness in reaching global optimality, at least in our particular 
situation6.  
 
 
6 The solver’s effectiveness puts qualification on the results reported here. Specifically, the solver’s 
he 
genetic algorithm software more recent than Genesis, to verify or exclude the first two possibilities.      
problem may happen for three reasons, including human errors in the use of Genesis (the software), 
limitations with Genesis, or the limitations with genetic algorithm in this particular situation. Given t
widely reported robustness of genetic algorithm, further research may first begin with using another 
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2.6 Concluding Remarks 
Since MP was introduced into DA in the early 1980s, MP based DA models have 
generally adopted the linear form of classification function, the exception being the Silva 
and Stam (1994) quadratic model that surpasses the linear model in certain cases. We 
have shown in this study the research potential of a new type of classification function 
for MP based DA models. Particularly, we propose a more generalized nonlinear model 
that allows for flexible degrees of nonlinearity and attempts to solve the resultant 
nonlinear problem using robust global optimization genetic algorithm. Based on two sets 
of real financial data, the proposed model is evaluated against the linear and quadratic 
model under MSD and MIP formulations. The results show that across both data sets, 
each of the three models takes lead in certain cases, but overall, the proposed nonlinear 
model appears to be the most effective of the three.  
Continued study of this nonlinear model is warranted. First, a robust optimization 
algorithm is critical to the nonlinear approach. The proposed model performs relatively 
well based on the genetic algorithm, yet it falls below our original expectation. It appears 
that the genetic algorithm we applied has not fully solved the nonlinear problem 
proposed. Robust global optimization algorithms other than the genetic algorithm are 
worth trying to find out if any of them can perform better in this situation and 
consequently achieve the full potential this nonlinear formulation can offer. Second, 
when global optimization is established, further tests of this model based on real data 
from other fields or simulation data would be desirable for a more comprehensive 
evaluation of its performance.  
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CHAPTER III  
THE RELATIONSHIP REGATE BUSINESS 
 
.1 Introduction 
of what causes business failure (or bankruptcy, interchangeably 
icro 
 
son 
 
latively less attention has been paid to the macro line of research. Due to lack 
of well
ess 
Rose et al. (1982) started with a wide spectrum of macroeconomic indicators and 
BETWEEN AGG
FAILURES AND MACROECONOMIC CONDITIONS 
3
An understanding 
henceforward) has received considerable attention in the past few decades. At the m
level, understanding why and whether particular firms fail is useful for the prediction 
and prevention of financial distress for other firms. The micro line of research is 
extensive and usually involves the use of firm-specific information to predict firm
failure. A partial list of papers include those by Beaver (1966); Altman (1968); Ohl
(1980); Altman and Izan (1984); Zmijewski (1984); Lennox (1999); Shumway (2001); 
Chava and Jarrow (2004). At the macro level, knowing what variables cause aggregate 
business bankruptcies is useful to authorities of state and federal agencies making macro
policies.  
Re
-developed economic theory, previous empirical studies in this regard have relied 
on economic intuition, microeconomic theory, or statistical analysis for a conceptual 
framework. Based on analysis of vulnerable firms, Altman (1971, 1983) studied busin
failure rate as determined by four conditions, including real economic growth, credit or 
money market condition, stock market activity, and business population characteristics.  
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reduced them into a compact set of six variables via statistical analysis: the SP500 index, 
the prime rate, the 90-day treasury bill rate, and three non-monetary supply and de
factors. Deviating from the approach using multiple intuitively chosen variables, 
Melicher and Hearth (1988) proposed aggregate business failures as only a function of 
financial markets, especially credit market conditions. Three variables, interest rat
levels and volatility, credit availability, and stock market index are studied in their work
Drawing on the shutting-down condition in neoclassic microeconomic theory, Platt a
Platt (1994) studied aggregate corporate failure as a function of general cost and 
economic conditions (revenue benchmark). Most recently, Liu (2004) studied the British
experience, considering interest rate, lending to the corporate sector, corporate profit, 
retail price index, and corporate birth rate as the determinants of corporate failures. Her 
study extended the literature with a description of the long-run relationship by using th
error correction model.  
Among all the studies, the empirical literature seems to have reached nearer 
consensus on certain vari
mand 
e 
. 
nd 
 
e 
ables, including corporate profits, and interest rates. There is 
little co rly 
 
pacts of certain important macro variables on 
aggreg
nsensus and much conflicting opinion regarding the other variables, particula
inflation and stock market performance. 
Two considerations motivate this study. First, as mentioned above, while existing
studies have provided much insight, the im
ate business failures, especially inflation and the stock market index, are not clear 
or inconsistent among existing studies. Second, causation and correlation are two 
different concepts and the distinction should be important to the discussion of any 
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relationship. However, such a distinction has not been drawn clearly in literature. M
studies usually seek to find the determinants of business failures and identify a set o
macro economic variables based on analysis of firm failures at a micro level. While ther
is a good reason to believe these variables are related to aggregate business failures, it
questionable that the same causal relationship that holds at the micro level necessarily 
holds at the macro level. For example, aggregate business failures may not be such a 
passive dependent variable as usually assumed; it may also play a proactive role in the 
overall economy (Bernanke, 1981). In fact, earlier literature suggests that the liability 
measure of business failures leads general business cycle (Moore, 1950; Simpson and 
Anderson, 1957). Given the different findings and the lack of a widely accepted theory
to provide a structural foundation, empirical studies should be careful in the 
establishment of causality in this context. 
This study evaluates the relationship between business failures and 
macroeconomic conditions with special att
ost 
f 
e 
 is 
 
ention paid to causality. A set of relevant 
macroe zed in a 
ers 
conomic variables are first identified and then the relationship analy
structural Vector Autoregression (VAR) using techniques of innovation accounting. 
Originated in artificial intelligence and computer science, Directed Acyclic Graphs 
(DAG) and algorithms of inductive causality are recent innovations that help research
solve the problems in economics and finance, particularly where causality is not 
established by theory. Assuming no a priori causal structure, we rely on DAG and the 
inductive causality algorithms to provide a “data-driven” causal structure that is 
incorporated into the analysis of structural VAR. As shown by Swanson and Granger 
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(1997) and more recent literature (Awokuse and Bessler, 2003; Bessler and Yang
this “data-driven” approach may produce more objective analysis than those based on 
Choleski decomposition of observed innovations or a structural model of innovations 
based on subjective grounds.  
This study is presented as follows: Section 3.2 introduces the conceptual 
structure and the data used. A d
, 2003), 
escription of the DAG and time series methods follows 
in secti ssion. 
ta 
There is more than one variable to represent the business failure activity at the macro 
n percentage (Altman, 1983), the business 
s 
er to 
on 3.3. Section 3.4 presents implementation, empirical findings, and discu
Section 3.5 concludes the chapter.     
 
3.2 Conceptual Framework and Da
scale, including the business failure rate i
failure in numbers (Melicher and Hearth, 1988), and the liabilities measure (Moore, 
1950). We choose the business failure in numbers (or aggregate business failures, 
interchangeably) in our study for two considerations. First, business failures and birth
account for a very small portion of total business numbers and business failure in 
numbers mimics the time series behavior of business failures in percentage (Chava and 
Jarrow, 2004). Meanwhile, business failure numbers as an absolute measure is clos
the business failure liabilities (via the average liability of business failures), which 
enables a closer comparison of our finding to previous studies using business failure 
liabilities. 
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We then identify relevant macroeconomic variables based on analysis of 
individual business failures. An analysis of the failure of individual firms would suggest 
that pa
same as 
 others7. 
 
s and earnings. The latter are a direct measure of a firm’s current 
perform
 used for 
 has 
                                                     
rticular macroeconomic variables potentially influence business failures, 
including economic growth, monetary condition, inflation, and stock market 
performance. This approach to identify related macro variables is essentially the 
that followed in Altman (1983), Liu (2004), and Platt and Platt (1994), among
However, we deviate from previous studies by not imposing any a priori causal structure 
in our following analysis. Before we allow data to reveal themselves in the following 
analysis, we present the rationale for including the selected macroeconomic variables in 
our study.  
First, economic growth is considered important as it may have direct influence on
a firm’s sale
ance and provide the cash flow critical to the firm’s continued survival. An 
overall economic index like GNP and aggregate corporate profits may both be
this condition (Altman, 1983). We chose aggregate corporate profits in this study. 
Instead of GNP, aggregate corporate profits are chosen because they directly measure 
the business health of firms. Also, it is used extensively in the literature and usually
been found significant and negatively associated with business failures.  
7 While these studies all identify macro variables by starting with an examination of individual firm 
re 
 
e 
included inflation (versus Altman (1983)) and stock market performance (versus Liu (2004)).        
failure, the macroeconomic variables selected in each study vary. The variables chosen in our study a
closer to those in Altman (1983) and Liu (2004). Compared to these two studies, we place less emphasis
on the composition of business failures and have not included new firm formation variables; also, we hav
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Money, or credit availability and its cost, is another factor that is thought to have 
a direct impact to a marginal firm’s survival. “Regardless of how poorly a firm is 
performing, it seldom is motivated to declare bankruptcy as long as liquidity is sufficient  
or credit is available” (Altman, 1983). It is then reasonable to expect that the propensity 
to fail will be increased during periods of relatively tight credit conditions. Following 
other studies, interest rates are used in this study to capture monetary conditions. 
The role that inflation plays in aggregate business failures is less clear than the 
above two conditions. Generally, inflation is an important indicator of overall economy.  
Without giving empirical evidence, Altman (1983) postulated that inflation, especially 
unanticipated price increases, “tend to be inversely correlated with failure rates,” as 
leveraged firms can repay their debts with “cheaper” money, and also because of the 
reduced competitiveness caused by inflation. On the other hand, Wadhwani (1986) and 
Liu (2004) found empirical evidence that inflation leads to more business bankruptcies. 
Thus, inflation is included as a third variable that may affect aggregate business failures.   
Stock market performance is the forth factor to consider. Altman (1983) argued 
that stock market performance affects firm failures for two reasons. First, a potential 
failing firm will not go bankrupt “if the future appears hopeful” and the future may be 
indicated by investor expectations, or stock market performance. Second, by definition, 
bankruptcy occurs where “the firm’s liabilities exceed the economic value of its assets.” 
The market value reflects economic value, thus, a drop in stock price can be an 
immediate cause of failure, and this is just more likely to happen in bearish market 
conditions. In existing studies, stock market performance, represented by S&P 500 
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index, has been found to lead business failures; however, conflicting findings remain
regarding its sign (Rose et al, 1982; Altman, 1983; Melicher and Hearth, 1988).  
Five U.S. quarterly data series, measured over 1980 to 2004 in U.S. with a
 
 total 
of 100 
Bill 
n, 
 sources: total business bankruptcies 
from O
d & 
t 
3.3 Empirical Methodology 
The multivariate time-series analysis method of vector autoregression (VAR) is the basic 
framework we use. Also, directed acyclic graph is used to provide a contemporaneous 
causal structure for VAR. A description of this combined approach is given below.        
 
observations, are used to represent the five variables discussed above. Total 
business bankruptcies number (BANKB) is used to measure the aggregate business 
failures in the U.S. The other four variables, corporate profits (CORPP), 3-month T-
yield (INT), producer price index of all commodities (PPIACO), and S&P500 stock 
index (SP500), are used to reflex economic growth, money supply and credit conditio
price level, and investor expectation respectively.    
The five data series come from the following
ffice of U.S. District Courts, corporate profits from Bureau of Economic 
Analysis, interest rate from Federal Reserve Bank, producer price index of all 
commodities from Bureau of Labor Statistics, and S&P500 index from Standar
Poors. All these data were accessed from www.economy.com in December 2005. 
Analysis of these data follows the presentation of empirical methodology in the nex
section.    
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Vector Autoregression 
The five data series are modeled as Vector Autoregression. Since Sims (1980), VARs 
have been studied widely to investigate the relationship between macroeconomic 
variables. Compared with earlier approaches in the construction of large-scale structural 
models, VARs provide a way to “estimate large-scale macromodels as unrestricted 
all variables as endogenous.” (Sims, 1980)  
in 
reduced forms, treating 
For a system of N ( N = 5 in this study) variables with p lags, the VAR model 
a standard or reduced form is represented as  
∑ − =++=
=
titit TteYAAY 0 ),...,1(  
nstants, is a 
 question, p ovide efficient and 
ates of unknown am ters,  and the
The coefficients in VARs are difficult to interpret. We summarize the 
relationship among the studied variables using innovation accounting techniques, i.e., 
impuls  d he 
the 
e D, on the other hand, 
reveals sus shocks 
p
i 1
where tY  is a vector of N variables at time t , 0A  is a vector of N co  iA
NN × matrix of coefficients for the thi  lagged period, and te is a vector of residuals. 
Ordinary least squares, applied separately to each r
consistent estim  the  par e 0A iA s.  
e response function (IRF) and forecast error variance ecomposition (FEVD). T
IRF, VAR in a Vector Moving Average (VMA) representation, allows us to trace 
impacts of structural shocks on the variables in the system; th  FEV
 the proportion of the movement in a variable due to its own shocks ver
of the other variables in the system. To use either of these two, however, we need to 
recover the structural shocks, not the residuals from reduced form VAR (Enders, 2004).  
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One solution to this problem is through decomposition of the covariance matrix
(contemporaneous correlations) of the residuals (Swanson and Granger, 1997). 
Following Sims (1986), the relationship between structural shocks and the estimated 
VAR residuals can be modeled as tt uBe
 
=  where B  is a N×N matrix. In this case of
= 5, this relationship can be shown as  
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elation parameters to be estimated or restricted to 
be zero, as discussed below;  represent the observed residuals in the above standard 
form VAR model; and  represent the underlying shocks in the structural model. 
It has been common in VAR analyses to use Choleski decomposition. By the use 
of Choleski decomposition, matrix  is assumed a lower triangular form. In our case, 
such a lower triangular  matrix will take the form below   
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ero, Choleski 
decomposition achieves a just-identified system in contemporaneous time. However, 
such a decomposition forces a unidirectional causal ordering such as  
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By forcing 2/)( 2n −  values of B  matrix to equal zn
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misleading results.  
Alternatively, structural VAR can be
“The aim of a structural VAR is to use 
decomp
, which oftentimes is not the true, and therefore leads to 
 used for decomposition (Bernanke, 1986). 
economic theory (rather than the Choleski 
ecover the n nders, 2004, 
 predetermined 
structural theory is still indisp
te business failures causality issue examined here is just such a 
situatio
Directed Acyclic Graphs  
Experimental data is rare in economics and causation, versus correlation, is in general 
difficult to assign. Arising from the field of artificial intelligence, DAG is one tool 
developed to learn about causation from observational (non-experimental) data.  
Put simply, directed graphs are pictures representing the causal flows among a 
set of variables. Formally, a directed graph can described by an ordered triple (V, M, E), 
where V is a nonempty set of vertices standing for variables studied, M is a nonempty 
the end of undirected edges, and E is a set of ordered pairs. 
Variables connected by an edge are said to be adjacent. Consider two variables A and B 
among a set of variables V, they may be associated by different types of graphs: (i) a 
osition) to r  structural i novations from the residuals” (E
p.292). Structural VAR does not require a recursive structure and presents a general 
framework of modeling the contemporaneous causal flows, however, a
ensable (Swanson and Granger, 1997).  
 The aggrega
n wherein no predetermined contemporaneous causal structure can be used. We 
rely on data-driven approach based on DAG for identification and incorporate this 
information into a frame of structural VAR. Some details of DAG are given below. 
 
set of symbols attached to 
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undirected graph contains only undirected edges (e.g. A-B); (ii) a directed graph 
contains only directed edges (e.g. A->B); (iii) an inducing path graph contains both 
directed and bidirected edges (A<->B); (iv) a partially oriented inducing path graph 
contain
 
in =
where
s directed edges (->), bidirected edges (<->), non-directed edges (o-o) and 
partially directed edges (o->). A directed acyclic graph is a graph that contains no 
directed cyclic paths (an acyclic graph contains no variable more than once) (Spirtes, et
al., 2000). Only directed acyclic graphs are considered in this study.  
Directed acyclic graphs are designs for representing conditional independence as 
implied by the recursive product decomposition: 
)|Pr(),...,,,Pr(
n
pavvvvv Π=  
1321 ii
Pr  is the probability of variables , …,  , and  is the realization of 
arl 
paration to 
develop
rithm) and its more advanced versions 
can be found in Spirtes, et al. (2000) and are not explored here. Put very simply, the 
algorithm begins with a complete undirected graph G, where an undirected edge exists 
n t . d tw riab
1 2 3 n i
some subset of the variables that precede (cause) iv  in order ( 1v , 2v , 3v , …, nv ). Pe
(1986) proposed d-separation as a graphical characterization of conditional 
independence.  A proof of this proposition was given by Verma and Pearl (1988). 
Spirtes, Glymour, and Scheines (2000) incorporated the notion of d-se
v , v , v v pa
 the algorithms for building directed graphs.  
Details about the basic algorithm (PC algo
betwee every variable in the variable se  V  E ges be een va les are removed 
 38
sequentially based on zero correlation or partial correlation (conditional corr
the remaining edges are ‘directed’ using the concept of sepset, to be explained belo
To test whether partial correlations are significantly different from zero, Fi
z is used, 
elation) and 
w.  
sher’s 
{ }12/1 1(|ln)3||(2/1))|,(( +⋅−−= knnkjiz ρ |))|,(1(||))|,( −−⋅ kjikji ρρ , 
where n is the number of observations used to estimate the correlations, )|,( kjiρ is the 
population correlation between series i  and j conditional on series k  (removing the 
k
correlation of i  and j  given , then the distribution of ))|,(( nkjiz
series ’s influence on series  and is the number of variables in the series. If 
series , and are normally distributed and  is the sa
i j ), || k
i , j k )|,( kjir mple conditional 
k ρ - ))|,(( nkjirz  is 
also sta
removed, the sepset refers to the 
conditioning variable(s) on the removed edge between two variables. So if the edge 
between variables A and B is removed by conditioning on variable E, then E is the 
sepset of A and B. To illustrate how to direct edges, consider a triple X-Y-Z wherein X 
<-
etween X s X-
n 
 Y-> Z.  If there is a directed path from X to Y and an edge 
betwee  
ore 
ndard normal.  
For two variables whose edge has been 
and Y, Y and Z are both adjacent, but X and Z are not. The edges are directed as X->Y
Z if Y is not the sepset of X and Z. If the edge b  and Y has been directed a
>Y, Y and Z are adjacent, X and Z are not adjacent, and there is no arrowhead at Y, the
Y-Z edge is directed as
n X and Y, then direct X-Y as X->Y. The above sequential procedures are
programmed and available in TETRAD II (Scheines, et al., 1994). TETRAD IV, a m
advanced version of TETRAD II, is used in our study.  
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Based on the Monte Carlo simulations of PC algorithm (Spirtes, Glymour, and 
Scheines, 2000; Demiralp and Hoover, 2003), for sample sizes of 100, PC algorithm 
may make two types of mistakes: edge exclusion or inclusion and edge direction 
(direction of edges); the latter appears to be more likely than the former. Spirtes, 
Glymour, and Scheines suggested that “In order for the methods to converge to corr
decisions with probability 1, the significance level used in making decisions should
decrease as the sample size increases and the use of higher significance levels (e.g., 0.2 
at sample size less than 100, and 0.1 at sample size betw
ect 
 
een 100 and 300) may improve 
perform  
l lag of 1 and 3 respectively. A lag of 1 is chosen for our analysis based on 
parsim ace test of Johansen to determine the rank 
of cointegration. Based on the test results reported in table 3.3, there are three 
cointegration vectors with a linear trend among the five variables.   
ance at small sample sizes.” (Spirtes, Glymour, and Scheines, p.116). Following
their suggestions, the DAG results at 0.2 significance levels are mainly used in this 
study. 
 
3.4 Empirical Results 
The five data series were first tested with augmented Dickey-Fuller test and were all 
found to be nonstationary (see table 3.1). We then search for the existence of 
cointegration in the variables. Before the use of trace test, an optimal lag for the five 
variables is selected by minimizing Schwarz loss and Akaike loss criteria. For the first 
difference VAR, as shown in table 3.2, Schwarz and Akaike loss criteria give the 
optima
ony principle. Further, we follow the tr
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The five series are then estimated using Error Correction Model. The innovation 
⎥
⎢
⎢
SP500, 
ns are much weaker. 
This co
994) 
amon variables. Using PC 
ted edges connecting each 
of the 5 vertices, edges are removed if a correlation or conditional correlation is not 
significantly different from zero for given significance level. The remaining edges are 
directed by sepset conditions. The resulting directed graphs, at two levels of significance 
for removal of edges, are given in Figure 3.1.   
correlation matrix obtained from this model is as below (correlation elements are 
presented in the order listed across the top of the Corr  matrix):  
             BANKB      CORPP      INT         PPIACO   SP500 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−
−
−
−
=
0000.10957.00798.01883.00761.0
0000.13290.00158.00426.0
0000.10981.02385.0
0000.10370.0
0000.1
Corr  
In this matrix, the correlations between BANKB and INT, CORPP and 
INT and PPIACO are among the strongest. The remaining correlatio
⎥
rrelation matrix was used as a starting point for obtaining the contemporaneous 
causation based on DAG. The matrix is processed by TETRAD (Scheines et al., 1
without a priori knowledge of causal relationship g the five 
algorithm, TETRAD proceeds with a complete set of undirec
Given the number of observations in this case, a significance level of 20% is 
appropriate (see the Monte Carlo results described in Spirtes, Glymour and Scheines, 
2000). At this level, shown in panel A, there are two directed edges. One directed edge 
shows a causal flow from BANKB to INT and the other is from PPIACO to INT. In 
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addition, there is the edge between CORPP and SP500, but it is not directed. For a che
of robustness, we go further to a higher significance level of 30 percent. At this level, the
DAG pattern is identical to that at 20 percent. The causal flow from PPIACO to INT
suggests that inflation contemporaneously causes interest rate, something we expect of 
interest rate as a policy tool in responding to inflation. Given the literature seeking the 
determinants of business failures, a contempora
ck 
 
 
neous causal effect of business failures 
on inte
r 
 
 
G 
from 
rest rate would not be well expected. However, if aggregate business failures 
represent risk, it then follows naturally from finance theory that interest rate will facto
this in as a risk premium, making this causal flow reasonable. Based on Bernanke 
(1981), bankruptcy represents a cost that lenders avoid by being more selective or 
cautious in giving out loans. This explanation appears to offer a specific mechanism for 
aggregate business failures to impact on interest rate. The above said, these causal 
relationships are only contemporaneous and do not necessarily hold over longer 
horizons, and we depend on innovation accounting for further insight.     
As for the undirected edge between CORPP and SP500, insufficient information
or a lack of true contemporaneous causality may be the reason (this also explains the 
lack of edge between two variables). As we expect that the stock market would be a 
reflection of economic activity (represented by CORPP), we tend to accept a causal flow
from CORPP to SP500 based on finance theory. Meanwhile, we do conduct the DA
analysis at a higher significance level of 40% and this edge then becomes directed 
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CORPP to SP5008. Based on the above considerations, we use the edge as directe
CORPP to SP500. This edge, along with the directed edge from BANKB 
d from 
to INT, and  
PPIAC
Impulse Response Functions 
Impulse response functions are first presented in figure 3.2 as part of the innovation 
accounting analysis. The responses of all the 5 variables (standardized to be on the same 
scale) to a one time unit shock from itself or other variables are shown individually by 
one of the 25 small graphs. Unlike contemporaneous pattern revealed by DAG, the 
impulse response functions show the causal relationships over a longer horizon (up to 20 
quarters in this case). The five variables giving out shocks are listed on top of the figure 
from column 1 to 5. The responses of all the 5 variables to each variable shock are 
 to 5.  
At the macro level, the picture may be different. As part of Bernanke (1981) story, in a 
                                                     
O to INT, constitute the contemporaneous causal structure to be used in the 
following innovation accounting analysis.  
 
shown in a column from row 1
In column 1, to such a positive shock (or innovation, interchangeably) of 
BANKB, the response of CORPP is negative and lasts over long period. SP500 also 
responds negatively to this CORPP shock and the response becomes increasingly 
significant over time. However, the other two variables, INT and PPIACO, are not 
impacted. The effects of BANKB on CORPP and SP500 appear puzzling at first, 
because at the firm level, profitability usually determines the occurrence of bankruptcy. 
8 We also conducted impulse response function and forecast error variance decomposition based on the 
reverse direction (from SP500 to CORPP). The results are not significantly different. 
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process of recession propagation, economy wide bankruptcy risk generates a genera
attempt to ensure solvency, which lea
l 
ds to reduced demand from both consumers and 
produc
sitive 
NT 
r 
 
 the 
e (1981), and the findings by Moore (1950).     
y to 
nd 
d 
 
. 
ers and deepens recession. This story seems to help explain the observed 
responses by CORPP and SP500.    
The responses to a CORPP shock are shown in column 2 (Figure 3.2). A po
CORPP shock has a negative impact on BANKB, but it is almost negligible. Also, I
does not respond visibly to such a shock. The response of PPIACO is positive ove
shorter horizon and then negative in longer term, but the response is limited. SP500 
responds positively to this shock and the significant response lasts through the whole 
horizon. While the effects of CORPP on PPIACO and SP500 are expected, the lack of
response from BANKB deviates from our expectation (more precisely, based on 
previous studies seeking the causes of business failures), but is more in line with
structural role postulated by Bernank
Column 3 records the responses to a shock in INT (Figure 3.2). To varying 
degrees, INT shock affects all the other four variables. BANKB shows a modest positive 
response that lasts over long horizon. CORPP, on the other hand, responds negativel
an INT shock and the response is lasting. The response of PPIACO is also negative a
lasts through the whole horizon. SP500 shows a minor positive increase in short run an
then the response drops to be negative later. The responses of CORPP, PPIACO, and 
SP500 are not surprising given the role of interest rate in controlling inflation and
stabilizing economy growth. Particularly, the positive response of BANKB seems to 
verify previous findings on the importance of monetary condition to business failures
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That is eases 
e 
g 
d SP500.     
ock. 
sponses 
d 
Forecast Error Variance Decomposition 
Forecast error variance decomposition results are presented in table 3.4. Listed in the 
table for each variable (in a section) are 7 steps of 0 (contemporaneous time), 1, 2, 5, 10, 
, higher interest rate means credit is less available or more costly, which incr
the propensity of failure for vulnerable firms.    
In the fourth column, in response to a PPIACO shock, BANKB shows only 
negligible fluctuations (Figure 3.2). The response of CORPP is overall negative, 
bouncing back to normal as time goes by. INT responds to PPIACO shock first 
positively for a period of 3 quarters and then negatively over longer horizon. SP500 
shows a negative response and the significant response lasts over time. The negativ
responses of CORPP and SP500 may have been caused by PPIACO itself (representin
high inflation), or indirectly, via the action of INT (interest rate) which responds first 
positively to PPIACO shock (recall the contemporaneous causal flow from PPIACO to 
INT) and then exerts its influences on CORPP an
Finally, the fifth column records the responses to a shock in S&P 500 index 
(Figure 3.2). BANKB does not appear to be affected much by a positive SP500 sh
The response of CORPP is obviously negative and through long horizon. The re
of INT and PPIACO are different in magnitude but similar in pattern: first positive an
then dropping (to normal or negative level). A possible explanation may be, a booming 
economy, represented by booming stock market, triggers higher inflation and 
consequently higher interest rate (recall the contemporaneous causal flow in DAG), 
which in turn leads to a somewhat contained growth and more stable price level. 
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15, 20 quarters ahead. For each step, the entries show the percentage of variation of a 
variable that is due to innovations by itself and the other four variables. In addition to 
impulse response functions, forecast error variance decomposition offers an alternative 
way to look at the relative exogeneity (or endogeneity) of the variables. 
Briefly, as can be observed in table 3.4, BANKB appears to be an exogenous 
variable among the five variables, but it is also explained by INT increasingly over 
nger horizon, up to a portion of 15 percent. INT and PPIACO are also relatively 
exogenous (versus CORPP and SP500), and they are intertwined with each other with 
each explaining significant portion of the other’s variance (from 20 to 30 percent). It is 
worth noting that BANKB explains little of INT and PPIACO, but SP500, on the other 
hand, explain up to 10 percent of the variance of these two variables.  
CORPP and SP500 appear to be the less exogenous variables of the five. Either 
of them is subject to significant influences from INT and PPIACO combined (over 40 
percent). Between these two, CORPP appears to be the more exogenous. CORPP 
explains over 30 percent of SP500 variance while SP500 explains about only 10 percent 
of CORPP variance at longer horizon. Further, BANKB explains considerable portions 
of CORPP and SP500 variance (17 and 10 percent respectively). Overall, these patterns 
are consistent with the results shown by impulse response functions.   
 
3.5 Concluding Remarks  
This study investigates the causal relationship between aggregate business failures and 
macro economic variables. Based on quarterly US data from 1980 to 2004, aggregate 
lo
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business failures, aggregate corporate profits, interest rate, inflation, and S&P 500 
studied in an approach that combines structural VAR and directed acyclic graph. 
Specifically, DAG is used to provide for VAR a contemporaneous causal structure not 
available from theory. The VAR estimation results are then summarized using impulse 
response function and forecast error variance decomposition. Among o
are 
thers, the results 
suggest that aggregate business failures appear to be an exogenous variable among the 
t to the influence of interest rate.  
he 
 
rmine 
ic Research (Moore, 
1950).  
  
tant to 
five; meanwhile, it is subjec
A central finding of this study is the exogeneity of aggregate business failures. 
This is surprising at first given its deviation from the applied line of studies that seek t
determinants of business failures. We ascribe this deviation to the data-driven approach
we have followed. If we begin with an intention of finding out what variables dete
business failures and impose this intention as a causal structure, we would have 
precluded the possibility of business failures as a proactive factor. Moreover, the 
exogeneity of aggregate business failures is consistent with the postulation by Bernanke 
(1981). Also, this exogeneity is consistent with earlier findings on business failures 
liabilities as a leading indicator by National Bureau of Econom
Of course, this issue is subject to further test. As one possibility, further research
may proceed by examining empirically the structural story laid out in Bernanke (1981).    
Most of our findings are consistent with other studies. Our results find that 
interest rate influences aggregate business positively, lending support to previous studies 
in this regard (Melicher and Hearth, 1988; Liu, 2004). This information is impor
policy makers because it shows that credit availability is critical to the survival of 
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marginal firms and interest rate can be used as an instrument when the control of 
bankruptcy risk is a policy target. The importance of interest rate a policy tool is not 
limited to bankruptcy risk. By our findings, interest rate also plays an important role 
its interactions with economic growth, inflation, and stock market.  
 
in 
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CHAPTER IV  
THE INCLUSION OF MACROECONOMIC VARIABLES IN 
BUSINESS FAILURE PREDICTION: THE CASE OF THE U.S. 
AIRLINE INDUSTRY 
.1 Introduction 
his chapter studies macroeconomic variables in business failure prediction models. 
ince Beaver (1966) and Altman (1968), a constantly growing literature has been 
evoted to the prediction of business failures, including those reporting statistical 
procedures, and those searching for appropriate variables. While statistical procedures 
and choice of variables are both indispensable for a successful prediction, the choice of 
var e 
predictive powers of linearly t n shown to be robust across 
ifferent estimation procedures (Ohlson, 1980).     
y of variables has been presented in literature for business failure 
e 
ame 
ncial 
, 
 
4
T
S
d
iables may be the more basic issue, and probably more important in the sense that th
ransformed variables have bee
d
A wide arra
prediction. From the very beginning, firm specific variables provide the primary sourc
of information for failure prediction. The particular variables used are seldom the s
from study to study, but firm financial variables, or so-called accounting based fina
ratios, are the most commonly used, reflecting a firm’s profitability, leverage, and 
liquidity. In addition, firm specific information also comes from non-accounting sources
e.g., a firm’s equity value from financial markets.    
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Since 1980s, industry specific information has been found to provide information 
not contained in firm specific variables. Industry specific information is useful for two 
reasons use 
 
oration of industry effect is 
provide
e 
 
, 
 
e 
st rates, personal income growth, exchange rate, 
or their
e 
. First, the usual levels of financial ratios are different between industries beca
of the difference in industry structure and accounting rules. Second, different industries 
may not experience boom or recession at the same time. Problems thus arise when firms
from different industries are pooled together, or models based on firms from one group 
of industries are used to predict firms in other industries. Industry relative ratios or 
dummies have been suggested to solve this problem (Platt and Platt, 1990, 1991; 
Lennox, 1999) and a more recent study on the incorp
d by Chava and Jarrow (2004).   
Besides industry specific information, existing literatures also began to introduc
macroeconomic effect into business failure prediction since the 1990s. This extension 
appears reasonable. Economic intuition tends to suggest that a firm’s propensity to fail is
influenced by economic cycles and this intuition is supported by empirical studies at the 
macro level (Altman, 1971; Liu, 2004). A partial list of studies incorporating 
macroeconomic effect includes those by Kane et al. (1996), Richardson et al. (1998)
Lennox (1999), Tirapat and Nittayagasetwat (1999), Duffie and Wang (2004), and
Hunter and Isachenkova (2006). Various indicators, including business confidenc
index, economic growth, inflation, intere
 changes, are covered in the above failure prediction models.  
Despite the current use of macro variables in failure prediction, few studies hav
evaluated the effect of macroeconomic variables on prediction accuracy. This leaves a 
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question unanswered: whether, or how much, is the inclusion of macro variables actually
useful to failure prediction? This question is justified because firm financial ra
subject to the influence of macro economic conditions and they are already part of the
prediction model. What the macro variables can add is another question and should 
subject to empirical testing. An answer to this question matters generally and is more 
useful when it comes to the choice of particular macro variables. In this chapter, using 
the U.S. airline companies as a case study and logit as the statistical te
 
tios are 
 
be 
chnique, we 
contras
.  
 
 the 
ral 
a (2006).  
ct of macro variables on firm 
failure 
t a model augmented with macro variables to the model using only firm level 
information. The incremental information content of macro variables to failure 
prediction is the main hypothesis we test in this study.  
We focus our attention on the effect of a few general macroeconomic indicators
Particularly, economic growth, interest rate, and inflation are considered as potential 
candidates in failure prediction modeling. The selection of this initial set of variables is
inspired by the studies about the aggregate business failures and macro economy 
relationship (Altman, 1971; others). Kane et al. (1996) and Richardson et al. (1998) 
studied whether the inclusion of economic recession is incrementally informative to
prediction of corporate failures. This study differs from theirs in the use of more gene
macroeconomic conditions, and is closer to the work by Hunter and Isachenkov
As a second feature, this study evaluates the effe
prediction using only the airline firm data. The selection of observations from 
single industry is meant to skip the possible industry effect and to focus on the macro 
effect. A simultaneous consideration is that by proceeding from one industry to another 
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in future studies, we will be able to observe the different effects of macro econom
conditions across industries. These firm data are obtained from Mergent Online. The
airline industry sector in Mergent Online provides a total of 42 firms, covering a period 
from 1990 to 2005.  
The rest of this chapter proceeds as follows. Section 4.2 develops briefly a 
ic 
 
rationa .3 
 
82, p. 98) suggested that failure prediction models cannot directly 
use ma paired 
87) 
bankruptcy, but will not be useful in cross-sectional sample to distinguish between failed 
le regarding the use of macroeconomic variables in failure prediction. Section 4
describes the data and methodologies applied, including data, sampling designs, and 
statistical model. Section 4.4 presents the estimated model and validation results; a 
summary and discussion of further research concludes the chapter in section 4.5.    
 
4.2 Development of Hypothesis 
Conceptually, the use of macroeconomic variables in failure prediction is not justified in
all cases. Altman (19
croeconomic variables as additional explanatory variables, if the traditional 
sample approach is followed. The reason is because when failed and nonfailed firms are 
matched one by one in terms of industry and year, macroeconomic conditions are 
identical for failed and nonfailed firms, offering no discriminatory power. Jones (19
suggested national indicators may be useful in predicting general probability of 
and nonfailed firms.   
However, as it has become common, the traditional approach of sample match is 
not always followed in failure prediction practice. A sample may contain unequal 
 52
number of failed firms and nonfailed firms as the way it is in reality. Also, in many 
cases, a training sample contains observations over multiple years to obtain a sample that
contains sufficient number of failed observations. In these cases, there are likely sh
underlying economic environments and the impact of macro conditions on failure 
prediction becomes a factor that cannot be dismissed. 
One perspective is to examine the effect of macro economic environment on 
prediction accuracy thr
 
ifts of 
ough the model stationarity. Eisenbeis (1977) was among the first 
to men
 
tion 
el based on the entire period can 
be deem
ay 
omes 
d 
 effect issue 
tion the time series problems in discriminant analysis, when discriminant analysis 
is applied to predict future events, or/ and when sample data are pooled across time
periods. An empirical examination was later provided by Mensah (1984). Mensah 
studied the stationarity of bankruptcy prediction models by dividing an entire sample 
from 1972 to 1980 into four subperiods, depending on the particular state of 
macroeconomic environment (steady growth, recession, steady growth, and stagna
and recession). The results show that although the mod
ed robust, it is inferior to the models estimated over single subperiod. Also, 
across the four subperiods, the parameters change substantially, suggesting the 
bankruptcy prediction models are fundamentally nonstationary.  
The nonstationarity problem due to changes in macroeconomic conditions m
be compared to the industry effect that has been well addressed. Industry effect bec
a problem when firms from industries are pooled together and when a model develope
in one industry is used to predict firm failure in another. The macroeconomic
is similar to industry effect problem, except that it is in a time series dimension, not 
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cross sectional. Also, the underlying cause is due to changes in economic environment, 
not industry difference. Just as industry relative ratio takes out industry difference by
placing companies from different industries on the same metric (see Platt and Pl
(1990, 1991) for a rationale behind), the inclusion of macro varia
 
att 
bles may also remove 
the non
 
 
 depend on the 
particu
Relevant Macroeconomic Conditions 
We consider specifically three aspects of macroeconomic condition as the potential 
variables to include in failure prediction, including economic growth, monetary 
condition, and inflation. This selection is based on the macro line of research on 
economy and business failure relationship. Among others, Altman (1971, 1983), Rose et 
al. (1982), Wadhwani (1986), Platt and Platt (1994), Melicher and Hearth (1988), and 
recently Liu (2004), have studied the influences of economic condition on business 
stationarity caused by the shifts of macroeconomic environment. 
How much the inclusion of macro variables can add incrementally to the firm 
level information remains an empirical question. There is one subtle difference between 
industry effect and macro effect. For industry effect, as an example, a firm leveraged to 
certain level may not fail in one industry, but will fail in another. This industry 
difference is not factored in unless it is explicitly addressed, e.g. via the use of relative 
ratios or dummies. For the macro effect, firms experience the changes as the economy
fluctuates and financial ratios capture them. The incremental information content of
macroeconomic variables in this context appears harder to determine and is the main 
hypothesis we test in this study. Of course, a result of this test would also
lar macro variables selected.  
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failures. The variables selected are among the most used in studies. A brief discussions 
and empirical results regarding these three macro conditions are as below. 
conomic growth. Economic intuition suggests that economic growth is a 
fundamental factor as it is believed to have direct influence on a firm’s sales and 
earnings, and consequently a firm’s propensity to fail. Represented by GNP and 
aggregate corporate profits, economic growth has been generally found to be negatively 
associated with the aggregate business failures.   
Monetary Condition. Money, or credit availability and its cost, is another factor 
supposed to have direct impact on marginal firms’ survival. “Regardless of how poorly a 
firm is performing, it seldom is motivated to declare bankruptcy as long as liquidity is 
sufficient or credit is available” (Altman, 1983). It is expected that the propensity to fail 
will be increased during periods of relatively tight credit conditions. Interest rate can be 
used to capture this monetary condition.    
 Inflation. The impact of price changes on business failures is less clear. Altman 
(1983) postulated that inflation, especially unanticipated price changes, may be inversely 
correlated with failures. On the other hand, Wadhwani (1986) and Liu (2004) found 
evidence that inflation leads to more business failures.   
 
4.3 Data and Methodology  
A sample of U.S. airline firms, under SIC code classification number 4512, was obtained 
from Mergent Online. This section of Mergent Online contains a total of 42 firms. A list 
of companies which experienced failure was first identified. In this study, the failed or 
E
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bankru
ry financially stressed and then 
treated as failed firms. Two firms were bought when they appeared to be in very good 
s are treated as nonfailed before they were bought. A 
n 
tal 
 
 
eir failure is used. An 
analysi
98; 
pt firms are defined as those which filed for bankruptcies protection (mostly 
under chapter 11) some point during 1990 to 2005. In addition, a few firms became 
inactive because they were bought by other firms. An examination of their financial 
ratios prior to purchase suggests that some of them are ve
shape financially. Those two firm
total of 15 failed firms were identified using this procedure.  
There are two options in the selection of nonfailed firms. One approach involves 
matching one failed firm with one nonfailed firm with similar size (asset or employee) i
the same industry (Altman, 1968; Mensah, 1984). The other option uses all firms 
available in an original sample (Ohlson, 1980; Lennox, 1999). With this approach, to
asset as a size variable can be introduced as an independent variable and the effect of
size on bankruptcy can be investigated. This approach of no match is adopted here as we 
are interested in the effect of size on failure. Also, using all failed firms results in more
observations in our sample.   
For the failed firms, financial data one year prior to th
s of failed firms indicates that all the 15 bankruptcies occurred during the period 
from 1996 through 2005. We choose year observations for nonfailed firms during the 
same period. Following literature (Ohlson, 1980; Izan, 1984; Richardson, et al., 19
Hunter and Isachenkova, 2006), for each nonfailed firm, a year observation is selected 
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randomly9 during the peirod1996 to 2005. A distribution of firm year observations for 
failed and nonfailed firms is shown in figure 4.1. Given this distribution of firm data, the 
macroe
Variables Selection 
For each firm in the airline industry, Mergent Online provides firm financial ratios in 
four groups, including profitability ratios, liquidity indicators, debt management, and 
asset management. As in many bankruptcy prediction studies, missing values present a 
serious problem in our sample. All ratios are not available for each firm. Moreover, even 
when a financial ratio is available for a firm, values can be missing for certain years. 
This missing value problem limits the choice of variables. Fortunately, there is at least 
 each group that provides complete observations, or only requires a 
nt 
                                                     
conomic conditions from 1995 to 2005 are of particular interest to us.  
 
one financial ratio in
little data imputation. These ratios are operating margin, quick ratio, total debt to equity 
ratio, and interest coverage10. Beside financial ratios, total asset is also used to represe
firm size.   
Macroeconomic variables are selected based on the line of literatures that deal 
with aggregate business failure causality. Three conditions are considered, economic 
growth, interest rate, and inflation. Particularly, these conditions are represented by the 
following indicators, including gross domestic product (GDP) growth rate, 3 month 
9 It is found that the random sampling procedure can result in variations in the following estimation results 
and further study of this issue is needed. We suggest that the results reported in this study be used with 
caution.    
ore tax and interest divided by interest.  
10 Operating margin is operating income divided by revenue. Quick ratio is current assets less inventories 
divided by current liabilities. Total debt to equity is total debt divided by total equity. Interest coverage is 
income bef
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treasury bill rate (level and difference), consumer price index (CPI) (level and 
difference), resulting in a total of five potential macro variables. We expect a negative  
sign fo
d 
n 
Statistical Models 
The logit model (Ohlson, 1980; Maddala, 1988) is chosen to conduct the failure 
prediction analysis in this study. Although there are alternative discriminant analysis 
models, the logit model is selected because it is easier to test parameter significance and 
parameter stability. In the logit model, for an observed binary variable  (business 
failure in this case), there is a unobserved “latent” variables , assumed as  
                                                                                              (4.1) 
 where   is the set of independent variables, explaining the happening of business 
   .2) 
Given the above relationship, the probability of observing  and is   
r GDP growth, and a positive sign for Treasury bill rate as it is supposed that 
there will be less bankruptcies during economic boom while high interest rate will lea
to more bankruptcies given the importance of credit to marginal firms. The sign on 
inflation is less clear given the lack of well established theory and the inconsistency i
empirical studies.  
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where F is
 the likelihood function can be written as  
⋅=
i
iiiiyl
1
log)(β
As in other binary models, the interpretation of coefficients in logit model is not 
straigh n 
probability dependent variable is given by  
 the cumulative distribution function for iu . 
Consequently,
∑ −⋅−+−−n XFyXF ' ))(log()1())'(1( ββ         (4.5) 
=
tforward as in multiple regression models. Instead, the marginal effect o
ji
ij
ii Xf
x
XyE βββ ⋅−=∂
∂
)(
),|( '                                                   (4.6) 
where jβ  indicates the  parameter in parameter vector thj β . 
 
Initial Estimation and Reduction of Variables 
The selection of independent variables in the model follows a two step process. In the 
first step, the firm
. 
 determined based on three 
factors. First, the financial ratio variabl issing 
observations. Second, to avoid multicollinearity, there was a low level of correlation 
between the financial ratios selected. Only one financial ratio was chosen from each of 
gement. Third, the variable selected 
demonstrated discriminating power between failed and nonfailed group of firms. The 
above criteria resulted in three candidate variables being selected, including operating 
 level variables are determined without consideration of macro 
variables. Total asset is first selected, to capture the effect of firm size on firm failures
The inclusion of firm financial ratio variables has been
es selected had complete or very few m
the four groups from profitability to asset mana
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margin, quick ratio, and interest coverage. Total debt to equity ratio was dropped 
because it was not significantly different between failed and nonfailed firms and t
out insignificant in the estimated model. 
In the second step, five candidate macro variables are added to the above fir
level variables one at a time. Logit estimation results show that only Treasury bill rate
difference turns out significant. This result echoes the finding in Chapter III that 
business failures are partially influenced by interest rate.   
 
4.4 Estimation Results and Model Validation 
The above two specifications, the model using only firm level variables and the model 
using both firm and macro variables, are estimated in logit and the results are pres
in table 4.1. In the first model, the total asset coefficient, representing size effect, is 
negative, but not statistically significant, i
urned 
m 
 
ented 
ndicating size effect may not be a big factor in 
determ , 
icant at 
lasticity of 4.61 than operating margin (0.51). The coefficient of interest coverage is 
e elasticity associated with interest rate 
is 
ining bankruptcy tendency in airline industry. Operating margin and quick ratio
representing profitability and liquidity respectively, are both negative as expected. 
Operating margin is highly significant at 1 percent while quick ratio is also signif
15 percent level. Quick ratio appears a more influential impact on bankruptcy with an 
e
positive and significant at 10 percent level, but th
is just 0.11. The small elasticity of this variable seems to suggest that interest coverage 
not critical factor in airline industry.  
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The estimation result for the second model is presented in the lower half of table 
4.1. The second model is augmented with the only statistically significant macro 
variable, the change of interest rate. Under this specification, the total asset coeffici
remains negative but turns significant; quick ratio turns out to be more influential and 
significant at 10 percent. Overall, all the four micro parameters are close to those in the 
first model. The estimated macro variable, interest rate fluctuation, turns out to be 
positive and significant at 10 percent level. By this parameter, an increase in interest rate 
will increase a firm’s tendency to fail.  
In addition, the overall fit of th
ent 
e model is improved with the addition of this 
macro 
Chow Prediction Test  
Following Platt and Platt (1991) in the study of industry-relative ratios, ‘Chow 
prediction test’ is conducted to test the stability of estimated coefficients. The purpose of 
applying this test here is to compare the models with and without macro variables, and 
see if the parameter stability has improved with the inclusion of macro variable. 
Chow test requires the whole sample be divided into two sub samples, with 
observations  and  respectively. With , the -test is given as  
variable. McFadden R-squared, the analog to the R-squared measure in linear 
regression models, increases from 0.67 to 0.73.  
 
1 2n n 12 >n F
)1/(
/)( 21
−−
−=
knRSS
nRSSRSS
F  
11
ual sum of squares from the estimation of all observations and 
al sum of squares from the sub sample of  observations,  is the 
where RSS  is the resid
1RSS is the residu 1n k
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number of parameters in equation. This test has an F  distribution with degree o
freedom 2n  and 11 −− kn .  
The observations in the sample are first ordered by time, i.e. the year in which 
the financial ratios of failed and nonfailed firms are observed. Then, the first 29 
f 
observa  
tions a t t overing years 
how test on the model with firm level 
variables gives a sta  2.95, with 
tions (about 80 percent) are selected to be in sub sample 1, covering a period
from 1996 to 2003; the remaining 8 observa re lef o sub sample 2, c
2004 and 2005. Given this break point, the c
tistic of 019.0=p , rejecting the null hypothesis that the 
0.215  th ’, 
bility.     
Prediction Performance Comparison 
n 
tio
period, is reserved for prediction. The lim ms in single industry, 
especia iled firms, has limited further division of sample. We obtain out-of-sample 
observations by extending prediction horizon backward. That is, for each failed firm, the 
data tw  three years prior to their failures are used as out-of-sample observations 
regression parameters are stable. For the model with macro variables, the test statistic is 
, 985.0=p , indicating the null cannot be rejected. By is ‘Chow prediction test
the inclusion of macro variable in the prediction model may increase parameter sta
 
We then compare the two competing models based on their prediction performance. 
Beside within sample prediction, greater emphasis is placed on out-of-sample predictio
(Platt and Platt, 1990) and jackknife prediction. To evaluate a model’s prediction 
performance using out-of-sample observations, one would need to use only part of the 
sample for training, and the remaining observa ns, either from the same or a later 
ited number of fir
lly fa
o and
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respectively; for nonfailed firms, the same thing is done. We then test the effectiveness 
o be 
r 
hod. 
e 
 
 
ls of cutoff probability, are presented in table 4.2, table 4.3, and table 
4.4 resp  
r 
m 
 4.3. In panel A, based 
on two years prior to failure observations, we observe again that at lower cutoff values 
of two competing models on their ability in predicting failed and nonfailed firms two 
and three years earlier. With this backward extension, we are able to show better how the 
two competing models perform in predicting failures in advance. This test seems t
more relevant and rigorous than those based on out-of-sample observation only one yea
prior to failure.    
We further compare the two models’ performance using the Jackknife met
By Jackknife method, or Lachenbruch (1967) method, successively one of the 37 
observations is excluded while the remaining 36 observations are used to estimate the 
model and the resulting model is applied to predict the excluded observation. Jackknif
method is a prediction test widely used in discriminant analysis.  
For the above within sample, out-of-sample, and jackknife prediction tests, we
choose four levels of probabilities, 0.2, 0.3, 0.4, 0.5, as the cutoff probabilities. The less 
than 0.5 cutoff values are chosen to reflect the relatively higher cost of misclassification
for failed firms in reality. The prediction performances of the two competing models, 
based on four leve
ectively. The within sample prediction results are first presented in table 4.2. At
the lower end cutoff level 0.2, the model using only firm ratio variables gives bette
prediction results than the one augmented with macro variable; but for cutoff levels fro
0.3 to 0.5, the model with macro variable performs better or as well.   
The out-of-sample prediction results are presented in table
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(0.2 an l 
 
 
o 
ears before 
failure,
Probability Forecast Evaluation 
We further evaluate the prediction ability of two competing models using the probability 
score. The probability score, or the Brier score, was introduced by Brier (1950) in 
weather forecasting. Its two recent applications to economics include those by Bessler 
and Ruffley (2004) and Casillas-Olvera and Bessler (2006). The Brier score for 
evaluation of prediction is applicable where probabilistic forecasting is used. It is 
d 0.3), the model with macro variable is inferior to the model using only financia
ratios; yet it performs as well or better at higher cutoff levels (0.4 and 0.5). In panel B, as
prediction horizon is extended backward one more year, the model augmented with 
macro variable shows better results, achieving higher overall prediction accuracy at all
cutoff levels. Looking further, this accuracy gain is achieved for the prediction of both 
the failed firms and nonfailed firms. As can be expected, from panel A to panel B, at all 
cutoff levels, prediction accuracies drop as prediction horizon is extended from two t
three years. For example, at the cutoff probability of 0.4, the ratio-based model predicts 
correctly 73 percent of all firms two years before failure; but at three y
 only 57 percent is correctly identified. This trend is true at the other cutoff 
probabilities.   
For the jackknife test results in table 4.4, the model with macro variable predicts 
better or as well at the cutoff probabilities of 0.3, 0.4, and 0.5, but not at 0.2. A 
breakdown into failed and nonfailed predictions shows that the relative supremacy 
comes from its better prediction on failed firms.    
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adopted
ction. 
ley 
 the above sources, the concept of 
probability score is summarized below. Let be an actual outcome (e.g., business 
failure or financial distress in this study) index where: 
, if the event occurs 
, if the event does not occur 
The Brier score (1950), or the probability score, is then defined, for a single 
forecast case, as: 
 
would 
 in this study to provide an evaluation independent of cutoff levels. We are not 
aware of a previous use of this criterion in the literature of business failure predi
More detailed discussions can be found from Yates (1988), Bessler and Ruff
(2004) and Casillas-Olvera and Bessler (2006). From
d
1=d
0=d
2)(),( dpdpPS −=                                                                                     (4.7) 
where, p  is the forecast probability that the event occurs. The probabilistic forecasting
be perfect with PS  reaching a minimum value of 0 ( 1== dp , or 0== dp ); 
the forecasting is worst with PS  reaching a maximum value of 1 ( 0=p , 1=d ; or 
1=p , 0=d ).   
For multiple occasions indexed by Ni ,...,1= , the mean of  is given by  PS
=),( DPPS ∑ −⋅
=
dpN 2)()/1(                        (4.8) 
4.5.  The first row of the table gives the Brier score for within sample 
prediction. For both failed a
variable predicts better than the model using only firm level information, evidenced by 
N
i
ii
1
For the prediction results in this study, the corresponding Brier scores are 
presented in table 
nd nonfailed firms, the model augmented with macro 
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its lower probability scores on an overall and breakdown (failed and nonfailed) basis. 
The scores for out-of-sample prediction results are given in t d and  of
the table. Between the two co eting models, the model augmente
er sc
he secon  third row  
mp d with macro variable 
obtains high ore (indicating worse performance) on overall prediction. If we break 
this dow l with macro variable does not do so bad on 
failed firms (0.346 compared with 0.344), but it is much worse on the prediction of 
nonfailed firms(0.151 vs. 0.131). For the  to failure, the pattern 
reverse riable 
e 
ould 
on 
 the 
n, 2 years prior to failure, the mode
 case of 3 years prior
s: compared to the model using firm information, the model with macro va
predict as well on nonfailed firms, but worse on failed firms. Finally, the fourth row 
presents the probability score for the jackknife prediction. The model with macro 
variable predicts worse on nonfailed firms (0.175 vs. 0.161), but much better on failed 
firms (0.133 vs. 0.170), maintaining a lower score (0.158 vs. 0.165) overall.  
Probability score enables an evaluation not dependent on the choice of particular 
cutoff probabilities, but the results still remain divided between out-of-sample prediction 
and jackknife prediction. Since out-of-sample prediction is sample specific, the jackknif
prediction is more reasonable a test on future prediction performance (Huberty, 1994). 
By this measure, the model augmented macro variable gives better prediction and sh
be preferred to the model using only firm level financial information.        
The Brier score can be decomposed into various components for further analysis 
(Sanders, 1963; Murphy, 1972, 1973; Yates, 1988). We show below the decompositi
by Yates (1988) in which the covariance between the forecast probability ( P ) and
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actual outcome ( D ) is emphasized. Yates’ decomposition, also called ‘covariance 
decomposition’, is given as: 
=),( DPPS  )(DVariance  + 2Bias + Scatter + )(PianceMinimumVar  
                               - ),(var2 DPianceCo×                                                  (4.9) 
)(DVariance  is the component completely exogenous to the forecaster. The other 
to achieve a lower probability score. In particular, Bias  quantifies the overall 
four com e forecaster’s control and should be minimized as a whole 
miscalibration, i.e. how much the mean forecast probability 
ponents are under th
p is too high or too low 
dcompared to the actual probability . Scatter indicates the noise level contained in the 
forecast probability. )(PianceMinimumVar  reflects the overall variance in the forecast 
probability P  when there is no scatter about the conditional means of 1p  and 0p (th
forecast probabilities for occa
e 
o ). In 
contrast to var DianceCo  m ures th sponses of the foreca  to 
 events’ occurrence a m 
(Yates, 1988). 
models is presented in table 4.6. Except that  is the component identical 
model with m odels (0.067 vs. 0.036) 
indicate that both models tend to overpredict the probability of failures, and the inclusion 
of macro variable increases this miscalibration. However, shown by the greater 
sions that do occur and those d  not occur respectively
Scatter , ,(P eas e re st) ing
information related to nd is critical to the forecasting proble
A Yates’ decomposition for the jackknife prediction of the two competing 
)
between two models, )(PianceMinimumVar , Scatter , and are all greater for the 
(DVariance
2Bias
acro variable. Especially, the Bias  for two m
 67
),var DPianceCo , the model with macro variable appears to be better in inco
information related to the occurrence of business failures and this leads to a better 
overall pred
 
4.5 Concluding
( rporating 
iction.             
 Remarks  
The co y 
t is limited. Several issues, including its 
pact on prediction accuracy, an
particular macro variables, have not been sufficiently covered in literature. In this study, 
we examine the above issues by looking at the firm failure prediction of the U.S. airline 
industry over 1995 to 2005, using data from Mergent Online. 
Based on logit model as the statistical method, we start with an initial set of 
macroeconomic variables based on empirical studies dealing with economy-failure 
relationship; and select the macroeconomic variable(s) to include based on parameter 
significance. Among the candidate macroeconomic variables (levels and differences), 
interest rate difference turns out to be the one significant and is incorporated in the 
failure prediction model. This result is probably due to the comparatively high leverage 
featured in the airline industry.  
We found that the prediction model augmented with macroeconomic variable 
(change of interest rate) shows greater parameter stability and better within sample 
prediction performance. Across different cutoff probabilities, the out-of-sample and 
jackknife prediction results are somewhat mixed between the macro augmented model 
ncept of including macro variables in business failure prediction is intuitivel
appealing, but systematic study of this concep
rationale, comparative evaluation of its im d the choice of 
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and the  
 
f-
on suggests that the model with macro variable has a 
better r
t is 
t sets of macro variables, and possibly the effect of the macro 
variabl
 
 one using firm financial ratios, with the former showing advantage at higher
cutoff probabilities.  
Further, we introduce probability score, or the Brier score, to provide an 
evaluation of the two competing models independent of cutoff probabilities. The result
of probability score indicates the model containing macro variable as worse in out-o
sample prediction, but superior in jackknife prediction. A decomposition of probability 
score based on jackknife predicti
esponse to information related to the occurrence of firm failures.    
The findings in this study are not conclusive. Further research may rely on a 
richer set of data, e.g., a sample of larger size or an extension to other industries. As i
intended, the findings in this study should be viewed as industry specific. Different 
industries may not respond to the macroeconomic conditions in the same way. That 
would require differen
es on prediction accuracy will be not the same.    
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CHAPTER V 
CONCLUSION 
 
 
 
This dissertation investigates three issues on the causality and prediction of business 
ailure. Specifically, the three issues include: a nonlinear model for mathematical 
ming based discriminant analysis, the relationship between aggregate business 
acroeconomic conditions, and the use of macroeconomic conditions as 
les in business failure prediction model. 
In Chapter II, we study a nonlinear model for mathematical programming based 
inant analysis. Since mathematical programming was introduced into 
inant analysis in the early 1980s, the linear and quadratic forms of functions have 
been the dominant forms of functions used e investigate here the 
otential of a nonlinear type of classification function for discriminant analysis. 
articularly, we propose a more generalized nonlinear model that allows for flexible 
 and 
ta sets, each of the three 
models
rm best in 
f
program
failures and m
independent variab
discrim
discrim
for classification. W
p
P
degrees of nonlinearity and attempts to solve the resulting nonlinear problem using 
robust global optimizer genetic algorithm. Using a data set on Canadian farm loan
another on Japanese banking, the proposed model is evaluated against the linear and 
quadratic model under the Minimize Sum of Deviation and the Mixed Integer 
Programming formulations. The results show that across both da
 is the best in certain cases, but overall, the proposed nonlinear model appears to 
be the best. On the other hand, the fact that the nonlinear model does not perfo
all cases suggests that a more robust solver, based on genetic algorithm or other global 
optimizers, would be indispensable for further evaluation of this model.  
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In Chapter III, we investigate the causal relationship between aggregate b
failures and macro economic variables. Based on quarterly US data from 1980 to 200
aggregate business failures, aggregate corporate profits, interest rate, inflation, and S
500 are studied in an approach that combines structural VAR and directed acyclic graph
Specifically, DAG is used to provide for VAR a contemporaneous causal structure no
available from theory; the VAR estimation results are then summarized using i
response function and forecast error variance decomposition. The results show that 
aggregate business failures are influenced by interest rate, but it has been more 
exogenous than previously found elsewhere: contemporaneously, there is a causal flow 
from aggregate business failures to interest rate; in long run, business failures impact 
corporate profits and S&P500 while it is not impacted by the other variab
usiness 
4, 
&P 
. 
t 
mpulse 
les except 
interest
 
t in this 
 rates. The role regarding interest rate lends support to existing results and 
suggests that interest rate may be used as an instrument to control the level of aggregate 
business failures. The exogeneity of aggregate business failures, however, is surprising. 
Better understanding of the causes of business failures may be obtained by studying 
business failures liabilities and establishing its relation to aggregate business failures.   
In Chapter IV, we study the use of macroeconomic conditions as independent 
variables in business failure prediction model. The incremental information content,
parameter stability, and the choice of particular variables are of particular interes
study. Based on logit model as the statistical procedure, the case of U.S. airline industry 
over 1995 to 2005 is investigated. We start with an initial set of macroeconomic 
variables based on empirical studies dealing with economy-failure relationship; and 
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select the macroeconomic variable(s) to include based on parameter significance. 
Among the candidate macroeconomic variables (levels and differences), interest rate 
difference turns out to be the one significant and is incorporated in the failure prediction 
model. We found that the prediction model augmented with macroeconomic variable
(change of interest rate) shows greater parameter stability and better within sample 
 
predict
r 
ction. 
rrence 
ing 
ion performance. In terms of prediction, the relative performances of the two 
models vary across different cut-off values. We further introduce probability score, o
the Brier score, to provide an evaluation of the two competing models independent of 
cutoff probabilities. The result of the probability score indicates the model containing 
macro variable as worse in out-of-sample prediction, but better in jackknife predi
A decomposition of probability score based on jackknife prediction reveals that the 
model with macro variable has a better response to information related to the occu
of firm failures. Further research is needed in this area to consider firm failures involv
more industries and a wider scope of macroeconomic variables. 
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APPENDIX A  
 
TABLES  
Table 
 
Cases  classification for current loans 
classification for 
noncurrent loans 
 
 
2.1. Classification results using Canadian credit scoring data 
 Models Objective function value 
Total correct 
classification
Correct Correct 
 Within Sample ( sample size is 1199) 
 MSD 27.94 0.523 0.312 0.644 
 MSD-QD 58.05 0.578 0.417 0.670 
 MSD-NL 13.47 0.577 0.401 0.678 
Case 1 MIP 387 0.677 0.335 0.873 
 MIP-QD 432 0.640 0.025 0.991 
 MIP-NL 435 0.637 0.002 1.000 
Case 2 MIP 435 0.637 0.002 1.000 
 MIP-QD 433 0.639 0.007 1.000 
 MIP-NL 432 0.640 0.009 1.000 
Case 3 MIP 625 0.525 0.872 0.328 
 MIP-QD 632 0.520 0.869 0.321 
 MIP-NL 615 0.598 0.695 0.543 
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Table 2.1. Continued 
classification 
Correct 
classification for 
current loans 
Correct 
classification for 
noncurrent loans 
 
Cases Models Objective function value 
Total correct 
 Out-of-sample (sample size is 800) 
 MSD 18.79 0.528 0.327 0.660 
 MSD-QD 78.29 0.591 
 
Case 1 MIP 262 0.673 
0.472 
0.396 
0.437 
0.670 
 MSD-NL 12.08 0.565 0.676 
0.828 
 MIP-QD 324 0.985 
M  
Ca  2 
0.595 0.003 
 IP-NL 318 0.603 0.003 0.998 
se MIP 319 0.603 0.003 0.998 
 MIP-QD 326 0.598 0.000 0.992 
 M  
Ca  3 
IP-NL 322 0.601 0.006 0.994 
se MIP 414 0.515 0.918 0.249 
 MIP-QD 416 0.515 0.912 0.253 
 M  IP-NL 414 0.580 0.755 0.465 
 
 
N
1. MSD = m m of the deviations, MIP = mixed integer model, LN = linear, QD = 
quadratic, NL = nonlinear. For example, MSD-LN = MSD for n based on 
classification function.  
. Three cases are reported for MIP evaluation. In case 1, 2, and 3, the misclassification costs 
ssociated with current and noncurrent loans are 1:1, 1:2, and 2:1 respectively.         
. The classification results are reported in ratios. 
 
otes:  
inimize su
mulatio linear 
2
a
3
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Table 2.2. Classification results using Japanese banking data 
Cases Models Objective function value 
Total correct 
classification 
Correct 
classification for 
top banks 
Correct 
classification for 
bottom banks 
 Within Sample ( sample size is 50) 
 MSD 2.55 0.92 0.92 0.92 
 MSD-QD 395.81 0.74 0.76 0.72 
 MSD-NL 0.45 0.92 0.92 0.92 
Case 1 MIP 13 0.74 0.80 0.68 
 MIP-QD 12 0.76 0.72 0.80 
 MIP-NL 4 0.92 0.92 0.92 
Case 2 MIP 18 0.74 0.68 0.80 
 MIP-QD 22 0.68 0.60 0.76 
 MIP-NL 14 0.76 0.60 0.92 
Case 3 MIP 18 0.74 0.80 0.68 
 MIP-QD 18 0.74 0.80 0.68 
 MIP-NL 20 0.62 0.96 0.28 
 Out-of-sample (sample size is 50) 
 MSD 18.51 0.72 0.80 0.64 
 MSD-QD 731.17 0.80 0.88 0.72 
 MSD-NL 5.31 0.74 0.76 0.72 
Case 1 MIP 25 0.50 0.60 0.40 
 MIP-QD 21 0.58 0.48 0.68 
1.00 0.04 MIP-NL 24 0.52  
Case 2 MIP 26 0.60 0.44 0.76 
 MIP-QD 35 0.50 0.40 0.60 
 MIP-NL 19 0.68 0.48 0.88 
Case 3 MIP 36 0.50 0.56 0.44 
 MIP-QD 36 0.50 0.56 0.44 
 MIP-NL 24 0.58 0.88 0.28 
Notes:  
. MSD = minimize sum of the deviations, MIP = mixed integer model, LN = linear, QD = 
uadratic, NL = nonlinear. For example, MSD-LN = MSD formulation based on linear 
lassification function.  
. Three cases are reported for MIP evaluation. In case 1, 2, and 3, the misclassification costs 
ssociated with top and bottom banks are 1:1, 1:2, and 2:1 respectively.         
. Except the objective function value, the correct classification results are in ratios.  
1
q
c
2
a
3
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Table 2.3. Summary of results in tables 2.1 and 2.2 
 
g S  Trainin ample Validation Sample  
  
objective 
fu on perfor functio performance 
Sum 
ncti
Classification objective 
mance n 
Classification 
Tabl 2.1 9* 8 30 e Linear 6 7 
 Quadratic 3 6 22 
 9 7 9* 32* 
Tabl 2.2  4 5 24 
5 8 
 Nonlinear 7* * 
e Linear 6 9 
 Q tic 5 8 26 
r 8* 10* 35* 
uadra 6 7 
 Nonlinea 7* 10* 
No
1. The numbers given in this table are scores assigned to each m
performance in table 2.1 and . For examp orts a numb  6 for linear 
model based on its relative performance in te ses of 
MSD and MIP formulations. The s w further summarizes a 
model’s relative performance across both tr ple.   
2. Linear, qua  and no  mean line del, quadrat del, and the sed 
nonlinear m ctive
3. * in icat  relativ formance a  the three m     
 
 
 
 
 
 
 
 
 
 
 
tes:  
odel given their relative 
 2.2 le, the upper left cell rep er of
rms of objective function value across all ca
um measure at the end of each ro
aining sample and validation sam
dratic, nlinear ar mo ic mo  propo
odel respe ly.    
d es the best e per mong odels.
 
 
 
 
 
 
 
 82
Table 3.1. Augmented Dickey-Fuller test for nonstationarity of data 
   Series Without trend With trend 
   BANKB  -0.98 -3.46 
   CORPP 
   INT -1.48 -2.97 
   PPIACO -0. -2.93 
 -0.4 -2.01 
1.36 -1.37 
10 
   SP500 7 
 
Notes:   
1. Critical values for Augmented Dickey-Fuller test at 5 % el without ith trend are -2.89 
.46 respectively.  Nonstationarity is rejected when calculated values are less than critical 
 
 lev  and w
and -3
values.  
2. BANKB = aggregate business bankruptcies 
   CORPP = corporate profits  
   INT = interest rate  
   PPIACO = producer price index of all commodities  
   SP500 = Stand & Poor’s 500 Index of stock prices. 
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Table 3.2. Akaike and Schwarz loss criteria measures on lag 1 to 10 for VAR  
er of Lag s Numb Akaike loss Schwarz los
1   45.853a 45.062
2 7  
3 a  
   
5   
6 45.114 49.335 
 50.934 
45.417 51.806 
52.631 
45.14 46.607
 44.980 47.117
4 45.059 47.882
45.174 48.691
7 45.031 49.965 
8 45.278
9 
10 45.500 
 
a Denote the minimum value for the corresponding loss criterion. For each criterion, the lag with 
e minimum value indicates the desirable lag under that loss criterion.      th
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Table 3.3. Trace test statistics for the studied variables 
r near trend With linear treWithout li   nd 
  T C(5%) C(10%) T C(5%)    C(10%) 
=0 124.21 75.74 71.66  100.68 68.68 64.74 
<=1 7 7 53.42 49.92 53.64 47.21 
<=2 4 1 34.80 31.88 32.25 29.38 
<=3 2 3 19.99 17.79 13.63 15.34 
<=4 5.90 9.13 7.50   1.21 3.84 2.71 
3.4  43.84 
0.5   26.70 
1.0  13.31 
 
Note: The trace test indicates the number of cointegration vectors (r) for cases with and without 
constant. The critical values (C) at 5% a vels are as given in Hansen and Juselius 
(1995).  To determine the number of cointegration vectors, we start with top row and move from 
the left column of “with constant” to the mn of “without const  process 
continues to next row until we meet the first “fail to reject” case, i.e., when the trace test statistic 
(T) is less than the critical value (C).    
 
 
 
 
nd 10% le
right colu ant”. This
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Table 3.4. Forecast error variance decomposition based on the contemporaneous 
structure as modeled in figure 3.1  
 
Ste NKB R INT IACO P5p BA CO PP PP  S 00 
BANKB      
0 0 00 00 0. 00 
 .36 .61 7 0.18 
 .35 .46 9 0.65 
6 52 48 0. 75 
  .79 .92 2 0.63 
8 1.19 11.99 0. 0.54 
 92 1 7 6 0.50 
15 13.89 36.04 29.66 10.17 10.25 
20 17.28 31.27 34.84 7.68 8.93 
INT   
0 5.09 0.00 84.65 10.26 0.00 
1 4.55 0.01 75.72 15.54 4.18 
2 3.97 0.01 71.90 15.76 8.36 
5 3.50 0.03 71.56 14.23 10.69 
10 3.18 0.07 65.58 21.43 9.75 
15 2.95 0.42 62.05 25.59 8.99 
20 2.74 0.70 60.26 27.34 8.97 
PPIACO   
0 0.00 0.00 0.00 100.00 0.00 
1 0.00 1.10 0.00 97.89 1.01 
2 0.03 1.47 0.11 96.68 1.71 
5 0.10 2.71 4.28 91.42 1.50 
10 0.11 2.73 15.65 74.67 6.84 
15 0.17 1.97 21.27 66.92 9.67 
20 0.14 2.41 21.14 67.16 9.15 
100.0 0. 0. 00 0.
1 97.98 0 0 0.8
2 
5 
97.45
95.3
0
0.
0
2.
1.0
89 0.
10 89.74 0 7 0.9
15 
20
85.3
81.04 1.
89 
1.15.3
CORPP   
0 0.00 100.00 0.00 0.00 0.00 
1 0.00 98.30 0.04 1.14 0.52 
2 0.52 92.09 2.11 3.83 1.45 
5 2.94 66.18 11.26 12.30 7.33 
10 8.75 44.62 22.28 13.29 11.06 
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Table 3.4. Continued 
 
Step BANKB CORPP INT PPIACO SP500 
SP500   
0 0.00 3.55 0.00 0.00 96.45 
1 0.40 2.93 0.06 1.79 94.82 
2 0.42 4.42 0.15 4.98 90.04 
5 0.25 14.16 0.86 15.48 69.24 
10 1.74 29.70 0.64 33.29 34.63 
15 5.80 33.09 2.71 41.30 17.11 
20 10.46 32.28 6.39 40.55 10.32 
 
N s are in quar rs. In each of the 5 sections, the decomposition results for each variable 
are shown at 7 selected step n raneous) to 20. For each step (in a row), the 
deco osition  up to one hundred. E mpon  the dec sitions means the 
percentage of variance that is due to a variable itself or the other variables (shown in column 1 to 
5).  BANKB, CORPP, INT CO, an 0 are led out le 3.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ote: Step te
s from 0 (co tempo
mp s sum ach co ent of ompo
, PPIA d SP50 as spel  in tab
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Table 4.1. Estimation results based on logit model  
  
  
Without macro variable  
  
 
Variable  Coefficient z-Statistic p-value 
Elasticity 
at means 
Constant 2.66 1.49 0.14  
Total Asset -5.16E-11 -0.83 0.41 -0.20 
Operating Margin -0.31 -3.28 0.00 -0.51 
Quick Ratio -3.55 -1.47 0.14 -4.61 
Interest Coverage 0.01 1.85 0.07 0.11 
 
     
McFadden 
R-squared 0.67       
  
With macro variable 
 
  Coefficient z-Statistic p-value 
Elasticity 
at means 
Constant 4.72 1.95 0.05  
Total Asset -1.59E-10 -2.10 0.04 -0.64 
Operating Margin -0.42 -3.27 0.00 -0.73 
Quick Ratio -5.47 -1.67 0.10 -7.40 
Interest Coverage 0.02 2.22 0.03 0.17 
Interest Rate Change 1.60 1.69 0.09 0.20 
     
McFadden 
R-squared 0.73       
 
Note:  “Without macro variable” indicates the model using only firm level information; “With 
acro variable” indicates the model augmented with macroeconomic condition.   m
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Table 4.2. Within sample prediction results 
 
Cut off Probability 0.2 0.5 0.3 0.4 
Overall  0.92 0.89 0.86 0.89 
Failro ed firms 1.00 0.93 0.87 
Without 
mac
varia
ailed firms  0 0.86 
.86 0 0.89 
0.87 ble 
Nonf 0.86 .86 0.91 
Overall 0 .92 0.89 
Failed fivariable rms 93 0. 87 0.
m
Nonfailed fi ms 0.82 0.91 0.91 0.91 
0. 93 0. 87 
With  
acro 
r
 
Note:  “Without macro variable” indicates the m using only fir
macro variable” indicates the model augmented with macroeconomic condition.  Prediction 
results are reported in ratios of firms correctly c
 
 
 
 
 
 
 
 
 
 
 
 
odel m level information; “With 
lassified. 
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Table 4.3. Out-of-sample prediction results  
 
  
nel A:  Two rs prior to failure sample Pa  yea
Cut off y Probabilit 0.20 0.30 0.40 0.50 
Overall 0.81 0.76 0.73 0.68 
Failed firms 0.80 0.67 0.60 0.40 
Without 
macro 
variable 
d firms Nonfaile 0.82 0.82 0.82 0.86 
Overall 0.73 0.73 0.73 0.73 
Failed firms 0.67 0.60 0.60 0.60 
With  
macro 
variable 
Nonfailed firms 0.77 0.82 0.82 0.82 
   
Panel B:  Three years prior to failure sample 
Cut off Probability 0.20 0.30 0.40 0.50 
Overall 0.59 0.59 0.57 0.57 
Failed firms 0.53 0.53 0.47 0.40 
Without 
macro 
variable 
Nonfailed firms 0.64 0.64 0.64 0.68 
Overall 0.62 0.65 0.62 0.57 
Failed firms 0.60 0.60 0.53 0.40 
With  
macro 
variable 
Nonfailed firms 0.64 0.68 0.68 0.68 
 
Note:  “Without macro variable” indicates the model using only firm level information; “With 
acro variable” indicates the model augmented with macroeconomic condition.  Prediction 
sults are reported in ratios of firms correctly classified. 
m
re
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Table 4.4. Prediction results based on jackknife method  
Cut off Probabilit .4 0.5 
 
y 0.2 0.3 0
Overall 0.78 0.81 0.81 0.81 
Failed firms 
With
macro 
s 
0.87 0.80 0.80 0.80 
out 
variable 
Nonfailed firm 0.73 0.82 0.82 0.82 
Overall 0.76 0.81 0.81 0.84 
Failed firms 
With 
macro 
v
s 
0.87 0.87 0.87 0.87 ariable 
Nonfailed firm 0.68 0.77 0.77 0.82 
 
N te:  “Witho e” indi the mode g only fir el inform  “With 
m cro variable” indicat  condition.  Prediction 
results are reported in r
 
 
 
 
 
 
 
 
 
 
 
o
a
ut macro variabl cates l usin m lev ation;
es the model augmented with macroeconomic
atios of firms correctly classified.  
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Table 4.5. Evaluation results using probability score 
 
 
  
ithout macro able 
 
ith macro v le W  vari   W ariab
Ca Failed firms 
onfailed 
firms  Overall 
Failed 
firms 
onfailed 
firms ses Overall 
N
 
N
Within sample
0.076 0.092 0.065   0.058 0.087 0.039 
 
2 y ior 
to 0.344 0.131 0.230 0.346 0.151 
ears pr
failure 0.217  
3 years
to failure .489 0.293 0.380 0.507 0.293 
 prior 
0.372 0  
Jackknife 
0.165 0.170 0.161   0.158 0.133 0.175 
 
Note:  “Without macro variable” indicates the model using only firm level information; “With 
acro variable” indicates the model augmented with macroeconomic condition.   m
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Table 4.6. Brier score decomposition for prediction results based on jackknife 
ethod  
 
  Score Var(D) MinVar(P) Scatter Cov(P,D) 
m
2Bias  
Withou
variabl
t macro 
e 0. 0.24 066 0. 9 1 0.165 1 0. 10 0.00 126 
With macro 
variable 0.15 0.2 0.0  0 5 8 41 79 0.11 0.00 0.138 
 
N
1 acro variable” indicates the model using only firm level information; “With macro 
v cate odel  with macroeconomic tion.
2. Score is the Brier score. A lower score indicates bette perfo MinVar
S as , and Cov(P,D) are the five components of the Brier score.  The relationship 
between the Brier and its five components is defin  as:  Va  
inVar(P)+Scatter -2xCov(P,D).  
otes:  
. “Without m
ariable” indi s the m  augmented  condi
rmance. Var(D), 
   
r (P), 
catter, Bi 2
 score ed Score = r(D) +
+ 2BiasM
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APPENDIX B  
 
FIGURES 
 
 
 
 
Figure 2.1. Typical flowchart of a genetic algorithm application 
Problem formulation 
 
Parameter coding 
 
 
 
Population initialization 
Fitness evaluation 
New generation created in 3 steps 
1. reproduction 
2. crossover 
3. mutation 
Convergence 
check 
No 
The end 
Yes 
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Figure 3.1. Directed graph patterns by PC algorithm at 20% and 30% significance   
                 level 
 
Note: BANKB stands for aggregate business bankruptcies, CORPP for corporate profits, INT 
for interest rate, PPIACO for producer price index of all commodities, and SP500 for Stand & 
Poor’s 500 Index of stock prices. 
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Figure 3.2. Impulse response functions based on the contemporaneous structure as 
                     modeled in figure 3.1 
 
Note: Each of the 25 small graphs in the figure represents the response of a variable to itself or 
another variable. The responses of a variable to all variables (shown on top of the figure) are 
shown in a single row from column 1 to 5. Alternatively, the responses of all the five variables to 
the same shock can be read in a single column from row 1 to 5. For each response curve, the 
movement (response) of a variable has been normalized and over a period of 20 quarters.   
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Figure 4.1. Distribution of firm year observations from 1996 to 2005 
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