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ON A CLASS OF NEW NONLOCAL TRAFFIC FLOW MODELS WITH
LOOK-AHEAD RULES
YI SUN AND CHANGHUI TAN
Abstract. This paper presents a new class of one-dimensional (1D) traffic models with
look-ahead rules that take into account of two effects: nonlocal slow-down effect and right-
skewed non-concave asymmetry in the fundamental diagram. The proposed 1D cellular
automata models with the Arrhenius type look-ahead interactions implement stochastic rules
for cars’ movement following the configuration of the traffic ahead of each car. In particular,
we take two different look-ahead rules: one is based on the distance from the car under
consideration to the car in front of it; the other one depends on the car density ahead. Both
rules feature a novel idea of multiple moves, which plays a key role in recovering the non-
concave flux in the macroscopic dynamics. Through a semi-discrete mesoscopic stochastic
process, we derive the coarse-grained macroscopic dynamics of the CA model. We also design
a numerical scheme to simulate the proposed CA models with an efficient list-based kinetic
Monte Carlo (KMC) algorithm. Our results show that the fluxes of the KMC simulations
agree with the coarse-grained macroscopic averaged fluxes for the different look-ahead rules
under various parameter settings.
1. Introduction
The study on traffic flows has received considerable effort in the past few decades. Many
mathematical frameworks and models have been proposed and analyzed in the literature
[4, 9, 17, 19, 23, 33, 37, 38, 43, 44, 50]. These models can be categorized by different scales.
The microscopic models focus on modeling the behaviors of individual cars. Two types of
microscopic models are widely used in traffic flows.
(i). The agent-based models. The location of each car is traced in time, by an inter-
acting ODE system. A variety of interaction rules are proposed, followed by analysis and
simulations. In the classical follow-the-leader model [12]
v˙i = κi(vi+1 − vi),
the driver in the i-th car accelerates/decelerates according to the relative velocity towards
the (i+ 1)-th car in front. In the optimal velocity (OV) model [2]
v˙i = κi(Vi − vi),
where Vi is the optimal velocity of the i-th car, which depends on the distance toward the car
in front. The OV model has several extensions. In [29,36], the optimal velocity is modeled by
multiple cars in front. In [14, 15, 41], cars behind are also taken into consideration. Ref. [54]
discussed and analyzed multiple look-ahead models, which reproduce many real flow features.
Besides the common fundamental properties of traffic flow, free flow and congested flow, all
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these models above can reproduce a third fundamental property of traffic flow, the so-called
synchronized flow [20].
(ii) The lattice models. The road is configured as a fixed lattice. Each site has values 1
(car is present) or 0 (car is absent). Explicit rules for car movement on the lattice sites are
described to represent the traffic flow. The lattice models, also known as cellular automata
(CA) models [55, 56], have been widely used to represent traffic flows. A vast literature
exists addressing various analytical and numerical techniques for models of this type [3, 5,
10, 21, 22, 30, 39, 40, 42]. Compared with the agent-based models, lattice models are simpler
to implement and are more amenable to numerical investigation. A major advantage of
lattice models is that they allow for a systematic derivation of the coarse-grained dynamics,
which typically requires some simplifying assumptions about the statistical behavior of the
microscopic model.
To understand the emergent phenomena for large crowded traffic systems, a variety of
macroscopic models have been proposed. Instead of working on individual cars, these models
describe the evolution of the density distribution of the traffic. One classical model in 1D
with a single-lane dynamics is the Lighthill-Whitham-Richards (LWR) model [32],
∂tρ+ ∂x(ρu) = 0, u = umax(1− ρ). (1)
Here, ρ is the density of the traffic and u is the macroscopic velocity, which takes maximum
value umax if ρ = 0, and becomes 0 if the maximum density ρ = 1 is reached. It is well-known
that the Burgers-type nonlinearity leads to a finite-time wave breakdown for any smooth
initial configuration. This corresponds to the creation of traffic jams.
The LWR model (1) has many extensions. One direction is to consider the nonlocal slow-
down effect : drivers intend to slow down if heavy traffic is ahead. This would involve a
nonlocal interaction with a look-ahead distance a,
∂tρ+ ∂x(ρu) = 0, u = umax(1− ρ) exp
[
−
∫ a
0
K(y)ρ(x+ y)dy
]
, (2)
whereK is a look-ahead kernel. The model was first introduced by Sopasakis and Katsoulakis
(SK) in [46], with K ≡ 1. Another kernel K(r) = 2(1− r
a
) was discussed in [8] for pedestrian
flows, followed by an extensive numerical study.
The wave breakdown phenomenon for the SK model (2) and related nonlocal models has
been studied in [25, 27]. Recently, it is shown in [28] that the nonlocal slowdown effect can
help avoid traffic jams for a family of initial configurations.
Another concern on the LWR model (1) is on its fundamental diagram. The flux
F = ρu = umaxρ(1 − ρ)
is a concave function of ρ with an even symmetry at ρ = 1/2, which does not agree with
the experimental data [23,44]. A better fit would be a right-skewed non-concave flux, which
looks like
F = umaxρ(1− ρ)
J , J > 1. (3)
To take into account of the two effects, we propose a new class of macroscopic traffic models
with the form
∂tρ+ ∂x(ρu) = 0, u = umax(1− ρ)
J exp
[
−
∫ a
0
K(y)ρ(x+ y)dy
]
. (4)
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For J = 1, it reduces to the SK model (2). For J = 2, it has been recently introduced and
discussed in [26]. The behavior of the solution is different from the SK model, due to the
non-concavity of the flux. Yet, the nonlocal slowdown effect could still help avoid finite-time
wave breakdown for some initial configurations.
It has been a very active area to study the connections between the microscopic and
macroscopic dynamics. From the microscopic models, one can let the number of cars go to
infinity, and derive a mean-field limit. The resulting mesoscopic models are characterized
by kinetic equations. The macroscopic dynamics can then be obtained through appropriate
hydrodynamic limits.
In this paper, we focus on the lattice models. In [46], a CA model with Arrhenius type
look-ahead interactions was proposed (see Sec. 2 for the description in detail). Through a
semi-discrete mesoscopic stochastic process, the SK model (2) can be formally derived as a
coarse-grained description of the CA model. Extensions to multilane and multiclass traffic
have also been developed in [1,11]. An improved mesoscopic model has been discussed in [16].
Two different look-ahead rules in both one-dimensional (1D) and two-dimensional (2D) CA
models were compared in [48].
A natural question that arises is whether there is a lattice model that connects our new
macroscopic model (4).
We propose a CA model with two different types of look-ahead rules. The rules feature a
novel idea of multiple moves, which plays a key role in recovering the non-concave flux in the
macroscopic dynamics, for any J ∈ Z+. The first rule has a slowdown factor that is based
on the distance from the car under consideration to the car in front of it. The corresponding
macroscopic dynamics is a local scalar conservation law with non-concave flux (3). The other
rule’s slowdown factor depends on the car density ahead. With such long-range interaction,
we derive the target coarse-grained macroscopic dynamics (4).
We also design a numerical scheme for the proposed CA models. To improve computational
efficiency, we use the kinetic Monte Carlo (KMC) algorithm [7] due to its main feature —
“rejection-free”. When the dynamics of the traffic system features a finite number of distinct
processes in configurational changes, we develop an efficient list-based KMC algorithm using
a fast search that can further improve the efficiency compared to the general KMC method.
On the other hand, the Metropolis Monte Carlo (MMC) method [35] is adopted in most
of current CA models for vehicular flows and pedestrian flows. But the MMC method is
a way of simulating an equilibrium distribution for a model, and trial steps are sometimes
rejected because the acceptance probability is small, in particular when a system approaches
the equilibrium, or the car density is high. Therefore, we choose the KMC, which is more
suitable for simulating the time evolution of the traffic systems with the transition rates that
are associated with possible configurational changes in the system. With reasonable values of
the model parameters (the characteristic time unit and the interaction strength), the KMC
simulations are used to predict the time evolution of 1D traffic flows. Our results show
that the rules induce nonlocal slow-down effect and right-skewed non-concave asymmetry
in the fundamental diagram. Moreover, the fluxes of the KMC simulations agree with the
coarse-grained macroscopic averaged fluxes for the different look-ahead rules under various
parameter settings.
The rest of the paper is organized as follows. In Sec. 2, we introduce the CA models with
two look-ahead rules. In Sec. 3, we discuss the derivation of the macroscopic models starting
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from our proposed CA models. In Sec. 4, we describe the list-based KMC algorithm and its
implementation. In Sec. 5, we provide a series of numerical simulations in various parameter
regimes for the 1D flows, and compare the microscopic and macroscopic models. Finally, we
state our conclusions in Sec. 6.
2. Cellular Automata Models with Look-ahead Rules
We describe the construction of the cellular automata (CA) model for 1D traffic flow in
this section. The CA model is defined on a periodic lattice L with M evenly spaced cells,
L = {1, 2, . . . ,M}. For simplicity, we assume that all cars move toward one direction on a
single-lane loop highway with no entrances or exits. The configuration at each cell i ∈ L is
defined by an index σi :
σi =
{
1 if a car occupies cell i,
0 if the cell i is empty.
(5)
The state of the system is represented by σ = {σi}
M
i=1, which lies in the configuration space
Σ = {0, 1}M .
2.1. Interaction rules. We now describe the dynamics of the CA models. The car move-
ment can be represented by the transitions in the state of the system, which obey the rules of
an exclusion process [31]: two nearest-neighbor lattice cells exchange values in each transition
and cars cannot occupy the same cell. In addition, cars are only allowed to move one cell
to the right in one transition. Therefore, the only possible configuration changes are of the
form
{σi = 1, σi+1 = 0} → {σi = 0, σi+1 = 1}. (6)
The transition rate for (6) depends on spatial Arrhenius type one-sided interactions and
a look-ahead feature to represent drivers’ behavior. These rules allow cars (or drivers) to
perceive the traffic situation up to L cells ahead in which L is the look-ahead range parameter.
The interactions between a pair of successive cars cannot be neglected if the gap between
them is shorter than L; in such situations, the following car must decelerate to avoid collision
with the leading car. This is similar to the spin-exchange Arrhenius dynamics in which the
simulation is driven based on the energy barrier a particle has to overcome in changing from
one state to another [1, 46]. During a spin-exchange between nearest-neighbor sites i and
i+ 1, the system will allow the index σi at location i to exchange its index with the one at
i+ 1. This is interpreted as a car move from i to i+ 1 with the rate given by the Arrhenius
relation:
ri = ω0 exp
(
− Eb(i)
)
, (7)
where the prefactor ω0 = 1/τ0 corresponds to the car moving frequency or speed and τ0 is
the characteristic time. The moving energy barrier Eb(i) for the car located in the i-th cell
describes the slow-down effect due to the traffic in front. It is assumed to depend only on the
traffic situation up to range L ahead of the car under consideration, namely Eb(i) depends
on {σj}
i+L
j=i+2.
The energy barrier can be modeled through Eb = Es + Ec, where Es is the external
potential associated with the site binding of the car, which could vary in both space and
time to account for spatial and temporal traffic situations, such as rush hour traffic, local
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weather anomalies, etc. In this study, we set Es = 0. The term Ec enforces the look-ahead
rules (Fig. 1). We consider the two rules in [48], described as follows.
(a)
cell i
Nv = 4
Nv = 3
Nv = 2
Nv = 1
Nv = 0
L
(b)
cell i
Nc = 0
Nc = 1
Nc = 2
Nc = 2
Nc = 3
L
Figure 1. Schematic representation of two look-ahead rules. (a): The rule
based on the distance Nv: a car in gray with different numbers (Nv) of vacant
cells between it and the first car (in blue) ahead of it in the range L (here,
L = 4). (b): The rule based on the density Nc/L: a car in gray with different
numbers (Nc) of cars (in blue) ahead of it in the range L.
The first look-ahead rule is based on the distance from the car under consideration to the
car in front of it, in other words, the number of vacant cells, Nv, between these two cars (as
shown in Fig. 1(a)). Therefore, the energy barrier is given by
Eb(i) =
L−Nv(i)
L
E0, (8)
where the parameter E0 is the car look-ahead interaction strength. Based on the formulas
(7) and (8), we can see that the smaller is the value of Nv, the larger is the energy barrier Eb,
thus the smaller is the transition rate r. This reflects the fact that the closer is the distance
between cars, the stronger is the slowdown factor.
The second rule is based on the density of cars ahead of the car under consideration [46].
This is due to the fact that in real traffic drivers usually observe not only the leading car but
also other cars ahead of the leading car. In this rule, the energy barrier is given by
Eb(i) =
Nc(i)
L
E0, (9)
where Nc is the number of cars in the range L ahead of the car under consideration (as shown
in Fig. 1(b)). It can be defined as
Nc(i) =
i+L∑
j=i+1
σj .
This look-ahead rule with the formula (9) indicates that a slowdown factor is stronger when
the forward car density is high, i.e., when the road is congested.
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The coarse-grained macroscopic dynamics corresponding to the two CA models above are
LWR model (1) and SK model (2), respectively. The formal derivation for the latter case
can be found, for instance, in [16, 46].
2.2. A new class of models. We propose a new class of CA models, and show their relations
to the macroscopic models with a non-concave flux (3), for any parameter J ∈ Z+.
A novel discovery is that the parameter J in the macroscopic dynamics is related to the
number of steps a car moves in a transition of the microscopic states. A car can make multiple
J-moves, if the J cells in front are not occupied.
The new rule only allows the following configuration change
{σi = 1, σi+1 = · · · = σi+J = 0} → {σi = · · · = σi+J−1 = 0, σi+J = 1}. (10)
It represents a car move from i to i + J . The transition rate is modeled similarly as (7).
Since the car moves J cells, we take the following rate
ri =
ω0
J
exp
(
− Eb(i)
)
, (11)
so that the estimated velocity is comparable among different choices of J .
Note that the rule (10) only allows cars to move if no cars occupy the J cells in front.
Therefore, heuristically speaking, the larger J is, the slower the cars move. Such a phe-
nomenon is also shared by the macroscopic dynamics (4), which is verified in the numerical
experiments in Sec. 5.4.
3. Coarse-grained macroscopic models
In this section, we perform a formal derivation of the coarse-grained macroscopic model
for our CA model.
3.1. Semi-discrete mesoscopic models. In a time step ∆τ , the probability of the config-
uration change
P
(
{σi = 1, σi+1 = · · · = σi+J = 0} → {σi = · · · = σi+J−1 = 0, σi+J = 1}
)
= (∆τ) ri, (12)
where the rate ri is given in (11).
Followed from [16, 46], we define σ(τ) = {σi(τ)}
M
i=1 be a continuous-in-time stochastic
process with a generator
(Aψ)(τ) = lim
∆τ→0
E[ψ(σ(τ +∆τ))]− ψ(σ(τ))
∆τ
, (13)
for any test function ψ : Σ → R, where τ is the time variable. All possible configuration
changes from σ(τ) to σ(τ +∆τ) obey the transition rule (12).
By the definition of the generator, we have
d
dτ
Eψ = E[Aψ]. (14)
TRAFFIC FLOW MODELS 7
In particular, let us take ψ(σ) = σi. We calculate (13) explicitly, and obtain
Aσi(τ) = −ri(τ)σi(τ)
J∏
j=1
(1−σi+j(τ))+ ri−J (τ)σi−J(τ)
J∏
j=1
(1−σi−J+j(τ)) =: Fi−J(τ)−Fi(τ),
(15)
where Fi is defined as
Fi(τ) = ri(τ)σi(τ)
J∏
j=1
(1− σi+j(τ)).
Let ρi(τ) = E[σi(τ)] = P(σi(τ) = 1). Then, from (14) and (15), the dynamics of {ρi}
M
i=1
reads
d
dτ
ρi(τ) = E[Aσi(τ)] = E[Fi−J (τ)]− E[Fi(τ)]. (16)
Note that the right hand side of the equation is not yet a closed form of {ρi(τ)}
M
i=1. We shall
approximate the term E[Fi(τ)] and make a closure to the system.
3.2. Approximations as M → ∞. We start with a crucial assumption that helps us to
obtain a closed system. It is called the propagation of chaos, which means that {σi(τ)}
M
i=1
are independent to each other, namely
E[σi(τ)σj(τ)] = E[σi(τ)] E[σj(τ)], ∀ i 6= j, t ≥ 0. (17)
Due to the look-ahead interaction, condition (17) is not true for a system with fixed M cells.
However, as the number of cells M tends to infinity, the system can become chaotic, and
condition (17) can be valid as M →∞.
By formally assuming the chaotic condition (17), we get
E[Fi(τ)] = ρi(τ)
J∏
j=1
(1− ρi+j(τ)) E[ ri(τ) | σi(τ) = 1, σi+1(τ) = · · · = σi+J(τ) = 0 ].
For the rest of the section, we drop the τ -dependence for simplicity.
To estimate the rate ri =
ω0
J
exp(−Eb(i)), we perform a formal Taylor expansion on Eb(i)
around its mean E[Eb(i)].
e−Eb(i) = e−E[Eb(i)]
∞∑
n=0
(−1)n
n!
(
Eb(i)− E[Eb(i)]
)n
.
Taking the expectation, we obtain
E[ri] =
ω0
J
e−E[Eb(i)]
(
1 +
∞∑
n=2
(−1)n
n!
E
[(
Eb(i)− E[Eb(i)]
)n])
. (18)
Next, we estimate the energy barrier Eb. To proceed, we first introduce the relative look-
ahead distance a, defined as
a =
L
M
. (19)
We assume a is a fixed positive number (0 < a ≤ 1). So when M → ∞, the look-ahead
distance L = aM would also tends to infinity.
The two barriers (8) and (9) will be discussed separately.
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Recall the first energy barrier (8)
Eb(i) =
L−Nv(i)
L
E0,
where the random variable Nv(i) takes integer values between 0 and L. Conditioned with
the configuration {σi = 1, σi+1 = · · · = σi+J = 0}, Nv(i) takes values in {J, J + 1, . . . , L}.
We impose the following assumption
maxNv(i)≪ L = aM, (20)
where the maximum is taken across all possible values of Nv and all locations i = 1, . . . ,M .
The assumption (20) describes the scenario that many cars are on the road, so that no two
neighboring cars have a large distance comparable to the look-ahead distance L.
Under the assumption (20), we get
E[Eb(i)] =
L− E[Nv(i)]
L
E0 =
(
1−
E[Nv(i)]
L
)
E0
L→∞
−−−−→ E0,
and consequently,
Eb(i)− E[Eb(i)] =
L−Nv(i)
L
E0 −E0 = −
Nv(i)
L
E0
L→∞
−−−−→ 0.
Therefore, plug back into (18), we end up with
E[ri]
L→∞
−−−−→
ω0
J
e−E0.
Next, we move to the second energy barrier (9)
Eb(i) =
E0
L
i+L∑
j=i+1
σj =
E0
L
i+L∑
j=i+J+1
σj ,
where the second equality is valid under the conditional configuration {σi(τ) = 1, σi+1(τ) =
· · · = σi+J(τ) = 0}. Compute
E[Eb(i)] =
E0
L
i+L∑
j=i+J+1
ρj .
Then, we have
E[(Eb(i)− E[Eb(i)])
2] =
E0
2
L2
E

( i+L∑
j=i+J+1
(σj − ρj)
)2
=
E0
2
L2
E
[
i+L∑
j=i+J+1
(σj − ρj)
2
]
+
2E0
2
L2
E
[
i+L∑
j=i+J+1
j−1∑
k=i+J+1
(σj − ρj)(σk − ρk)
]
.
By condition (17), the cross terms
E[(σj − ρj)(σk − ρk)] = E[σj − ρj ]E[σk − ρk] = 0.
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Moreover, since |σj − ρj | ≤ 1, we have E[(σj − ρj)
2] ≤ 1. Hence,
E[(Eb(i)− E[Eb(i)])
2] =
E0
2
L2
i+L∑
j=i+J+1
E[(σj − ρj)
2] ≤
E0
2(L− J)
L2
L→∞
−−−−→ 0.
Similarly, higher moments vanishes when L→∞:
E[(Eb(i)− E[Eb(i)])
n]
L→∞
−−−−→ 0, ∀ n ≥ 2.
Plug back into (18), we conclude with
E[ri]
L→∞
−−−−→
ω0
J
exp
(
−
E0
L
i+L∑
j=i+J+1
ρj
)
.
To sum up, we achieve an approximation of E[Fi(τ)] in terms of {ρi(τ)}
M
i=1 as M →∞
E[Fi(τ)]
M→∞
−−−−−→


ω0
J
ρi(τ)
J∏
j=1
(1− ρi+j(τ))e
−E0 First rule
ω0
J
ρi(τ)
J∏
j=1
(1− ρi+j(τ)) exp
(
−
E0
L
i+L∑
j=i+J+1
ρj(τ)
)
Second rule
(21)
3.3. Coarse-grained PDE models. We rescale the lattice L into a fixed interval Ω = [0, 1],
where each cell has length h = 1/M . The i-th cell is rescaled to the interval [(i− 1)h, ih].
Define the macroscopic density ρ : Ω× R+ → R, where
ρ(x, t) = ρi(τ), with x = ih, t = τh.
A coarse-grained model can be obtained by formally letting h → 0. Under our setup, the
parameters are scaled as
1 ≤ J ≤ Nv︸ ︷︷ ︸
O(1)
≪ L ≤M︸ ︷︷ ︸
O(h−1)
,
where L and M goes to infinity with a fixed ratio a = L/M .
The flux in (21) as h→ 0 has the form
F (x, t) := J · lim
h→0
E[Fi(τ)] =


ω0ρ(x, t)(1− ρ(x, t))
Je−E0 , (22)
ω0ρ(x, t)(1− ρ(x, t))
J exp
(
−E0
∫ x+a
x
ρ(y, t)dy
)
. (23)
For the first rule, the macroscopic flux (22) depends locally on the density ρ; while for the
second rule, the flux (23) is nonlocal in ρ.
The dynamics of ρ in (16) becomes the following scaler conservation law:
∂tρ(x, t) =
1
h
d
dτ
ρi(τ) =
EFi−J(τ)− EFi(τ)
h
h→0
−−−−→ lim
h→0
F (x− Jh, t)− F (x, t)
Jh
= −∂x(F (x, t)).
We end up with the following coarse-grained PDE models:
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(i). For the first look-ahead rule,
∂tρ+ ∂x
(
ω0ρ(1− ρ)
Je−E0
)
= 0. (24)
This is the LWR type local model with flux (3) and umax = ω0e
−E0.
(ii). For the second look-ahead rule,
∂tρ+ ∂x
(
ω0ρ(1− ρ)
J exp
(
−E0
∫ x+a
x
ρ(y, t)dy
))
= 0. (25)
This is indeed our proposed macroscopic model (4) with a nonlocal look-ahead interaction
kernel K ≡ E0.
If the relative look-ahead distance a = 0, the equation (25) becomes the local dynamics
(24). On the other hand, if we consider the periodic domain (loop highway) and set a = 1,
namely L = M , the interaction becomes global. By conservation of mass, the averaged car
density ∫ x+1
x
ρ(y, t)dy = ρ¯
is a constant for any x and t. Equation (25) again reduces to the local dynamics (24), with
a different umax = ω0e
−ρ¯E0 , which also depends on the constant ρ¯.
4. The Kinetic Monte Carlo Method
To investigate the evolution of the nonlocal traffic system, we apply the kinetic Monte Carlo
(KMC) method [7] to the microscopic CA model with look-ahead interactions. The reason to
choose the KMC instead of the Metropolis Monte Carlo (MMC) method [35] is that trial steps
in the MMC are sometimes rejected because the acceptance probability is small, in particular
when a system approaches the equilibrium, or the density of cars is high. A main feature
of the KMC algorithm is that it is “rejection-free”. In each step, the transition rates for all
possible changes from the current configuration are calculated and then a new configuration
is chosen with a probability proportional to the rate of the corresponding transition. The
other feature of the KMC method is its capability of providing a more accurate description
of the real-time evolution of a traffic system in terms of these transition rates since the KMC
method is more suitable for simulating the non-equilibrium system.
We emphasize that although the KMC algorithm was presented in [48], there is a major
update due to the multiple jumps J introduced in the current work. To make the presentation
self-contained, we include the details of the algorithm here again. The KMC algorithm is built
on the assumption that the model features N independent Poisson processes (corresponding
to N moving cars on the lattice) with transition rates ri in (11) that sum up to give the
total rate R =
∑N
i=1 ri. In simulations with a finite number of distinct processes, it is more
efficient to consider the groups of events according to their rates [6,45,47]. This can be done
by forming lists of the same kinds of events according to the values of Nv in (8) of the first
look-ahead rule or the values of Nc in (9) of the second look-ahead rule. Therefore, we can
put the total N events into (L+1) lists, labeled by l = 0, . . . , L. All processes in the l-th list
have the same rate rl. We denote the number of processes in this list by nl, which is called
the multiplicity, and we have N =
∑L
l=0 nl. To each list, we assign a partial rate, Rl = nlrl,
and a relative probability, Pl = Rl/R. Then the total rate is given by R =
∑L
l=0 nlrl. A
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fast list-based KMC algorithm at each KMC step based on the grouping of events is given
as follows.
List-based KMC algorithm:
Step 1: Generate a uniform random number, ξ1 ∈ (0, 1) and decide which process will take
place by choosing the list index s such that
s−1∑
l=0
Rl
R
< ξ1 ≤
s∑
l=0
Rl
R
(26)
Step 2: Select a car for the realization of the process s. This can be done with the help of
a list of coordinates for each kind of event, and an integer random number ξ2 in the range
[1, ns]; ξ2 is generated and the corresponding car/event from the list is selected.
Step 3: Check if there are enough vacant cells ahead of the selected car. If “Yes” (i.e.,
Nv ≥ J), perform Steps 4–6 for total J times so that the selected car can make J moves
before continuing to the next KMC step. If “No” (i.e., Nv < J), perform only Step 5 for
total J times so that the selected car will stay in its current cell for J transition time periods
before continuing to the next KMC step.
Step 4: Perform the selected event (the car move to the next cell) leading to a new
configuration.
Step 5: Use R and another random number ξ3 ∈ (0, 1) to decide the time it takes for that
event to occur (the transition time), i.e., the nonuniform time step ∆t = − log(ξ3)/R.
Step 6: Update the multiplicity nl, relative rates Rl, total rate R and any data structure
that may have changed due to this move. 
In summary, the following parameters need to be given for the KMC simulations with
either look-ahead rule: (i) the characteristic time τ0; (ii) the car interaction strength E0; (iii)
the look-ahead parameter L; and (iv) the multiple move parameter J (1 ≤ J ≤ L).
5. Numerical experiments
We next investigate 1D nonlocal traffic flows in various parameter regimes with the nu-
merical method presented in the previous section. We start by calibrating some KMC model
parameters with respect to well-known quantities from real traffic data.
5.1. Calibration and validity by the red light traffic problem. Following [46, 48], we
set the actual physical length of each cell to 22 feet (≈ 6.7m), which allows for the average
car length plus safe distance. Therefore, 1 mile (= 5280 feet ≈ 1609m) is equivalent to 240
cells. For a car which has average speed of 60 miles per hour (≈ 26.8 m/s), an estimate of
time to cross a cell is given by
∆τcell =
22 feet
60 miles/h
=
1 cell× 3600 s
60× 240 cells
=
1
4
s. (27)
We calibrate the parameters τ0 and E0 by simulating a free-flow regime where all cars are
expected to drive at their desired speed that is set to 60 miles per hour (≈ 26.8 m/s). This is
accomplished by setting the characteristic time τ0 = 0.25s, and then ω0 = 4s
−1. In fact, due
to the inherent stochasticity in the simulations, sometimes cars may move faster or slower
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than the speed limit. We also mention that other values of τ0 and E0 may be chosen to adjust
our model for considering different standards in other regions or countries.
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Figure 2. Calibration of the interaction strength E0 permitting the desired
car speed of 60 miles per hour (≈ 26.8 m/s) and an upstream front velocity of
≈ −10 miles per hour (≈ −4.5 m/s), which are indicated by the dashed lines,
respectively. We take the highway distance of 1 mile (≈ 1609 m,M = 240 cells)
and set the look-ahead parameter of L = 4 and the multiple move parameter
of J = 2 for both look-ahead rules. The initial condition corresponds to a red
light traffic problem, i.e., bumper-to-bumper cars up to 0.125 miles (≈ 201 m
= 30 cells) and no cars after that, so a total of 30 cars in each simulation.
The running time is up to 240 s. (a) Car traces in a simulation with the first
look-ahead rule (8) and the interaction strength E0 = 4.5. (b): Car traces in
a simulation with the second look-ahead rule (9) and E0 = 6.0.
Fig. 2 shows the results of the “red light” traffic problem: the traffic light located at 0.125
miles (≈ 201m, i.e., i = 30 cells) is turned from red to green at the initial time and the
“bumper to bumper” traffic wave is released. The initial condition is given by
σi =
{
1 1 ≤ i ≤ 30,
0 31 ≤ i ≤M.
(28)
The highway distance is set to 1 mile (≈ 1609m), i.e., M = 240 cells. Then the averaged car
density ρ¯ = 30/240 = 12.5%, which is in the free-flow regime. We calibrate the interaction
strength E0 such that the velocity of an upstream front can be approximately −10 miles
per hour (≈ −4.5 m/s), as estimated by traffic researchers in [18, 20, 43]. While we take the
look-ahead parameter L = 4 and the multiple move parameter J = 2 for both look-ahead
rules, the calibrated value of the interaction strength is E0 = 4.5 for the first look-ahead rule
(8) (Fig. 2 (a)) and E0 = 6.0 for the second look-ahead rule (9) (Fig. 2(b)).
5.2. Numerical comparisons for different interaction strengths. First, we analyze the
effects of the interaction strength E0 on the traffic flow and identify the range of significance
of parameters. In the following we take a fixed look-ahead distance of L = 4 and the multiple
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move parameter J = 2 and make a series of numerical tests for different car densities with
various values of parameters E0. We show the fundamental diagrams of the density-flow,
density-velocity and flow-velocity relationships and compare the results of two look-ahead
rules (8) and (9). For these results we take a random car distribution at the initial time
on a loop highway of ≈ 4.17 miles (≈ 6704m, M = 1000 cells) and observe the behavior of
traffic flows as the averaged car density ρ¯ increases incrementally from ρ¯ = 0.01 to ρ¯ = 0.99.
The traffic flow is measured as the number of cars passing a detector site per unit time [34].
In Fig. 3, we run each KMC simulation with different densities until the same final time
(1 hour) and report long time averages of the flow 〈F 〉 in number of cars per hour and the
ensemble-averaged velocity of all cars 〈v〉 in cells per second.
In Figs. 3(a) and (b), we plot the fundamental diagrams on the averaged fluxes 〈F 〉 against
the averaged density ρ¯ of the first look-ahead rule (8) with E0 = 0 to 6.0 and the second
look-ahead rule (9) with E0 = 0 to 8.0, respectively. They all share certain characteristics:
a nearly linear increase of the flow at low averaged densities (which corresponds to the
free-flow regime), a single maximum of the flow reached a critical density ρ¯crit, and a right-
skewed asymmetry (namely ρ¯crit < 1/2). The shape agrees with other simulation results and
observational data [18, 30, 40]. We also observe that both the value of the critical density
ρ¯crit and the maximum value of the flow 〈F 〉 tend to decrease with increasing E0 because the
larger is the interaction strength the stronger is the interaction to slow down the cars.
Figs. 3(c) and (d) show the fundamental diagrams of the density-velocity relationship for
two look-ahead rules, respectively. In the free-flow regime the ensemble-averaged velocity 〈v〉
decreases approximately linearly from the maximum speed of 4 cells per second (≈ 26.8 m/s
or 60 miles/h) as ρ¯ increases and the chance of interaction between cars gets higher. As E0
increases, when ρ¯ is larger than the critical point ρ¯crit, the average velocity drops down to zero
and the density-velocity curve is negative exponential. This linear relationship follows the
Greenshields model [13] and the negative exponential relationship belongs to the Underwood
model [51].
Figs. 3(e) and (f) show the fundamental diagrams of the flow-velocity relationship for two
look-ahead rules, respectively, which plot the ensemble-averaged velocity 〈v〉 versus the flow
〈F 〉. For the case of the interaction strength E0 = 0 (shown as green “+” signs), the flow
〈F 〉 reaches its maximum ≈ 2140 cars per hour when the ensemble-averaged velocity 〈v〉 is at
a critical value 〈v〉crit ≈ 1.7 cells per second (≈ 11.6 m/s or 25.5 miles/h). As E0 increases,
the maximum value of the flow decreases and the critical value 〈v〉crit increases and becomes
higher than 2 cells per second. The results compare favorably with observed data in [53].
We remark that for a small look-ahead distance of L = 4, both rules produce similar
results as shown in Fig. 3. Indeed, the macroscopic model (24) is very close to (25) with
a small a = L
M
= 0.004. We also note that in Figs. 3(a) and (b), the density-flow curves
of the KMC simulations with E0 = 4.5 for the first look-ahead rule (8) and E0 = 6.0 for
the second look-ahead rule (9) (shown as black “▽” signs) clearly display that the region
of free-flow persists up to the density of approximately ρ¯crit = 0.2, i.e., 240 × 0.2 ≈ 50 cars
per mile. These results are naturally produced by the traffic dynamics in our simulations
with the calibrated parameters τ0 = 0.25s, the look-ahead distance of L = 4 and the multiple
move parameter J = 2, which agrees with observations [18, 53].
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Figure 3. Comparison results of the traffic flow on the one-lane highway with
six different values of the interaction strength E0. In all KMC simulations, we
take the highway distance of ≈ 4.17 miles (≈ 6704m, M = 1000 cells), the
look-ahead parameter of L = 4, the multiple move parameter of J = 2 and the
final time of 1 hour. (a)(b): Longtime averages of the density-flow relationship;
(c)(d): Ensemble-averaged velocity of cars versus the density ρ¯; (e)(f): Long-
time averages of the flow-velocity relationship. (left panel): Results of the first
look-ahead rule (8) with E0 = 0 to 6.0. (right panel): Results of the second
look-ahead rule (9) with E0 = 0 to 8.0.
However, when the look-ahead distance L is large, the two look-ahead rules produce differ-
ent results in all diagrams of the density-flow, density-velocity and flow-velocity relationships
as shown in Fig. 4 and in the following Sec. 5.3.
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Figure 4. Comparison results of the traffic flow on the one-lane highway with
five different values of the interaction strength E0. In all KMC simulations, we
take the highway distance of≈ 4.17 miles (≈ 6704m,M = 1000 cells), the look-
ahead parameter of L = 1000, the multiple move parameter of J = 2 and the
final time of 1 hour. (a)(b): Long-time averages of the density-flow relationship;
(c)(d): Ensemble-averaged velocity of cars versus the density ρ¯; (e)(f): Long-
time averages of the flow-velocity relationship. (left panel): Results of the
first look-ahead rule (8) with E0 = 0 to 4.5. (right panel): Results of the
second look-ahead rule (9) with E0 = 0 to 6.0. Note that the flux of the KMC
simulation in (a) and (b) agrees with the macroscopic averaged flux (29) and
(30) (shown as the dashed black curves), respectively.
Take the look-ahead distance L = 1000, which is equal to the lengthM of the loop highway.
Recall the macroscopic flux under the two rules
F = ω0ρ(1− ρ)
Je−E0, and F = ω0ρ(1 − ρ)
Je−ρ¯E0.
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As the dynamics will reach the equilibrium state ρ(x) ≡ ρ¯, the longtime averaged flux should
satisfy
〈F 〉(ρ¯) =
{
ω0ρ¯(1− ρ¯)
Je−E0 , First rule (29)
ω0ρ¯(1− ρ¯)
Je−ρ¯E0, Second rule (30)
The critical density can then be obtained through a first derivative test. For the first rule,
ρ¯crit =
1
1 + J
, (31)
which depends on J but is independent of E0. For the second rule,
ρ¯crit =
2
(E0 + J + 1) +
√
(E0 + J + 1)2 − 4E0
, (32)
which depends on both J and E0.
In Fig. 4, we fix multiple move parameter J = 2, and vary the interaction strength E0.
Figs. 4(a) and (b) of the density-flow relationship show that as E0 increases, the maximum
value of the flow 〈F 〉 of both look-ahead rules tend to decrease. For the first rule (8) with E0 =
0 to 4.5 shown in Fig. 4(a), the fluxes of the KMC simulations agree with the corresponding
PDE fluxes (29) (shown as the dashed black curves). Moreover, all the density-flow curves
take their maxima at the same critical density ρ¯crit =
1
3
, which is consistent with (31). When
E0 ≥ 2.0, the maximum value of the flow 〈F 〉 becomes very low as the PDE flux decreases
exponentially with increasing E0 indicated in (29). For the second look-ahead rule (9) with
E0 = 0 to 6.0 shown in Fig. 4(b), the fluxes of the KMC simulations also agree with the
corresponding averaged flux of the PDE model (30) (shown as the dashed black curves). But
the value of the critical density ρ¯crit tends to decrease with increasing E0, as indicated in
(32). Moreover, the second rule (9) can still produce relatively larger flux at small values of
average density ρ¯ than the first rule (8) does.
The fundamental diagrams of the density-velocity relationship in Figs. 4(c) and (d) also
show differences between two look-ahead rules for the large look-ahead distance L. Fig. 4(c)
for the first rule (8) shows that as E0 increases, the value of 〈v〉 at ρ¯ = 0.01 decreases
drastically, ranging from the full speed 〈v〉 = 4.0 cells per second (≈ 26.8 m/s or 60 miles/h)
of the case E0 = 0 (shown as green “+” signs) to almost 〈v〉 ≈ 0 of the case E0 = 4.5 (shown
as cyan squares). On the other hand, Fig. 4(d) for the second rule (9) shows that all curves of
different cases of E0 decrease from high values of 〈v〉 = 3.74 to 4.0 cells per second (≈ 25.0 to
26.8 m/s or 56.1 to 60 miles/h) at ρ¯ = 0.01 and eventually decay to zero with the increasing
density ρ¯.
Figs. 4(e) and (f) of the flow-velocity relationship again show big differences between two
look-ahead rules for the large look-ahead distance L. Fig. 4(e) for the first rule (8) shows
that both the magnitude of the flow 〈F 〉 and the range of 〈v〉 decrease with increasing E0.
For the second rule (9) shown in Fig. 4(f), only the magnitude of the flow 〈F 〉 decreases as E0
increases, but both the range of 〈v〉 and the critical value 〈v〉crit where the flow 〈F 〉 reaches
its maximum do not change too much. The value of 〈v〉crit is around 1.5 cells per second
(≈ 10 m/s or 22.5 miles/h).
5.3. Numerical comparisons for different look-ahead distances. Next, we show the
effects of the look-ahead distances L on the flows in more detail in Fig. 5. For these results,
we again take a random car distribution at the initial time on a loop highway of ≈ 4.17
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miles (≈ 6704m, M = 1000 cells) and observe the behavior of traffic flows as the averaged
car density ρ¯ increases incrementally from ρ¯ = 0.01 to ρ¯ = 0.99. Here, we use E0 = 2.0 for
the first look-ahead rule (8) and E0 = 6.0 for the second look-ahead rule (9), respectively,
and the multiple move parameter J = 2 for both rules. All curves exhibit phase transitions
between the free-flow phase and the jammed phase. However, Fig. 5 shows that the two
look-ahead rules produce different results in all diagrams of the density-flow, density-velocity
and flow-velocity relationships when the look-ahead distance L is large.
Fig. 5(a) of the density-flow relationship for the first rule (8) shows that as L increases, the
maximum values of the flow 〈F 〉 tend to decrease, but the value of the critical density ρ¯crit
first decreases (L = 2, 4, 8 and 16) and later changes to increase (L ≥ 32). When L = 1000,
the flux of the KMC simulations (shown as cyan squares) agrees with the averaged flux for
the macroscopic dynamics (29) (shown as the dashed black curve). We note that the same
KMC simulation results have also been shown as blue circles for E0 = 2.0 in Fig. 4(a). The
density-flow curve takes its maximum at the critical density ρ¯crit =
1
3
. Following (29), the
maximum flux at ρ¯crit =
1
3
is about 3600 · 16
27
e−2.0 ≈ 289 cars per hour (recall that ω0 = 4s−1).
Moreover, for a fixed ρ¯, the magnitude of the flow 〈F 〉 decreases with increasing L since
the larger is the look-ahead distance the longer is the effective range of interaction between
the cars. For the second look-ahead rule (9) shown in Fig. 5(b), as L increases, both the
maximum value of the flow 〈F 〉 and the value of the critical density ρ¯crit tend to decrease.
When L = 1000, the flux of the KMC simulations (shown as cyan squares) also matches with
the averaged flux of the PDE model (30) (shown as the dashed black curve). The same case
has also been shown as cyan squares for E0 = 6.0 in Fig. 4(b). We note that even the results
of L = 100 for both rules (shown as black “▽” signs in Figs. 5(a) and (b)) are close to the
corresponding macroscopic fluxes.
In Figs. 5(c) and (d), the fundamental diagrams of the density-velocity relationship also
show differences between the two look-ahead rules. Fig. 5(c) for the first rule (8) shows that
as L increases, the ensemble-averaged velocity 〈v〉 decreases very rapidly in the low-density
regime and eventually decays to zero with the increasing density ρ¯. In particular, while the
density-velocity curve of L = 100 (shown as black “▽” signs) drops down from a high value
of 〈v〉 = 3.53 cells per second (≈ 23.7 m/s or 52.9 miles/h) at ρ¯ = 0.01, the case of L = 1000
(shown as cyan squares) starts from a low value of 〈v〉 = 0.66 cells per second (≈ 4.4 m/s or
9.9 miles/h) at ρ¯ = 0.01. We recall that the loop highway has a length of M = 1000 cells,
so ρ¯ = 0.01 means that there are a total of only 10 cars on this highway of ≈ 4.17 miles
(≈ 6704m). Their average velocity 〈v〉 is so low, which indicates that the first look-ahead
rule (8) is not reasonable for large look-ahead distances L. On the other hand, Fig. 5(d)
shows that the second look-ahead rule (9) produces more reasonable results, even for large
look-ahead distances L. The case of L = 1000 (shown as cyan squares) gradually decreases
from a high value of 〈v〉 = 3.70 cells per second (≈ 24.7 m/s or 55.5 miles/h) at ρ¯ = 0.01.
Figs. 5(e) and (f) show that when the look-ahead distance L = 2, the flow-velocity curves
for both rules (shown as green “+” signs) reach their maxima at the critical velocity 〈v〉crit ≈
1.7 cells per second (≈ 11.6 m/s or 25.5 miles/h). As L increases in Fig. 5(e) of the first
look-ahead rule (8), the maximum value of the flow decreases and the critical value 〈v〉crit
increases to be higher than 2 cells per second (L = 4, 8 and 16). When L = 32, the result
(shown as blue “x” signs) produces two local maxima in the flow. As L further increases,
the range of the average velocity eventually becomes very small (L = 1000, shown as cyan
squares). On the other hand, Fig. 5(f) shows that for all L, the flow-velocity curve of the
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Figure 5. Comparison results of the traffic flow on the one-lane highway with
seven different values of the look-ahead distance L. In all KMC simulations,
we take the highway distance of ≈ 4.17 miles (≈ 6704m, M = 1000 cells), the
multiple move parameter of J = 2 and the final time 1 hour. (a)(b): Long-time
averages of the density-flow relationship; (c)(d): Ensemble-averaged velocity
of cars versus the density ρ¯; (e)(f): Longtime averages of the flow-velocity
relationship. (left panel): Results of the first look-ahead rule (8) with E0 = 2.0.
(right panel): Results of the second look-ahead rule (9) with E0 = 6.0. Note
that for long range interactions (L = 1000), the flux of the KMC simulation
(shown as cyan squares in (a) and (b)) agrees with the macroscopic averaged
flux (29) and (30) (shown as the dashed black curve), respectively.
second look-ahead rule (9) has the full range from a high speed down to zero. As L increases
from 2, the maximum value of the flow decreases, but the critical value 〈v〉crit first increases
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and becomes higher than 2 cells per second (L = 2, 4 and 8), then decreases to be lower than
2 cells per second (L ≥ 16).
5.4. Numerical comparisons for different multiple move parameters. Finally, we
show the effects of the multiple move parameter J on the flows in Fig. 6. For these results,
we still take a random car distribution at the initial time on a loop highway of ≈ 4.17 miles
(≈ 6704m, M = 1000 cells) and observe the behavior of traffic flows as the averaged car
density ρ¯ increases incrementally from ρ¯ = 0.01 to ρ¯ = 0.99. Here, we also use E0 = 2.0 for
the first look-ahead rule (8) and E0 = 6.0 for the second look-ahead rule (9), respectively,
and take the look-ahead distance of L = 1000 for both rules. Fig. 6 shows the differences
between two look-ahead rules with the large look-ahead distance L.
Fig. 6(a) shows the density-flow relationship for the first rule (8) with J increasing from
1 to 5. The fluxes match beautifully with the macroscopic averaged flux (29) (shown as
the dashed black curves). The case J = 1 corresponds to the LWR type model, where the
curve is symmetric and concave. For J ≥ 2, the curves become neither convex nor concave,
and have a right-skewed asymmetry. This indicates that our new model is more realistic.
Moreover, for a fixed ρ¯, the magnitude of the flow 〈F 〉 decreases with increasing J , which
verifies the heuristic argument in Sec.2. For the second look-ahead rule (9) shown in Fig. 6(b),
the microscopic fluxes agree with the macroscopic averaged flux (30) very well. The critical
density ρ¯crit is located at (32) and it gets smaller as J increases. For instance, when J = 1
and E0 = 6.0 (shown as green “+” signs), we have ρ¯crit =
1
4+
√
10
≈ 0.14 and the maximum
flux is about 748 cars per hour.
The fundamental diagrams of the density-velocity relationship in Figs. 6(c) and (d) also
show differences between two look-ahead rules (note that the ranges of Y -axis are different
in two figures). Fig. 6(c) for the first rule (8) shows that at the same ρ¯, the ensemble-
averaged velocity 〈v〉 decreases as J increases. All cases of different J start from a low value
of 〈v〉 = 0.66 cells per second (≈ 4.4 m/s or 9.9 miles/h) at ρ¯ = 0.01. As we pointed out
in Fig. 5(c) in Sec.5.3, the low average velocity 〈v〉 at low densities indicates that the first
look-ahead rule (8) is not reasonable for large look-ahead distances L. Here again, Fig. 6(d)
shows that for large look-ahead distances L, the second look-ahead rule (9) produces more
reasonable results. All curves of different cases of J gradually decrease from a high value of
〈v〉 = 3.74 cells per second (≈ 25.0 m/s or 56.1 miles/h) at ρ¯ = 0.01 and eventually decay to
zero with the increasing density ρ¯.
Figs. 6(e) and (f) of the flow-velocity relationship show that for a fixed value of 〈v〉, the
magnitude of the flow 〈F 〉 decreases with increasing J . However, the value of 〈v〉crit where
the flow 〈F 〉 reaches its maximum does not change too much as J increases. For the first
look-ahead rule (8) shown in Fig. 6(e), the value of 〈v〉crit is around 0.25 cells per second
(≈ 1.67 m/s or 3.75 miles/h). For the second rule (9) shown in Fig. 6(f), the value of 〈v〉crit
is around 1.5 cells per second (≈ 10 m/s or 22.5 miles/h).
6. Conclusion
We have presented a new class of one-dimensional (1D) models to study traffic flows. Our
work is motivated by the growing need to understand mechanisms leading to traffic jams
and develop a quantitative approach to the optimal design of transportation systems. The
cellular automata (CA) traffic models proposed here incorporate stochastic dynamics for the
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Figure 6. Comparison results of the traffic flow on the one-lane highway with
five different values of the multiple move parameter J . In all KMC simulations,
we take the highway distance of ≈ 4.17 miles (≈ 6704m, M = 1000 cells), the
look-ahead distance of L = 1000 and the final time 1 hour. (a)(b): Long-time
averages of the density-flow relationship; (c)(d): Ensemble-averaged velocity
of cars versus the density ρ¯; (e)(f): Long-time averages of the flow-velocity
relationship. (left panel): Results of the first look-ahead rule (8) with E0 = 2.0.
(right panel): Results of the second look-ahead rule (9) with E0 = 6.0. Note
that for each value of J = 1, 2, . . . , 5, the flux of the KMC simulation in (a)
and (b) agrees with the macroscopic averaged flux in (29) and (30) (shown as
the dashed black curves), respectively. Also, note the differences in the ranges
of Y -axis between the left and right panels.
movement of cars by using the Arrhenius type look-ahead rules of each car, which take into
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account of the nonlocal slow-down effect. In particular, we considered two different look-
ahead rules: the first one is based on the distance from the car under consideration to the car
in front of it; the second one depends on the car density ahead. Both rules feature a novel
idea of multiple moves, which plays a key role in recovering the right-skewed non-concave
flux in the macroscopic dynamics. Through a semi-discrete mesoscopic stochastic process,
we derive the coarse-grained macroscopic dynamics of the CA model.
To simulate the proposed CA models, we applied an efficient list-based KMC algorithm
with a fast search that can further improve computational efficiency. In the KMC method,
the dynamics of cars is described in terms of the transition rates corresponding to possible
configurational changes of the system, and then the corresponding time evolution of the sys-
tem can be expressed in terms of these rates. While the Metropolis Monte Carlo (MMC)
method is a way of simulating an equilibrium distribution for a model, the KMC is more
suitable for simulating the time evolution of the traffic systems. Moreover, since the KMC
algorithm is “rejection-free”, we choose the KMC as one of our contributions in terms of com-
putational efficiency. The KMC simulations relied on the calibration of model parameters:
the characteristic time τ0, the interaction strength E0, the look-ahead parameter L and the
multiple move parameter J . Then we used the KMC simulations to quantitatively predict
the time evolution of the traffic flows.
Our numerical results show that the fluxes of the KMC simulations agree with the coarse-
grained macroscopic averaged fluxes under various parameter settings. We obtained funda-
mental diagrams that display several important observed traffic states. In particular, our
models capture the right-skewed non-concave asymmetry in the fundamental diagram of the
density-flow relationship, which is well-known in realistic traffic measurements [23]. Com-
parison of the numerical results of the two look-ahead rules shows that in long-range interac-
tions limit with large look-ahead parameter L, the two rules produce different coarse-grained
macroscopic averaged fluxes. But for small L, both rules produce similar results.
Physically we do not expect that human drivers would (or even could) have a perception
of traffic up front for many cars. Therefore, the look-ahead horizon is typically in the range
of 50 to 150m, which corresponds to the small-to-intermediate values of L = 8 to 24 and both
rules exhibit reasonable behavior in this regime. However, with the fast development of self-
driving vehicles equipped with vehicle-to-vehicle communication and a variety of techniques
to perceive their surroundings, such as radar, Lidar, sonar, odometry and GPS [49], we/cars
may “look” far ahead to reach large L. In that situation, the second look-ahead rule may be
more suitable than the first one.
As one of our main goals is to compare the two look-ahead rules, we propose our CA
models in a closed system and take the periodic boundary conditions to keep the number
of cars and the density constant in a single simulation. Therefore, we have not applied our
models to simulate some more complex non-stationary features, such as traffic breakdowns
at bottlenecks [19]. It is possible to improve the models further in the following directions.
We can include entrances and exits in the models by adding dynamical mechanisms such as
adsorption/desorption. In reality, there are multi-lanes on highways and fast vehicles may
change lanes to bypass slow ones. We also need to consider different types of vehicles, such
as cars and trucks with unequal sizes and speeds. More complicated models addressing these
aspects will be explored in the future.
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