We investigate the effect of optical self-feedback on the timing jitter of a passively mode-locked (ML) laser and compare the von Linde method with two pure time domain methods for calculating the timing jitter of such a system. We find that all three methods yield the same dependence of the timing jitter on the external cavity roundtrip time (delay time). Of these methods, the so-called long term jitter method is significantly less computationally expensive. We therefore use this method to investigate the influence of the delay time, feedback strength, and amplitude-phase coupling on the timing jitter. Our results show that, with vanishing amplitude-phase coupling, greater timing jitter reduction can be achieved with long delay times and larger feedback strengths, when feedback is near resonance. Off resonance, the timing jitter is increased. Non-vanishing amplitude-phase coupling can lead to destabilized pulse stream, even at the feedback main resonances.
Introduction
Mode-locked (ML) semiconductor lasers are of great interest as sources of high repetition rate ultrashort pulses. They have potential applications in a wide range of fields including data communication, high-speed optical sampling, optical clocking and microscopy [1] - [3] . Passively ML lasers are of particular interest as, compared with hybrid and actively ML lasers, they are easy to fabricate and to deal with in experiments [4] . However, they have the drawback of a relatively large timing jitter due to the absence of an external reference clock [5] , [6] . Since precise pulse arrival times are desired for applications, a means of reducing the timing fluctuations is needed.
Research efforts to this end have demonstrated that optical feedback can have a stabilizing effect on the lasers dynamics, thereby reducing the timing jitter [7] - [9] . Optical feedback can, however, also have a destabilizing effect, depending on the feedback conditions [7] , [10] . Therefore, to achieve optimal timing jitter reductions a comprehensive study of the affect of optical feedback is required. So far, only few theoretical works have been published on this topic, and of those works most have focused on the regimes of short to intermediate external cavity roundtrip times [11] - [13] . This will be in part due to the computational expense of the required calculations.
In this study, and in [10] and [14] , the computational cost of timing jitter calculations was reduced, compared with the aforementioned studies, by using a delay differential equation model as opposed to a finite-difference traveling wave model. Nevertheless, timing jitter calculations using standard methods are still very time consuming. In this paper we therefore compare different timing jitter calculation methods. We then investigate the influence of and the feedback strength on the timing jitter in the regimes of intermediate and long .
The paper has the following layout. In Section 2, the delay differential equation (DDE) model, with optical feedback, is described. Three methods of timing jitter calculation are then discussed in Section 3. The results of these timing jitter calculation methods are subsequently compared in Section 4. Here, the dependence of the timing jitter on the feedback delay time is also discussed. In Section 5, the impact of the feedback strength is discussed, as well as the dependence of the timing jitter on the linewidth enhancement factor (-factor).
Delay Model for Mode-Locked Laser Subject to Optical Feedback
We use the DDE model for a passively mode-locked ring cavity laser subject to optical feedback, introduced in [10] . This model is an extension of the DDE model proposed in [15] and [16] . The system modeled is a ring cavity with an actively pumped gain section and a saturable absorber section (see Fig. 1 ). It is assumed that lasing is unidirectional and that the group velocity v is constant throughout the cavity. Optical feedback is included by out-coupling light to an external ring cavity. A detailed description and derivation of the model can be found in [10] . The final set of three coupled delay differential equations is
with T and are the internal and external cavity roundtrip times, respectively, and K is the feedback strength. models the linear nonresonant losses per laser cavity roundtrip. (b) Diagram of a two section linear cavity Fabry-Perot ML laser subject to optical feedback. We aim to describe experiments using this type of laser with the DDE model.
where the dynamical variables are the slowly varying electric field amplitude E, the saturable gain G, and the saturable loss Q. The two delay times in this system are the cold cavity roundtrip time T and the external cavity roundtrip time (delay time) . The cold cavity round trip time is defined as T v =L, where L is the length of the ring cavity. The bandwidth of the laser is limited by the finite width of the gain spectrum, which is taken into account by a Lorentzian-shaped filter function with full-width at half maximum . The possibility of detuning between the frequency of the maximum of the gain spectrum and the frequency of the nearest cavity mode is allowed for by the inclusion of Á. The optical feedback is described by the sum in (1) . Here, l is the number of roundtrips in the external cavity, K l is the roundtrip dependent feedback strength and C is the phase of the light due to one roundtrip in the external cavity. The last term in (1) models spontaneous emission noise using a complex Gaussian white noise term ðt Þ with strength D. The saturable gain G and saturable loss Q are related to the carrier inversion in the gain and absorber sections, respectively. In (2), J g is proportional to the current pumped into the gain section and J q in (3) is related to the carrier losses due to the reverse bias applied to the absorber section. The carrier lifetimes in the gain and absorber sections are given by 1= g and 1= q , respectively. The factor r s is proportional to the ratio of the saturation energies in the gain and absorber sections. Equation (4) describes the amplification and losses of the electric field during one roundtrip in the ring cavity. Internal and out-coupling losses are taken into account in the attenuation factor and the linewidth enhancement factor (-factor) in the gain and absorber sections are denoted g and q , respectively. A detailed description of the dynamics of this system is given in [10] and [17] . Important for the study of the timing jitter is the feedback resonance condition
where T ISI;0 is the interspike time interval between pulses for the solitary laser.
In the following we assume zero detuning, Á ¼ 0. We also neglect all feedback contributions arising from multiple external cavity roundtrips ðl 9 1Þ and define K K 1 . To validate this simplification we assume the feedback to be small. Table 1 lists the parameter values used in the simulations.
Comparison of Timing Jitter Calculation Methods
Timing jitter is the deviation of a periodic signal from an ideal clock and can be calculated using various methods. The von Linde method [18] is commonly used in experiments [19] - [22] . This method uses the power spectral density (PSD) to calculate the root-mean-squared (rms) timing jitter. For the modeling of passively mode-locked lasers it, however, has several drawbacks. Firstly, Fourier transforms of the time series of jEj have to be calculated, which are computationally very expensive, limiting the frequency resolution that can be achieved. Secondly, strictly speaking it is only valid for stationary stochastic processes. For passively mode-locked lasers, the variance of the timing fluctuations increases with time, indicating a non-stationary stochastic TABLE 1 Parameter values used in numerical simulations process [23] . Due to these drawbacks it is instructive to look to other methods of calculating the rms timing jitter. In [11] a pure time domain method was proposed. This method uses the power spectra of the timing fluctuations to calculate the rms timing jitter, which permits a better frequency resolution with less computational effort. (The timing fluctuations are the deviations of the interspike interval times T ISI from the average roundtrip time of the light pulses in the laser cavity.) The idea behind the third method we investigate here is to assume that to a good approximation the timing fluctuations of a passively ML laser can be described by a random walk. This will be shown in Section 3.3. Under this assumption, the Fourier transform may be calculated analytically, and therefore the rms timing jitter can be calculated directly from the variance of the timing fluctuations [24] . The pure time domain methods also have the advantage that the timing jitter is calculated from only the timing positions of the pulses and therefore, assuming the pulse shape does not vary, the calculations are not influenced by amplitude modulations.
In the subsequent subsections the three methods mentioned above will be described. Following this we compare calculations of the timing jitter of the mode-locked laser subject to feedback, using these three methods. Finally we will use the timing jitter calculations to make predictions on optimal feedback conditions.
von Linde Method
The power spectrum of an ideal semiconductor ML laser consists of -peaks at the multiples h rep ðh 2 NÞ of the repetition rate of the pulses rep . When noise is introduced these peaks broaden. Both the amplitude jitter and the timing jitter contribute to the broadening of these peaks. The von Linde method calculates the rms timing jitter from the PSD of the laser output, assuming that amplitude and timing fluctuations are uncorrelated and have stationary Gaussian probability distributions. Using the von Linde method the rms timing jitter is given by rms ð low ; high ; NÞ T C 2h
where
is the phase noise PSD, and
is the interspike interval averaged first overÑ roundtrips for one noise realization and then averaged over M noise realizations. (In the case of active or hybrid ML T C is the repetition period of the external modulation.) The integral is over the sidebands of the h-th harmonic of rep starting from a small offset frequency from the peak low and extending to high . S jEj ð; NÞ is the PSD of a discrete time series and Pðh; NÞ is the power of the h-th harmonic. For nonstationary processes S jEj ð; NÞ and Pðh; NÞ depend on the integration time T i ¼ Ndt , where dt is the time step (sampling rate), and N is the number of steps. Von der Linde also derived that amplitude noise is independent of the number of the harmonic h, whereas the timing noise scales with h 2 [18] . The relative contribution of the timing is therefore greater at higher harmonics.
Time Domain Power Spectral Density Method
Based on the pulse detection method described in [11] we use the following algorithm to detect the timing positions of the pulses: We define a probability density
using the net gain G G À ðQ À jlnjÞ, where t n;b ðt n;e Þ is the first time point at which the leading (trailing) edge of the n-th pulse exceeds (falls below) a threshold Gðt n;b Þ 9 G thres ðGðt n;e Þ G G thres Þ.
The timing position of the n-th pulse is then given by t n Z t n;e t n;b n ðt Þt dt:
This detection method is based on the observation that the main pulse is shaped by a net gain window (see [10] for details). Only the main pulses can be detected using this method, not the smaller feedback induced pulses as these are not large enough to open a net gain window. In the main resonance regime this method is exact as there is only one pulse in the cavity. For each of the M noise realizations, a set of timing fluctuations is obtained
which are the deviations of the pulse arrival times ft n g N n¼1 from the arrival times of the pulses for an ideal jitter free pulse stream, fnT C g N n¼1 (see Fig. 2 ). For the clock time T C the average of the interspike interval over the M noise realizations is used. The rms timing jitter can then be calculated from the power spectral density of the timing fluctuations S Át ð; NÞ using rms ð low ; high ; NÞ
where N is the number of timing fluctuations and hence indicates the length of the integration time T i ¼ N dt, and low and high are the minimal and maximal offset from the ideal repetition rate 1=T C , respectively. The PSD of the timing fluctuations can be related to the phase noise spectral density introduced earlier (see (7)). This is done by expressing the timing fluctuations as a set of timing phase fluctuations
(see Fig. 2 ). Considering the timing phase as a continuous variable of time ' ¼ 'ðt Þ with 'ðt k Þ ¼ ' k , it becomes obvious that the power spectra of the timing fluctuations and of the phase fluctuations are related by
The PSD of the phase fluctuations corresponds to (7) with h ¼ 1. For non-stationary stochastic processes, the power spectra depend on the number N of timing fluctuations, i.e., on the length T i of the time series. Experimentally, the noise of the timing phase is obtained by the noise of the lowest harmonics ðh ¼ 1Þ of the output of a photodiode measuring the intensity of the ML laser, i.e., from the noise of the photocurrent [25] , and corresponds to the phase noise introduced in Section 3.1.
The instantaneous repetition frequency of the pulses rep is given by the derivative of ' with respect to time
Taking into account that the Fourier transform of the linear operator d =dt yields a multiplication with 2, the PSD of the timing phase can be expressed in terms of the PSD S rep of the repetition frequency rep as
Thus, fluctuations of low (offset) frequencies lead to larger accumulated timing deviations, i.e., larger fluctuations of the timing phase. Furthermore, if S rep is frequency independent, i.e. the noise of rep is white, S ' / 1= 2 . 
Long-Term Timing Jitter Method
of the timing fluctuations on the number of roundtrips n in the ring cavity for several external cavity delay times. After about 5000 roundtrips the variance appears to depend linearly on the roundtrip number. Since VarðÁt Þ=n is a constant for large n, it is a good measure of the timing jitter
This type of jitter is know as long-term timing jitter [24] .
As the variance depends linearly on the roundtrip number, and hence time, the timing fluctuations can be described by a random walk with diffusion constant lt . Due to this, by calculating the autocorrelation of the timing deviations and using the Wiener-Khinchin theorem [23] , it can be shown that the PSD of the timing fluctuations is related to lt by
where T i is the integration time (derivation shown in [17] ). In the limit of long integration times T i ) 1 the second term in the rectangular brackets vanishes and the remaining term shows the 1=ð 2 Þ dependence of S Át (and thus of S ' ) indicating that in this approximation the noise of rep is white (see Eq. (16)). The rms timing jitter can then be related to the long-term jitter using expression (19) . The rms timing jitter then reads
The above equation reveals that in the limit in which the timing fluctuations can be described by a random walk, rms and lt differ only by a constant, which depends on the lower integration boundary low and on the ideal pulse repetition time T c .
Dependence of rms Timing Jitter and the Long-Term Timing Jitter on Feedback Strength and External Cavity Length
In this section, the dependences of the rms and long-term timing jitter on the feedback delay are discussed and compared. We consider two feedback regimes, one with an intermediate delay time and the other with a long external delay time. In all simulations the system of DDEs in (1)-(3) was first integrated for a sufficiently long time before calculating the timing jitter such that any transient behavior is avoided.
As is highlighted by the description of the von Linde method in the previous section, information on the timing jitter can be obtained from the PSD of the absolute value of the electric field amplitude jEj. Fig. 4(a) shows PSD of jEj for a range of intermediate delay times. The spectra are centered about the 25th harmonic of the fundamental mode-locking frequency of the solitary Table 1. laser. Such a high harmonic is used to minimize the influence of amplitude modulations. The delay time is given in units of the solitary laser interspike interval time T ISI;0 and extends from the seventh main resonance to the eighth. Here, it can be seen that the sidebands are lowest in the main resonance regions, indicating a lower timing jitter than in the non-resonant regimes. Comparatively lower sidebands can also be observed at higher order resonances, such as at ¼ 15=2. The frequency position of the peak power for each delay time indicates the repetition rate. Therefore, tracing the position of the peak power the frequency pulling of the repetition rate can be observed. This effect is discussed in detail in [10] . Fig. 4(b) shows the rms timing jitter plotted against the delay time for the three jitter calculation methods discussed in the previous section. All three methods produce the same dependence on the delay time and comparing with the power spectra in Fig. 4(a) rms shows the expected trends. Near the main resonances the timing jitter is reduced with respect to the solitary laser. A reduction with respect the solitary laser is also observed at the 2nd order resonance =T ISI;0 ¼ 15=2. Just below =T ISI;0 ¼ 36=5 non-resonant feedback greatly increases the timing jitter. This increase corresponds to the high power side bands observed in Fig. 4(a) .
A second area of increased timing jitter is observed just before the eighth main resonance. Comparing with the bifurcation diagram shown in Fig. 4(c) we see that the regions of large timing jitter correspond to significant changes in the output of the deterministic system. The bifurcation diagram shows the maximum of the absolute value of the electric field as a function of , once for up-sweeping (orange diamonds) and once for down-sweeping (grey dots). Near =T ISI;0 ¼ 36=5, there is a bistability between the two solution paths. This bistability coincides with the large timing jitter observed in Fig. 4(a) . At this bistability switching events between the (b) Root-mean-square timing jitter rms versus . Depicted in red is rms calculated from the power spectra of jEj (see (6) ), in black is rms calculated from the power spectra of the timing fluctuations fÁt n g (see (12) ) and in green is rms calculated from the long-term timing jitter lt (see (2) Table 1 . two deterministic solutions can be observed. This is shown in the timeseries depicted in Fig. 5(a)-(c) . The panel (a) shows a timeseries of jEj over many roundtrips. Changes in the peak height indicate switching between the two solutions. The panels (b) and (c) show close-ups of regions where the system exhibits different solutions.
The increase of the timing jitter, with respect to the solitary laser, in regions where no bistability is observed can be understood by looking at the output of the deterministic system in these regions. Fig. 5(d)-(g) shows timeseries of jEj and the net gain for several values of the external delay time. For external delay times that give rise to an increased timing jitter the deterministic system displays deformed, or multiple peak pulses and the net gain is larger over a slightly greater time window. This makes the system less stable to random fluctuations. In (e) and (f) of Fig. 5 multiple pulses are observed, however these are well separated within the ring cavity and therefore do not corresponds to regions of increased timing jitter in the system with noise.
In Fig. 6 , the same plots are shown as in Fig. 4 , except in the regime of long delay instead of intermediate delay. Comparing plots (a) of Figs. 4 and 6 one can see that for longer delay the area of resonant feedback extends over a larger range of values about the main resonance. This is shown by the areas with low power sidebands. In [14] a much longer feedback cavity was simulated and the resonance regions were found to extend from one main resonance to the next. This is consistent with the trend observed here. In Fig. 6(b) all rms timing jitter calculations show the same dependent trends. These are also in agreement with the trends indicated by the power spectra in Fig. 6(a) . Comparing Fig. 6(b) with Fig. 4(b) shows that for longer delay times there is a greater timing jitter reduction with resonant feedback. Off resonance, the timing jitter is also increased (with respect to the solitary laser) in the longer delay regime. In this delay regime no switching events were observed in regions of bistability. Here, it is instructive to look to the output of the deterministic system to understand the increase of the timing jitter. Fig. 7 shows time series of jEj and G for several values. Once again, regions of increased timing jitter correspond to deformed pulses in the deterministic system and slight decreases in the timing jitter at higher order resonances correspond to multiple well-separated pulses within the ring cavity. In panel (d) of Fig. 7 (corresponding to the delay for which the largest timing jitter is observed in Fig. 6(b) ) a plateau of G close to zero can clearly be seen. This indicates that for (Fig. 4 arrow (1) ), ¼ 7:34 T ISI;0 (Fig. 4 arrow (2) ), ¼ 7:50 T ISI;0 (Fig. 4 arrow (3) ), and ¼ 7:86 T ISI;0 (Fig. 4 arrow (4) ). Parameters: K ¼ 0:1 and other parameters as in Table 1. this delay ð ¼ 67:74T ISI;0 Þ, the system is particularly susceptible to noise fluctuations, as these could open a net gain window ðG 9 0Þ.
In [14] , it is reported that for some feedback cavity lengths they obtained different interspike interval times for different noise realizations. We have also observed such effects, however at larger feedback strengths. As this leads to erroneously higher timing jitter values, we have chosen the initial conditions such that all noise realizations land on the same solution. In [14] , this Fig. 7 . Timeseries of the absolute value of the field amplitude jEj and the net gain G for the deterministic system for ¼ 67:24T ISI;0 (Fig. 6 arrow (1) ), ¼ 67:34T ISI;0 (Fig. 6 arrow (2) ), ¼ 67:50T ISI;0 (Fig. 6 arrow (3) ), and ¼ 67:74T ISI;0 (Fig. 6 arrow (4) ). Parameters: K ¼ 0:1, D ¼ 0, and other parameters as inTable 1. is observed at lower feedback strengths because they simulate a longer cavity, therefore there are more stable solutions to the system of DDEs. This effect is not to be confused with the switching between solutions within one realization which is discussed above. Although all three timing jitter calculation methods show the same dependence in Figs. 4(b) and 6(b), the magnitude of rms calculated using the von Linde method is generally slightly higher. However, as we are primarily interested in the relative timing jitter this is not important. From these plots we can also conclude that the exclusion of the smaller feedback-induced pulses, from the pulse detection method used for the two time domain calculation methods, has only a negligible effect.
Dependence of Timing Jitter on Feedback Strength and -Factor
Having found that the long-term timing jitter exhibits the same dependence as the timing jitter calculated using the von Linde method we can use the much less time consuming long-term jitter calculation to investigate the dependence of the timing jitter on the feedback strength and on the -factors of the gain and absorber sections. In Fig. 8(b) and (d), lt is plotted as a function of feedback strength and delay time, for intermediate and long delay, respectively. The grayscale denotes a reduction of lt with respect to lt ;0 and the green to red color scale indicates an enhancement of lt with respect to lt ;0 . White regions indicate unstable pulse streams, here the periodic pulse train of the free running laser is destabilized by the feedback leading to a non-periodic behavior and very large timing jitter values. Fig. 8(a) and (c) depict lt versus the delay time at selected feedback strengths, for intermediate and long delay, respectively. For all plots in Fig. 8 g ¼ q ¼ 0. These plots show that there is a resonance cone about the main resonances, the width of which increases with the increasing feedback strength. For intermediate delay the pulse stream is destabilized for large feedback strengths away from the main Table 1. resonances. In the case of long delay the resonance cones are wider and there is only a small region in K -space where the pulse stream is unstable.
In Fig. 9 the same plots are shown, however, this time for finite -factors g ¼ q ¼ 2. We use moderate symmetric -factors that were also used in [26] to model a hybrid ML QD laser. The most striking change caused by the inclusion of finite -factors is the appearance of regions of unstable pulse streams close to the main resonances. This is in agreement with experiments by [20] and [27] , where instabilities were observed for nearly resonant feedback. Fig. 10 depicts timeseries of jEj and G at the 67th main resonance, with K ¼ 0:3, for the deterministic system. For g ¼ q ¼ 2 (panel (a)) the time series is obtained within the region of unstable pulse streams also visible in white in Fig. 9 . Comparing panels (a) and (b) of Fig. 10 reveals that for g ¼ q ¼ 0 the output is periodic, however for g ¼ q ¼ 2 the output is nonperiodic and the pulses are deformed.
Significant reductions in the timing jitter can still be observed for high feedback strengths ðK 9 0:2Þ. This is especially true for long delay away from the main resonances (see the purple Table 1 .
line in Fig. 9(c) ). These results are in good agreement with various experimental studies [7] , [8] , [20] , [28] . In [7] , close to two orders of magnitude reduction of the RF spectrum linewidth was reported for a semiconductor quantum well ML laser subject to optical feedback. In [8] , measurements of the timing jitter of a quantum dot ML laser subject to optical feedback are reported for feedback delay times spanning one laser cavity roundtrip time. Suppression of the timing jitter was observed in resonance cones about resonant feedback delay times, corresponding well to our predictions.
Conclusion
We have compared three methods of calculating the rms timing jitter of a passively ML laser and shown that all three methods exhibit the same dependence on the delay time . We thereby validate the use of the computationally less expensive long-term timing jitter calculation method when dealing with passively ML lasers. We find that when the -factors in the gain and absorber sections are zero, the timing jitter is reduced by resonant feedback with respect to the solitary laser. In regions of non-resonant feedback an increase in the timing jitter can be observed. These increases with respect to the solitary laser are associated with switching events between bistable solutions or with a feedback induced deformation of the pulse shape leading to less stable pulse shapes. In the regime of long delay the main resonance cones are broadened and a greater reduction in the timing jitter is observed. For both intermediate and long delay times that are outside the main resonance cones, unstable pulse streams can be observed at large feedback strengths.
For finite -factors we find that the resonance cones are largely preserved. However, regions of unstable pulse stream are found to occur on and near the main resonances. This relatively simple model therefore correctly predicts experimental occurrences [20] , [27] . The strong dependence of the timing jitter on the amplitude-phase coupling suggests the need for further analysis of the impact of the amplitude-phase coupling on the ML laser output.
