Supervisory Tools for Monitoring Bank Loan-Underwriting Practices
To maintain public confidence in insured depository institutions and to protect the deposit insurance funds (the Bank Insurance Fund and the Savings Association Insurance Fund), federal regulatory agencies must promote the safety and soundness of commercial banks and savings associations. To a great extent, the risk to an institution's soundness and to the insurance funds is determined by the quality of the institution's loan portfolio. Loans typically make up the largest portion of the institution's asset structure, and they ordinarily present the greatest credit risk and therefore the greatest potential loss exposure to banks.
The most common supervisory tools used by the regulatory agencies in promoting safety and soundness are on-site examinations and off-site surveillance systems. Each serves a unique purpose. For the on-site examination, the objective is to evaluate effectively the safety and soundness of the FDIC-insured depository institution (hereinafter "bank") and to analyze all aspects of the bank's operations, including loan portfolios and policies on making sound loans.
For off-site surveillance systems, the objective is to provide bank supervisors with an early warning of potential problems in banks' condition. Some off-site systems model financial data that banks file with regulators (the modeling is to determine whether additional supervisory attention is warranted before the next regularly scheduled on-site examination; examination frequency is discussed below in the section on sample and data). Other off-site systems use different indicators to predict changes in banks' condition.
In early 1995 the FDIC introduced a third tool, a hybrid of on-site examinations and off-site surveillance systems: a questionnaire, or survey, that supplements on-site examinations. Because loan underwriting practices are the primary determinant of a bank's credit risk and credit availability, the survey's focus was on current underwriting practices. The survey is intended to provide an early warning of potential credit-quality problems. When examiners look at credit administration during the examination, they identify weaknesses that may exist, and they note that if these practices are not improved, the bank's condition will probably worsen because of deterioration in the quality of loans. On the basis of this review, they complete the survey. Thus, the underwriting survey is a way to anticipate future problems by relying on examiners' risk assessments of current underwriting practices. In this study we assess the survey's contribution to early-warning systems by examining the predictive content of survey data, using two models: one forecasts changes in banks' supervisory ratings, and the other forecasts banks' nonperforming assets.
In the rest of this section, we briefly explain on-site examinations, off-site surveillance systems, and the FDIC supplemental questionnaire. In the next section we discuss three areas of related empirical research: underwriting cycles in property and casualty insurance markets, bank supervisors' off-site surveillance systems, and the predictive content of bank supervisors' surveys of underwriting practices. Then we describe our sample and data. After that we present the methodology used to examine the potential contribution of the FDIC underwriting survey to early-warning models, and the results of our empirical tests. Finally, we summarize and conclude.
On-Site Examinations
There are four fundamental reasons for on-site examinations. First, they help maintain public confidence in the integrity of the banking system and individual banks. The existence of unhealthy or deteriorating conditions, which may threaten this integrity, should be disclosed through the examiners' evaluations. Second, periodic on-site examinations provide the best means of determining banks' adherence to laws and regulations. Third, the examination process can help prevent problem situations from remaining uncorrected and deteriorating to the point at which costly financial assistance by the FDIC becomes unavoidable. Finally, examinations supply supervisors with an understanding of the nature, relative seriousness, and ultimate cause of a bank's problems and thus provide a sound factual foundation on which to base corrective measures, recommendations, and instructions.
The appraisal of lending and collection policies and of the bank's adherence to those policies, as well as the evaluation of individual loans, is only part of the on-site examination. To be sure, examiners are instructed to review loan policies and portfolios, but they are also capturing a kind of information different from that captured in off-site surveillance systems.
Specifically, they review lending policies to ensure that the policies are clearly defined and explicit enough to provide the directors and senior officers with effective supervision. They check to see that loan policies are up-to-date and have been approved by the board of directors.
And they check to see that the actions taken by officers and employees adhere to established policies. The examiners' manual contains an extensive list of broad areas of consideration and concern that lending policies should address. 1 At the end of each on-site examination, the bank is assigned a safety-and-soundness rating. The basis for this rating is the Uniform Financial Institutions Rating System (UFIRS) designed to evaluate banks' condition on a uniform basis and to identify banks requiring special attention or concern. Each examined bank is assigned a composite rating that uses six essential components of the bank's financial condition and operations. These components address the 1 See FDIC (2002) . adequacy of capital (C), the quality of assets (A), the capability of management (M), the quality and level of earnings (E), the adequacy of liquidity (L), and the sensitivity to market risk (S).
Hence, the composite rating is called a CAMELS rating. Composite and component ratings are assigned on a 1 to 5 numerical scale. A "1" indicates the highest rating (strongest performance and risk management practices, and the least degree of supervisory concern), while a "5"
indicates the lowest rating (weakest performance, inadequate risk management practices, and therefore the highest degree of supervisory concern). In sum, on-site examinations are the best way for supervisors to track the condition of banks; however, since examiners cannot be continuously on-site, regulators also use off-site surveillance to help span the gap between regularly scheduled on-site examinations.
Off-Site Surveillance
Off-site surveillance provides supervisors with an early warning of potential problems in the bank's condition. Some off-site systems use statistical techniques that analyze previous financial data that banks file with regulators (Call Reports) to predict future CAMELS composite and component ratings. Other systems are not statistically based, but they still have predictive qualities. Both kinds of systems provide information that helps regulators determine whether additional supervisory attention is warranted before the next regularly scheduled on-site examination. Use of off-site surveillance, however, is not a substitute for periodic on-site examinations. Instead, it is a valuable complement to the examination process. Off-site surveillance has several advantages. For instance, it is far less intrusive and uses fewer personnel than on-site examinations. And since off-site surveillance can identify banks that show signs of financial distress, it also helps regulators allocate on-site examination resources efficiently.
The FDIC Supplemental Questionnaire
The supplemental questionnaire, or survey, introduced in 1995 asks examiners to respond to questions only about underwriting practices. Underwriting practices can generally be characterized by the criteria used to qualify borrowers, loan pricing, repayment terms, sources of repayment, and collateral requirements. Underwriting practices also encompass the management and administration of the loan portfolio, including its growth, concentrations in specific markets, out-of-area lending, and adherence to written underwriting policies.
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FDIC bank examiners complete the survey at the end of each FDIC-supervised bank examination. They assess material changes in underwriting practices and evaluate them in relation to supervisory standards, rating the risk associated with a bank's underwriting practices in absolute terms: low, medium, or high.
3 FDIC examiners also classify the frequency of 2 Part 364 of the FDIC Rules and Regulations covers "Credit Underwriting" in a general sense,
and Part 365 provides a list of specific factors for underwriting standards. Part 365 also covers loan administration.
3 Low: the level of risk imposed on the institution does not warrant notice by bank supervisors even when factors that might offset the risk are ignored. Medium: the level of risk should be brought to the attention of bank supervisors. There may or may not be factors that offset the risk incurred by the institution; however, the level of risk raises concerns when considered apart from these offsetting factors. High: the level of risk is high and therefore should be brought to the specific risky underwriting practices for overall lending as "never or infrequently," "frequently enough to warrant notice," or "commonly or as standard procedure." 4 Specifically, the FDIC survey asks examiners about the risk in current underwriting practices, loan portfolios, purchased loan participations, loan growth and/or significant changes in lending activities, and loan administration.
In addition, examiners rate the frequency of the following risky practices in overall lending: lending in amounts that result in concentrations to one industry or borrower, out-of-area lending, failing to adjust loan pricing for risk, failing to require principal reductions before renewing loans terms, and deviating from written lending policies. Finally, examiners classify the frequency of specific risky underwriting practices in seven major loan categories: business, residential and commercial (nonresidential) real estate construction, commercial real estate, home equity, agriculture, consumer, and credit cards. immediate attention of bank supervisors. There may or may not be factors that offset the risk incurred by the institution; however, the level of risk is high when viewed in isolation.
4 Never or infrequently: the institution does not engage in the practice, or does so only to an extent that does not warrant notice by bank supervisors. Frequently enough to warrant notice:
the institution engages in the practice often enough for it to be brought to the attention of bank supervisors. There may or may not be factors that offset the risks the practice imposes on the institution. Commonly or as standard procedure: the practice is either common or standard at the institution and therefore should be brought to the attention of bank supervisors. There may or may not be factors that offset the risks the practice imposes on the institution. 5 The survey also asks examiners to identify potentially risky loan categories in which the bank is actively lending, such as unguaranteed portions of small business administration loans, subprime Comptroller of the Currency's annual Survey of Credit Underwriting Practices is closer in spirit to the FDIC's survey in that it surveys bank examiners and has questions on credit risk, but it does not request information about the frequency of specific risky practices.
Empirical Studies
Regulatory assessments of underwriting standards become especially important as banks respond to incentives to change their standards from time to time. In our view, one incentive that loans, dealer paper loans, low-documentation business loans, high loan-to-value home equity loans, or any other category not listed. In addition, the survey asks examiners to comment on which, if any, of these loan categories pose more-than-normal risk to the bank. Here we offer a possible connection between periodic capacity constraints, the level of market competitiveness, and underwriting cycles in banking by drawing on research in property-casualty insurance markets. Gron (1994) applies the theory of capacity constraints to explain underwriting cycles in property-casualty insurance markets. She describes four stages in a property-casualty insurance underwriting cycle. The first stage is characterized by low profitability (and prices) and relatively high insurance capacity. In the second stage, profitability and prices rise abruptly in response to an unanticipated crisis, while the availability of insurance falls as a result of capacity constraints. In the third-post-crisis-stage, profitability and prices remain high while industry capacity gradually increases to more normal levels as new firms enter the market and existing firms expand. Previous empirical research to develop off-site surveillance models has accounted for underwriting standards indirectly through their impact on financial variables. These models estimate the probability of individual banks' failure or their downgrade in CAMELS rating.
With the rapid increase in the number of bank and thrift failures in the late 1980s and early 1990s, bank regulators took particular interest in off-site models. Several researchers have built models based on the experience of those years. Gilbert, Meyer, and Vaughan (2002) empirically compare the predictive ability of the Federal Reserve Board's SEER failure prediction model with a model they develop to predict downgrades in bank condition from CAMELS ratings 1 or 2 to ratings 3, 4, or 5. They find that over one-and two-year test windows, their specialized downgrade model outperformed the SEER failure model by only a small margin. They conclude that a model specified to predict downgrades adds little predictive value to existing off-site failure prediction models. One limitation on applying these results more generally is that their study estimates the models on the basis of 1989 data and considers out-of-sample performance for a period-1991 to 1998-that was relatively stable. The stability of their test period makes it difficult to discern how their model would perform in more volatile economic states. Kolari et al. (2002) develop failure prediction models for national banks using both parametric logit and nonparametric trait recognition methods. They find that although both perform well with regard to in-sample classification of failing and nonfailing banks, trait recognition outperforms logit in predicting failures out of sample. Our study, in contrast, uses data on FDIC-supervised institutions, thus providing us with more data for both in-sample estimation and out-of-sample prediction. Estrella, Park, and Peristiani (2000) use three types of capital ratios-risk-weighted, leverage, and gross revenue-to predict bank failure. 8 They find that the most complex of the ratios-the risk-weighted ratio-is the strongest predictor of bank failure over long time horizons. However, the risk-weighted ratio is sometimes outperformed by the leverage ratio and the gross revenue ratio over horizons of less than two years. Their analysis illustrates the centrality of the capital ratio as a determinant of bank failure: the use of the capital ratio alone in a logistic regression model results in pseudo R-squared values as high as 13.5 percent.
Data from underwriting surveys also inform monetary and supervisory policy makers about current banking industry practices and conditions and therefore have the potential to 8 Estrella, Park, and Peristiani (2000) define the three capital ratios as follows: The risk-weighted capital ratio is the ratio of Tier 1 capital (which includes common stock, common stock surplus, retained earnings, and some perpetual preferred stock) to risk-weighted assets. The leverage ratio is Tier 1 capital divided by the quarterly average of total tangible assets. Table 1 presents the survey questions and responses for the 1995-2001 period. As discussed above, the survey has undergone revision over time, and we control for this in our empirical analysis. The most significant survey change was made in October 1998, when the possible responses to several questions on risk in general underwriting practices were changed from relative to absolute risk rankings. That is, the possible responses were changed from characterizing risk as above average, average, or below average 11 to high, medium, or low based on supervisory standards. The change was made to improve the clarity and ease of interpretation of survey results. Relative risk rankings can be difficult to interpret, especially when overall industry risk is changing. To see this, one need only consider the likely differences in the 11 As noted above, the survey was designed in consultation with senior examiners. They agreed that examiners had a general feel for what was considered "below average," "average," and "above average" risk. No formal definitions were written.
absolute risk levels between banks with "above-average" risk in current underwriting practices during a banking crisis and banks with "above-average" risk during a period of record profitability. More is said below about these changes and how we control for them in the analysis.
Since the purpose of this study is to investigate the potential contribution of FDIC survey data to off-site surveillance models, we use FDIC off-site surveillance models as our basis for 
Methodology
We examine the predictive content of the FDIC survey data using two types of models.
The first type forecasts banks' examination ratings (CAMELS ratings) received during a given year on the basis of prior year-end values of variables that we hypothesize determine bank safety and soundness. The second type models nonperforming assets using similar explanatory variables. We selected these two models because the dependent variables (CAMELS ratings and nonperforming assets) are the broadest and, from a supervisory perspective, the most significant indicators of bank safety and soundness. The two dependent variables are also measured in very different ways; that is, discrete CAMELS ratings are reported by bank supervisors, and continuous nonperforming assets are reported by bank management. As a result, the two models provide fairly robust tests of the potential contribution of survey responses to off-site surveillance models.
For the first type of model, we estimate four alternative specifications of the CAMELSrating forecast model to show the relative contributions of groups of explanatory variables. however, indicates that they should have a narrower scope of influence on examination ratings than the SCOR financial variables. We anticipate that underwriting practices are most closely related to examiners' assessments of the quality of bank management, as measured by the management component rating, although the timing of the relationship would seem to be concurrent, since the survey focuses on "current" lending practices. It is reasonable, however, to expect that current underwriting practices affect future loan quality and future overall safety and soundness. For these reasons, we estimate equation 1 using three dependent variables:
composite CAMELS ratings, the asset component ratings, and the management component ratings. We estimate all specifications of the prediction model in equation 1 using ordered logistic regression. All financial measures are expressed as percentages of contemporaneously measured bank assets. In specifications where lagged CAMELS ratings are used as explanatory variables, the ratings are from examinations occurring in the year from which year-end financial data are used. Similarly, the CAMELS ratings used as dependent variables are from examinations occurring within one year of the date of the financial data used as explanatory variables.
CAMELS composite and component ratings are ordinal indices ranging from 1 (best rating) to 5 (worst rating). Because banking conditions were very favorable during the 1995-2002 period for which we have FDIC survey data, there have been very few poorly rated banks.
Between 1995 and 2002, of the approximately 6,900 examinations that make up our sample, the distribution of composite CAMELS ratings was as follows: 40.7 percent rated 1, 50.9 percent rated 2, 7.6 percent rated 3, 0.7 percent rated 4, and 0.1 percent rated 5. The small size of some CAMELS rating groups made it impossible to estimate ordinal logistic regressions using all five rating levels, as would normally be done. We therefore grouped CAMELS ratings of 3, 4, and 5 into one category and maintained the CAMELS 1 and 2 rating categories. We did this for both the composite and the component ratings. Since the focus of bank supervisors' off-site surveillance is potential deterioration in CAMELS 1-and 2-rated banks, we believe the use of a three-level CAMELS rating does not compromise our analysis.
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As shown in table 1, FDIC survey responses for general underwriting practices are threelevel ordinal responses, with level 1 representing the lowest perceived risk (below-average risk, low absolute risk, or low frequency of risky practices) and level 3 representing the highest perceived risk (above-average risk, high absolute risk, or frequent risky practices). To allow for differences in outcomes (future condition or CAMELS rating) across perceived risk levels, each survey question was measured using two dummy variables: a dummy set equal to one for lowrisk responses, and zero otherwise; and a dummy set equal to one for high-risk responses, and zero otherwise. The middle or average responses were the omitted dummy. Specifically, we use the same four specifications of the model (explanatory variables) as before.
12 Once a bank is CAMELS-rated 3 or worse, supervisors increase surveillance and rely more on on-site examinations than on off-site surveillance. See Collier, Forbush, Nuxoll, and O'Keefe (2003) for additional discussion of this focus.
The major difference in estimating equation 2 is that we model only total nonperforming assets, expressed as a percentage of bank assets, as the dependent variable. Nonperforming assets are defined as the sum of all loans and leases past due 30-89 days, loans and leases past due 90 days or more, nonaccrual loans and leases and all other real estate owned (included repossessed real estate). Equation 2 is estimated using ordinary least squares.
Results
The FDIC survey could contribute to off-site surveillance in at least two ways. The first is by contributing to models that forecast supervisory ratings and other quantifiable bank risk measures, such as nonperforming assets. These contributions are perhaps the easiest to quantify.
Here we document them and show that they are statistically and economically meaningful. The second way the FDIC survey could contribute to off-site surveillance is by helping bank supervisors understand the actual, current sources of bank risk. We also document this latter contribution and show that individual survey questions have persistent and logical relationships with future bank risk.
Prediction of CAMELS Ratings: In-Sample Results
Tables 2-4 show the results of logistic regressions of the four specifications of equation 1 discussed above. The regressions are designed to predict the likelihood of receiving a poorer future CAMELS rating. To account for the changes in possible responses to questions in October 1998, we estimate the models using survey data from two periods: January 1996 -September 1998 and October 1998 -December 2001 (hereinafter "1996 -1998 " and "1998 -2001 . We combine all responses within each of the two periods and estimate the resulting panels of data using ordered logistic regression. 13 We are interested in panel estimations for both periods for several reasons. First, any test of the relationships between survey results and bank CAMELS ratings is also a test of the ability of the survey to accurately measure the risks in underwriting practices. The change from relative to absolute risk rankings in the survey was intended to improve the survey's measurement of underwriting risk, and we wish to see if this intended improvement is supported by the data. Second and more importantly, we wish to see if the relationships between underwriting practices and banks' CAMELS ratings are robust over time.
Generally speaking, as we explain in the pages that follow, all results are in close agreement with our expectations. Discussed here are the results for composite CAMELS ratings and then for the asset quality and management component ratings. Because of the large number of explanatory variables included in the models as well as the number of model specifications tested, this section summarizes results and addresses only statistically significant relationships (statistical significance levels between 1 and 10 percent). Tables 2a and 2b show that for both the 1996-1998 and 1998-2001 periods, the likelihood of receiving a poorer composite CAMELS rating is negatively related to equity capitalization and income before taxes and extraordinary items. The likelihood of receiving a poorer composite CAMELS rating is also negatively related to liquid assets and gross loan charge-offs in the 1998-2001 period, but not consistently so for all model specifications. For both the 1996-1998 and 1998-2001 periods, the likelihood of receiving a poorer composite CAMELS rating is positively related to the allowance for loan losses, loans past due 30-89 days, 13 Because we control for changes in economic conditions using state personal-income growth, we do not include dummy variables for time or geographic region in the models. initial composite CAMELS ratings in the models reduces the number of statistically significant survey explanatory variables. It is reasonable to expect that since survey data characterize one portion of the information used by examiners to determine CAMELS ratings, initial CAMELS ratings will subsume some of the informational content of survey data. 15 While specifications 3 and 4 are extremely close in overall explanatory power, a Chi-Square test of the joint significance of the survey data in specification 3 shows that for both periods, the survey explanatory variables are jointly significant at the 95 percent confidence level. Tables 3a and 3b show the results for models that attempt to predict asset component The true measure of the contribution of survey data to off-site surveillance models is their contribution to out-of-sample forecasts. This section presents the results of out-of-sample forecasts of CAMELS ratings, using essentially the same approach as for the in-sample forecasts.
To allow for several forecast periods, we use an annual forecast model. That is, forecast models are designed to show how explanatory variables measured during one calendar year predict CAMELS ratings received over the next calendar year. For example, we estimate the ordered logistic regression for model specification 2 using survey data for 1996, year-end 1996 Call 17 Since bank examinations are required only every 12 to 18 months, there can be a considerable difference between the dates of lagged CAMELS ratings and the financial data that are used as explanatory variables in off-site surveillance models. 18 The reasons lagged CAMELS ratings are excluded from the FDIC's SCOR model are discussed at length in Collier, Forbush, Nuxoll, and O'Keefe (2003) , appendix 1.
Report values of the SCOR variables, and lagged state personal-income growth rates. The dependent variable in this estimation is the composite CAMELS rating received during 1997.
We next apply these estimated relationships (estimated explanatory variables' coefficients) to survey data and SCOR variables for 1997 to predict the composite CAMELS ratings that banks would receive in 1998. The model specifications are otherwise identical to those discussed in the section on in-sample results, with one exception. Since data on one survey question (the frequency with which the bank fails to require a material principal reduction before renewing loan terms) did not become available until October 1996, we drop this variable from the forecast model. Dropping it allows us to extend the sample period back to include all of 1996 and adds another forecast year to our tests. For the sake of brevity, we do not present the estimated model coefficients for the annual logistic regressions. Rather, we proceed directly to measures of predictive accuracy. Figure 1 shows the overall predictive accuracy of the CAMELS rating forecasts for all model specifications. In measuring overall accuracy, we round the predicted CAMELS rating to the nearest integer value and use that value as the forecast. 19 The results generally parallel those seen with the in-sample results discussed above. The inclusion of survey data (specification 2) 19 For example, a predicted CAMELS rating of 2.55 is rounded up to 3, while a predicted CAMELS rating of 2.45 is rounded down to 2. Since actual CAMELS ratings are integer values ranging from 1 to 5, some method of translating predicted CAMELS ratings into integers is needed in order to assess the accuracy of predictions. While rounding is the simplest way to accomplish this, other approaches could have been used. For example, one might round up all values that are more than 0.25 from the nearest integer, so that predicted CAMELS of 1.26 and 2.39 are translated into ratings of 2 and 3, respectively.
enhances the overall accuracy of models that predict CAMELS composite, asset component, and management component ratings, relative to specification 1. In addition, specifications 3 and 4 have very similar predictive accuracy for all categories of CAMELS ratings tested.
As shown in figures 2-4, similar results are also generally found when assessed by initial CAMELS rating groups. These latter comparisons, however, require us to consider Type 1 and 2 error rates. For example, a greater proportion of CAMELS 1-rated banks might be forecast correctly at the expense of forecasting fewer CAMELS 2-or 3-rated banks correctly. Figures 2-4 do not show the Type 1 and Type 2 error rates, but only the percentage of forecasts that are correct. Figures 2-4 show that in cases when model specification 2 had greater accuracy than specifications 3 or 4 in predicting any one CAMELS-rating group, it was less accurate in forecasting some other CAMELS rating group.
As an alternative test of the predictive accuracy of the models, we compute the Pearson's partial correlation coefficient between actual future CAMELS ratings and the predicted ratings (without rounding the predicted ratings to integer values). We combine forecasts across both the 1996-1998 and 1998-2001 periods, since previous results indicate similar predictive accuracy for both periods. As shown in table 5, the correlation coefficient increases when survey data are added to the model (compare specifications 1 and 2) for all CAMELS rating forecasts. In addition, the correlations between actual and predicted CAMELS are greatest for specifications 3 and 4.
Nonperforming-Asset Models
Equation 2 provides an additional test of the potential contribution of FDIC survey data to off-site surveillance models. If lapses in underwriting practices occur, we expect the bank to be more exposed to borrowers who are unable to meet interest and principal payments. Tables 6 and 7 present the results of ordinary least squares regressions of the relationships between nonperforming assets and the same types of explanatory variables used for CAMELS prediction.
Nonperforming assets are hypothesized to be determined by prior year-end nonperforming assets, prior year-end values of all SCOR model financial variables, state personal-income growth rates lagged one to five years, initial examination ratings, and survey data. We also include as an explanatory variable the interval (in days) between the date of the survey data and the date of the Call Report from which the dependent variable (nonperforming assets) was measured. Since it may take some time for lending practices to result in problem loans, a control for this interval is needed. In all other respects, the four specifications we use to estimate the nonperforming asset prediction model (equation 2) are the same as those for CAMELS prediction. Tables 6 and 7 show that nonperforming assets are positively related to lagged nonperforming assets and equity capitalization for both the 1996-1998 and 1999-2001 periods but show no consistent relationship with other financial variables across both periods. However, nonperforming assets increase with high-risk underwriting practices and decrease with low-risk underwriting practices for both the 1996-1998 and 1999-2001 periods. Finally, tests of the joint significance of the survey explanatory variables in specification 1 show that the survey data are jointly significant, and similar tests of specification 3 yield the same result. We did not perform out-of-sample tests of the nonperforming-asset prediction models because of the limited number of forecasts that might be produced. As constructed, our models would have allowed for only two out-of-sample estimations, and we do not feel this provides enough information to assess the out-of-sample predictive accuracy of the models.
Summary and Conclusions
We conclude that the examiners' risk assessments of underwriting practices do contribute to early-warning systems in at least two ways. First, these assessments, as captured by the FDIC underwriting survey, contribute to models that forecast CAMELS ratings. Survey responses can be used to predict not only composite CAMELS ratings but also asset component ratings and, to a lesser extent, management component ratings. Likelihhood-ratio test statistic for significance of survey variables: Likelihhood-ratio test statistic for significance of survey variables: 
