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ABSTRACT We investigated structural determinants of fast inactivation and deactivation in sodium channels by comparing
ionic ﬂux and charge movement in skeletal muscle channels, using mutations of DIII-DIV linker charges. Charge altering and
substituting mutations at K-1317, K-1318 depolarized the g (V) curve but hyperpolarized the hN curve. Charge reversal and
substitution at this locus reduced the apparent voltage sensitivity of open- and closed-state fast inactivation. These effects were
not observed with charge reversal at E-1314, E-1315. Mutations swapping or neutralizing the negative cluster at 1314, 1315
and the positive cluster at 1317, 1318 indicated that local interactions dictate the coupling of activation to fast inactivation.
Gating charge was immobilized before channel entry into fast inactivation in hNaV1.4 but to a lesser extent in mutations at
K-1317, K-1318. These results suggest that charge is preferentially immobilized in channels inactivating from the open state.
Recovery of gating charge proceeded with a single, fast phase in the double mutation K-1317R, K-1318R. This mutation also
partially uncoupled recovery from deactivation. Our ﬁndings indicate that charged residues near the fast inactivation ‘‘particle’’
allosterically interact with voltage sensors to control aspects of gating in sodium channels.
INTRODUCTION
Voltage-gated sodium channels regulate the excitatory phase
of action potentials used in electrical signaling by excitable
cells such as neurons and muscle ﬁbers (1,2). Sodium chan-
nels in brain, cardiac, and skeletal muscle share sequence
homology indicating a structure comprised of four domains
each made up of six-transmembrane segments (3–5). This
basic organization is common to othermembers of the voltage-
gated ion channel superfamily, including potassium and cal-
cium channels. Conserved sequences in these channels are
thought to promote functions such as voltage sensitivity
ascribed to the complement of positively charged amino acids
in the fourth segment (3). The notion that S4 segments act as
voltage sensors in channel gating has been supported by
experiments with chemical modiﬁcation (6–9), toxins (10),
ﬂuorescence labeling (11,12), and mutagenesis (13–15).
Certain functions of sodium channels have unique or
domain-speciﬁc structural determinants. For example, fast
inactivation is dependent on a conserved IFMT motif in the
DIII-DIV cytoplasmic linker (16–19). Residues in the S4-S5
loops of DIII and DIV are thought to mediate hydrophobic
interactions with that motif, or inactivation particle, to block
the open pore (20–25). IFMT/receptor interaction appears to
depend on the late movement of DIVS4 in response to
membrane depolarization (26), explaining the observation
that mutations in DIVS4 attenuate the voltage dependence
of fast inactivation (27,28). With fast inactivation, gating
charge is immobilized such that recovery of the gating charge
is bimodal during repolarization of the membrane (29,30).
Charge immobilized with fast inactivation has been localized
to the voltage sensors in DIII and DIV (11).
The concentration of charged residues in theDIII-DIV linker
approximates the charge density of the voltage sensors in do-
mains I–IV (3).Charged residues are not part of the inactivation
particle but may regulate other aspects of channel gating. DIII-
DIV linker charge-altering mutations inﬂuence the kinetics
of fast inactivation but do not prohibit its completion (31–33).
In addition, charge substituting and reversing mutations of
the negative cluster E-1314, E-1315 in hNaV1.4 slow deacti-
vation from open and fast-inactivated states (33).
In this study we hypothesized that charge content in the
linker regulates channel deactivation as a consequence of
alteration of gating charge movement. To test this hypothesis,
we compared the effects of mutations at E-1314, E-1315 and
K-1317, K-1318 on ionic ﬂux and charge immobilization.
Each of these clusters is contained within the central, highly
structured region of the linker adjacent to the IFMT motif
(19; rNaV1.2). Our ﬁndings indicate that the positive cluster
K-1317, K-1318 couples activation with fast inactivation and
charge immobilization. Coupling is dependent on local inter-
actions in this region of the DIII-DIV linker. In addition, the
K-1317, K-1318 cluster regulates inactivated state deactiva-
tion through its impact on the immobilization of charge.
Portions of this work have been reported in abstract form (34).
MATERIALS AND METHODS
Site-directed mutagenesis
Double mutations were prepared by site-directed mutagenesis at E-1314,
E-1315 and at K-1317, K-1318 in human SCN4A using a polymerase chain
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reaction (PCR) overlap extension method (35). Appropriate single primers
carrying both mutations were used with primers ﬂanking a 930-basepair
AvrII-SacII fragment. The PCR fragment was digested and cloned into
pGH19/SCN4A. Charge swapping and neutralizing mutations at E-1314,
E-1315/K-1317, K-1318 were constructed by using PCR overlap extension
mutagenesis with the appropriate primers containing the mutation at K-1317,
K-1318 and the E-1314K, E-1315K or E-1314Q, E-1315Q veriﬁed construct
(33) as the template. The resulting clones were E-1314K, E-1315K/
K-1317E, K-1318E, and E-1314Q, E-1315Q/K-1317Q, K-1318Q. All
constructs were conﬁrmed by sequencing. Plasmids were linearized with
Not I and transcribed with T7 RNA polymerase for injection into oocytes.
Oocyte preparation
Xenopus laevis oocyte lobes were surgically removed after anesthetizing
the animals with 0.17% tricaine (3-aminobenzoic acid ethyl ester; Sigma
Chemical, St. Louis, MO) according to guidelines approved by Animal Use
and Care Committees at ISU and at USU. Xenopus were isolated for several
days after surgeries before return to the colony. Oocyte lobes were teased
apart with forceps and treated for 30 min with 2 mg/ml collagenase (Sigma)
in a solution containing (in mM): NaCl 96, KCl 2, MgCl2 20, HEPES 5, pH
7.4. Isolated oocytes were then rinsed with the same solution and incubated
at 18C in culture medium containing (in mM): NaCl 96, KCl 2, MgCl2 1,
CaCl2 1.8, HEPES 5, sodium pyruvate 2.5, pH 7.4, with 100 mg/l genta-
micin and 3% horse serum (Hyclone Laboratories, Logan, UT).
Oocytes were coinjected with mRNA for sodium channel a and
b1 subunits (1:1 volume, a-subunit at 1 mg/ml, b1 subunit at 3 mg/ml) in a
volume of 50 nl/oocyte, the day after isolation. For macropatch recordings,
injections were made at the equatorial line separating animal and vegetal
poles. At 3–7 days postinjection, vitelline membranes were removed with
forceps in a hyperosmotic solution containing (in mM): NaCl 96, KCl 2,
MgCl2 20, HEPES 5, mannitol 400, pH 7.4, before recordings. For gating
current recordings, oocytes were injected in the vegetal pole and recordings
were made from intact oocytes.
Macropatch recordings
On-cell macropatch recordings were used to obtain Na1 current data shown
in Figs. 1–9. The bath solution contained (in mM): NaCl 9.6, KCl 88, EGTA
11, HEPES 5, pH 7.4 and recording pipette solution contained (in mM):
NaCl 96, KCl 4, MgCl2 1, CaCl2 1.8, HEPES 5, pH 7.4. Voltage clamping
and data acquisition were done as previously described (36) using EPC-9
patch-clamp ampliﬁers (HEKA, Lambrecht, Germany) controlled via Pulse
software (HEKA) run by Macintosh G4 computers.
Data in experiments using tail current protocols were acquired at 10ms per
point, and data in experiments using other protocols were acquired at 20 ms
per point. Bath temperature was maintained at 15C 6 0.1C for all
experiments with a Peltier device and HCC-100A temperature controller
(Dagan,Minneapolis,MN). Oocyte holding potential was120mVbetween
trials and changed to150mV immediately before each protocol. Leak (p/4)
and capacitance subtractions were done after patch formation and corrected
before each voltage clamp experiment. Analyses and graphing were done
using PulseFit (HEKA) and Igor Pro (WaveMetrics, Lake Oswego, OR).
Conductance/voltage (g(V)) relationships were derived using Eq. 1:
gNa ¼ Imax=ðVM  ENaÞ; ð1Þ
where gNa is sodium conductance, Imax is calculated as peak current in
response to the test pulse, VM is test pulse voltage, and ENa is the measured
Na1 equilibrium potential. Activation (g(V)) and steady-state fast inactiva-
tion (hN) curves were ﬁt by a Boltzmann distribution according to Eq. 2:
ðI=ImaxÞ ¼ 1=ð11 expðze0ðVM  V1=2Þ=kTÞÞ; ð2Þ
where the normalized current amplitude I/Imax is measured from the response
to the test pulse potential VM after a variable-voltage prepulse or from
the holding potential, z is the apparent valence, e0 is elementary charge,
V1/2 is midpoint voltage, k is the Boltzmann constant, and T is temperature
in K.
Activation kinetics were determined by measuring the time for 10%–90%
of peak inward current during a 20-ms depolarization from the holding
potential to voltages ranging from 60 mV to 30 mV. Time constants of
open-state fast inactivation were determined by ﬁtting current decays to
Eq. 3:
IðtÞ ¼ offset1 a1 expðt=thÞ; ð3Þ
where I(t) is current amplitude as a function of time, offset is plateau am-
plitude (asymptote), a1 is current amplitude at t ¼ 0, and th is the fast inac-
tivation time constant.
Recovery from fast inactivation was measured using a double pulse
protocol (37). To inactivate channels, 0-mV, 50-ms depolarizing pulses were
used, followed by variable voltage and duration interpulses. For190 mV to
130 mV, interpulse durations increased by 50-ms steps, and for 120 mV
to 90 mV, 100-ms steps were used. These hyperpolarizing commands
preceded a 10-ms recovery test pulse to 0 mV. Recovery currents were
normalized to each initial depolarization, and recovery time constants were
calculated from single exponential ﬁts to recovery curves according to Eq. 3
with the parameters
IðtÞ ¼ offset1 a1 expðt=trecÞ;
where trec is the recovery time constant.
The kinetics of closed-state fast inactivation were determined from
experiments in which channels were depolarized by prepulses of varying
durations up to 300 ms and then subjected to 20-ms, 20-mV test pulses to
assess channel availability. The decrement in peak current amplitude was
normalized to the initial test pulse, and the decay in normalized current
amplitude was ﬁt with Eq. 3.
Descriptions of fast inactivation were further characterized by assuming
a ﬁrst-order, two-state Eyring model of the fast inactivation reaction (not
inactivated4 inactivated) and ﬁtting t versus voltage curves to Eq. 4:
tðVMÞ ¼ 1=ðkf 1 kbÞ; ð4Þ
where t(VM) represents the time constant of progression to equilibrium of
fast inactivation as a function of membrane potential, kf is the rate of the
forward reaction, and kb is the rate of the reverse reaction. Reaction rates
were determined according to Eqs. 5 and 6:
kf ¼ A exp1 f½zð1 dÞðVM  V1=2Þ=kTg ð5Þ
kb ¼ A exp f½zdðVM  V1=2Þ=kTg; ð6Þ
where A is 1/2 rate at VO, z is the (apparent) total reaction valence (in
electronic charge), d is the fractional barrier distance, VM is membrane
potential (in mV), V1/2 is the midpoint potential (in mV), k is the Boltzmann
constant, and T is temperature in K.
Open-state deactivation kinetics, given as time constants (tD), were
derived from the decay of tail currents using Eq. 3 with the following
parameters:
IðtÞ ¼ offset1 a1 expðt=tDÞ;
where tD is the deactivation time constant. We measured open-state
deactivation at voltages from190 mV to70 mV. Over this voltage range,
tail current decay in the DIII-DIV linker mutation IFM/QQQ was complete.
Since fast inactivation is completely abolished in this mutation (36), com-
plete decay of current at these voltages occurs as a consequence of deac-
tivation.
To measure kinetics of inactivated-state deactivation, we used the double
pulse protocol described above and extrapolated normalized recovery
currents to the time at which current amplitude was zero, using a single
exponential function. We calculated the x intercept of the recovery curve as
the delay in the onset to recovery from fast inactivation (38).
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Cut-open oocyte recordings
Oocytes were placed in a recording Perspex chamber, directly over a small
opening surrounded by a Vaseline ring. The bottom thermal conductive
chamber and the middle (guard) chamber were ﬁlled with external gating
solution of the following composition (in mM): 120 NMG-MES (N-methyl
D-glucamine, methanesulfonic acid), 10 HEPES, 2 Ca(OH)2, pH 7.4.
Another chamber with a small Vaseline-lined opening was placed over the
animal pole of the oocyte with gentle pressure. Glass electrodes containing
platinum wires and ﬁlled with 3% agar in 500 mM NMG-MES were placed
in the bottom, middle (guard), and top chambers. The other end of these
electrodes was placed in a pool of 1MNaCl containing chlorided silver wires
connected to a Dagan CA-1B ampliﬁer. Electrical access to the interior of the
oocyte was obtained by perfusing the bottom of the oocyte with 0.5% saponin
(Sigma) in internal solution composed of (in mM): 120 NMG-MES, 10
HEPES, 2 EGTA, pH 7.4. The animal pole was impaled with a borosilicate
electrode ﬁlled with 3MKCl, andmembrane potential clamped to100mV.
Ionic currents were elicited by stepping membrane potential to voltages
from 90 mV to 60 mV from a holding potential of 120 mV. From these
experiments we calculated open-state fast inactivation kinetics from the
decay of outward current ﬂowing through sodium channels using Eq. 3.
Gating currents were isolated by adding 1mM tetrodotoxin (TTX, Sigma)
to the upper chamber, followed by a train of 20-ms step depolarizations to
0 mV. Charge/voltage (Q/V) relations were determined by integrating the
outward gating current (IgON) to quantify charge movement. Charge im-
mobilization was measured by integrating the fast component of the inward
gating current (IgOFF) at the end of step depolarizations and comparing to
IgON according to Eq. 7:
% charge immobilized ¼ 1 ðIgOFFðFASTÞ=IgONÞ: ð7Þ
Onset of gating charge immobilization was determined from experiments
using variable duration pulses at voltages from 40 mV to 50 mV. The fast
component of IgOFF was compared to IgON at pulse durations ranging from
0.25 ms to 15 ms using Eq. 7. Onset kinetics were determined by ﬁtting the
% charge immobilized curve to a single exponential function using Eq. 3.
Recovery of gating charge was determined in experiments using a double
pulse protocol. The membrane was depolarized to 0 mV for 30 ms, followed
by interpulses at voltages ranging from 120 mV to 70 mV for durations
up to 50 ms, before a second depolarization to 0 mV. Recovery currents were
determined by normalizing the IgON for ﬁrst and second depolarizations of
each sweep and remobilization parameters determined by ﬁtting the
recovery curve with Eq. 8:
IgðtÞ ¼ offset1 a1 expðt=trecFÞ1 a2 expðt=trecSÞ; ð8Þ
where Ig(t) is normalized IgON as a function of time, offset is plateau
amplitude (asymptote), a1 and a2 are normalized IgON at the beginning of the
fast (F) and slow (S) phases of recovery, and trecF and trecS are the recovery
time constants for gating charge remobilization.
Statistical signiﬁcance was assessed with Instat 2.0 (GraphPad, San
Diego, CA) using Student’s unpaired t-tests or, in those cases where there
was a statistically signiﬁcant difference between standard deviations,
Welch’s alternative t-tests. Statistical signiﬁcance of difference was accepted
at p values# 0.05. Signiﬁcant differences between DIII-DIV linker mutants
and hNaV1.4 for at least three consecutive voltages were taken as a sig-
niﬁcant difference in voltage dependence.
RESULTS
Macropatch recordings: conductance
To determine the role of charged residues proximal to the
IFMT inactivation ‘‘particle’’, mutations were constructed in
human skeletal muscle sodium channel background
(hNaV1.4) for two clusters of charge in the DIII-DIV linker
(E-1314, E-1315 and K-1317, K-1318). These clusters are
located on the C-terminal side of the IFMT inactivation par-
ticle (Fig. 1). Mutations at these clusters are denoted sub-
sequently as the following: E-1314K, E-1315K ¼ EEKK;
K-1317Q, K-1318Q ¼ KKQQ; K-1317R, K-1318R ¼
KKRR; K-1317E, K-1318E ¼ KKEE; E-1314Q, E-1315Q/
K-1317Q, K-1318Q ¼ EEQQ/KKQQ; E-1314K, E-1315K/
K-1317E, K-1318E ¼ EEKK/KKEE. In Fig. 1, families of
currents elicited by step depolarization to voltages ranging
FIGURE 1 Families of currents recorded from hNaV1.4 and mutations at
the negative charge cluster E-1314, E-1315 and the positive charge cluster
K-1317, K-1318 as shown in the diagram at lower left. Calibration: 3 ms,
3 nA hNaV1.4; 1.5 nA E-1314K, E-1315K; 1 nA K-1317E, K-1318E;
E-1314Q, E-1315Q/K-1317Q, K-1318Q, and E-1314K, E-1315K/K-1317E/
K-1318E; 750 pA K-1317Q, K-1318Q, and K-1317R, K-1318R.
TABLE 1 Activation parameters for hNaV1.4 and DIII-DIV
linker mutations
Mutation
V1/2
(mV)
Activation
valence
Rise time,
0 mV (ms)
hNaV1.4 37.5 6 1.5 3.59 6 0.10 198.9 6 5.0
EEKK 34.0 6 1.1 3.52 6 0.09 216.0 6 6.4*
KKQQ 35.7 6 0.8 3.27 6 0.08* 183.7 6 4.0*
KKEE 28.0 6 1.0z 2.99 6 0.06z 212.6 6 6.0
KKRR 27.8 6 1.4z 2.95 6 0.06z 262.1 6 11.0z
EEQQ/KKQQ 33.6 6 1.4* 3.46 6 0.1 210.6 6 8.0
EEKK/KKEE 29.8 6 1.1z 3.20 6 0.1y 203.4 6 6.2
*p # 0.05.
yp # 0.01.
zp # 0.001.
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from 90 mV to 60 mV from a holding potential of 150
mV are shown for wild-type and mutant channels.
Equilibrium properties of activation were calculated from
Boltzmann ﬁts to the normalized g(V) relations from these
experiments. Charge reversal or substitution at K-1317,
K-1318 signiﬁcantly depolarized the midpoint of the g(V)
curve (Table 1, Fig. 2 A). The quadruple mutations EEQQ,
KKQQ and EEKK, KKEE also produced a depolarizing shift
in V1/2 (Fig. 2 B). Apparent valence was decreased in KKQQ,
KKEE, KKRR and EEKK, KKEE but was unaffected in
EEKK and EEQQ, KKQQ. Boltzmann ﬁts to the normalized
steady-state fast inactivation curves (hN) are shown in Fig. 3
and parameters given in Table 2. Mutations at K-1317,
K-1318 signiﬁcantly hyperpolarized the hN curve (effects
largest in KKQQ) and decreased apparent valence (effects
largest in KKRR). Similar effects were observed in EEQQ/
KKQQ and EEKK/KKEE (Fig. 3 B), whereas EEKK was
without effect on midpoint or valence of the hN curve. Taken
together, our results suggest that positively charged residues
near the IFMT inactivation particle inﬂuence equilibrium
properties of sodium channel gating as a consequence of
allosteric effects, not charge content.
Kinetics: activation, open-state deactivation,
and fast inactivation
We sought to determine whether the charged residues
surrounding the IFMT inactivation motif affected the rates
of sodium channel gating transitions. Activation kinetics
were determined as the 10%–90% rise time of Na1 currents
from experiments as shown in Fig. 1. KKQQ signiﬁcantly
accelerated activation rise times at voltages from 50 mV to
FIGURE 2 g(V) relations and Boltzmann ﬁts for hNaV1.4 and mutations
obtained from experiments as shown in Fig. 1. Values represent the mean6
SE from 12–19 experiments.
FIGURE 3 hN relations and Boltzmann ﬁts for hNaV1.4 and mutations in
the DIII-DIV linker. Channels were subjected to 500-ms prepulses to
voltages shown before assessment of channel availability with 20-mV test
pulses. Values represent the mean 6 SE from 12–19 experiments.
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20 mV (Fig. 4 A). In contrast, KKRR slowed activation at
voltages more positive than 30 mV.
Open-state deactivation kinetics determined from time
constants (tD) of tail current decays elicited by hyperpolar-
izing commands from 190 mV to 70 mV are shown in
Fig. 4 B. KKEE and KKRR accelerated deactivation over
a voltage range of 190 mV to 130 mV, and 150 mV
to 90 mV, respectively. KKEE and the quadruple mutation
EEKK/KKEE prolonged deactivation only at 80 mV and
70 mV compared to hNaV1.4. Other mutations were with-
out effect on tD.
KKQQ accelerated open-state fast inactivation from 60
mV to 40 mV (Fig. 5 A). KKEE and KKRR elicited
biphasic effects on open-state fast inactivation; th was
accelerated at 60 mV and 50 mV but was prolonged at
voltages more positive than 30 mV. Thus, these two
mutations reduced the apparent voltage dependence of open-
state fast inactivation. EEKK slowed open-state fast inacti-
vation at potentials more positive than 10 mV but did not
dramatically alter voltage dependence (Fig. 5 B). Voltage
dependence of open-state fast inactivation was not dramat-
ically reduced by EEQQ/KKQQ or by EEKK/KKEE. These
results suggest that charged residues in the linker modulate
fast inactivation but are not essential to that process. Second,
they suggest that a local interaction in the DIII-DIV linker is
a determinant of the coupling of voltage-dependent activa-
tion to voltage-independent fast inactivation.
Recovery and recovery delay
Recovery from fast inactivation is preceded by a brief delay,
indicating that channels must deactivate before they can
FIGURE 4 Kinetics of activation (A) and open-state deactivation (B) in
hNaV1.4 and mutations of the DIII-DIV linker. (A) Time for 10%–90% peak
amplitude of sodium currents. (B) Open-state deactivation kinetics obtained
using the protocol shown as the inset; channels were opened with 0-mV,
0.5-ms conditioning pulses before 20-ms commands to evoke tail currents.
Values represent the mean 6 SE from 14–19 experiments (A) or 18–26
experiments (B).
FIGURE 5 Open-state fast inactivation kinetics obtained from experi-
ments as shown in Fig. 1. Values represent the mean 6 SE from 12–19
experiments.
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recover from inactivation (37). Although we have previously
shown that recovery delay is controlled, at least in part, by
charged residues in the DIII and DIV voltage sensors, we
wanted to determine whether those charges interact with the
cluster of charges proximal to the IFMT motif. Recovery
from fast inactivation and the delay preceding recovery
were determined from a double pulse protocol (Fig. 6 A).
Recovery currents (Fig. 6 B) were normalized to the peak
amplitude in response to the ﬁrst depolarization, as shown in
Fig. 6 C.
Recovery and delay were unaffected by KKEE compared
to hNaV1.4 (Figs. 7 A and 8 A, Table 2). KKQQ, KKEE,
EEKK, EEQQ/KKQQ, and EEKK/KKEE slowed recovery
(Fig. 7) and prolonged recovery delay (Fig. 8). In contrast,
KKRR had biphasic effects on recovery. Recovery time
constants were increased in KKRR compared to hNaV1.4
(slowed recovery) from 190 mV to 140 mV but were
decreased (faster recovery) from 120 mV to 90 mV (Fig.
7 A). However, KKRR accelerated recovery delay at all volt-
ages tested (Fig. 8 A) without altering the voltage-dependent
nature of that transition. Thus, whereas most mutations pro-
duced effects on recovery predictable from recovery delay
measurements, effects of KKRR on recovery were partially
uncoupled from the deactivating transition.
Closed-state fast inactivation and Eyring
model of fast inactivation
Residues in the DIV voltage sensor have been demonstrated
to link activation to fast inactivation. We wanted to
determine whether clusters of charged residues in the DIII-
DIV linker near the inactivation ‘‘particle’’ participate in a
dialog between the voltage sensor and the inactivation gate.
Closed-state fast inactivation time constants were deter-
mined as stated in Materials and Methods and plotted along
with time constants obtained for open-state fast inactivation
(Fig. 5) and for recovery (Fig. 7). The resulting curve shown
in Fig. 9 represents the voltage dependence of hNaV1.4 and
charge cluster mutations for transit between fast inactivated
(FI) and nonfast inactivated states. An Eyring model of FI/
non-FI applied to these curves yielded values for reaction
midpoint, valence, and fractional barrier distance, as given in
Table 3. Parameters were most dramatically affected by
KKRR and KKEE to hyperpolarize the reaction midpoint,
decrease valence, and lower barrier distance. Thus, in KKRR
and KKEE the kinetics of fast inactivation from closed and
open states were relatively similar, unlike hNaV1.4. One
interpretation of these results is that the cluster of positive
charges around the IFMT motif interact with voltage-
sensitive regions of the sodium channel to modulate fast
inactivation but that such an interaction is not electrostatic in
nature.
Charge movement and immobilization
To determine more closely the role of the cluster of charged
residues near the inactivation ‘‘particle’’, we measured the
effects of linker mutations on charge movement and charge
immobilization as more precise indicators of the movement
of S4 voltage sensors during gating transitions. Gating
currents were obtained with the cut-open oocyte technique
after blocking ionic current with 1 mM TTX (Fig. 10 A).
Q(V) relations were determined from experiments in which
channels were depolarized from 90 mV to 60 mV from a
FIGURE 6 Double pulse protocol (A) used to elicit
current traces as shown in (B) after a 130-mV interpulse
command. Normalized recovery (C) is plotted along with
single exponential ﬁts for hNaV1.4. Calibration for traces
shown in A: 10 ms; hNaV1.4, 1.5 nA, KKRR 400 pA,
KKQQ 300 pA, EEKK, and KKEE 250 pA.
1524 Groome et al.
Biophysical Journal 93(5) 1519–1533
holding potential of 120 mV. The midpoint of the Q(V)
curve was left shifted in KKEE (48.4 mV) compared to
hNaV1.4 (39.6 mV), whereas the Q(V) midpoint for each
of the other mutations tested were unaffected (EEKK, 43.1
mV; KKQQ, 39.5 mV; KKRR, 41.5 mV; EEKK/KKEE,
38.7; Fig. 10 B).
The voltage dependence of charge immobilization is
shown in Fig. 10 C. Boltzmann ﬁts to the voltage depen-
dence of charge immobilization indicated a left shift for
KKQQ (64.1 mV), KKEE (65.1 mV), and EEKK (57.8
mV) compared to hNaV1.4 (50.5 mV), whereas EEKK/
KKEE produced a right shift (41.5 mV). The voltage
dependence of charge immobilization in KKRR could not be
ﬁt to a Boltzmann distribution. At depolarized potentials,
slightly less charge was immobilized in KKEE, KKQQ, and
EEKK/KKEE compared to hNaV1.4 and ,20% of the
charge was immobilized in KKRR.
Since charge immobilization occurs concomitantly with
the onset of fast inactivation, we were interested in deter-
mining kinetics of charge immobilization in the linker muta-
tions, especially those that signiﬁcantly affected the rate and
voltage dependence of open-state fast inactivation. Onset of
charge immobilization was determined using variable volt-
age and duration depolarizing pulses (Fig. 11 A). Time con-
stants of charge immobilization onset were determined from
exponential ﬁts to the immobilization curves as shown in the
examples for hNaV1.4 (Fig. 11 B) and KKEE (Fig. 11 C).
Fig. 12 shows a comparison of time constants of ionic
current decay obtained in the cut-open conﬁguration to the
onset of charge immobilization. These experiments revealed
that the charge was immobilized in hNaV1.4 before fast
inactivation. At voltages from 20 mV to 50 mV, charge
immobilized with time constants on average 55% less than
observed for open-state fast inactivation. EEKK and EEKK/
FIGURE 8 Voltage dependence for recovery delay measurements in
hNaV1.4 and mutations of the DIII-DIV linker. Values represent the mean6
SE of 14–20 experiments.
FIGURE 7 Voltage dependence for recovery time constants in hNaV1.4
and mutations of the DIII-DIV linker. Values represent the mean 6 SE of
14–20 experiments.
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KKEE also immobilized charge before fast inactivation. In
contrast, similar kinetics for charge immobilization and fast
inactivation were observed in mutations at K-1317, K-1318.
In KKRR and KKEE the voltage dependencies of fast
inactivation and of charge immobilization were shallow
compared to those for hNaV1.4.
These results conﬁrmed the ﬁndings from ionic current
measurements that suggest the cluster of charged amino acids
near the inactivation ‘‘particle’’ affect voltage-dependent gat-
ing transitions associated with S4 movement. Linker charges
do not appear to inﬂuence S4 movement via electrosta-
tic interaction of voltage sensor charges, however. Charge-
conserving mutations were equally effective in terms of
disrupting charge movement and charge immobilization. In
addition, the effect of EEKK/KKEE to restore voltage depen-
dence of fast inactivation entry and charge immobilization
onset compared toKKEE suggest that a local interaction in the
DIII-DIV linker contributes to these effects.
Recovery of gating charge
The rate of charge remobilization is indicative of the time
required for voltage sensors to return to their hyperpolarized-
favored positions after immobilization. To determine whether
the cluster of charged residues near the IFMT inactivating
motif controls S4 remobilization, we measured the recovery
of gating charge in hNaV1.4 and mutant channels with a
double pulse protocol. We compared the initial IgON evoked
with a 0-mV, 30-ms depolarization to recovering IgON elic-
ited with a second depolarization after a variable voltage and
duration interpulse.
Remobilization of the gating charge is shown in Fig. 13 in
hNaV1.4 and linker mutations after an interpulse voltage of
80 mV. Time courses of charge recovery for hNaV1.4 and
mutations of charged residues in the DIII-DIV linker are
shown in Fig. 14. At 80 mV, 46.9% of the charge remobi-
lized quickly in hNaV1.4, presumably reﬂecting the nonim-
mobilizable component of gating charge. For other mutations,
that component was 50.4% (EEKK), 54.9% (KKEE), 61.3%
(KKQQ), 66.6% (EEKK/KKEE), and 92.7% (KKRR). Re-
covery of the second, immobilizable component of the gat-
ing charge was analyzed with respect to time constant (trecS).
At 80 mV, the second component recovered with a time
constant of 20.9 ms. For other mutations, recovery trecS
values were 14.3 ms (EEKK), 12.0 ms (KKEE), 23.8 ms
(KKQQ), and 14.4 ms (EEKK/KKEE). In contrast, remobi-
lization of the gating charge in KKRR was dominated by a
single rate of recovery. These results conﬁrm that the cluster
of charges near the inactivation ‘‘particle’’ control the re-
covery of voltage sensors to their hyperpolarized-favored
TABLE 2 Inactivation parameters for hNaV1.4 and DIII-DIV linker mutations
Mutation V1/2 (mV) Apparent valence tH, 0 mV (ms) tH, 80 mV (ms) tH, 140 mV (ms)
hNaV1.4 88.4 6 1.7 4.75 6 0.17 0.44 6 0.02 22.4 6 1.5 1.73 6 0.09
EEKK 93.4 6 1.33* 4.48 6 0.14 0.51 6 0.02* 15.8 6 1.3y 2.45 6 0.30*
KKQQ 101.7 6 1.38z 3.46 6 0.12y 0.41 6 0.03 9.1 6 1.0z 2.50 6 0.15z
KKEE 97.5 6 1.50y 3.64 6 0.13z 0.95 6 0.05z 4.2 6 0.4z 1.56 6 0.11
KKRR 99.1 6 2.22y 2.41 6 0.03z 1.59 6 0.09z 4.9 6 0.5z 2.24 6 0.16*
EEQQ/KKQQ 97.0 6 4.55y 3.86 6 0.39y 0.49 6 0.02 15.4 6 1.2y 2.89 6 0.44*
EEKK/KKEE 98.52 6 6.50z 3.76 6 0.77y 0.57 6 0.03* 10.5 6 1.2y 2.08 6 0.12*
*p # 0.05.
yp # 0.005.
zp # 0.0001.
FIGURE 9 Eyring model of inactivation comprising time constants of
entry into fast inactivation (Fig. 5), recovery (Fig. 7), and closed-state fast
inactivation. Values of closed-state fast inactivation time constants represent
the mean 6 SE in 8–14 experiments and are given elsewhere for entry and
recovery transitions.
TABLE 3 Parameters of two-state model of fast inactivation
Mutation
Reaction
midpoint (mV)
Maximum
t (ms)
Reaction
valency (z)
Fractional barrier
distance (d)
hNaV1.4 85.4 23.3 1.99 0.49
EEKK 88.4 20.3 1.81 0.47
KKQQ 92.0 14.3 1.82 0.45
KKEE 107.0 6.2 1.28 0.65
KKRR 106.4 6.3 0.75 0.67
EEQQ/KKQQ 83.6 21.1 1.80 0.39
EEKK/KKEE 89.5 14.8 1.79 0.46
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positions but that this control is allosteric rather than elec-
trostatic.
DISCUSSION
This study was motivated by our earlier ﬁnding that effects
of mutations at the negative cluster of charge EE-1314,15 on
deactivation were dependent on alteration of charge (33).
Speciﬁcally, charge reversal at this locus slowed the deac-
tivating transition from the inactivated state. One interpre-
tation from that study is that the positive charge added to the
linker slows the return of the ‘‘inactivated’’ voltage sensors
to the hyperpolarized position before channel recovery by an
electrostatic repulsion between linker and voltage sensor
charges. We hypothesized that native positive charge in the
DIII-DIV linker might be the origin of charge immobiliza-
tion of DIIIS4 or DIVS4 (11) and tested that hypothesis by
comparing effects of charge reversing, neutralizing, and sub-
stituting mutations at KK-1317,18. We found that this cluster
of positive charge in the linker affects gating charge and its
immobilization and remobilization, but not as a consequence
of electrostatic interaction with the voltage sensors. We also
found that this cluster couples the voltage dependencies of
activation, fast inactivation, and charge immobilization.
Role of linker charges in channel gating
Previous studies have shown that charge content in the DIII-
DIV linker of sodium channels is not essential for fast
inactivation (31–33,39). Instead, an IFMT motif ﬂanked by
clusters of positive and negative charge is requisite for fast
inactivation (16–19,23). The most consistent effect reported
for mutations that alter charge content in the DIII-DIV linker
is modulation of open-state fast inactivation. In general,
reduction of charge accelerates the entry of channels into the
fast-inactivated state (31,39), whereas addition of positive
charge slows the entry of channels into the fast-inactivated
state (33). Thus, although fast inactivation is not directly
voltage dependent, charge content of the DIII-DIV linker
modulates the kinetics of fast inactivation, perhaps via
interactions with the S4 voltage sensors.
In this studywe found that charge neutralization at K-1317,
K-1318 accelerated open-state fast inactivation. However,
additional mutations at this residue to reverse or substitute
charge (KKEE, KKRR) produced unexpected effects on fast
inactivation. Each of these mutations slowed fast inactivation
and uncoupled the voltage dependence between activation
and fast inactivation. Mutations of a cluster of tyrosine
residues adjacent to K-1317, K-1318 (18,40) or of nearby
lysine residues (31) also reduce the voltage dependence of
open-state fast inactivation. Our data are thus consistent with
previous results showing that this region of the DIII-DIV
linker comprises an important determinant of the mechanism
by which activation is coupled to fast inactivation.
Each of the mutations tested in this study hyperpolarized
the steady-state fast inactivation curve. The greatest effect
was observed in KKQQ, which elicited a 13-mV hyperpo-
larization of midpoint. Stabilization of the fast-inactivated
FIGURE 10 (A) ON and OFF gating currents measured
from oocytes in the cut-open conﬁguration in the presence
of 1 mMTTX. Currents were evoked from a holding poten-
tial of 120 mV. Calibration: 5 ms; hNaV 1.4 1 mA,
KKQQ 600 nA, KKRR 400 nA, EEKK 300 nA, KKEE
200 nA. Charge/voltage (B) and % charge immobilization
(C) relations were obtained from experiments as shown in
A. Charge immobilization was calculated as 1 [IgOFF FAST/
IgON FAST]. Values represent mean 6 SE from 6–12 ex-
periments.
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state by KKQQ was also exhibited by slower recovery and
faster onset of closed-state and open-state fast inactivation.
KKEE and KKRR also hyperpolarized the hN curve by
;10 mV but depolarized the g(V) curve; these mutations
thus uncoupled the voltage dependencies of the equilibrium
parameters for activation and fast inactivation. In contrast to
KKQQ, KKEE and KKRR slowed open-state fast inacti-
vation. Therefore, their effects on steady-state fast inactiva-
tion are most likely dominated by a signiﬁcant acceleration
of closed-state fast inactivation. That effect may also explain
the depolarizing effect of KKEE and KKRR on the g(V)
curve by inactivating channels directly from the closed state.
Deactivation and charge immobilization
Deactivating transitions from the open and inactivated states
are dissimilar in kinetics, such that the delay in the onset of
recovery from fast inactivation is markedly slower than the
decay in tail currents from open channels (38). A comparison
of deactivation kinetics in DIVS4 mutations suggest that
charge immobilized during fast inactivation dictates the ki-
netics of the two phases of recovery, deactivation, and un-
binding of the IFMT motif (38,41). Recovery of channels is
tightly coupled to remobilization of the DIVS4 voltage
sensor (41), and effects of mutations on tail currents (open-
state deactivation) predict effects of mutations on recovery
delay (inactivated-state deactivation) in the absence of other
gating perturbations (38). Thus, we have speculated that tail
currents and recovery delay reﬂect deactivating transitions
and that their kinetic disparity is a consequence, at least in
part, of the immobilization of charge incurred with fast
inactivation.
Interestingly, one of the mutations in this study dramat-
ically affected recovery in a way that would not be predicted
by its effect on remobilization of gating charge; although
KKRR accelerated charge remobilization and recovery de-
lay, this mutation paradoxically slowed recovery of channels
from the fast-inactivated state. We interpret these effects as a
partial uncoupling of the two steps of recovery: voltage sen-
sor translocation and unbinding of the IFMT motif. Thus,
deactivation from the inactivated state is a steeply voltage-
dependent process that may drive an apparent voltage-
dependent recovery, analogous to the coupling of activation
and fast inactivation.
FIGURE 11 Onset of gating charge immobilization. (A)
Protocol used to obtain IgON and IgOFF gating currents in
experiments shown below. (B, C) Plots of % charge
immobilized in hNaV1.4 and linker mutation KKEE as a
function of pulse duration. Charge immobilization was
calculated as 1  [IgOFF FAST/IgON FAST] in experiments in
which the duration of the depolarizing step was varied from
0.2 ms to 15 ms, at depolarizing pulse voltages shown.
Values represent the mean of 8–14 experiments in B and C.
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We also found a rapid remobilization of charge in certain
linker mutations (KKQQ, EEKK/KKEE) that actually pro-
longs recovery delay. We speculate that effects of linker
mutations at K-1317, K-1318 are twofold: they accelerate the
movement of the S4 voltage sensors during remobilization of
the gating charge but differentially inﬂuence the unbinding
of the IFMT motif or other gating transitions (i.e., passage
through closed states) to effect the return of channels to an
immediately available state. Voltage sensor mutations, on the
other hand, may affect charge remobilization but not IFMT
binding, such that charge remobilization dictates deactiva-
tion and recovery predictably.
Mechanism for coupling of activation
to fast inactivation
The gating particles proposed by Hodgkin and Huxley (42)
drive independent permissiveness, or activation, and non-
permissiveness, or inactivation. Their gating scheme has been
modiﬁed in light of studies that show that the voltage-
dependent nature of fast inactivation is a consequence of
coupling to activation (43–45), although it must be noted that
other studies suggest that fast inactivation has at least a limited
voltage sensitivity independent of activation (46,47). Struc-
tural determinants of the coupling between sodium channel
activation and fast inactivation have been identiﬁed as the
outermost arginine of the domain IV voltage sensor (27,28)
and a pair of tyrosine residues ﬂanking the IFMT motif
(18,40). Our ﬁndings indicate that the KK-1317,18 cluster
adjacent to these tyrosine residues also plays a role in the
coupling between activation and fast inactivation. Further, we
show that uncoupling of these processes with mutagenesis
of these two lysine residues similarly reduces the voltage
dependence of the onset of charge immobilization.
Several ﬁndings lend support to the idea that a local
interaction of the linker is an important aspect of the
coupling process. The quadruple mutations EEKK/KKEE
and EEQQ/KKQQ ‘‘recoupled’’ the voltage dependencies of
FIGURE 12 Relationship of time constants of fast inac-
tivation of ionic currents in the cut open conﬁguration
(open circles) to those for onset of charge immobilization
(solid circles) after addition of 1 mM TTX.
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activation and fast inactivation. Second, the EEKK/KKEE
mutation restored the voltage-dependent onset of charge
immobilization. Finally, this mutation restored the wild-type
choreography of charge immobilization and fast inactivation:
that charge is immobilized before fast inactivation. Our
ﬁndings suggest that a local interaction within the DII-DIV
linker, mediated by the cluster of charged residues adjacent
to the IFMT motif, is an important structural determinant of
coupling between activation, fast inactivation, and charge
immobilization.
We used the EEKK/KKEE mutation to test for a local
electrostatic interaction as the determinant in the effects of
mutations (speciﬁcally KKEE) on fast inactivation and charge
immobilization. We expected additive effects of EEKK and
KKEE in the quadruple mutation if these residues act inde-
pendently, and a wild-type phenotype if these residues inter-
act electrostatically, since this mutation swapped rather than
altered charge. This mutation restored, albeit incompletely,
the voltage dependencies of fast inactivation and onset of
charge immobilization and restored the wild-type phenotype
of charge immobilization before entry into fast inactivation.
Therefore, we propose that electrostatics are important in the
local structure of the channel and that this local structure is a
key determinant in the coupling of activation to fast inac-
tivation and charge immobilization.
An alternative but not exclusive hypothesis is that these
positive charges K-1317, K-1318 interact with local tyrosine
residues Y-1319, Y-1320 through cationic interaction with p
orbital electrons (48). Such a cation-p interaction has been
elegantly demonstrated in TTX-selective binding in NaV1.4
(49). In a separate study it was shown that mutations of the
Y-1319, Y-1320 cluster removing aromaticity at this cluster
‘‘uncouple’’ activation to fast inactivation, whereas aromatic
amino acid substitutions do not (40). The solution structure
of this portion of the inactivation gate suggests a stable
helical conformation (19). That structure is consistent with a
putative cation-p interaction between tyrosine and lysine
residues. Thus, mutations at K-1317, K-1318 could disrupt
such an interaction. However, substitution of lysine for
arginine at K-1317, K-1318 might be expected to strengthen
such an interaction (48). Therefore, at present our results
suggest only that a local, electrostatic interaction between
negative and positive clusters proximal to the IFMT motif
play an important role in the impact of the local conforma-
tion in the linker on fast inactivation and its coupling to the
activation process.
Interaction of linker residues with
voltage sensors
Our results raise interesting possibilities about the relation-
ship of fast inactivation and charge immobilization. One
interpretation is that since each process is similarly affected
by mutagenesis, charge immobilization arises as a conse-
quence of channel inactivation. In squid giant axon, the time
constant of fast inactivation parallels the development of
charge immobilization (29). However, we ﬁnd that in skele-
tal muscle channels, charge is immobilized before fast inac-
tivation. With mutagenesis at K-1317, K-1318, the kinetics
of fast inactivation more closely parallel the development of
charge immobilization. These results may be explained by
domain-speciﬁc perturbation of voltage sensor movement by
the linker mutations. Although both DIII and DIV voltage
sensors are immobilized during the course of fast inactiva-
tion (11), immobilization in DIVS4 is independent of bind-
ing of the IFMT motif whereas binding is requisite for
immobilization of DIIIS4 (50,51). We speculate that charge
reversing or substituting mutations at K-1317, K-1318 re-
strict the movement of DIVS4 such that DIIIS4 movement is
the rate-limiting substrate of charge immobilization after
binding of the inactivation particle. Alternatively, the en-
hanced rate of closed-state fast inactivation in KKRR and
KKEE may underlie their relative effects on fast inactivation
and charge immobilization kinetics, if charge is not effec-
tively immobilized when channels do not open before inac-
tivating.
The exact molecular basis for charge immobilization is not
certain, but our ﬁndings indicate that a direct electrostatic
interaction between the positive charge cluster and charged
residues in the voltage sensors is unlikely. Interestingly, in
previous work we found that charge-altering mutations of
central residues R-4 and R-5 in both DIIIS4 and DIVS4
produce signiﬁcant effects on recovery delay that are based
in structural alteration, rather than in charge reduction
(52,53). Charge-altering mutations of central residues in
FIGURE 13 Remobilization of gating charge using a double pulse proto-
col. Initial IgON evoked with a 0-mV, 30-ms depolarization is shown along
with recovering IgON elicited with a second 0-mV depolarization for 10 ms,
after a variable voltage (80 mV in the experiments shown here) and dura-
tion interpulse. Calibration for traces shown in (A) for IgON: 5 ms; hNaV1.4
500 nA, EEKK/KKEE 300 nA, EEKK 200 nA, KKRR 150 nA, KKRR
100 nA.
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DIVS4 profoundly affect charge immobilization (41,53).
These ﬁndings lead us to speculate that charged residues in
the DIII-DIV linker and in voltage sensors interact alloste-
rically with each other or with a common determinant of
charge immobilization.
Countercharges responsible for stabilization of DIVS4
have been proposed for charge immobilization of that voltage
sensor (41). Interactions of residues in DIVS3 and DIVS4
have been experimentally veriﬁed (54), and mutations in
DIVS3 affect recovery delay. A role for pore residues as
countercharges for DIVS4 (55) may explain our ﬁnding that
charge is immobilized more effectively during open-state fast
inactivation than during closed-state fast inactivation.
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