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ABSTRACT
This dissertation proposes and tests a new approach for developing the travel survey 
data required for use in regional travel-demand modeling applications. Using local 
sociodemographic information in conjunction with a national travel survey, a simulation 
procedure is developed to create a synthetic household travel survey data set. The 
simulation procedure is tested in a region that has completed a recent travel survey -  this 
provides a direct source of comparison for the merit of the approach. Comparisons of 
salient trip characteristics (trip frequencies, mode shares, departure times, and reported 
trip lengths) and travel-demand models estimated with these synthetic data suggest the 
approach has substantial potential. However, discrepancies do remain which are 
attributed to contextual differences between regions. Procedures are proposed and tested 
to capture these unexplained differences, creating a travel survey data set that is more 
sensitive to local conditions. It is anticipated that this approach will enable a region to 
develop their own travel data set and estimate travel-demand models at a fraction of the 
cost of conducting a traditional household travel survey.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
1 INTRODUCTION/RATIONALE
Household travel data is a critical component of the travel-demand forecasting 
process. In addition to providing information on regional travel characteristics, these data 
are used to estimate and update travel-demand models designed to analyze proposed 
transportation policy decisions. The data are typically generated through a household- 
based survey in which a sample o f the population records their travel patterns over a 
given time period. This information is combined with sociodemographic information 
about the sample to develop relationships between individual/household characteristics 
and their observed travel patterns.
Household travel surveys have always been a problematic, high-cost activity for 
metropolitan planning organizations (MPOs). Sample sizes o f 1,300 to 2,000 households 
are typically required to perform satisfactory travel-demand model estimation in small 
metropolitan areas (Cambridge Systematics, Inc., 1996). For larger regions, sample sizes 
o f4,000 plus are required to calibrate an “unambitious, traditional model” (Lawton and 
Pas, 1995). This figure may be even higher if  complex mode-choice models are to be 
developed. With unit costs o f around $150 and higher (the 2000 NPTS initially was 
offering add-on samples at $325 per completed household) per completed survey, the 
implications are that most MPOs do not collect household travel survey data.
An additional concern for all MPOs is the increasing difficulty o f conducting high 
quality household travel surveys. The problem stems from various social, economic and 
technological phenomena that have combined to work against the collection of human 
behavioral information including travel. First is the reluctance o f people to participate in 
solicitations and surveys in general. This is nowhere more clearly evidenced than in the
1
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2000 census in which over one-third o f the population failed to complete the forms by the 
required deadline (U.S. Census Bureau, 2000) - this is despite the fact that this survey is 
mandatory.
The second phenomenon pertains to changing survey methods. In the United States, 
face-to-face interviews have largely been superseded by telephone and mail-based 
surveys. This change has been driven by I) the higher costs and safety concerns 
associated with face-to-face surveys and 2) technological advancements such as 
Computer Assisted Telephone Interviewing (CATI) that enable information to be 
retrieved and checked from remote locations. However, surveys that do not involve 
personal contact are known to result in significantly lower response rates from certain 
segments of the population. This problem has been exacerbated by the proliferation of 
telephone screening devices that enable people to avoid unsolicited calls.
The lifestyle o f modern American families is another phenomenon working against the 
conduct of household travel surveys. Increases in personal mobility have made it harder 
to find respondents at home. The increasing association of the telephone with a person 
rather than a household (e.g., mobile phones, additional telephone lines) has further 
jeopardized the use o f the telephone as a recruiting/retrieval device. Finally, the demands 
of survey instruments on respondent effort and time have further served to negatively 
impact both response rates and the accuracy of responses.
While methodological and technological survey techniques become increasingly 
refined, high unit costs and public resistance will continue to plague future survey efforts. 
The implications are that all metropolitan areas, regardless of size and financial 
resources, may face problems of unavailable or inadequate travel data in the future. This
2
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in turn threatens to jeopardize the reliability o f travel-demand modeling results 
particularly over time.
While large MPOs will probably continue to collect household travel survey data, the 
majority o f small and medium-sized MPOs will develop their regional modeling efforts 
in the absence of such data. Faced with this problem, one option is to make use of 
existing national data collected for other reasons. The primary source is the Nationwide 
Personal Transportation Survey (NPTS) that has been conducted every five to seven 
years since 1969. Although the intent of the NPTS is to track changes in the nature and 
characteristics of personal travel in the United States, it has become increasingly aligned 
with the formats used in a “typical” regional travel survey. The latest wave, conducted in 
1995, included 21,138 households with 20,895 added through five regional add-on 
surveys. From the perspective of an MPO, this provides too few observations in their 
region for modeling purposes. However, one could conceivably develop a sufficiently 
large synthetic sample by drawing records from regions of similar characteristics.
Another potentially useful national data source is the census joumey-to-work data, 
packaged by the Bureau o f Transportation Statistics (BTS) as the Census Transportation 
Planning Package (CTPP). This information has been used to validate trip rates, travel 
times, destination choices and mode shares for home-work trips. Unlike the NPTS data, 
CTPP data can be assimilated for an MPO modeling region and they can be used at the 
traffic analysis zone (TAZ)1 level. However, it should be noted that the CTPP covers the
1 TAZs are spatial units created to aggregate demographic and land-use data for regional
transportation modeling efforts.
3
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“usual” jouraey-to-work trip only not the travel on a particular day that forms the focus 
of a household travel survey. Additionally, it does not provide any indication of 
segmented work trips such as those that involve dropping someone off or changing the 
mode of transportation.
Another approach taken by areas with inadequate local travel survey data is to use 
aggregate statistics such as those compiled in the National Cooperative Highway 
Research Program (NCHRP) Report 365 (Barton-Aschman Associates, 1998). These 
statistics are derived from the 1990 NPTS and verified with travel survey data from 11 
cities around the country. The methods employed in the NCHRP 365 report are 
packaged in a set of procedures known as the “Quick Response System” or QRS for 
short. These procedures are available as stand-alone software or within commercial 
modeling software such as TransCAD (Caliper Corporation, 1999). While this provides a 
quick and simplistic means for generating results, the methods implicitly assume that 
local forecasts can be prepared from nationally averaged data.
Another option is to “borrow” travel-demand models developed in a previous time or 
from another region of similar characteristics (referred to as the estimation context).
Model parameters are adjusted until the collective output of the models reasonably 
replicates observed aggregate travel data such as traffic volumes in the study region 
(application context). This approach has proven effective the more similar the estimation 
and application context are in terms of attributes such as population size, population 
density, city structure, and transportation infrastructure. However, if the borrowed models 
are developed from poor data (measurement error) or fail to incorporate key explanatory
4
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variables (specification error) these problems are typically accentuated when the models 
are applied in another context.
The perceived problem with all these approaches is that they do not directly employ 
local characteristics in the model estimation process. This concerns many decision­
makers and planners who believe that local conditions militate against the use of national 
data, borrowed models, or aggregate statistics. Surprisingly, few studies have explored 
whether this is a valid concern.
The problems associated with collecting high quality household travel survey data, 
resistance to using national data or borrowed models, and the desire for local travel data 
are behind the concept that is introduced and tested in this dissertation research. The idea 
is to combine local sociodemographic data with simulated travel data to create a 
“synthetic” household travel survey data set. These synthetic data would include trip 
frequencies by purpose, then for each trip the travel mode, departure time and trip length 
(minutes). This would provide data-starved regions with one means to estimate new 
travel-demand models without having to conduct extensive home-interview surveys.
The premise underlying the creation o f synthetic household travel data is that 
quantifiable relationships exist between regional sociodemographic characteristics and 
observed travel behavior -  the same premise that underlies all travel-behavior theory. If 
this is true, it seems logical to assume that a regional population could be categorized into 
relatively homogeneous sociodemographic groups based on the particular travel 
characteristic o f interest. Within each group, the values of that characteristic will vary. 
This variation could be captured in an empirical distribution that would (effectively) 
provide a basis for simulating travel data for each person or household in the population.
5
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Intuition and previous research suggest that local area characteristics are required to 
more fully explain regional differences in travel characteristics. For instance, regions 
with rail service have different mode shares to non-rail regions and larger regions have 
longer average trip lengths than smaller regions. With this in mind, a critical element of 
this work is to assess the transferability of each data element and then to determine what 
available or low-cost local data are required to capture the remaining differences.
The approach requires detailed local sociodemographic data, a reliable source of travel 
information and data on the characteristics of the region. While each area may collect 
sociodemographic information for various reasons, the most comprehensive source is the 
1990 Public Use Micro-data Sample (PUMS90). The PUMS90 files comprise one or five 
percent samples o f completely disaggregate person and household records (other than 
actual addresses) for areas termed a Public Use Micro-data Area (PUMA). Each PUMA 
comprises approximately 100,000 individuals. The data provided include household size, 
household income, number of vehicles, race, gender, age o f household members and 
other potentially useful variables for analyzing human travel behavior.
The travel survey data set must include person, household and area descriptors that 
enable contiguity with the PUMS90 data. In addition, it must include sufficient records 
to facilitate the simulation that by its nature is data intensive. Given that it meets both 
criteria, the 1995 NPTS was used in this research.
The concept o f creating synthetic household travel survey data is a new and previously 
untested one. To establish whether this is a viable alternative to current options for 
travel-model estimation, it must be established whether
6
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1. The method provides synthetic data that is comparable to actual survey data across 
measures such as mean trip rates, mode shares, departure times and trip lengths at 
both the aggregate and disaggregate (household) level.
2. Travel-demand models estimated with these synthetic data offer improvements over 
the use o f borrowed models or national default values.
3. New travel-demand models estimated with these synthetic data are more similar to 
models developed from actual data collected in the region than to borrowed models or 
models based on default values.
The reader should note that the intent of this approach is to provide a viable option for 
regions with no current travel survey data to develop and update their own travel-demand 
models. It is not intended as a replacement for the conduct of household travel surveys.
As such, it is primarily targeted at small/medium-sized MPOs, which constitute the 
majority o f MPOs in the nation. The approach also anticipates the imminent conduct and 
release of both the 2000 Census and the 2000 NPTS. Finally, the approach assumes that 
most regions will be conducting model updates in the near future.
This dissertation is organized as follows. The literature review is subdivided into five 
sections. The first subsection considers recent trends in household travel surveys 
focusing on the problems of rising costs and obstacles to data collection. Following this 
is a review o f efforts to identify the relationships between sociodemographic 
characteristics and travel that underpin travel-behavior theory. The third section 
introduces the standardized urban transportation modeling system and considers the role 
of data in this model development process. The next section considers simplified travel- 
estimation procedures for regions that do not have resources to undertake large data
7
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collection efforts. Finally, efforts to develop synthetic travel-demand models and the 
notion of simulated data is introduced.
The materials and methods section begins with a description of the data sets with some 
cautionary notes on their use in this research. Following this, the procedures for 
categorizing households in terms of salient trip characteristics are described. Next, the 
procedure for simulating travel data for a sample of households is described together with 
the various validation tests performed. Following this is a description of the travel-model 
comparisons.
The results and analysis section summarizes the various steps of the simulation 
procedure including the categorization schemes and the empirical distributions. The data 
simulation procedure is applied to a local source of demographic data and statistical 
comparisons are made against data from a recent travel survey. Following this, travel- 
demand models are estimated with the synthetic data and compared to current modeling 
alternatives. Finally, the effect of the local data updating procedures on the quality of the 
synthetic data is assessed. The dissertation concludes with a summary of the major 
findings and proposes several future research directions.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2 REVIEW OF LITERATURE
2.1 R e c e n t  H o u s e h o ld  T r a v e l  S u r v e y s
Household travel surveys are the primary means for collecting travel-behavior data in 
a region. They provide information to measure and assess transportation system 
performance, and data used in the prediction of future demands on the regional 
transportation system. Other reasons for their conduct may include the replacement of a 
prior survey and the development of inputs for re-calibrating an existing travel- 
forecasting model. Finally, household travel surveys may serve a number of secondary 
purposes such as measuring public reaction to a proposed transportation policy decision 
such as the imposition of tolls or addition of a light-rail service.
2.1.1 Survey Conduct and Design
Several recently published documents describe and assess recent survey 
methodologies. The Travel Model Improvement Program’s Travel Survey Manual 
presents a systematic guide to the design and implementation of household-based and 
other types of travel surveys (Cambridge Systematics, Inc., 1996). Stopher and Metcalf 
(1996) review 55 recent survey methodologies and provide recommendations for the 
future. The federally sponsored, Conference on Household Travel Surveys: New 
Concepts and Research Needs includes several resource papers and a list of research 
recommendations (Transportation Research Board, 1995). Ettema et al., (1996) provide a 
synthesis of how different data collection methods affect the quality of travel and activity 
data. Based on these studies and other relevant literature, several points emerge about the 
design and conduct of recent surveys.
9
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
> The 1990s witnessed a resurgence of efforts to collect household travel, primarily by 
larger MPOs. This was partly in response to federal legislation and the subsequent 
creation of the Bureau of Transportation Statistics (BTS) that provided additional 
impetus to the collection of transportation-related data (Stopher, 1995). Initial 
indications in the new millennium are that (large) MPOs will continue these efforts to 
update their travel-behavior inventories to coincide with the 2000 census2.
> Increasingly, survey designs that focus on the “activity” as the unit o f analysis 
(activity-based surveys) are being employed as opposed to surveys that use the “trip” 
as the unit o f analysis (trip-based surveys). Some areas have experimented with 
designs that focus on the “time-use” of respondents -  the 1996 Dallas/Fort Worth and 
1999 Baton Rouge panel survey are two recent examples that have employed this 
approach.
> The realization that the full dynamics of travel behavior cannot be captured in a single 
day has led to increasing interest in collecting multi-day data. For instance, the 1994 
Portland survey collected data on two consecutive days with a percentage of 
respondents providing data for a weekend day.
> Simple random sampling and cluster sampling techniques have been replaced by 
random stratified sampling for respondent recruitment. Such techniques enable the 
gathering of information from smaller sample sizes without compromising the 
accuracy o f survey results (Smith, 1979; Stopher, 1982.).
'  In addition to the 2000 NPTS, new travel survey efforts are underway in Los Angeles, New
York, Atlanta, Phoenix, Louisville, Washington DC, and the State of California.)
10
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> Face-to-face interviews have largely been superseded by telephone interviews or 
mail-back retrieval in the United States. This has been driven by concerns over 
personal safety to interviewers and cost-savings associated with centralizing the 
retrieval system.
> Technological advancements have assisted enhancements to existing survey methods 
and in some instances led to the development o f new methods for collecting and 
processing survey data (Greaves, 1998; Murakami and Wagner, 1996; Ng and 
Saijeant, 1993).
> Evolution in travel-forecasting procedures have led to new data requirements from 
travel surveys. For instance, the 1980s witnessed the growing use of disaggregate 
multinomial logit models to model mode-choice (Stopher, 1995). This required 
designing surveys to collect information such as parking costs, vehicle occupancy and 
vehicle availability. In the 1990s, renewed interest in determining how respondents 
might react faced with certain options, has led to many recent surveys incorporating 
interactive stated response (formerly stated-preference) elements (e.g., Dallas, 
Washington D.C.).
> The disuse of face-to-face interviews and the demand for increasingly complex 
information have increased respondent burden. For instance, Stopher and Metcalf 
(1996) report that while the average duration for retrieval is 33 minutes per 
household, this can rise to 72 minutes for the most complex surveys.
>  All surveys continue to be affected by the dual problems of high unit costs and 
declining response rates. These two issues are considered in greater depth in the 
following sections.
11
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2.1.2 Survey Costs
Table 2.1 shows the reported costs and other general information for some recent 
surveys. By way of clarification, reported survey cost information typically refers to the 
cost of consultant services and often does not cover MPO staff time. Since consultant 
involvement differs between surveys, any cost comparison must be qualified in terms of 
the tasks performed. It is therefore probable that the figures reported in Table 2.1 
represent an under-estimation of costs -  based on the experience of the author a range of 
between $120 and $175 per completed household is more realistic.
Table 2.1
















Albuquerque 1992 616,000 2,000 $130,000 $65 Phone/Mail Travel









Honolulu 1996 1,100,000 4,000 $500,000 $125 Phone/
CATI
Activity
Little Rock 1993 526,000 856 $48,000 $56 Phone/Mail Travel
Raleigh-
Durham






Salt Lake City 1993 1,128,000 3,082 $300,000 $97 Phone/Mail Activity
* Approximate cost is usually the cost of consultant services
Source: Greaves (1998), Cambridge Systematics, Inc.. (1996)
Changes in survey methods reflect attempts to reduce costs without compromising the
accuracy o f survey results. For instance, the move from face-to-face interviews to
telephone and mail-back methods was largely a cost-related issue (in addition to concerns
about personal safety). More recently, computer-assisted modes of administration have
been developed that are in principle a cheaper means o f  obtaining accurate information.
However, Ettema et al., (1996) warn that if the interview software is customized, which is
12
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often the case, the costs of developing and testing the software can substantially reduce 
the cost-competitiveness of these methods over paper-and-pencil methods.
The bottom line is that household travel surveys are an expensive planning activity.
To survey 1,300 to 2,000 households, which according to Cambridge Systematics, Inc., 
(1996) is (arguably) the minimum number of households required for satisfactory travel- 
demand model estimation in small MPOs, could cost between $156,000 and $350,000. 
This figure will invariably rise for larger MPOs. These costs represent a considerable 
portion of or even exceed the annual planning budget of an MPO. This problem is 
accentuated further because travel surveys are not a high-priority planning activity. 
Consequently, most MPOs have not conducted local surveys and it is unlikely that they 
will in the future.
2.1.3 Nonresponse Bias
Over the last twenty years, all surveys have suffered from declining response rates. 
Even mandatory surveys such as the 2000 census, failed to obtain responses from more 
than one-third of the population by the deadline of April la, 2000. The problem is that 
nonrespondents can have significantly different demographic and behavioral 
characteristics than respondents. For travel surveys, this problem extends to differences 
in travel behavior, which, if not accounted for, can seriously bias results through the 
travel-demand forecasting process.
The assessment of nonresponse presented here considers types of nonresponse, why it 
arises, who it affects, its effects on survey results, measures to reduce it, and post-survey 
adjustment measures to compensate for its effect. The rationale for dealing with this
13
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subject in some depth is that it is arguably the most serious problem afflicting modem 
surveys including the national travel survey data set used in this research.
2.1.3.1 Types of Nonresponse
Nonresponse comprises two distinct elements, unit nonresponse and item nonresponse. 
Unit nonresponse refers to households or persons within sampled households that fail to 
provide responses. Item nonresponse refers to missing data items due to the respondent’s 
failure to correctly complete all parts of the survey instrument.
2.1.3.2 Unit Nonresponse
Unit nonresponse can be subdivided into respondents who are inadvertently excluded 
by the survey method and those who refuse or are unable to provide responses. The first 
problem (referred to as non-coverage) refers to households not included in the sampling 
frame. For instance, telephone surveys exclude households without telephones, a figure 
estimated at 6.1 percent by the U.S. Bureau of the Census in 1997. Similarly, mail 
surveys require a complete listing of addresses. Common sources include telephone 
directories and utility company listings. Again, this excludes certain segments of the 
population. Non-coverage problems tend to afflict specific segments of the population 
who often exhibit distinct mobility patterns. For instance, research has shown that the 
unemployed, students and the elderly generally have less access to telephones (Ettema et 
al., 1996).
The refusal or inability of people to participate in surveys is attributable to many factors 
including the following:
> Public resistance to surveys and solicitations has increased particularly with the 
growth o f telemarketing and other intrusions on personal privacy.
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> Increasingly mobile lifestyles make it harder to capture people at home. While this 
predominantly afflicts face-to-face surveys, it is also significant in telephone surveys.
> The move from face-to-face to telephone and mail-based interviews has facilitated the 
avoidance of unsolicited contact. This is particularly so for telephone surveys with 
the recent proliferation of call-screening and call-blocking devices.
> The number of households in which persons have difficulty responding because of 
language barriers is growing -  17 percent of U.S. households speak languages other 
than English (Zimkowski et al., 1997).
> The number of persons who are incapable of responding because of physical or 
mental limitations is growing (Zimkowski et al., 1997).
> Although evidence is inconclusive over the relationship between the duration of the 
survey and response rates (Ettema et al., 1996), respondent burden is a critical issue 
for data quality. This problem has intensified as the amount and type of information 
collected in such surveys has increased.
Invariably, high unit nonresponse is associated with certain segments of the 
population. These include less mobile respondents, transit users and persons with 
relatively simple travel patterns (Ettema et al., 1996), the elderly, the physically and 
mentally challenged, non-English-speaking households and those with limited literary 
skills (Zimkowski et al., 1997), and ethnic minorities (Kim et al., 1993). The situation is 
complicated further by the method of retrieval used. For instance, while face-to-face 
interviews typically result in higher response rates, respondents that are more mobile tend 
to respond better to mail surveys (Ettema et al., 1996).
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2.1.3.3 Item Nonresponse
Item nonresponse refers to a respondent’s failure to correctly complete all parts o f the 
survey instrument. This often results in underreporting trips and missing trip attribute 
information such as the travel mode. Research has shown that this problem is correlated 
with respondent characteristics, trip characteristics, and the survey instrument used. With 
respect to respondent characteristics, Richardson et al., (1995) report that trip 
underreporting is more prevalent among teenagers, the elderly and non-drivers license 
holders. In an analysis of trip underreporting for the 1996 Toronto survey, Badoe and 
Stuart (1999) report similar findings plus the tendency of zero vehicle households to 
underreport trips.
Trip underreporting is also related to the characteristics of the trip itself. In an 
analysis of the Greater Toronto Survey of 1986, Hassounah et al., (1993) report that 
while mandatory trips (work, school) are well-remembered, discretionary, short trips 
made during the off-peak are the most likely to be underreported. These findings are 
similar to those presented by Richardson et al., (1995) who also report that nonmotorized 
trips tend to be underreported.
Another factor found to increase item nonresponse is the use of proxies. Proxy 
reporting is used to improve response rates and entails one household member providing 
information on other household members. Evidence suggests that while it is an efficient 
way to gather basic demographic information it is less accurate in capturing travel 
behavior information when compared to self-reported information. For instance, in the 
1990 NPTS, proxy respondents reported 25 percent fewer trips and 20 percent fewer 
miles traveled then self-reporting respondents (Zimkowski et al., 1997).
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Trip underreporting from proxy retrieval is also related to respondent characteristics.
In their Toronto study, Badoe and Stuart found that in addition to variations between 
proxies and self-reporters, gender, driver’s license status and vehicle ownership all 
impacted trip reporting. These effects tend to be magnified in larger households because 
the proxy is filling out information on more persons. In one study of this issue,
Thakuriah et al., (1993), report that as household size increased, the number of incidences 
of zero trips increased disproportionately suggesting proxies may entirely miss reporting 
trips by other household members.
The survey instrument also affects the quality and completeness of responses. In their 
synthesis, Ettema et al., conclude that overall 1) face-to-face interviews are preferable to 
telephone interviews, and 2) computer-assisted methods are preferable to paper-and- 
pencil methods in reducing item nonresponse. In addition, the use of a diary to record 
trip details as opposed to relying on recall significantly improves the quality of the 
resulting travel data.
In the 1995 NPTS, one-third of the data was retrieved by proxy. Proxy data were 
accepted if the respondent was aged between five and thirteen, if he or she was 
unavailable for the entire six-day recall period, if he or she was unable to be reached in 
the first three days o f the recall period, or if he or she could not be interviewed because of 
an impairment or language barrier. In addition, 27 percent o f the data were retrieved 
without the availability of a diary during recall despite efforts to avoid this problem.
Table 2.2 illustrates how these two factors combine to impact person trip rates. While 
both the use o f proxies and the absence of the diary negatively affect trip rates, the diary 
is more critical. In fact, for cases where proxy retrieval was used with a diary available,
17
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one sees over-reporting of mandatory (work, school) trips and under-reporting of other 
purposes. The worst case scenario is when the respondent is recalling the travel o f 
another household member in the absence of the diary. Here, total trips are 
approximately half what one might expect.
Table 2.2














Mean .9867 .2230 .4850 1.3547 1.2774 4.327
Std. Dev’n 1.1043 .6433 .9122 1.6334 1.8240 2.848
Self, Diary Mean .8945 .1136 .7001 1.7287 1.820 5.257
Std. Dev’n 1.0840 .4702 1.0466 1.8396 2.1138 3.091
Proxy, No 
Diary
Mean .6671 .2172 .2172 .6958 .4974 2.2958
Std. Dev’n 1.0062 .6164 .6480 1.2455 1.1674 2.378
Self, No 
diary
Mean .7861 .1449 .4488 1.1777 1.1916 3.749
Std. Dev’n 1.0276 .5216 .8674 1.5858 1.8823 3.088
Total Mean .8648 .1450 .5692 1.4581 1.4853 4.522
Std. Dev’n 1.0705 .5250 .9704 1.7383 1.9999 3.138
^excluding 5-13 year-olds
Source: 1995 NPTS
2.1.3.4 Measures to Reduce Nonresponse
Surveys have incorporated various strategies to improve response rates and the quality
of responses. These include:
> Reminders and Callbacks - Recent work in Australia showed that a systematic 
series of reminders provided a cost-effective means for improving survey response 
rates from 30 percent to 60 percent (Richardson et al., 1995).
> Incentives - Zimkowski et al., (1997) report that small pre-paid monetary incentives 
(less than $2) are the most effective means for raising response rates and the 
completeness of responses. This view is supported by Ettema et al., (1996) although 
their evidence suggest the appropriate amount o f the incentive is debatable. In a 
review o f several recent surveys, Tooley (1995) reports that while incentives are
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generally associated with higher response rates, it is not clear how much these 
incentives alone are responsible for the improvement. She also notes that certain 
incentives (e.g., entering a sweep-stake drawing for a gift) can introduce bias because 
they may appeal to respondents who may not be typical of respondents in the general 
population.
r  Provision of Language Assistance -  This is particularly important in large, 
ethnically diverse metropolitan areas. For instance, the 1989 Chicago Area 
Transportation Study (CATS) included Spanish-language inserts and an 800 number 
with surveys mailed to Hispanic persons (Sen et al., 1995).
> Real-time Logic Checks -  A critical factor in reducing the impacts of nonresponse is 
the immediacy with which travel-related data are validated (Stopher and Metcalf, 
1996). Computer-assisted retrieval systems have enhanced this process considerably 
by enabling real-time logic checking of responses (Ng and Saijeant, 1993).
> Passive Data Collection Techniques -  Research has shown that new technologies 
such as Global Positioning Systems (GPS) could reduce the dependency on 
respondent recall through the passive recording of routing and location. For instance, 
Murakami and Wagner (1996) demonstrate the feasibility of combining GPS 
technology with an interface on which the respondent could record details such as the 
trip purpose and the number of occupants. This technology potentially overcomes 
many o f the problems of respondent recall and burden.
2.1.3.5 Measures to Reduce the Impacts of Nonresponse
Despite the use of strategies such as real-time checking, it is probable that the final
travel survey data set encompasses errors resulting from item nonresponse. The issue is
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whether and how these data should be “repaired” to retain as many sample members as 
possible. In their synthesis, Stopher and Metcalf report that 20 percent of recent surveys 
did not correct their data, 14 percent corrected invalid data only and two-thirds made 
corrections to missing and invalid data.
Regarding how surveys make corrections, Stopher and Metcalf report that the majority 
(62 percent) use a combination o f imputation and respondent re-contact -  again it is 
critical to re-contact as close to the original survey date as possible. Several statistical 
techniques are available for imputing missing data that should only be used if the data 
cannot be logically inferred. These include:
> Cell-mean imputation where the missing value is replaced by the mean of all values 
from valid cases with similar characteristics. However, while this approach is 
simplistic it does suppress the true variance and distorts the distribution of values 
leading to biased estimates.
> Hot-deck imputation where the missing value is replaced by a value from another 
case selected at random from a pool of observations with similar characteristics. Hot- 
deck imputation is used in several large surveys including the Current Population 
Survey (Rubin, 1987) and the National Survey o f Family Growth (Potter et al., 1995).
> Cold-deck imputation works like the cell-mean imputation approach except the 
constant value is selected from an external data source (Hair et al., 1997). It has 
similar disadvantages to cell-mean imputation.
> Regression-based imputation where the missing value is predicted from a regression 
model. This approach has several problems including suppression of the variance 
(unless stochastic terms are added to the estimated values), and reinforcement of
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relationships in the sample data that limit the generalizability o f the data to the 
population (Hair et al., 1997).
> Maximum likelihood estimation techniques that attempt to model the processes 
underlying the missing data and make the most reasonable estimates possible. For 
instance, SPSS uses the Expectation Maximization (EM) approach (Hair et al., 1997). 
It is an iterative process in which the E-stage makes the best estimate of the missing 
data and the M-stage then estimates parameters assuming that data were replaced.
The process continues until the change in the estimated values is negligible. 
Drawbacks of this approach are that it leads to estimates that are too high in some 
cases, it has strong requirements for normality in the data, and it does not perform 
well with predominantly categorical data (King et al., 1999).
> Multiple imputation attempts to account for the uncertainty with which a missing 
value is predicted by repeating the imputation to create multiple data sets (Rubin, 
1986). Each data set can be analyzed using standard statistical methods and the 
results combined (King et al., 1999). However, it is not appropriate for creating a 
data set per se because the net effect is to replace the missing values with the mean of 
valid cases as with cell-mean imputation.
The issue with all these techniques is whether imputation is preferable to deleting 
travel survey records. While both options have the potential to bias results, it is clear that 
much genuine information is lost if records are deleted. In the opinion of the author, if 
the imputation o f one or two critical data items is required to retain a record, this option is 
preferable. However, each option has some level o f uncertainty that should be 
acknowledged by users of the affected data sets. With this in mind, multiple imputation
21
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
may be the preferred approach because it directly deals with the uncertainty associated 
with imputing each missing value.
The ultimate purpose of survey sample data is to provide unbiased estimates for the 
population from which that sample was drawn. If response rates and coverage are the 
same for every sample group, the results can (theoretically) be expanded to the 
population through multiplication by the inverse of the sampling fraction for that group.
In reality, this is rarely the case because groups are often selected at different rates and 
have different response rates. For instance, households with multiple telephone lines 
have a higher selection probability in telephone samples and large households have lower 
response rates (Zimkowski et al., 1997).
Problems of non-coverage and nonresponse are typically dealt with by adjusting and 
weighting the data to known control totals. For instance, the 1995 NPTS adjusts the 
household weights to account for the higher probability of selection for households with 
more than one telephone number. These weights are expanded to represent the estimated 
number of households in the U.S. in 1995. Finally, the weights are adjusted to match 
various national control totals as shown in Table 2.3. Person weights are adjusted to 
compensate for person nonresponse within the household before being expanded and 
adjusted in a similar manner.
While this type o f procedure is typical o f most surveys, the use of weighted data in all 
probability does not provide unbiased estimates. The reason for this is that using 
sociodemographic expansion factors incorporates the implicit assumption that these 
sociodemographics are perfectly related to particular patterns of (travel) behavior.
Ettema et al., (1996) caution the use o f this type of weighting scheme because the control
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totals may incorporate their own “response” bias. They cite an example in which the 
demographic make-up and attitudes of nonrespondents from two different waves of a 
questionnaire were compared. They report differences in the demographics but not in the 
attitudes of the two groups, concluding that differences in sample composition between 
respondents and nonrespondents do not necessarily imply the results are biased.
Table 2.3
Post-stratification Adjustments to Sample Weights in the 1995 NPTS
Type of External 
Control Total
Household Weights Person Weights*
Adjusted to account for multiple 
telephone numbers
Adjusted to account for person- 
level nonresponse
1995 U.S. Totals 98,990,000 households 241,675,000 persons aged 5+
Temporal Equal weights for each month of 
the year.
Equal weights for each month of 
the year.
Spatial Households in the four Census 
regions plus sub-regions 
associated with the add-on areas 
(39 total areas).
Persons in the four Census regions 
plus sub-regions associated with 
the add-on areas (39 total areas).
Metropolitan 
Statistical Area (MSA)
Five categories of MSA 
population sizes.
Household Size 1, 2, 3,4+ persons
Gender and Age Males and females by the 
following age categories: 5-17, 18- 
34, 35-44, 45-64, and 65+.
Ethnicity Number of Hispanic and non- 
Hispanic households.
Number of Hispanic and non- 
Hispanic persons.
Race Number of Black and non-Black 
households.
Number of Black and non-Black 
persons.
♦Trip weights = person weights*365 to derive annual totals 
Source: Research Triangle Institute (1997)
2.1.3.6 The Extent of Nonresponse
Most, but not all, surveys provide a response rate that is one measure of the “success” 
of a survey. However, Richardson et al., (1995) warn that this response rate should be 
viewed with caution because of the different ways in which it is calculated. They argue 
this variation stems from a tendency to inflate response rates to indicate wider 
representation, the use of different survey methods (e.g., telephone as opposed to mail-
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back) and definitional differences in what is considered a complete response.
Considering the issue o f complete responses, Stopher and Metcalf report that 56 percent 
of surveys required complete information from all members o f a household while 33 
percent allowed incomplete data as long as certain critical data elements were reported. 
The NPTS allowed records from partially responding households if more than 50 percent 
of adults provided responses. This issue must be addressed if analyses are conducted at 
the household level because 15 percent o f households include some level o f person 
nonresponse.
However one calculates response rates, it is probable that nonresponse will continue to 
plague all future survey efforts. This assertion is made because the trends underlying 
increasing nonresponse such as resistance to surveys, increasingly mobile lifestyles and 
the inadequacies o f the telephone as a survey instrument will continue. If one considers 
that on average 60 percent of households are excluded from a typical survey (Stopher, 
1995), the potential for biased results and flawed analysis is clearly substantial.
2.1.4 Summary
The costs and difficulties associated with household travel surveys have limited their 
conduct to large MPOs, states and the national level. Improvements to survey methods 
and the incorporation of new data collection technologies have enhanced the quality of 
the resulting data. However, declining response rates continue to plague travel surveys 
despite the incorporation of techniques designed to reverse this trend. For this reason it is 
probable that the behavior of specific segments of the population is under-represented in 
many travel survey data sets. The implications are that travel-behavior models estimated 
with these data may be incorrectly specified for the population they represent.
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2.2 Ex pl a n a t o r y  F a c t o r s  fo r  Travel-B e h a v io r
Ultimately, survey data are used to develop relationships between respondent 
characteristics and their travel-behavior. These relationships pertain to the individual 
(age, gender, employment status) their role in the household (parent, child), available 
resources (income, vehicles), and environmental factors (geographical location, 
transportation opportunities, day-of-the-week)3. Identifying these relationships has been 
the subject of fifty years of research. This section considers some of the major findings.
2.2.1 Individual Characteristics
Among the most often-cited individual characteristics affecting travel behavior is 
respondent age, gender and employment status. Table 2.4 summarizes person trip rates 
and trip lengths by these three variables using the 1995 NPTS data. While trip rates do 
show some variation by age category, employment status is the more critical variable.
An additional pattern that emerges is that males exhibit little difference in trip making 
across the age categories while females under 50 make significantly more trips than those 
over 50. With respect to trip length, males make longer trips than females particularly 
when one compares workers. This supports the long-held contention that, on average, 
households locate closer to the female workplace.
The literature cites several other individual variables that correlate with particular 
types of travel-behavior. Driver’s license status is correlated with trip-making propensity 
and travel mode. Higher levels o f education are correlated with income and hence tend to
3 Categories based on Robinson’s (1991) psycho-schematic model of how people spend time.
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result in more complex trip patterns and longer trip lengths (Pas, 1984). Race and 
ethnicity is not significant in terms of trip frequencies but transit use and bike/walk trips 




Person Trips per Day Person Trip Miles









5-17 4.8 3.7 5.2 3.7 12.7 13.6 12.7 14.1
18-24 4.6 3.9 4.8 4.2 16.7 17.8 15.6 15.4
25-34 4.6 3.9 4.9 4.7 19.1 15.3 15.4 13.6
35-49 4.8 4.0 5.3 4.9 19.2 16.8 14.5 13.4
50-64 4.6 4.3 4.4 3.8 20.6 17.0 16.2 15.7
65+ 4.9 4.0 4.4 3.1 17.7 16.0 15.5 15.4
Total 4.7 3.9 5.0 3.8 19.0 15.0 15.1 14.5
Source: 1995 NPTS Weekday Sample
Table 2.5







Private Vehicle 90% 92.2% 85% 89.2%
Transit 1.7% 0.6% 3.2% 1.0%
Bike/Walk 6.9% 4.9% 7.5% 7.8%
Other* 1.4% 2.3% 4.3% 2.0%
♦School Bus, Taxi, Amtrak,
Source: 1995 NPTS Weekday Sample
2.2.2 Household Characteristics
Household size has consistently proven the most significant variable in predicting trip 
rates. Vehicle ownership or availability is also highly significant in predicting trip rates 
(e.g., McDonald and Stopher, 1983) and is critical for predicting mode shares (e.g., Ou 
and Yu, 1982). Household income is also significant in predicting trip rates (e.g., Anas 
and Kim, 1992) and is highly significant in the prediction of work trip lengths (e.g., Elmi 
et al., 1999). Table 2.6 summarizes the impact of these three variables on trip rates,
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expressed as trips per household per day, using the 1995 NPTS data. Clearly, while 
household size is the most critical variable, vehicles and income have significant impacts 
across the size categories.
Table 2.6
Mean Trip Rates for Household Size by Vehicles Owned and Household Income
Household Size Category
1 2 3 4 5+ Total
Vehicles
Owned
0 2.9 5.9 8.8 13.0 14.8 5.7
I 4.5 8.1 11.3 14.7 18.9 7.8
2 5.1 8.9 12.1 16.3 20.9 12.2
3+ 5.0 9.1 13.4 17.7 23.2 14.9
Total 4.2 8.5 12.2 16.4 21.1 10.8
Household
Income
<$20,000 3.8 7.6 10.8 13.8 17.3 7.6
$20,000 to $39,999 4.9 8.8 12.2 15.9 20.9 10.8
$40,000 to 59,999 4.9 9.1 12.7 17.0 21.9 12.6
$60,000 to 79,999 4.8 9.1 12.7 17.6 22.7 13.5
$80,000+ 4.3 9.4 13.0 17.4 23.0 13.4
Total 4.4 8.7 12.2 16.5 21.1 10.8
Source: 1995 NPTS Weekday Sample
Table 2.7 compares mode shares and trip lengths for income and vehicles owned. The 
critical issue for mode is whether any vehicles are available with over half the trips in this 
category made by modes other than private automobile. Low income households also 
make significantly more transit and bike/walk trips but the comparison with zero-vehicle 
households suggests that most low income households are traveling by private 
automobile. In terms of trip lengths, rising income and auto ownership are generally 
associated with increasing travel distance and time. However, note that zero-vehicle 
households have the longest travel times because of the high proportion of transit trips.
Most operational travel-demand models employ one or more of these three variables, 
suggesting that travel-behavior can be captured in simplistic sociodemographic schemes. 
However, a wealth of research suggests that additional demographic variables must be 
considered to fully capture differences in travel-behavior between households particularly
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if one is delineating between trips by purpose. For instance, the number of work trips is 
clearly dependent on the number o f household workers (e.g., Strambi and Bilt, 1998), 
while the number of school trips is similarly dependent on the number of children.
Indeed, the presence of children has a profound effect on adult travel. In one study, Allen 
and Curley (1997) report almost twice as many trips for households with children.
Table 2.7














0 11.3% 30.3% 21.5% 34.0% 4.1 18.0
I 63.4% 23.5% 2.8% 8.3% 7.2 15.3
2 67.1% 24.5% 0.7% 4.8% 8.7 15.8
3+ 71.4% 21.7% 0.6% 4.1% 9.7 16.5
Household
Income
<$20,000 56.8% 25.0% 4.2% 11.4% 6.5 15.2
$20,000 to $39,999 67.0% 22.7% 1.5% 6.0% 8.3 15.6
$40,000 to 59,999 66.9% 23.5% 1.3% 5.6% 8.6 15.8
$60,000 to 79,999 66.7% 24.8% 1.3% 4.8% 10.0 17.0
$80,000+ 67.0% 24.2% 1.4% 5.1% 10.4 17.6
Total 65.1% 23.7% 2.6% 6.6% 8.4 16.0
Source: 1995 NPTS Weekday Sample
The notion that household interactions drive individual travel-behavior has led several 
researchers to propose household structure or life-cycle schemes rather than simple 
demographic categories (e.g., Vaderevu and Stopher, 1996). While no consensus exists 
on an “optimal” life-cycle scheme, a review by the author suggests the critical issues are 
the presence and age of children, the employment status of adults and whether there are 
one or more adults. The 1995 NPTS proposed the ten life-cycle categories shown with 
their mean trip rates and mode shares in Table 2.8. The impact of children on household 
trip rates is evident, as is a higher tendency for single adult households to travel by transit 
or bike/walk.
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Table 2.8
Mode Shares by Family Life-Cycle Category
Fami y Life-C1ycie Category
1 2 3 4 5 6 7 8 9 10
Household 
trips per day
4.5 9.5 9.1 14.1 12.5 18.8 9.9 16.3 3.6 8.8
Mode
Auto driver 82.7% 78.4% 53.7% 64.1% 45.2% 53.7% 72.0% 76.0% 73.4% 72.2%
Auto
passenger
9.6% 15.9% 30.1% 27.5% 35.5% 33.3% 19.7% 19.3% 17.0% 23.1%
Public Bus 1.5% 0.9% 3.8% 0.6% 1.2% 0.7% 1.4% 0.6% 1.7% 0.5%
Bike/Walk 6.0% 4.3% 8.7% 4.3% 10.0% 7.0% 5.2% 3.3% 7.7% 3.9%
Other Modes 0.2% 0.5% 3.7% 3.5% 8.1% 5.3% 1.7% 0.8% 0.2% 0.3%
1 = Single aduh, no children 6 = 2 or more adults, youngest chile 6-15
2 = 2 or more adults, no children 7 = Single aduh, youngest child 16-21
3 = Single adult, youngest child 0-5 8 = 2 or more aduhs, youngest child 16-21
4 = 2 or more adults, youngest child 0-5 9 = Single aduh, retired, no children
5 = Single aduh, youngest child 6-15 10 = 2 or more aduhs, retired, no children
Source: 1995 NPTS Weekday Sample
2.2.3 Urban Form Characteristics
Intuitively, information on the urban environment must be included with individual 
and household characteristics to explain differences in travel behavior. The most popular 
and simplest urban form measure is the density of development at the residential end 
and/or the employment end.
Table 2.9 shows mode share and trip length information by residential density of the 
home tract and the employment density of the work tract. In general, increasing density 
of development is associated with shorter trip distances and higher use of transit. This is 
most evident at the highest densities where it is notable that while average trip distances 
are the lowest, average trip times are the highest. This reflects the significantly higher 
proportion of trips made by transit which, by their nature, are generally o f a longer 
duration.
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Table 2.9
















1-99 67.4% 24.9% 0.3% 3.8% 10.2 16.9
100-499 67.3% 24.3% 0.6% 4.7% 8.8 15.7
500-1399 67.8% 23.9% 0.9% 4.9% 8.3 15.6
1400-2999 65.9% 23.7% 1.8% 7.0% 7.5 15.0





0-199 84.2% 12.4% 0.3% 2.8% 9.7 15.3
200-799 83.9% 13.0% 0.4% 2.3% 9.7 15.6
800-1999 83.7% 12.2% 1.1% 2.6% 8.4 15.6
2000-6999 81.0% 12.3% 1.9% 4.5% 9.0 16.9
7000+ 68.1% 12.9% 7.5% 11.2% 9.3 18.8
Source: 1995 NPTS Weekday Sample
While density is a convenient measure, it does not incorporate any measure of spatial 
separation between opportunities. This problem underlies the concept of accessibility or 
the impedance of the travel distance between two points. More recently, accessibility has 
been expanded to reflect the intensity of opportunities at the destination zone (much the 
same as a gravity model). For instance, Kockelman (1997) constructs an accessibility 
index that considers the intensity o f job opportunities within 30 minutes. In empirical 
studies in San Francisco, she reports that accessibility is more powerful in predicting 
mode and vehicle miles traveled (VMT) than density.
Another urban form measure that intuitively affects travel is the balance o f land use or 
the relationship between home, work and non-work locations. In her analysis o f San 
Francisco, Kockelman (1997) reports that a well-balanced neighborhood lessens the 
travel-distance requirements and the reliance on the automobile if not the actual number 
of trips. Similar findings are reported by Sun et al., (1998) for Portland, Oregon.
Intuitively, one must incorporate information on the supply of transportation 
particularly in predicting mode shares. However, attempts to incorporate such measures
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offer surprisingly little over surrogate measures such as population size, population 
density and automobile availability. For instance, in a classification of U.S. cities, Ou 
and Yu (1982) construct regression equations to predict trip frequencies, mode shares and 
trip lengths using various socioeconomic criteria. Transit availability measured as linear 
feet per capita is included as one of the independent variables but it does not perform as 
strongly as population density in the explanation of transit mode shares.
2.2.4 Sum m ary
An extensive body of research has attempted to relate travel-behavior to various socio­
demographic characteristics. The findings suggest that several individual, household, 
resource, and urban form variables correlate with particular travel characteristics. More 
complexity and additional explanatory power is added when one considers the 
interactions between these variables. However, no scheme has been developed that 
perfectly captures the complexities of human travel-behavior. This reflects the inability 
of current measures to fully capture the underlying factors affecting travel-behavior 
suggesting that additional criteria must be proposed and tested in the future.
2.3 D a t a  and  t h e  T ravel-D e m a n d  M o d e l  D e v e l o pm e n t  P rocess
The relationships identified in the previous section underpin the development of 
activity/travel-demand models designed to support transportation investment decisions. 
Most metropolitan areas prepare baseline and future travel forecasts using the process (or 
a close variation) depicted in Figure 2.1. This process employs a relatively standardized 
set o f models and procedures known collectively as the four-step or Urban Transportation 
Modeling System (UTMS).
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Trip generation uses cross-classification and regression models to predict the number 
of trips produced by and attracted to each TAZ. Trip distribution links these trip ends 
based on the number of trips leaving zone /, the attractiveness of zone j , and the 
impedance (e.g., travel cost, travel time) for travel between / and j  - a gravity model 
function is most often used for this purpose. Mode choice allocates travelers to different 
travel modes such as transit and car-pooling. The most commonly used models are 
disaggregate logit models that focus on the probability o f an individual choosing between 
two (or more) alternatives. These trips may be allocated by time-of-day. Network 
assignment, which is a process rather than a model, predicts the routes these modal trips 
will take through the network based on minimizing travel times or costs.
2.3.1 Modeling Terminology
Before considering the specific role o f data in this process, it should be clarified what 
is meant by the terminology, “estimation”, “calibration”, ‘ validation” and “updating” in 
reference to model development.
Model estimation involves the use o f statistical procedures to determine model 
parameter values that maximize the likelihood of fitting observed travel survey data. The 
purpose is to correctly specify the form o f the models and determine the statistical 
significance of the variables. Areas with insufficient or no local travel-behavior data 
available often by-pass this phase and borrow model parameters from another context (a 
previous time-period or another region o f similar characteristics).
Model calibration refers to the process of modifying model parameter values until the 
individual models replicate observed travel patterns to a specified level of accuracy. For 
instance, calibrating a gravity-based trip distribution model involves modifying
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parameters o f the impedance function (or discrete friction factors if used) until area-to- 
area trip flows and trip length distributions match those from the survey.
Model validation tests the ability o f the model to predict travel behavior through 
comparisons with information that is not used in the estimation of the model. It is a two- 
step process that involves checking 1) the inputs and outputs for the individual models 
and 2) the reasonableness of the outputs of the overall model system. Individual model 
validation ensures that each component reasonably reproduces observed travel 
characteristics. This should be verified with local travel data (if available) and 
independent data sets such as the NPTS. Overall model system validation evaluates the 
collective ability of the models to replicate aggregate travel characteristics such as traffic 
volumes, transit boardings and alightings, and vehicle miles traveled (VMT). The 
validation phase is linked to calibration through an iterative process in which 
unacceptable results may lead to model parameter adjustments until the results fall within 
an acceptable range of error.
Model updating refers to the use o f aggregate or disaggregate information to update 
model parameters until observed travel behavior in the application context is replicated to 
an acceptable level of accuracy.
2.3.2 The Role of Household Survey Responses in the UTMS Process
The specific information required from household survey responses for the UTMS 
process are:
> Household characteristics such as household size, income and automobile ownership.
> Person characteristics such as driver’s license status, age, gender and employment 
status.
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> Travel information for a specific period such as 24 hours. For each trip, the
information required includes the purpose, origin, destination, mode, departure time, 
costs o f  travel, and number of vehicle occupants. Note that trip distance and trip 
length are typically derived from network-computed travel times because these are 
deemed more reliable than reported values.
Model estimation is the most data-intensive phase of the process depicted in Figure 
2.1. As stated in the introduction, sample sizes from 1,300 to 4,000 plus households may 
be required depending on the size of the metropolitan area and the complexity of the 
resulting models. Household travel survey data are also used to validate and update 
existing or borrowed models. In this case, the sample size requirements are substantially 
less because existing coefficients and parameters are updated rather than re-estimated.
For instance, in transferring and updating a disaggregate work mode-choice model, 
Koppelman et al., (1985) report that the update sample could be as little as one-fifth the 
estimation sample.
2.3.3 The Role of Other Data in the UTMS Process
The development of travel-demand modeling applications may draw on several other 
primary or secondary data sources as shown in Figure 2.1. By way of definition, 
“primary” refers to data used for the purpose for which it was collected while 
“secondary” refers to use o f data collected for another reason. This section considers the 
major sources of such data together with their use and limitations.
2.3.3.1 Model Estimation and Calibration Data Sources
External cordon surveys provide primary data used to develop external-external and 
external-internal vehicle trip tables. While they are expensive, they are particularly
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important for regions with large proportions of external traffic which tend to be the 
smaller urban areas. They involve stopping vehicles as they leave the study area and 
questioning motorists on the origin o f their trip, the purpose, the start time and the vehicle 
occupancy. Another option is to hand motorists a form which they later mail back or use 
video surveillance to identify license plates and hence addresses to which the forms can 
be mailed. These techniques while less disruptive result in lower response rates -  for 
instance, the recent Lake Charles, Louisiana external cordon survey had a response rate 
of 20 percent.
Transit onboard surveys provide data for several purposes including transit planning 
and scheduling, determination of ridership levels, demographic profiles of travelers, 
boardings, alightings, and transfer activities. They are conducted to complement 
household travel surveys, which do not typically collect sufficient information on transit 
ridership given the low proportions o f transit users in the population. Onboard surveys 
tend to provide more accurate data because it is harder to avoid responding and 
respondents do not have time to forget their travel
W ork place and establishment surveys involve questioning employees or visitors 
respectively on their travel to that facility. They provide data used to calibrate trip 
attraction models as opposed to household survey responses that are used to calibrate trip 
production models. These surveys tend to provide extremely reliable data but 
unfortunately they are rarely conducted for travel-model development.
Special generator surveys provide data on trip-making characteristics and roadway 
segments for land uses with travel patterns not captured in standard trip generation and 
distribution models. These include major generators such as airports, hospitals,
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universities, and shopping malls. These surveys are rarely performed for local model 
estimation -  rather use is made of the Institute of Transportation Engineers (ITE) 
aggregate rates (see next section) or local site impact studies with vehicle trips converted 
to person trips based on automobile occupancy rates.
Commercial vehicle surveys provide data on the flow of goods and commodities 
within and through the region. These surveys are rarely conducted to support the 
development of MPO travel-demand forecasting models but it is anticipated that this will 
change as the analysis of commercial vehicle travel becomes increasingly important 
(Cambridge Systematics, Inc., 1996). In the absence o f such data, the most common 
approach is to borrow relationships developed for another application. For instance, 
Louisiana MPOs use borrowed commercial vehicle trip attraction rates based on occupied 
dwelling units, retail employment and non-retail employment.
2.3.3.2 Model Validation Data Sources
Traffic counts are the primary source of aggregate validation data for highway 
assignment and hence the total UTMS process. Comparisons are done at various levels 
of aggregation including cordons, screen lines, links, and intersections (turning 
movements). The objective is to fall within some pre-defined level of acceptable error 
such as those recommended by the Federal Highway Administration (U.S. DOT, 1990). 
Replication o f traffic counts is often viewed as proof that the models are successfully 
calibrated. However, traffic counts are notoriously unreliable with ordinary day-to-day 
variability ranging from 15 to 25 percent. The reasons for these inconsistencies include 
equipment failures, inconsistent reporting periods, and unusual circumstances 
surrounding the counts such as an upstream incident.
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Transit ridership data are used to validate the outputs of transit assignment. 
Dependent on the level of precision required it may be sufficient to determine the 
regional number of boardings and remove this number of person trips from the highway 
network or validate by mode, corridor or route. Counting passenger boardings does not 
suffer from the same unreliability as traffic counts, although clearly one has to ensure 
counts are not taken under abnormal conditions, such as a special event.
The Nationwide Personal Transportation Survey (NPTS) is a national survey of 
personal travel conducted every five to seven years4. As noted previously, it does not 
provide enough samples for local model estimation, although it does provide several 
spatial variables that could conceivably enable regions to aggregate records from areas 
with similar characteristics. The NPTS data are particularly useful for validating trip 
production rates, trip length frequencies, departure times, and auto occupancy rates. It is 
somewhat unreliable for drawing inferences about transit use because of insufficient 
observations. For instance, the 1990 NPTS reported 6.24 billion unlinked transit trips5 
compared to 7.25 billion from the Section 15 data6.
The Institute of Transportation Engineers (ITE) provides a manual of the number 
of vehicle trips likely to be generated by a particular land use (ITE, 1991). While this is a 
potentially useful source for developing trip generation rates, its use in the context under
4 The NPTS will be discussed in greater depth in the “Materials and Methods” chapter.
' The NPTS provides weighting factors that enable the sample data to be expanded to provide 
estimates for the entire U.S.
6 Section 15 data is generated from reports by each transit operator to the Federal Transit 
Administration (FTA).
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discussion is limited for the following reasons. First, the rates are developed from traffic 
studies across the United States conducted in predominantly auto-dominated, suburban 
settings. In may cases, these may comprise a few studies from a specific region of the 
nation. Second, they represent vehicle trip ends (derived from driveway counts of 
vehicles in most instances) not person or household trips as defined in a household travel 
survey. For instance, a vehicle with two occupants would constitute one vehicle trip end 
in the ITE data and two person trips in the household survey data. Third, they exclude 
households that do not own vehicles and households that park their vehicles in garages or 
on-street in locations separate from their residences. Finally, the rates implicitly assume 
the interregional transferability of trip generation rates by talcing weighted averages from 
studies across the U.S. This fails to account for the effect of local site conditions on 
borrowed trip rates, which can result in substantial differences (e.g., Dey and Fricker, 
1994).
The Census Transportation Planning Package (CTPP) provides joumey-to-work 
and demographic information taken from the census long form. The information is 
provided by TAZ for urban areas and counties for rural areas. In addition, these data are 
available in a stand-alone Geographic Information System (GIS) enabling the generation 
of spatial queries and displays. These data are used to validate trip rates, travel times, 
destination choice, and mode choice for work trips only. While the CTPP data are widely 
used in model calibration, variations in trip rates of 10 to 15 percent have been reported 
in comparisons with models estimated from local household interviews (COMSIS, 1996). 
This is attributable to differences in the way the questions were asked. For instance, the 
CTPP collects information on the “usual” journey to work, includes the initial journey to
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work only, and reports the primary mode of travel. A travel survey focuses on what 
happened on a particular day, includes all journeys to and from work, and reports 
segmented trips including change-mode trips.
COMSIS (1996) provides a guide for using Census data to estimate and calibrate 
travel demand models. Specifically, factors are developed from the 1990 NPTS to adjust 
the CTPP data for use in local model estimation. The rationale for using the NPTS is that 
it collects information both in terms of the usual journey to work and what happened on a 
particular day so adjustment factors can be calculated directly. Specifically, the NPTS 
data are used to adjust the CTPP data for absenteeism, normal mode, multiple trips to and 
from work, and trip chaining. Siaurusaitis and Saben (1997) compare the use o f these 
NPTS adjustments to those derived from local survey data in the calibration o f two 
regional models. While they report close comparisons between the two methods they 
acknowledge that this depends on understanding how the particular local data sets are 
generated in comparison to the CTPP data.
The Highway Performance Monitoring System (HPMS) was developed in 1978 to 
provide data on the extent, condition, performance, use, and operating characteristics of 
the nation’s highways. Locations are selected using a stratified sample design based on 
the Average Annual Daily Traffic (AADT). The strata used are, 1) Area Type 
(urbanized, small urban, and rural), and 2) Facility Type (interstate, principal arterials, 
minor arterials, and collectors) - no data are provided on local roads. Data are collected 
for 48 hours at each location on a triennial basis. The results are then adjusted to 
represent the AADT based on seasonal, monthly, daily, and hourly factors derived from 
continuous count stations.
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The HPMS sample data are used to validate network-based estimates of the Vehicle 
Miles Traveled (VMT) by area and facility type. These network-based estimates of VMT 
are typically lower than the HPMS estimates even after adjusting for the different system 
coverages. However, federal law stipulates that the HPMS estimates must be used to 
track Vehicle Miles Traveled (VMT) in areas that are in violation of national ambient air 
quality standards while network-based estimates must be used to forecast VMT. The 
implications are that many regions will adjust their model trip rates upward to be in line 
with the HPMS estimates (Barton-Aschman Associates, 1998).
2.3.4 Summary
Clearly, a model development effort can draw on a range of primary and secondary 
data sources. However, other than external cordon surveys and traffic counts, it is rare 
for MPOs to conduct any of the primary data collection activities described here. This 
leads to the somewhat troublesome conclusion that the typical travel-demand modeling 
effort uses models estimated and calibrated in the complete or partial absence of local 
travel-behavior data.
2.4 S im p lif ie d  T r a v e l- E s t im a t io n  P r o c e d u r e s
Since the origins of urban transportation planning in the mid-1950s, considerable 
effort has gone into simplifying travel-estimation procedures. The reasons for this are 
that complex modeling efforts can be time-consuming, data-hungry and arguably 
unnecessary for many of the travel estimation projects tackled by MPOs. In the early- 
1970s, further impetus was given to the development o f such techniques by the need to 
provide analytical support to an increasingly complex decision-making process within
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shorter time frames. The somewhat maligned urban transportation planning process of 
the 1960s was simply not capable o f meeting these demands.
In response to these problems, various “quick-response” techniques were developed to 
provide the required transportation output within the time, data, and resource constraints 
of the project. As a point of clarification, quick-response methods are not necessarily 
associated with less detailed analysis. Rather, the methods represent an appropriate level 
of detail for the particular analysis in hand given both the needs of the project and the 
resources available.
This section considers the major approaches to developing simplified travel-estimation 
procedures that do not follow the UTMS framework. The purpose is to make the reader 
aware of other options together with their appropriate use and limitations. Section 2.5 
specifically addresses simplifications to the UTMS process which is the focus of the 
research conducted for this dissertation.
2.4.1 Direct Traffic-Estimation Method
Direct traffic estimation attempts to estimate future traffic volumes on selected 
network links or a subset of the network when a full assignment is unnecessary.
Developed by Morton Schneider, this technique estimates traffic volumes on a link by 
determining the potential number of trips that could use that link as well as considering 
alternative links that could accommodate these trips (Schneider, 1963). Under this 
procedure, trip generation is treated as an exogenous input while the trip distribution and 
assignment procedures are effectively combined. In a critique o f the process, Stopher and 
Meyburg (1975) report that the process reportedly works reasonably well in replicating 
individual link volumes - this is (arguably) the primary required product of the travel
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estimation process. However, it does not consider the individual or aggregate behavior of 
travelers, the mode of travel, or specific trip interchanges. Consequently, its use in a 
travel-demand context is somewhat limited.
2.4.2 Trend Analysis
Trend analysis takes historical and current demand information and extrapolates it 
forward to estimate future demand. The benefits of such a procedure are its simplicity 
and ability to provide a quick indication of what happened in the past and consequently 
what could happen in the future. Its limitations are that the functional form of the trend 
curve is arbitrary and that because it only considers the demand/time relationship, it 
implicitly assumes that all other factors underlying demand are constant over time 
(Meyer and Miller, 1984). This can lead to wildly erroneous projections and has limited 
its use in travel-demand estimation. However, it is used to project future funding levels 
and future socioeconomic data for model inputs.
2.4.3 Direct Estimation of Trip Rates Using Traffic Counts
Most regions have routine traffic counts available from either state or local sources. In 
an effort to capitalize more fully on this information, researchers have attempted to build 
models that use these counts as dependent variables to directly estimate trip rates. For 
instance, Low (1972) developed his Internal Volume Forecasting (IVF) model to 
determine traffic volumes on a link-by-link basis as a function of the relative probability 
that one link will be used in preference to another. Under this process, productions and 
attractions are based on zonal characteristics (not trip rates), such as the number of 
workers and number of businesses. Friction factors between zones / and j  are calculated 
using the equation:
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f s = pA ^
where: P, = Productions of socioeconomic characteristic in zone /,
Aj = Attractions of socioeconomic characteristic in zone j , and 
t,j is the travel time between zones / and j.
The friction factors are then assigned to the network using the all-or-nothing
technique. This estimates the trip probabilities on a link-by-link basis. These are used to
calibrate a regression model with counted link volumes as the dependent variable of the
form:
V u =a + bLP,f f tJ
where: V*1 = the base year traffic volume on link k -  /,
Pkl,J equals 1 if trips between / and j  are found on link k - l ,  zero otherwise, and 
a and b are calibrated constants.
Finally, the regression equation and forecast friction factors are used to estimate 
horizon year link volumes.
From a theoretical standpoint, Low’s model is not correctly specified as a demand 
model because the zonal productions and attractions are represented by socioeconomic 
characteristics not rates. This fails to account for changes in trip rates due to say 
increasing auto ownership. To address this limitation, Khisty and Al-Zahrani (1984) 
provide a modification to Low’s model in which the production and attraction 
characteristics are replaced with direct estimates of trip productions and attractions. The 
friction factors are calculated similar to in a distribution model, with F(Ctl) an indirect 
indicator o f the cost of travel (/,_,) between zones / and j.
F(C0) = e ^
In a similar application, Neumann et al., (1983) assign actual socioeconomic variables
incrementally to the study network using the gravity model. Trip production variables
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include zonal dwelling units and zonal population with attractions estimated from 
synthetic rates or socioeconomic variables (e.g., zonal employment). Composite friction 
factors (all-trip purpose) are developed from NCHRP Report 187 (the pre-cursor to 
NCHRP Report 365) and external trips are removed prior to the model estimation 
process. The socioeconomic characteristics are aggregated by link to give a link total. 
Regression is then used to estimate link volumes:
Va =a + b'LPuXp
where: I*1 is the base year traffic volume on link k - l .
A  is the contribution o f socioeconomic variable p to link k - l .  equals 1 if 
trips between / and j  are found on link k - l ,  zero otherwise. 
a and b are calibrated constants.
The appeal o f these approaches lies in their use of available data, ease o f application 
and (limited) evidence to suggest they can forecast link volumes to a reasonable degree of 
accuracy (Khisty and Rahi, 1987). However, the development of an all-purpose trip rate 
is suspect and the good fits obtained may be attributable to the tendency of assignment to 
hide errors in the generation and distributions phases (Stover, 1978). The biggest 
perceived problem with the approaches is their dependence on high quality, system-wide 
traffic counts. Arguably, these approaches are primarily suited for small urban areas 
(<50,000) or sub-area or corridor analysis.
2.4.4 Travel-Demand Elasticity and Pivot-Point Methods
Elasticity is the percentage change in one variable that results from a one percent 
change in another. In the context o f travel-demand, it is a measure of the sensitivity of 
demand such as transit ridership to changing system conditions such as a fare increase.
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The strength of elasticity-based methods is their ability to predict incremental system 
changes with limited data and time requirements. However, because elasticities are 
calculated from an aggregate statistic (e.g., fare increase) with all other factors held 
constant, this can lead to potentially important factors (e.g., urban area size, trip purpose, 
vehicle availability) being ignored (Meyer and Miller, 1984). These problems tend to be 
exacerbated when elasticities are transferred between regions. Segmentation of the 
population prior to the transfer (e.g., by city size and structure) can mitigate this problem 
considerably (Chan and Ou, 1978).
2.4.5 Manual Techniques
Since the inception of transportation planning in the 1950s, efforts have focused on 
simplifying the complex, computer-intensive procedures such as the UTMS. Typical 
measures include the following:
> Employing coarser detail for transportation network development and zonal systems.
> Borrowing pre-calibrated trip production and trip attraction models or aggregate rates 
from other studies.
> Synthesizing external trips using synthetic estimation techniques or simple growth 
factoring if no cordon survey is available.
> Distributing trip productions and attractions using a gravity model with a 
mathematical function or synthetic friction factors forming the impedance function.
"r By-passing mode choice and assigning vehicle trips to the network. This is based on 
the argument that transit plays a minor role in most small and even medium-sized 
urban areas in the U.S.
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The culmination o f federal efforts to simplify the UTMS process was prepared in the 
mid-1970s as NCHRP Report 187 (Sosslau, 1978). This report presented a set of manual 
procedures that used available data, transferred parameters, and synthetic models. The 
manual provided parameters for three trip purposes, home-based work (HBW), home- 
based non work (HBNW), and non-home-based (NHB) and four urban population sizes,
50,000 to 100,000, 100,000 to 250,000, 250,000 to 750,000, and 750,000 to 2,000,000 
people.
Trip generation rates were provided as 1) average vehicle trip rates and other trip 
characteristics of generators, 2) trip rates by income, and 3) generalized parameters for 
trip productions and attractions. Pre-calibrated gravity models were provided for the four 
population groups and three trip purposes. Mode choice was simplified by developing a 
simultaneous logit model for trip distribution and modal split and converting it to a 
simple mode choice formula given by:
= 1 0 0 * [ / 6a / ( / 6i + / M ]
where:
MSmj) = market share percentage on transit for any ij zone pair,
Ia = auto impedance for the ij zone pair,
It = transit impedance for the ij zone pair, and
b = exponent of time.
Also provided were auto occupancy rates for each population group and trip purpose 
and various time-of-day adjustment factors. Finally, three manual assignment procedures 
were recommended.
NCHRP Report 187 was designed so that non-technical persons could prepare travel- 
forecasts manually with minimal data requirements. With the advent o f the desktop
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computer, the procedures were automated and have been incorporated into commercially 
available transportation modeling software. Recently, the procedures were updated 
through NCHRP Report 365 (Barton-Aschman Associates, 1998). This report provides 
updated trip rates, mode choice coefficients, automobile occupancy rates, and time-of- 
day factors derived from the 1990 NPTS and verified with travel survey data from 11 
cities around the country. In addition, the report provides synthetic procedures for 
estimating trips that begin and end outside the study area (external-external) and trips that 
have one end outside the study area and one end in the study area (external-internal).
Both reports provide quick, low-cost methods for the preparation o f travel-forecasts. 
Limited empirical evidence suggests they perform “reasonably well” and for many MPOs 
they offer the only viable alternative for model development. They are primarily used to 
validate trip rates. For instance, Granato (2000) compares weekday vehicle trip rates for 
NCHRP 365 with those derived from recent surveys in Milwaukee, Des Moines, Palm 
Beach, San Francisco, and Portland. The NCHRP rates are within 15 percent of all areas 
except San Francisco.
2.4.6 Summary
The constraints imposed by time, cost and (arguably) necessity have led to a set of 
procedures for conducting quick, low-resource travel-estimation. These techniques vary 
in their data requirements, mathematical formulation and computational requirements 
from simple trend analysis to relatively complex pivot-point methods. While they all 
have some merit, their major limitation is that they either suppress or entirely the 
behavioral processes underlying observed travel patterns.
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2.5 Sy n t h e t ic  U TM S-B a se d  M o d e lin g  Pr o c e d u r e s
The most common procedure for regions without local data available for model 
estimation is to borrow models and relationships from another context and adjust the 
parameters until reasonable estimates of observed local travel are achieved. Models are 
typically borrowed from a previous time-period (temporal context) or a region of similar 
characteristics (spatial context). This section considers the rationale behind model 
transfer, criteria for improved model transfer, reviews on model transfer, and model 
updating techniques.
2.5.1 Model Transfer Rationale
Koppelman and Wilmot (1985) define model transfer as the,
“ . .application of a model, information, or theory about behavior developed 
in one context to describe the corresponding behavior in another context.” 
(Koppelman and Wilmot, 1985, pp. 18)
Model transfer has been the subject of investigation since the introduction of the 
UTMS-based approach for predicting travel-demand. The appeal is apparent in that if 
one can borrow previously-developed models and information this reduces/eliminates the 
need to commit resources to local data collection and model development in the 
application context. Model transfer is also important from the perspective of establishing 
the forecasting capabilities of the model because of its application for a population 
different from that for which it was estimated. In this case, the success o f the transfer is 
indicated by the extent to which the distributional properties of behavioral processes for 
one population match those of the other. (Ben-Akiva, 1981).
Previous research into model transfer has largely focused on the transferability of 
disaggregate choice models and household-level trip generation models between spatial
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and temporal contexts. Theoretically, disaggregate models should be more transferable 
because they represent the average behavior of an individual which is assumed to be 
essentially the same regardless of location (Atherton and Ben-Akiva, 1976). Aggregate 
models do not transfer as well because they incorporate zonal characteristics in the 
transfer and they assume the homogeneity o f households within zones which has 
consistently proven false (e.g., McCarthy, 1969; Ou and Yu, 1983).
2.5.2 Criteria for Improved Model Transfer
Researchers have concurred that perfect transferability is impossible (e.g., Koppelman 
et al., 1985). This contention is based on the fact that a model is by nature an abstraction 
of reality and therefore will never be perfectly specified (Ben-Akiva, 1981). This 
difference between reality and the model is not expected to be identical for another 
population implying that perfect transferability is not achievable.
While recognizing that perfect transferability is not possible, research has identified 
criteria that generally improve the quality o f the transfer and the predictive performance 
of the models. This includes reducing measurement error, specification error, and the 
transfer bias (the unknown difference between model parameters in the estimation and 
application contexts). Measurement error is caused by the use of survey sample data that 
are not collected and analyzed in a standardized manner". Poor data invariably lead to 
poor models which, among other problems, do not transfer as well as models developed 
on higher quality data (e.g., Wilmot, 1995).
Note that an ongoing NCHRP project is addressing standardization of survey methods.
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Specification error is caused by the omission of relevant variables, inclusion of 
irrelevant variables and over-simplifications to the model form (Stopher and Meyburg, 
1975). Additionally, the transferred model may not include a variable critical for the 
explanation o f travel behavior in the application context. Research has consistently 
shown that well-specified models transfer better than poorly-specified models (e.g., 
Koppelman and Wilmot, 1986).
Transfer bias is caused by unknown differences in parameter values between the two 
contexts. These differences may relate to level-of-service characteristics, personal 
characteristics or from the simple fact that people in one area have different tastes and 
preferences to those in another. Transfer bias can be reduced by segmenting the 
population into homogeneous behavioral groups prior to the transfer. The notion here is 
that households o f similar characteristics and transportation opportunities will exhibit 
similar travel-behavior, regardless of their location. For instance, Elmi et al., (1999) 
report that disaggregation by class of worker improved the temporal transferability of trip 
distribution models across three time-periods for Toronto.
Intuitively, transfer bias is reduced if the estimation and application contexts are as 
similar as possible. Koppelman (1972) suggests this similarity can be measured 
according to two broad categories o f socioeconomic variables. First are area 
characteristics including size, structure, industrial characteristics and transportation 
opportunities. Second are demographic characteristics including population, household 
size, average income, age structure and automobile ownership.
Population size is the most popular measure for differentiating between cities for 
model transfer. For instance, NCHRP Report 365 uses four categories of population that
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reflect recent federally mandated planning requirements: 50,000 -  199,999,200,000 -
499.999.500.000 -  999,999, and 1,000,000 plus (Barton-Aschman Associates, 1998). 
Interestingly, they report little difference in person trip rates between these size 
categories. Trip lengths generally increase with population size, although the highest 
rates of auto use and the maximum auto trip lengths may actually occur in towns of under
25.000 population where no competing modes are available (Gilbert and Dajani, 1974). 
While the proportion of travel by transit is positively correlated with population size, 
evidence suggests that additional city structure measures are required to fully explain 
observed differences.
Another method of classifying cities is based on their structure. One approach to 
define structure in empirical terms is to consider the time distribution of opportunities 
within the urban area (i.e., accessibility). For instance, Voorhees and Bellomo (1970) 
develop a distribution of employment opportunities for several cities of differing 
structures and report a strong positive correlation between the work-trip length and this 
“opportunity length”.
In another application, Chan (1979) considers both population size and structure in the 
development of a city classification scheme for developing aggregate trip frequency and 
duration models. He defines structure in terms of core-concentrated cities (e.g., 
Washington D C.) and multinucleated cities (e.g., Oklahoma City). The argument here is 
that core-concentrated cities generally have lower trip rates, longer trip lengths and 
higher transit shares than multinucleated cities. With population, he determines the 
critical level to be 800,000 persons. Specifically, for trip frequencies he proposes the 
following scheme:
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1) Large/core-concentrated urban areas with population size over 800,000.
2) Large/multinucleated urban areas with population size over 800,000.
3) Medium urban areas with population size between 50,000 and 800,000.
While for trip length he proposes the following scheme:
1) Large urban areas with population size over 800,000.
2) Medium/core-concentrated urban areas with population size between 50,000 and 
800,000.
3) Medium/multinucleated urban areas with population size between 50,000 and 
800,000.
Other researchers have proposed more elaborate classification schemes. For instance, 
Golob et al., (1972) attempt to classify 80 metropolitan areas according to their 
transportation needs and requirements. Using principal components analysis they take 53 
variables covering sociodemographics, land use and accessibility measures and reduce 
them to 15 underlying orthogonal factors. The resulting nine-city classification scheme is 
shown in Table 2.10.
While certain area wide characteristics have proven useful in clustering cities into 
relatively homogeneous groups, no scheme exists that fully encompasses the effect of 
urban form on travel-behavior. The implications are that transfer bias will always affect 
transferability to some extent.
2.5.3 Reviews on Model Transferability
Reviews on the transferability of travel-behavior models are mixed. For instance, 
some studies on the transferability of trip production models indicate good transferability 
(Pearson et al., 1996; Yunker, 1976) while others indicate poor transferability (Ashford
53
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
and Holloway, 1972; Smith and Cleveland, 1976). In their analysis o f current and 
previous trip rates in Texas, Pearson et al., (1996) note that trip rates within categories of 
income and household size have not changed greatly over the past thirty years. However, 
the distribution of households by these two variables has changed dramatically. This 
supports the contention that transfer is more effective if it is between behavioral segments 
of the population.
Table 2.10
Classification of U.S. Cities (after Golob et al., 1972)
Classification Characteristics Examples
New York High residential density, 
transit orientation
New York
Chicago and Los Angeles Chicago, Los Angeles
Large Northeastern Cities High residential density, 
transit orientation
Baltimore, Boston, Pittsburgh, 
St. Louis, Washington D.C.
Southern Cities High residential density, low 
income
Atlanta, Charlotte, Memphis, 
New Orleans
Midwestern Cities Little industry, average 




Midwestern Industrial Cities High personal income, high 
density, transit oriented
Akron, Buffalo, Cincinnati, 
Cleveland, Salt Lake City
Young Southwestern Cities Low density and transit 
orientation
Dallas, Houston, Phoenix
Florida Cities Low residential density, large 
retired population
Miami, Tampa, Orlando
Young Northern Industrial 
Cities
High personal income Davenport, Dayton, 
Minneapolis, Omaha
Table 2.11 shows trip rates for some U.S. cities and the 1990 NPTS. It should be
noted that the 1990 NPTS methodology prohibits a direct comparison because of the way 
the questions were asked. The table shows that while overall, one sees a general 
consistency, significant differences are apparent between some of the segments. These 
tend to be those segments with low occurrences within the population (and presumably 
the sample) such as zero vehicle households.
54
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Mixed results are similarly reported for disaggregate mode choice models. For 
instance, Atherton and Ben-Akiva (1976) transfer a work-trip mode-split model estimated 
on Washington D C. data to New Bedford, Massachusetts and Los Angles. They report 
the level-of-service coefficients are similar while the coefficient of auto availability is 
not. By contrast, Koppelman and Wilmot (1985) report poor transferability for models 
transferred between three intra-urban locations in Washington D.C.
Table 2.11
Person Trip Production Rates for Several Recent Studies
Household No. of Charlotte, St. Louis, Atlanta, Pittsburgh, 1990
Size Vehicles NC MO GA PA NPTS
I 0 1.55 1.70 0.78 3.32 1.47
1 4.36 4.10 3.92 5.27 3.16
2 4.43 4.16 3.62 5.00 3.51
3+ 3.60 6.20 4.72 0.00 3.82
2 0 2.29 5.08 2.47 4.43 3.29
1 7.40 6.48 6.44 8.86 4.63
2 7.64 7.60 7.10 7.66 5.53
3+ 9.43 9.46 8.61 6.75 6.00
j 0 5.43 6.09 5.62 6.40 4.82
1 8.29 9.46 10.33 10.10 6.66
2 10.45 9.52 10.08 10.88 7.53
3+ 11.15 12.05 10.74 11.43 8.20
4+ 0 7.75 12.86 10.78 7.40 6.85
1 12.82 10.40 14.28 12.86 9.10
2 16.26 14.98 15.76 14.75 11.07
3+ 17.62 16.63 16.28 16.25 11.37
9.29 9.05 8.22 10.72 6.70
Source: NCHRP Report 365
A plausible reason for the mixed reviews are the errors and biases alluded to in the 
previous section. Another reason relates to inconsistencies in how transferability is 
measured (Wilmot 1995). One approach is to compare model parameters statistically 
(e.g., Walker et al., 1997). However, parameter comparisons are highly dependent on 
sample size and may or may not necessarily indicate meaningful differences. The second 
approach is to assess the performance of the transferred model in reproducing observed
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travel behavior at both the individual and group level. In a rare study that uses all these 
measures to assess transferability, Koppelman and Wilmot (1985) demonstrate that one 
can reach quite different conclusions dependent on the measure used.
2.5.4 Local Updating Procedures
While one cannot draw definitive conclusions on transferability, one consistent finding 
is that transferability is improved if local data are available to update model parameters. 
This provides a means to adjust the model to reflect local conditions more closely and to 
compensate for any model specification errors (albeit in a somewhat unsatisfactory 
manner).
The quality o f this updating procedure is invariably dependent on the type and quality 
of the local data. If a few aggregate local values are available (e.g., mode shares), these 
data can be used to adjust model constants. This is done by applying the model in the 
application context, aggregating results to the level for which aggregate demand is 
available and then adjusting constants until the model replicates existing aggregate data. 
The results can be dramatic. For instance, in a systematic comparison of nineteen trip- 
production regression models among inter-city, intra-city, and intra-regional locations in 
South Africa, Wilmot (1995) reports that the use of a locally estimated constant increased 
the explanatory power of the models from 57 percent to 87 percent of the variation in 
trip-making behavior explained by locally-estimated models.
While the use o f aggregate local data might be expected to improve the goodness of fit 
to existing data, the use of area wide averages may come at the cost of aggregation bias 
(Ben-Akiva, 1976). In addition, by simply adjusting model constants, this may be 
compensating for the fact that the model coefficients are not perfectly transferable to
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begin with. These problems can be mitigated if a small disaggregate sample of observed 
travel-behavior is available in the application context. In this case, one of the following 
procedures can be used to “update” the original model parameters.
Bayesian Updating combines the original distribution of model parameters with local 
parameter estimates to yield an updated set o f parameters. In a study of updating 
procedures for transferring a work-trip mode-split model estimated in Washington D.C. 
to New Bedford, Massachusetts, Atherton and Ben-Akiva (1976) report that Bayesian 
updating with a small disaggregate sample is the most effective procedure for transferring 
well-specified models. However, Bayesian updating does not account for the magnitude 
of the transfer bias. This difference which is generally unknown and the availability of 
update techniques that specifically deal with transfer bias, have led some analysts to 
conclude that Bayesian updating is difficult to recommend for this purpose (Badoe and 
Miller, 1995).
Transfer Scaling attempts to account for the transfer bias by using the local survey 
data to develop “transfer-scale” parameters that compensate for context specific effects 
such as level-of-service characteristics (Gunn et al., 1985). Koppelman et al., (1985) 
apply this procedure to the Washington D.C. case study mentioned previously and report 
transfer scaling results in satisfactory models with an update sample that need only be 
one-fifth the estimation sample. Karasmaa and Pursula (1997) note that the transfer 
scaling approach only uses the new data to account for the transfer bias, which does not 
account for differences in sampling errors between the two data sets. Walker et al.,
(1997) use parameter transfer scaling with a small home-interview survey (2,425) to
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update travel-demand models in Delaware and report this as an effective updating 
procedure if the models are well-specified and the required changes are relatively small.
Combined Transfer Estimation, in effect, combines the Bayesian updating and 
transfer scaling approaches to account for transfer bias. Ben-Akiva and Bolduc (1987) 
describe the theory behind such an approach and conclude that this approach is valid if 
the transfer bias is “sufficiently small.” In a comparison of the four updating procedures, 
Badoe and Miller (1995) report this procedure consistently provides the best predictive 
performance for predicting 1986 work-trip modal-shares using models estimated on 1964 
data for Toronto. However, they acknowledge the reason for this is the dominance of the 
scaling component of the procedure and consequently use of the computationally-simpler 
but more statistically-deficient transfer scaling approach may be adequate.
Joint Context Estimation jointly estimates the estimation/application context model 
using both the estimation and application data sets. Intuition suggests this will provide the 
most robust update procedure because more information is used (in this case the 
estimation data set) in parameter estimation. The comparisons by Badoe and Miller 
(1995) and Karasmaa and Pursula (1997) both support this contention. However, it does 
depend on the availability of both an estimation and application data set.
The choice o f update procedure is seemingly dependent on computational capabilities, 
the availability and size of disaggregate data sets, the original model specification, and 
the magnitude o f transfer bias. The joint context estimation procedure is clearly the 
preferred approach but is also the most data demanding. One issue that is not clear from 
the various reviews is the relationship between the technique used and the update sample 
size required. For instance, Badoe and Miller (1995) report that above 400 to 500
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observations little is gained by updating compared to simply estimating a new 
application context model. Karasmaa and Pursula conclude that while sample sizes of 
this magnitude are sufficient for Bayesian updating, larger sample sizes are required for 
the scaling approaches. However, it is clear that even updating model constants with 
aggregate local values is preferable to full transfer with no adjustments.
2.5.5 Data Transferability
While it is common practice for regions with no local home-interview data to transfer 
models or aggregate statistics from another spatial or temporal context, it is rare for 
regions to borrow travel data from another context. Speculating as to why this is so, one 
could postulate that planning agencies believe their regions have unique characteristics 
that devalue the use of data from another urban area. However, no empirical evidence 
exists to support this supposition either way.
A review of the literature reveals little theoretical or empirical evidence on the subject 
of data transferability. However, if one follows the same line of reasoning behind model 
transfer, no conceptual reason exists as to why one could not borrow data and update it to 
local conditions using techniques like those described in the previous section. In a rare 
study, Dey and Fricker (1994) conceptualize a method to update the ITE trip generation 
rates with local data using a Bayesian updating procedure. The critical issue is the weight 
given to the prior and local sample in the updating procedure. Initially, this is inversely 
proportional to the variance of the samples but this can be manually adjusted if one has 
more confidence in the local sample.
Wilmot and Stopher (2000) investigate the potential for using a small sample of Baton 
Rouge households (108 households) to update aggregate trip rates, mode shares, and trip
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lengths from the 1995 NPTS for the Baton Rouge metropolitan area. Again, Bayesian 
updating is used. They find that, while the sample was too small to provide stable results, 
the use of a simulated sample o f450 households (developed from urban sections of 
MSAs of similar population sizes) provides aggregate measures of transferred data 
comparable to locally-collected data. The conceptual appeal of this study is that by 
deriving data tha t has some local element to it and then developing models, one is 
overcoming some of the problems associated with borrowing models that have been the 
focus of this section.
2.5.6 Data Simulation
Another unexplored alternative for developing travel data in a region is to simulate or 
artificially create the required data. This topic has received little attention but this will 
change in the future. This contention is based on the requirements of new 
microsimulation models such as the federally-sponsored TRansportation ANalysis and 
SIMulation System (TRANSIMS) that represent the next generation of travel-forecasting 
procedures (Travel Model Improvement Program (TMIP), 1995). TRANSIMS simulates 
individual travel for entire regions on a second-by-second basis. The data requirements 
are consequently extremely demanding. An activity-travel profile (ATP) is required for 
each individual that maps out the type, duration, and location of their activities in 
addition to details on each trip they make during a designated time-period.
Given the impracticality of empirically deriving these ATPs for all individuals, effort 
has focused on simulating them. Under one approach Vaughn et al., (1997) are pursuing 
a simultaneous approach to the problem of generating household daily ATPs. The 
procedure works as follows. First, households are synthetically generated for a census
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block group using techniques developed by Beckman et al., (1995). Next, a household is 
randomly selected from the 1994 Portland activity survey that matches the synthetic 
household across a set o f socioeconomic and location variables. “Skeletal” ATPs are 
built for the synthetic household using actual ATPs from the sampled household.
Elements of the skeletal pattern may include activity number, type, duration, and start and 
end times. Remaining elements are generated based on the constraints imposed by the 
skeletal elements. The next step is to replace the location of the sampled household with 
the location of the synthetic household and generate new activity locations (Speckman et 
al, 1997). The ATP is stored and the process is repeated for each household in the block 
group.
Kitamura et al., (1997) propose a technique that generates synthetic daily individual 
ATPs using a sequential, Markovian approach. This assumes that individuals schedule 
activities in a prioritized sequential manner. The ATP is formulated as a triple of vectors 
consisting of the set o f activities by type, duration, and location. The probability that an 
individual has a given ATP is then derived from the joint probability o f the individual 
engaging in the triple of vectors that identify the pattern.
While these efforts have responded to the data needs of microsimulation models, no 
reason exists why the same philosophy (of simulating data) could not be applied to 
conventional UTMS approaches. Current UTMS approaches focus on borrowing models 
or relationships which by their nature, have no local demographic element to them. In 
this research, it is argued that the way to incorporate this local element is in the data 
estimation phase. Specifically, if one can simulate a travel data set that is sensitive to
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local demographic characteristics, presumably one can then build travel-demand models 
that exhibit similar sensitivities to these same characteristics.
2.5.7 Summary
Synthetic model development is necessitated by resource limitations. Current 
procedures are mixed in their effectiveness primarily because of measurement and 
specification errors in the transferred models, the unaccounted for differences between 
estimation and application contexts (transfer bias), and the inconsistency with which 
transferability is measured. Transferability is improved if the population is segmented 
into homogeneous behavioral groups and if the estimation and application contexts are 
similar. However, the biggest gains in transferability effectiveness are if local data 
(particularly a small, disaggregate sample of at least 400 observations) are available to 
update model parameters. Travel data are rarely transferred between contexts although 
limited evidence suggests that, with some local updating, this has the potential to 
overcome some of the problems associated with borrowing relationships and models 
developed for another context.
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3 MATERIALS AND METHODS
The methodology followed to develop and evaluate the concept o f creating synthetic 
household travel survey data was broken into the two phases shown in Figure 3.1. In 
Phase I, procedures were tested and evaluated for simulating the travel survey data set.
In Phase n, travel-demand models estimated with these synthetic data were compared to 
current models and models estimated using an actual travel survey data set.
3.1 Pr epa r in g  fo r  t h e  Sim u l a tio n
The next two sections describe the preparations made as a pre-cursor to the 
development and testing of the concepts proposed in this research. Section 3.1.1 
describes the national and local survey data sets used and the modifications made to these 
data bases for this research. This issue is dealt with in some depth because (in the 
author’s opinion) any analysis that uses secondary data sources must include an 
understanding of how and why these data were originally collected for meaningful 
interpretation.
3.1.1 The Travel Survey Data Sets
The previously-mentioned 1995 NPTS provided the source for the simulated travel 
data. This latest wave was conducted from May 1995 to July 1996. The target 
population comprised all non-institutionalized8 persons 5 years and over during the 
survey period. For children ages 5 through 13, an adult member of the household
8 Residents of group quarters such as nursing homes and college dormitories were not included. 
However, students living in apartments were included.
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reported for them. The sample was designed as a list-assisted telephone number sample 
using information listing all valid residential telephone exchange codes associated with 
the fifty states and the District of Columbia. In all, the survey resulted in 21,138 
completed households, with 20,895 additional households from five add-on areas. This 
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Figure 3.1
Overview of the Travel Data Simulation Methodology
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Table 3.1
Final Sample Breakdown for the 1995 NPTS
Geographic Area Original Sample Add-on Sample Final Sample
New York State 1,683 9,189 11,004
Massachusetts 490 7,500 7,801
Central Oklahoma 68 2,944 2,956
Tulsa, Oklahoma 51 962 976
Puget Sound - 300 326
Remainder of United States 18,828 - 18,970
Totals 21,120 20,895 42,033
Source: Research Triangle Institute (1997) User s Guide for the Public Use Data Files. 1995 
Nationwide Personal Transportation Survey.
The survey employed a multi-stratification procedure to control sampling variation 
and increase coverage of transit trips. The sampling frame was stratified by nine U.S. 
Bureau of the Census Divisions, metropolitan area status, the presence of subway or 
elevated rail systems, and the density of listed telephone numbers. The sample size was 
allocated to the major strata in proportion to estimates of the total number of households, 
except for 25 percent over-sampling in 11 large metropolitan areas with subway/elevated 
rail systems - the purpose here was to increase the number of transit trips in the sample. 
Temporally, the year was divided into four strata to capture seasonal variations in travel. 
In addition, the sample was allocated equally to the seven days of the week.
The NPTS data files are organized into household, person, and trip files and provide a 
wealth of sociodemographic and trip information. In addition, several spatial variables 
are provided that could be used to identify records from regions with similar 
characteristics for the purpose of developing a synthetic sample for a specific region (e.g., 
Wilmot and Stopher, 2000). Specific variables include the following:
> Household variables include household size, vehicles owned, income, number of 
workers, family life-cycle, race and ethnicity of head of household, type of dwelling 
unit and tenure status.
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> Person variables include age, gender, education level, drivers license status and 
employment status. In addition, information is provided on their usual journey to 
work such as mode, distance, and transit availability.
> Trip variables include the purpose, mode, departure time, travel time, trip distance, 
destination, and composition of the travel party for all trips made in a designated 24- 
hour period by respondents aged 5 years and above.
> Spatial variables include MSA size, whether the household is in an urban 
environment (defined as greater than 1000 persons/mile2), and the population density, 
residential density, median household income, ethnic composition and proportion of 
retired persons by census tract and block-group. In addition, employment density is 
provided for the work census tract.
While the NPTS provides a rich source of data for tracking national changes in travel, 
its use in local model validation and calibration has, in the opinion of the author, been 
limited for four basic reasons. First, the NPTS is not designed with regional 
transportation model development in mind. Rather, its purpose is to track national 
changes in travel although the 1995 wave incorporated design changes that made it more 
compatible with the formats used by urban areas. Specifically, the collection of trip 
purposes changed from a descriptive format (e.g., what best describes your reason for 
making this trip) to a FROM-TO format (e.g., a trip from "home" to "work"). Second, 
the small sample size does not provide sufficient observations for local estimates -  for 
example sixty-seven households were sampled in the Baton Rouge MSA. Third, the 
belief in many urban areas is that local idiosyncrasies prohibit the use of national data.
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Finally, it has not been substantiated either way as to whether national data can be used 
as a substitute for local data -  that is the objective of this dissertation research.
The 1997 Baton Rouge Personal Transportation Survey (BRPTS) provided the data 
source used to compare and evaluate the results of the simulation procedure. The BRPTS 
was conducted in the Baton Rouge MPO region (approximated by telephone exchange) 
from April through June of 1997. The survey was conducted by the same group 
(Research Triangle Institute) and used similar procedures to the full NPTS. In all, 1,395 
households provided travel information of which 984 provided weekday information.
The rationale for using the BRPTS was that it provided a direct source of comparison 
that was (theoretically) unaffected by differences in survey methodologies. On a 
cautionary note, however, the small sample size of the BRPTS did affect the decisions 
about appropriate levels of disaggregation for the categorization schemes and the stability 
of the simulation results.
Clearly, the NPTS employs different methodologies to the typical regional travel 
survey. It is important that the implications of these differences are understood in the 
analysis and interpretation of results.
3.1.1.1 Improved Data Quality
The latest wave of the NPTS incorporated several measures designed to address 
problems encountered during the 1990 survey. These measures focused on improving 
response rates, improving the accuracy o f trip reporting, and improving the representation 
of travel by the household unit. In addition, extensive post-editing of the data was 
undertaken before being made available for public use. The main components of the 
methodological changes designed to improve data quality are outlined in Table 3.2.
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Table 3.2
Measures Desii;ned to Improve the Quality of the NPTS Data
Objective Measure
Improve Response Rates Advance Letters 
$2/person incentive
Accuracy of Trip Reporting Use of a travel diary rather than recall from memory. 
Household rostering enabling cross-checks of trips reported by 
other household respondents.
Specific confirmation of zero trips.
Clearer trip definitions.
Use of a Computer-Assisted Telephone Interview (CATI) 
retrieval system facilitating on-line editing/checking.
Use of a proxy from diary.
Improved Representation of 
Household Travel
Responses required from at least 50% of adults for a household to 
be considered complete.
Quality Control of Final 
Data
Post-interview editing and checking.
Source: Research Triangle Institute (1997)
3.1.1.2 Nonresponse and Survey Bias
Section 2.1.3. considered the causes and effects o f unit and item nonresponse on 
survey results. In the NPTS, unit nonresponse was a serious problem because households 
without listed telephone numbers were automatically excluded -  a figure estimated at 30 
percent of households by the survey administrators. In addition, ten percent of the 
advance letters were not delivered for a variety of address-related reasons. The NPTS 
response rates are shown in Table 3.3 together with the partial response rate at each stage 
in the survey, the overall response rate up to that point in the survey, and the remaining 
sample. Overall, the response rates were 55.3 percent for household level data and 34.3 
percent for person level data.
Another avenue for unit nonresponse came from households that provided partial 
responses as shown in Table 3.3. The 1995 NPTS treated households as complete if 
responses were obtained for at least half the eligible adults in the household. Of the 
103,466 eligible adults in the 42,033 useable households in the survey, 8,108 (7.8
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percent) did not provide responses. This equated to 6,119 (14.6 percent) of households 
having some level o f person nonresponse. Invariably, this disproportionately afflicts 
larger households as shown in Table 3.4. The implications are that the number of 
household trips will be under-represented if one simply aggregates from the trip file to 
the household level. However, the NPTS does provide weights that among other things 
compensate for partial response.
Table 3.3








In-Scope Telephone Numbers ----- ----- 112,960 -----




Agreed to Participate 75.6% 55.3% 62,468 73.2 x 75.6
Accepted the Diary (agreed to 
provide/verify address)
93.3% 51.6% 58,276 55.3 x93.3
Useable Households (at least 
50% of household’s eligible 
adults responded)
72.1% 37.2% 42,033 51.6x72.1
Eligible Persons ----- ----- 103,466 -----
Persons Interviewed 92.2% 34.3% 95,360 37.2 x 92.2
Source: Based on Information from Research Triangle Institute (1997)
Table 3.4
Household Size Distribution for Full and Complete-Only Samples
Household
Size
Full Data Set (30,400 
households)
Complete Households (25,976 
households)
I 6005 (19.75%) 6005 (23.12%)
2 11059 (36.38%) 9373 (36.08%)
3 5343 (17.58%) 4450 (17.13%)
4 5031 (16.55%) 3952 (15.24%)
5 2064 (6.79%) 1563 (6.02%)
6 617 (2.03%) 450 (1.73%)
7 181 (0.60%) 124 (0.48%)
8 60 (0.19%) 40(0.15%)
9 25 (0.08%) 14 (0.05%)
10 15 (0.05%) 5 (0.02%)
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With respect to item nonresponse, the most serious incidence of missing demographic 
data was household income. In all, 18 percent of the sample failed to provide income 
information. Consideration was given to imputing missing income data using one of the 
techniques described in Section 2.1.3.5. However, this was rejected for the following 
reasons. First, income is a traditionally unreliable data item compared to other indicators 
of wealth and mobility such as the number of vehicles. Additionally, income is 
determined with one question in the NPTS whereas the census uses 14 questions making 
direct comparisons subject to question. Second, income is not directly comparable across 
the country because of cost-of-living differences. One could normalize income to 
compensate for this problem but this would be a particularly demanding undertaking for 
every NPTS household.
Missing trip attribute information (purpose, mode, time, and distance) was a relatively 
minor problem in the NPTS sample when each element was considered individually. 
However, when considered together, seven percent of trip records had some element of 
missing data as shown in Table 3.5. Following the initial release of the NPTS, a verbal 
description of the trip destination (WHERESP) was added. This enabled the imputation 
of some missing trip purposes and the retention of several records that would otherwise 
have been discarded as shown.
Table 3.5
Incidences of Missing Trip Data in the NPTS and BRPTS Data Sets
Characteristic From Survey Form After Corrections
NPTS BRPTS NPTS BRPTS
Missing Any Trip Details 7.0% 8.9% 6.0% 4.8%
From Purpose 1.6% 4.3% 0.7% 0.8%
To Purpose 0.02% ----- 0.01% -----
Travel Mode 3.4% 2.0% 3.4% 2.0%
Travel Time 1.2% 1.4% 1.2% 1.4%
Travel Distance 1.6% 1.9% 1.6% 1.9%
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3.1.1.3 The Sampling and Stratification System
The NPTS sampling and stratification system reflects specific objectives and is 
different from that used in the majority of regional travel surveys. The most critical 
issues for this research were:
> The Sampling Frame - The NPTS used listed telephone numbers as the sampling 
frame. This eliminated households without telephones and listed numbers - 
approximately 30 percent of households.
> Temporal Differences - The NPTS collected data for all days of the year. By 
contrast, 72 percent of recent MPO surveys were conducted in the spring or fall and 
87 percent focussed on weekdays only (Stopher and Metcalf, 1996). Figures 3 .2 
through 3 .5 show average person trip rates and average trip lengths by day o f the 
week and season. As expected, people make fewer but longer trips at the week-end. 
During the week, Fridays are characterized by the highest trip rates and longest trip 
lengths while the other days are relatively similar. With respect to season, the highest 
trip rates and longest trip lengths are in the summer reflecting more vacation travel 
while the converse is true for winter. Overall, while one sees some differences, they 
are not significant enough to warrant attention other than for the removal o f week-end 
trips.
> Spatial Differences - The NPTS collected data from urban (defined as greater than 
one thousand persons per square mile) and non-urban locations across the United 
States -  under this classification, 36 percent o f the sample are from rural areas. The 
typical regional survey is contiguous with the metropolitan modeling region which is
the area projected to be urbanized in the horizon year (20-25 years in the future).
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Average Trip Length by Season
> Over-sampling (add-on areas and regions with subway/elevated rail systems).
The over-sampling of the add-on areas and regions with subway/elevated rail systems 
is an issue that could affect the analysis presented here. However, intuition suggests 
that for the simulation of mode and trip length in particular, one will need to 
differentiate between regions with markedly different size and structure 
characteristics regardless of how many cases are from a particular region in the 
database.
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3.1.1.4 Amendments to the Travel Survey Databases
Considerable pre- and post-survey efforts were employed by the survey administrators 
to ensure the data were as error-free as possible. While acknowledging that data errors 
invariably affect analysis, the critical issue for this research was maintaining consistency 
between the NPTS and BRPTS to assess the performance o f the simulation procedure. 
Given both surveys employed the same methodologies, one might expect similar 
problems to arise and the two data sets to be approximately alike. For this, and other 
time-related issues, data editing was kept to a relatively minimal level.
Table 3.6 summarizes the amendments to the household, person and trip files made for 
this research. Week-end and the following holiday records were removed: New Years 
Day, Good Friday, Independence Day, Labor Day, Thanksgiving Day, Thanksgiving 
Friday and Christmas Day.
Table 3.6
Amendments to the NPTS and BRPTS Files
NPTS BRPTS
Household Person Trip Household Person Trip
Original Sample 42,033 95,360 409,025 1,395 3,068 13,194
Delete Weekend Records -10,560 -24,157 -95,235 ^11 -909 -3,622
Delete Holidays -1,032 -2,422 -7,863 0 0 0
Persons Excluded from 
Trip Rate Calculations
-41 -74 0 0
Irreparable Trip Records -71
Hot-deck imputation of 
person trip rates
+5,793 +392
Imputed Trip Purpose 1,918 326
Trips on the Job (bus 
driver, taxi)
181 0
Change Mode Trips 445 0
Final Sample 30,400 74,500 305,856 984 2,464 9,572
Change mode trips presented a problem because of inconsistent coding in the NPTS
database. For instance a HOME-BUS STOP-SCHOOL-BUS STOP-HOME trip was
either coded as Home-SchooL, School-School, School-Home, and Home-Home which
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resulted in two Home-School, one Non-Home-Other, and one Home-Other trip or Home- 
Other, Other-School, School-Other, Home-Other which resulted in two Home-Other, and 
two Non-Home-Other trips. In the BRPTS, these change mode trips were all coded as 
one home-school trip. For the sake of consistency these cases in the NPTS database were 
re-coded to be compatible with the BRPTS. Similar conventions were used for change 
mode trips for the other purposes. In all, 445 change mode trips are in the final database.
3.1.1.5 Imputation of Missing Trip Rate Information
As stated in Section 3.1.1.2, the inclusion of households with some level of person 
nonresponse could deflate household trip rates. In the sample used for this analysis,
5,793 (7.8 percent) of persons failed to respond which equated to 4,376 (14 percent) of 
households with some level of person nonresponse. One option is to simply delete these 
households from trip rate calculations. However, this disproportionately affects larger 
households as was shown in Table 3.4. This is problematic because household size is the 
most critical categorization variable in the explanation of trip rates.
A decision was taken to impute missing trip rate data. Of the various imputation 
methods discussed in Section 2.1.3.5., the hot-deck method was selected. Hot-deck 
imputation is a duplication process in which missing values for a classification unit 
(person) are replaced with reported values from a unit of similar characteristics. This 
method involves identifying pools of respondents with complete trip rate data (donors) 
with characteristics similar to the missing person (receptor). The donor pools should be 
large enough to minimize the number o f times one donor is used but also small enough to 
ensure the donors and receptor are sufficiently comparable. Once the donor pools have
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been established, cases are sorted within cells either hierarchically or at random. The 
imputed value for a receptor is then simply the actual value for the preceding case.
In this analysis, persons were sorted according to the following classification criteria:
> Vehicle Availability (1 = Always, 2 = Sometimes, 3 = Never),
> Worker Status (l=yes, 2=no),
> Age Category (5-13, 14-17, 18-24,25-34, 35-49, 50-64, 65+), and
> Gender (l=Male, 2=Female)
This resulted in 84 potential groups (i.e., 3*2*7*2). However, because the 5-13 age- 
group could never have a vehicle available and could never be a worker this resulted in 
76 practical groupings. Cases were randomly sorted within the groups and assigned to 
the receptors. The receptors were then combined back with the person trip file resulting 
in 74,500 person records and 30,400 household records for trip rate calculations.
While this procedure is somewhat subjective, it does enable the retention of a 
considerable volume of genuine data that would otherwise be discarded. Note, however, 
that missing trip attribute information (mode, departure time, length) was not imputed for 
two primary reasons. First, the incidences of missing attribute data were relatively minor 
(Table 3.5). Second, because the trip is now the unit o f analysis, missing attribute data 
only affects that specific trip not all the information from the household as with the 
calculation of (household) trip rates.
3.1.2 Methodological Decisions
Methodological decisions for the data simulation included 1) the choice of analysis 
unit (household or person), 2) the selection of dependent variables, and 3) the selection of 
independent variables.
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3.1.2.1 Choice of Analysis Unit
Households were selected as the unit of analysis. While using homogeneous groups of 
individuals has merit, particularly with respect to mode choice (Supemak et al., 1983), 
this overlooks the effect of household interactions. Evidence suggests these interactions 
cannot be ignored when trying to explain individual behavior (e.g., Golob and McNally, 
1996). Indeed it is the opinion of some researchers (Principio and Pas, 1997, Stopher et 
al., 1995) that while it is individual travel that is being modeled, much of this travel is 
attributable to decisions made at the household level. It is therefore necessary to consider 
individual and household characteristics together to model activity and travel behavior.
3.1.2.2 Selection of Dependent Variables
Four pieces of travel data were simulated - the number of household trips by purpose 
then for each trip the mode of travel, departure time, and travel time.
1. Trip purpose was broken down into Home-Work, Home-Elementary/high school, 
Home-College, Home-Shop, Home-Other, Non-Home-Work, and Non-Home-Other. 
Note that the NPTS does not differentiate between school and college trips per se. 
However, it was assumed that children 5-17 years made “school” trips and adults 18 
years and above made “college trips”.
2. Travel mode was broken down into Auto Driver, Auto Passenger, Public Bus, 
Bike/Walk, Rail, and Other modes.
3. Departure time was divided into four time-periods: 6 a.m. -  9 a.m., 9 a.m. -  4 p.m., 
4 p.m. -  7 p.m., and 7 p.m. -  6 a.m.
4. Trip lengths were not discretized for the simulation, as this served no purpose. Note 
that trip lengths are typically based on network-calculated times as this is a more
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reliable source than survey responses. However, for the purposes o f establishing the 
transferability of trip length information, this was considered a valid test.
3.1.2.3 Selection of Independent Variables
Stopher and McDonald (1983) propose two bases for independent variable selection. 
First, the variable should conceptually be proven to have a causal effect on the 
phenomenon being modeled. Second, the variable should be statistically proven to have a 
significant and measurable empirical association with the phenomenon being modeled. 
An added consideration here was that the variable be derivable from the Census 
PUMS90 data because this was the independent demographic data source used in the 
implementation phase of this work. The following variables were considered for this 
analysis.
> Variable Name Description
> HHSIZE Household Size
> HHINCCAT Household Income (<$20,000 $20,000-539,999, $40,000-549,999,
50,000-569,999, $70,000+)
> HHVEHCNT Number of household vehicles
> WRKCNT Number of household workers
> HHMALE Number of adult males
> HHFEMALE Number of adult females
> AGEO-4 Number of persons aged 0-4
> AGE5-17 Number of persons aged 5-17
> AGE 18-24 Number of persons aged 18-24
> AGE 25-34 Number of persons aged 25-34
> AGE 35-49 Number of persons aged 35-49
> AGE 50-64 Number of persons aged 49-64
> AGE65+ Number of persons aged 65+
> LIF CYC Various life-cycle categories were considered
3.2 Phase  I - D e v e l o p m e n t  of  th e  S im u l a t io n  Pr o c e d u r e
The first phase of this research involved developing and testing the concept of 
simulating travel data. This comprised four sub-phases of (1) categorizing households
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into homogeneous groups with respect to each salient trip characteristic, (2) developing 
distributions of these characteristics, (3) simulating a travel survey data set for a target 
sample, and (4) validating the simulation procedure.
3.2.1 Categorizing the NPTS Households
The first step in setting up the simulation was to categorize the 30,400 NPTS 
households into relatively homogeneous groupings with respect to each dependent 
variable. The initial idea was to develop one household schema to predict all four trip 
attributes. This would entail treating each attribute as a multivariate entity (i.e., 
simultaneously) and is one approach used to model household activity-travel patterns for 
the TRANSIMS project (Vaughn et al., 1999). However, in the research reported here, 
the absence of effective evaluation criteria led to the conclusion that different schemes 
should be developed for each dependent variable.
In recent years, the incorporation of powerful classification algorithms into standard 
statistical software has increased the options available for this type o f a market 
segmentation problem. In this research, the SPSS add-on module, Answer Tree (Version 
1.0) was used to assist with the initial delineation of categories (SPSS, 1998). Answer 
Tree encompasses three exploratory classification algorithms9 that sequentially partition 
data based on maximizing the difference with respect to a dependent variable. The goal 
is to produce subsets of the data that are as homogeneous as possible with respect to that
9 Classification and Regression Trees (Breiman et al., 1984), Chi-Square Automatic Interaction 
Detection (Kass, 1980), and Exhaustive CHAID (Biggs et al., 1991).
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dependent variable. The results can be displayed in a tree diagram to provide a visual 
interpretation of the structure and interactions existing within the data.
After some experimentation with the different algorithms, the Classification and 
Regression Tree (C&RT) method proposed by Breiman et al., (1984) was selected.
C&RT is a computationally-intensive exploratory classification tool developed in the 
1960s. However, it has only recently become a realistic option for practical research. A 
C&RT analysis comprises three stages:
a) Grow a large tree to capture all potentially important splits,
b) Prune the tree back to the root node to create a hierarchy of sub-trees, and
c) Select an optimal tree from this sequence of sub-trees using an independent hold-out 
sample or cross-validation. Breiman et al., qualifies “optimal” as the smallest tree 
with a cross-validated misclassification error rate within one standard error of the tree 
with the minimum error rate.
The C&RT method involves a binary recursive partitioning of the data with respect to 
a dependent variable. At each node, all independent variables are evaluated to determine 
the best groupings based on their contribution to the residual sum of squares (known as 
the improvement score). This is significant from the perspective of processing time 
because the C&RT method will consider 516,800 possible splits if all 30,400 households 
and 17 independent variables are used. Once a best split is found, the C&RT method 
repeats the process for each child node until either one case remains in each node or one 
of the stopping rules are met. The algorithm works in the forward direction only much 
like forward regression. The implication is that once a node is split, it cannot change.
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This can lead to trees that over-fit data, spurious confidence predictions, and the inclusion 
of insignificant variables in the model (Washington and Wolf, 1997).
Breiman et al.’s solution to this problem was to grow an overly large tree 
comprising terminal nodes that were small, pure or contained identical measurement 
vectors. The tree is selectively “pruned” upward to the root node creating a sequence of 
sub-trees of Tam. The smallest tree with a cross-validated misclassification risk within 
some range (one standard error is recommended by Breiman et al.) that is closest to the 
sub-tree with the minimum risk is then selected -  “risk” is the within-node variance. In 
supporting this rule, Segal (1992) argues that with the cross-validated error rates 
themselves subject to variability, selecting the smallest tree that is comparable to the 
minimum risk tree seems “reasonable”.
Two approaches were proposed by Breiman et al., to calculate a cross-validated error 
rate to assist in selection of an “optimal tree”. The first, the training/testing method was 
designed for large samples. Here, the data are partitioned into training and testing 
samples. The model is grown on the training sample and then used to estimate the 
misclassification error rate for the test sample. This process is repeated for every sub­
tree. The sub-tree with the lowest misclassification risk within one standard error of the 
minimum risk sub-tree will be selected.
If data are insufficient for a separate test sample, the computer-intensive procedure of 
cross-validation is recommended. Under this procedure, the data are split into n 
(typically 10) sub-samples. Tomi is grown while holding-out data from the first sub­
sample. The re-estimated tree is then used to forecast the held-out sample and the 
misclassification risk is calculated. This process is repeated until all ten sub-samples
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have been held-out one time. The misclassification risks are then averaged. The whole 
process is repeated for each pruned tree. In this case, the smallest sub-tree with the 
lowest cross-validated misclassification rate within one standard error of the minimum 
risk sub-tree is selected.
Unfortunately, in Answer Tree the cross-validation procedure can only be used to 
verify how well an automatically grown tree generalizes -  it cannot assess the hierarchy 
of sub-trees proposed by Breiman et al.,. This precludes its direct use in selecting an 
optimal tree10. Fortunately, the large sample sizes used in this work mitigated the 
problem somewhat. The approach taken was to partition the sample into two equal parts, 
estimate the models and compare results.
For this reason, confirmatory statistical procedures were used to validate the final 
schemes. In the case of the trip frequency and trip length categories, General Linear 
Model (GLM) procedures were used. GLM provides regression analysis and analysis of 
variance for one or more (multivariate GLM) dependent variables by one or more 
independent variables (factors). F tests are provided to indicate the overall significance 
of the model scheme, each individual factor, and the interactions between factors. In 
addition, one can use post-hoc tests to verify groupings based on the differences between 
means. The choice of which test to use is essentially a compromise between the 
probability o f finding significant differences (power) and protection against falsely 
rejecting the null hypothesis (Type I error). In this case, Duncan’s multiple range test
10 The author understands this problem has been addressed in subsequent versions of Answer 
Tree.
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was selected because it is one o f the approaches that is somewhat o f a balance for these 
two criteria (Freund and Wilson, 1997, pp. 250).
For mode and departure time the validation involved considering the shares/times as 
distributions o f values. Categories were then evaluated using the Kolmogorov-Smimov 
z-test. This test indicates an asymptotically significant difference if the z-score for the 
largest difference between the two distributions exceeds the z-value for the confidence 
level required. It is sensitive to any type of difference in the two distributions such as 
shape and skewness (Siegel, 1956).
3.2.2 Developing Distributions of Salient Trip Characteristics
Within each “homogeneous” category developed in the previous stage, the trip 
characteristic o f  interest exhibited variation. To capture this variation, discrete frequency 
distributions o f values of that characteristic were developed by recording their magnitude 
for each occurrence of the category in the NPTS database. The frequency distributions 
were then reconstructed as cumulative frequency distributions based on an arbitrarily 
large number of observations -  100,000 in this case. Each discrete value of the attribute 
now fell within a particular probability range. This provided the basis for the random 
sampling process used in the data simulation procedure which is explained in the next 
section. This was repeated for each category to create a “family” o f cumulative 
frequency distributions.
3.2.3 Simulating Travel Data for a Target Sample
The next stage was to draw from these distributions to simulate trip rates for the target 
sample -  in this case the BRPTS sample. First, this new sample was segmented into the 
same categories used to develop the frequency distributions. Then, a random number
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generator (Rand Corporation, 1955) was used to generate a number that would fall within 
a particular probability range and hence indicate the appropriate value of the attribute. 
This is the same principle underlying Monte Carlo sampling except that an empirically 
derived probability function is used as the basis for sampling. This process is repeated 
only once in each pass through the data. However, multiple synthetic data sets can be 
created and aggregate statistics combined in a manner akin to a “multiple imputation” 
process (Rubin, 1987). The process is repeated for each salient trip characteristic to 
create a full travel survey data set for each household.
Simulating the trip attributes involved segmenting the target sample based on 
household demographics and the prior synthetic attribute. For instance, mode was 
simulated based on household demographics and trip purpose, departure time was 
simulated based on demographics, purpose and mode, and trip length was simulated 
based on demographics, purpose, mode and departure time. In effect, each attribute was 
simulated conditional on prior simulated attributes rather than independently - one can 
calculate the conditional probabilities for each record.
It must be emphasized that the purpose of the data simulation is to produce a set of 
trips and their associated attributes that could have been measured in a travel survey. It 
will not produce travel records where the connectivity and logic between trips are 
maintained for each household. This serves the purpose of current regional modeling 
efforts which was the intent here. However, the author acknowledges that this issue will 
have to be addressed if the approach is extended to provide data for trip chaining or ether 
analyses that require actual individual/household survey records.
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3.2.3.1 A Hypothetical Example
The process for simulating travel data is illustrated through an example using home­
work trips. Consider the case of a household residing in East Baton Rouge parish that 
comprises two working adults, two children aged three and eight, that owns two vehicles.
Step 1: Categorize the household for predicting the number of home-work trips 
(Workers = 2, Children Aged 0-4 = 1+).
Step 2: Generate a random number between 1 -  100,000(53,445).


















o -3" X <N
•Workers = 2, Infants = 1 + N o. o f  Trips
Step 4: Categorize the household for predicting mode (trip 1 and 2 = Home-Work, 2
Vehicles, 1-2 Workers).
Step 5: For each simulated trip, generate a random number between 1-100,000 (trip 1
= 78,881 and trip 2 = 25,461.
Step 6: For each simulated trip, go to the distribution for this category and select the
appropriate modes (Auto driver and Auto driver).
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Rand #1 = 78,881, Mode = Driver 








HBW, 2+ Vehicles, 1-2 Workers
Step 7: Categorize the household to predict the departure time for the two simulated 
trips (trip 1 and 2 = Home-Work, Driver or Bus Passenger, Household Size = 3+).
Step 8: For each simulated trip, generate a random number between 1-100,000 (trip 1 
= 23,881 and trip 2 = 65,662).
Step 9: For each simulated trip, go to the distribution for this category and select the 
appropriate departure times (trip 1 = 7 a.m. -  8 a.m., and trip 2 = 4 p.m. - 5 p.m.).
Step 10. Categorize the household for predicting the trip length for the two simulated 
trips, (trip 1 = Auto, Home-Work, 6 a.m. -  9 a.m./l p.m. -  4 p.m., trip 2 = Auto, Home- 
Work, 4 p.m. -  6 a.m.).
Step 11: For each simulated trip, generate a random number between 1-100,000 (trip 1 
= 11,245 and trip2 = 36,689).
Step 12: For each simulated trip, go to the distribution for this category and select the 
appropriate trip lengths (tripl = 5 minutes, and trip2 = 10 minutes).
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In this hypothetical example, this would result in the survey record shown.





100456 1 Auto Driver 7 a.m. -  8 a.m. 5 minutes
100456 2 Auto Driver 4 p.m. -  5 p.m. 10 minutes
87
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3.2.4 Validation of the Simulation Procedure
To validate the simulation procedure, one should theoretically be able to reproduce (to 
within an acceptable error range) the data collected by and produce statistics comparable 
to a real travel survey. To establish whether this was true, data were simulated for each 
of the 984 BRPTS sample households and compared with the actual travel data from that 
survey. On a cautionary note, the small sample size of the BRPTS did create some 
instability in the simulation results. While one could argue this reflects day-to-day 
variability, it was deemed more appropriate to run the simulation several times and 
average the results.
The author acknowledges that the validation source used (i.e., the BRPTS survey) 
likely suffers from many of the problems identified in Section 2.1. However, these 
imperfections are presumably similar to those occurring in the NPTS because both 
surveys used similar methods. The critical issue is whether the simulation method 
provides a data set that is comparable to the BRPTS (with its imperfections) because this 
proves the notion behind this research is valid.
The previous section described how each attribute was simulated based on household 
demographics and (other than trip rates) the results of a previous step in the procedure. 
This has implications for running comparisons because, if the previous step performed 
poorly, then error would be propagated through the process. For instance, if the mode 
shares were wrong this impacted the departure time and trip length simulations. It was 
therefore critical to establish whether each step of the simulation was performing 
adequately before drawing conclusions about the entire process.
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To achieve this objective, two comparisons were run for all trip attributes other than 
trip purpose.
1. Partial Simulation -  simulates each attribute based on actual information from 
the BRPTS survey- i.e., mode was simulated based on actual trip purpose, 
departure time was simulated based on actual mode and purpose and trip length 
was simulated based on actual purpose, mode, and departure time.
2. Full Simulation - reflects what would happen if the procedure were applied as
intended with each attribute simulated based on a prior step.
The validation was performed at both an aggregate and disaggregate level. Aggregate 
comparisons included mean trip rates, mode shares, departure times, and trip lengths for 
each of the seven purposes. Comparisons at this level give a general idea of whether 
comparable results are obtained from the simulation and where some obvious 
discrepancies exist. However, aggregate comparisons can lead to misleading conclusions 
because o f  the danger of hiding differences between market segments (e.g., households 
grouped by size, vehicles owned). For this reason, comparisons were also conducted at a 
disaggregate (household) level.
3.2.4.1 Statistical Comparisons
The following statistical comparisons were run to compare the trip rates, modal shares, 
departure times, and trip lengths for the synthetic data and the BRPTS data.
Trip rates were compared using the z-test o f the difference between two (population) 
means with known variances (Freund and Wilson, 1997, pp. 184).
X ,  -  X j
(1)
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where,
xic = mean travel characteristic value from source k,
s*t = variance o f travel characteristic value from source k,
i = BRPTS, j  = Synthetic Data, and
tik = number of sample households from source k.
Note that the mean quantity, xs was calculated based on the average of the means from 
m simulations. The variance for j  was estimated by taking the estimated variances from 
within each synthetic data set plus the estimated variance across the data sets.
Mode shares were evaluated on a mode-by-mode basis using the z-test for the 
differences in two proportions for large samples (Freund and Wilson, 1997, pp. 200). On 
a cautionary note, use o f this test assumes that the sample proportions are approximately 
normally distributed with mean p  and variance [p(l-p)]//i for a sufficiently large sample 
size, n. Experience has shown that this approximation is adequate for most purposes 
when the smaller of np and n(\-p) is greater than five (Freund and Wilson, 1997, pp. 96) 
This primarily affected the comparisons of transit mode shares for non-work and non­
school purposes because o f insufficient observations.
yk = number in population k choosing the mode under consideration 
itk = number in population k.
With departure times and trip lengths one is concerned with comparing the shape of
the distributions in addition to the means. The appropriate test for this purpose is the
Kolmogorov-Smimov z-test. The test establishes whether two independent samples are
from the same distribution and is sensitive to any type of difference in the two
w, n2 with p  = ( 2 )
where,
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distributions such as shape and skewness (Siegel, 1956). The test is based on the largest 
difference between the two cumulative distributions. To detect specific problems, 
departure times and trip lengths were aggregated into intervals and again compared using 
the z-test for proportions.
3.3 Ph a se  II -  T rip Pr o d u c t io n  M odel C o m pa r iso n s
Once the validity of the simulation procedure itself was established, it was necessary 
to determine whether travel-demand models estimated with these synthetic data offered 
improvements over current synthetic modeling techniques. Here, the focus was on trip 
production models. Specifically it was determined whether the new models:
1) Offered improvements over current borrowed trip production models used to 
estimate trip rates a metropolitan region,
2) Offered improvements over the use of national (default) trip rates derived from 
NCHRP 365, and
3) Were comparable to new trip production models estimated using actual local 
survey data.
The test-bed for these comparisons was the Baton Rouge metropolitan region. For the 
first two scenarios, the model sets were estimated with the synthetic data and compared 
with the current models (the model sets were also estimated with the BRPTS data to 
provide a yardstick for the comparison). In the third scenario, the model sets were 
estimated with the synthetic data and compared with the same models estimated using the 
BRPTS data. In addition, the total number of household trips for all scenarios were 
calculated using weighted totals from the BRPTS. Statistical comparisons o f  the trip 
rates were made using the Root Mean Square Error (RMSE). This measure incorporates
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the squared differences between mean trip rates for each cell of the cross-classification 
system, amplifying the larger and more serious differences.
y, = trip rate for sample y  in cell / 
x, = trip rate for sample x in cell /
N  = number o f cells in cross-classification system
3.4  A uto m a tio n  o f  the  Sim u la tio n  Pr o c ed u r e
The procedures for running the data simulation were automated using the SPSS syntax 
language. These procedures enable the user to draw a sample for their region according 
to the particular stratification system they desire. A travel survey data set is simulated for
this sample and descriptive statistics are provided. The syntax and documentation are
provided in Appendix A.
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4 RESULTS AND ANALYSIS
4.1 Th e  C a t eg o r iz a tio n  R e su l t s
To recap, the objective of the categorization procedure was to identify homogeneous 
groupings of households with respect to each salient trip characteristic. This required 
four separate classification systems for predicting 1) person trip frequencies per 
household, 2) mode shares, 3) departure times, and 4) trip lengths for each o f the seven 
trip purposes.
4.1.1 Person Trip Frequencies
The first phase of the categorization was to classify households by person trip 
frequencies for each trip purpose. Preliminary correlation analysis" (Table 4.1) showed 
that most of the independent variables exhibit a statistically significant positive 
relationship with the dependent variables. These relationships are generally stronger (as 
indicated by the magnitude of the coefficients) for mandatory trips such as work and 
school. In addition, one sees the importance of life-cycle variables particularly the 
number of workers and the number of school-age children.
The limitation of considering each variable independently is that this does not reflect 
interactions between variables -  this is the major benefit o f using a method such as 
C&RT. The C&RT method was used to assist in the initial delineation of household 
categories. Figure 4.1 shows the output of a C&RT run for Home-Based Work trips
" Spearman’s rank correlation analysis was appropriate because all these variables are measured 
on an ordinal scale.
93
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
while Table 4.2 provides a summary of the results. By way of interpretation, the “risk 
estimate” indicates the within-node (error) variance. The “improvement score” indicates 
the reduction in risk associated with that split. These two measures are used to derive p2 
(proportion of the total variance explained by the segmentation scheme) and the 
incremental p2 (additional variance explained by that split). In the case of Sample I, the 
total variance without segmentation is 3.26. The improvement score for the first split 
(workers <=1, >=2) indicates that 33.5 percent (1.09/3.26) of the total variance is 
explained by this partition. The next split is for zero and one worker and captures a 
further 7.4 percent o f the total variance and so the process continues. The final ten-node 
segmentation scheme captures approximately 49 percent of the variance.
Table 4.1



















Household Size 0.652* 0.422* 0.563* 0.115* 0.211* 0.466* 0.262* 0.286*
Household Income 
Category
0.304* 0.365* 0.145* 0.048* 0.058* 0.129* 0.298* 0.084*
Household
Vehicles
0.404* 0.392* 0.131* 0.071* 0.125* 0.241* 0.268* 0.157*
Household
Workers
0.498* 0.728* 0.256* 0.126* 0.077* 0.194* 0.491* 0.093*
Males 0.547* 0.376* 0.438* 0.111* 0.185* 0.391* 0.199* 0.227*
Females 0.472 0.260* 0.480* 0.088* 0.169* 0.337* 0.165* 0.237*
Persons Aged 0-4 0.102* 0.050* 0.083* -0.014 -0.008 0.091* 0.093* 0.044*
Persons Aged 5-17 0.541* 0.235* 0.803* -0.009 0.128* 0.411* 0.175* 0.268*
Persons Aged 
18-24




-0.46* -0.42* -0.31 .054* 0.004 -0.25 -0.44 -0.27
MSA Population 
Size
-0.015 -0.03 0.023 0.047* -0.24 -0.20 -0.10 -0.12
Correlation is significant at the 0.01 level (2-tailed)
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Table 4.2

















1 Worker (<1, >1) 2.17 33.47 33.47 2.11 34.50 34.50
2 Worker (=0, =1) 1.93 40.84 7.37 1.88 41.78 7.28
j Worker (=2, >2) 1.74 46.64 5.80 1.67 48.32 6.54
4 Worker (=3, >3) 1.70 47.69 1.05 1.62 49.73 1.41
5 Worker = 2, age 
0-4 (0, >0)
1.69 48.23 0.54 1.61 50.04 0.30
6 Worker = 3, 
age5-17 (0, >0)
1.68 48.39 0.16 1.61 50.07 0.03
7 Worker = 1, 
vehicles (0-1, 
2+)
1.68 48.45 0.07 1.61 50.13 0.06
8 Worker = 2, age 
0-4 = 0, age5- 
17(0, >0)
1.68 48.50 0.05 1.60 50.33 0.20
9 Worker = 2, age 
0-4 = 1, age5- 
17(0, >0)
1.68 48.53 0.02 1.60 50.38 0.05
Summaries of the C&RT runs for all seven trip purposes are provided in Appendix B. 
The major advantage o f this procedure is the efficiency with which it segments the data 
in comparison to confirmatory statistical techniques such as Analysis of Variance 
(ANOVA). Under ANOVA, the user has to try different grouping schemes for the 
continuous variables and then evaluate each scheme in turn. Unfortunately, this trial and 
error process does not necessarily result in the most efficient scheme for two reasons. 
First, critical interactions may simply be over-looked. Second, this may result in 
redundant categories because a category is typically established for every combination of 
the independent variable groupings. The C&RT algorithm, by contrast, evaluates every 
grouping alternative and only splits the data if it results in statistically significant (as 
defined by the analyst) increases in the explanation o f variance.
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On a cautionary note, the use of C&RT and other segmentation procedures still 
requires considerable judgement on the part o f the analyst to ensure the final schemes are 
practically as well as statistically significant. Given that the algorithm splits the data to 
maximize the reduction in variance at that point in the tree it is easy to over-look 
variables or alternative grouping that have significant effects. The “surrogate” variable 
procedure provides some protection against this by enabling the user to assess the 
reduction in variance from splitting on a particular variable or interval -  this becomes 
somewhat of a trial-and-error procedure in itself. The other major issue was that a slight 
change in the composition in the sample could result in differences in how the data were 
split -  this was particularly so for the discretionary purposes as shown in the differences 
in the two sample C&RT runs in Appendix B. The implications are that the final choice 
of schemes were based on the C&RT output but validated using the previously-described 
GLM procedures.
4.1.1.1 Final Catego rization Schemes
Table 4.3 shows the final categorization schemes for each trip purpose together with 
the GLM results. Four schemes were used, (1) Home-Work and Work-Other, (2) Home- 
School, (3) Home-College, and (4) Home-Shop, Home-Other, and Other-Other.
W ork trips are driven primarily by the number of household workers. While this is 
not surprising, it is interesting to observe the interactions between the number of workers, 
household vehicles and the presence and age of children. For one worker households, the 
critical issue is the availability of vehicles. For households with zero or one vehicle, the 
trip rates are significantly less than in households with two or more vehicles where in all 
likelihood the worker has their own vehicle. For two worker households one sees a
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Table 4.3
Categorization Scheme for Trip Purpose Simulation
Trip
Purpose




Home- 0 Workers 0 0 F = 3228,
Work 1 Worker, 0-1 Vehicles 1.29 1.05 df = 9
1 Worker, 2+ Vehicles 1.45 1.09 r  = 0.489
2 Workers, 0 Children (0-4), 0 Children (5-17) 2.78 1.56
2 Workers, 0 Children (0-4), 1+ Children (5-17) 2.56 1.56
2 Workers, 1+ Children (0-4), 0 Children (5-17) 2.14 1.40
2 Workers, 1+ Children (0-4), 1+ Children (5-17) 2.32 1.39
3 Workers, 0 Children (5-17) 4.12 2.05
3 Workers, 1+ Children (5-17) 3.75 1.94
4 + Workers 5.56 2.41
Work- 0 Workers 0 0 F = 702,
Other 1 Worker, 0-1 Vehicles 0.98 1.52 df = 9
1 Worker, 2+ Vehicles 1.06 1.73 r  = 0.172
2 Workers, 0 Children (0-4), 0 Children (5-17) 1.91 2.23
2 Workers, 0 Children (0-4), 1+ Children (5-17) 2.11 2.39
2 Workers, 1+ Children (0-4), 0 Children (5-17) 2.26 2.37
2 Workers, 1+ Children (0-4), 1+ Children (5-17) 2.25 2.61
3 Workers, 0 Children (5-17) 2.47 2.60
3 Workers, 1+ Children (5-17) 2.49 2.63
4 + Workers 3.02 2.99
Home- 0 Children (5-17) 0 0 F =
School 1 Children (5-17) 1.30 0.90 14039,
2 Children (5-17) 2.73 1.50 df = 4
3 Children (5-17) 4.16 2.17 r  = 0.704
4+ Children (5-17) 5.46 3.02
Home- 1 Person, 0 Workers, 0 Vehicles 0.61 1.02 F = 166,
Shop 1 Person, 0 Workers, 1+ Vehicles 0.85 1.14 df = 15
1 Person, 1 Worker 0.50 0.83 r2 = 0.075
2 Persons, 0-1 Workers, 0 Vehicles 0.98 1.47
2 Persons, 0 Workers, 1+ Vehicles 1.81 1.93
2 Persons, 1 Worker, 1+Vehicles 1.23 1.50
2 Persons, 2 Workers 0.96 1.28
3 Persons, 1-2 Children (0-4) 0.98 1.28
3 Persons, 0 Children (5-17), 0 Children (0-4) 1.69 1.88
3 Persons, 1-2 Children (5-17), 0 Children (0-4) 1.40 1.76
4 Persons, 0-1 Children (5-17), 0-1 Children (0-4) 1.62 1.93
4 Persons, 0-1 Children (5-17), 2-3 Children (0-4) 1.05 1.34
4 Persons, 2+ Children (5-17) 1.71 2.15
5+ Persons, 0-1 Children (5-17) 1.96 2.18
5+ Persons, 2 Children (5-17) 1.84 2.12
5+ Persons, 3 +Children (5-17) 2.13 2.53








Home- 0 Persons (18-24) 0.06 0.35 F = 929,
College 1 Person (18-24), 0 Children (0-4) 0.57 1.02 df = 5
1 Person (18-24), 1+ Children (0-4) 0.28 0.73 r2 = 0.164
2 Persons (18-24), 0 Children (0-4) 0.94 1.58
2 Persons (18-24), 1+ Children (0-4) 0.30 0.81
3+ Persons (18-24) 2.39 2.98
Home- 1 Person, 0 Workers, 0 Vehicles 1.06 1.36 F = 871,
Other 1 Person, 0 Workers, 1+ Vehicles 1.92 1.87 df = 15
1 Person, 1 Worker 1.11 1.42 r  = 0.300
2 Persons, 0-1 Workers, 0 Vehicles 1.90 2.03
2 Persons, 0 Workers, 1+ Vehicles 3.68 3.01
2 Persons, 1 Worker, 1+ Vehicles 2.93 2.66
2 Persons, 2 Workers 2.09 2.16
3 Persons, 1-2 Children (0-4) 2.59 2.18
3 Persons, 0 Children (5-17), 0 Children (0-4) 3.70 3.25
3 Persons, 1-2 Children (5-17), 0 Children (0-4) 4.67 3.50
4 Persons, 0-1 Children (5-17), 0-1 Children (0-4) 5.08 3.49
4 Persons, 0-1 Children (5-17), 2-3 Children (0-4) 2.88 2.38
4 Persons, 2+ Children (5-17) 6.83 4.81
5+ Persons, 0-1 Children (5-17) 5.63 4.21
5+ Persons, 2 Children (5-17) 7.39 5.09
5+ Persons, 3 +Children (5-17) 9.16 6.29
Other- 1 Person, 0 Workers, 0 Vehicles 0.56 1.13 F = 278,
Other 1 Person, 0 Workers, 1+ Vehicles 1.29 1.74 df = 15
1 Person, 1 Worker 0.75 1.39 r  = 0.120
2 Persons, 0-1 Workers, 0 Vehicles 0.99 1.66
2 Persons, 0 Workers, 1+ Vehicles 2.38 2.86
2 Persons, I Worker, 1+ Vehicles 1.82 2.38
2 Persons, 2 Workers 1.28 2.04
3 Persons, 1-2 Children (0-4) 1.68 2.41
3 Persons, 0 Children (5-17), 0 Children (0-4) 2.19 2.81
3 Persons, 1-2 Children (5-17), 0 Children (0-4) 2.58 3.15
4 Persons, 0-1 Children (5-17), 0-1 Children (0-4) 2.75 3.08
4 Persons, 0-1 Children (5-17), 2-3 Children (0-4) 1.56 2.07
4 Persons, 2+ Children (5-17) 3.66 4.11
5+ Persons, 0-1 Children (5-17) 3.05 3.69
5+ Persons, 2 Children (5-17) 3.96 4.53
5+ Persons, 3 +Children (5-17) 4.76 5.30
F = F-startstic to test the null hypothesis o f  equal means: 
d f - degrees o f freedom:
r  =  proportion o f  variance explained by the schemes (within group sum-of-squares total sum-of- 
squares)
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suppression o f trips caused by the presence of children, particularly those aged 4 or less. 
Intuition suggests this is a result of workers dropping off their child at daycare or school 
on their way to/from work. Although this involves a work trip, the data would show it 
(correctly) as a home-other followed by a work-other trip (and vice versa for the trip 
home). Therefore work-other trips should be higher for workers with children which is 
generally the case.
School trips are almost totally dependent on the presence and number o f children. 
Reviewing the means, each additional child generates approximately 1.3 school trips. 
Again, one sees the effect of trip linking on the suppression of relationships o f (in this 
case) the number of children and the number of school trips. Two caveats concerning 
school trips were observed. First, several middle-aged adults had school trips recorded -  
these were apparently drop-off trips that had been miscoded. Second, because the NPTS 
collects data year round, non-school periods (summer in particular) must be eliminated 
from home-based school analysis.
College trips are dependent on the number of college-aged persons (aged 18-24). As 
with work trips, the presence of infants tends to suppress the propensity of college trips. 
This could be again attributable to drop-off trips but it is more likely a simple case that 
adults with very young children are less likely to pursue college courses.
Shopping and Other trips are captured in a more complex scheme that illustrates the 
dynamics that occur between members o f households of different sizes and structures. 
For single and two person households, the most critical determinant here was the 
presence and number of workers and vehicle availability. For single-person households 
where the person was not working, considerably more trips were made if a vehicle was
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available. For two person households, the presence o f workers suppressed trips o f this 
nature because of time constraints and the tendency to push such discretionary and 
optional trips to the weekends. In households with three members, the critical factor was 
the suppression of trips caused by the presence of an infant. While this is still true in 
households with four members, the presence of school age children (ages 5-17) has a 
reverse effect by causing dramatic increases in trips recorded as “other” . This results 
from parents picking-up/dropping-off children on the way to/from work (again 
suppressing the number of recorded work trips) and taking their (non-driving) children to 
after-school activities.
The implications of these findings are that life-cycle factors (particularly worker status 
and the presence and age of children) are the critical driving factors behind the number of 
person trips made. Traditionally strong indicators such as income and vehicle availability 
are having less impact on trip frequencies (although one would expect they are still the 
dominant factors behind mode choice and trip length). It is also notable that significant 
differences in trip making are captured in a relatively simplistic segmentation o f the 
population - this supports the findings of others (e.g., Vaughn et al., 1999). In fact, the 
majority o f the variation is captured in the initial split for all trip purposes.
It is important to understand how the interpretation presented here is affected by the 
way a “trip” is defined. Taking the case of a journey from home to work, it was noted 
that if  a stop is involved along the way the data base will show a home-other followed by 
a work-other trip (i.e., the home-work trip is “lost”). This weakens the relationships 
between (in this case) home-work trips and the explanatory factors which is why over 
half the variance remains unexplained. When one considers that 33 percent o f females
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and 20 percent o f males stop on their way to work while 61 percent of females and 46 
percent o f males stop on their way home from work it is evident why this weakening 
occurs.
A potential remedy to this problem is to link trips together into “chains” or “tours” 
with the purpose of the tour defined by the ultimate destination (i.e., work in this case). 
This linking approach has proven particularly popular with the so-called “activity-based” 
approach to modeling travel behavior (e.g., Mark Bradley Research, 1998). While the 
author acknowledges the importance of this issue, it must be emphasized that the focus of 
the current research is to support current MPO modeling efforts that, almost universally, 
use the unlinked trip as the dependent variable.
Another reason for the low r-squared values is (arguably) the limited levels of 
disaggregation used in the categorization schemes. However, one quickly reached a level 
of disaggregation where the differences between households actually became more 
accentuated which affected the stability of the simulation results. Ultimately, the 
“blame” for the low r-squared values may lie in the contention made in Section 2.2. that 
current demographic measures are only partially capable of capturing the underlying 
determinants o f differences in household travel behavior.
4.1.2 Travel Mode
The next step of the categorization was to establish groups of households that, for the 
same trip purpose, chose the same travel mode By way of recall, the intent here is to 
maintain the conditionality between the purpose and mode (see discussion in Section 
3.2.3). Given that mode is a nominal dependent variable, the objective was to delineate 
categories such that the proportional use of each mode was relatively similar.
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Table 4.4 summarizes the preliminary contingency table analysis o f  the potential 
explanatory factors for the prediction of mode shares. By way of interpretation, the 
Pearson chi-square indicates whether a significant association is observed. However, this 
statistic does not directly indicate the strength of the relationship and it is extremely 
sensitive to sample size. The Cramer’s V statistic attempts to scale the chi-square 
statistic to a scale from 0 to 1 in an effort to minimize the influence o f the sample size 
and the degrees o f freedom. The Goodman and Kruskal tau statistic indicates the 
reduction in error attributable to the independent variable. For instance, trip purpose is 
associated with a 10.1% reduction in error.
Table 4.4





Cramer’s V Goodman and 
Kruskal tau
Trip Purpose 24 91296 .280 .101
Household Vehicles 40 37057 .177 .039
Household Income 16 2740 .052 .003
Household Size 36 12469 .103 .000
Life-Cycle (NPTS 
Definitions)
36 17421 .121 .032
Race and Ethnicity of Head 
of Household
12 6548 086 .006
Children Aged 5-17 48 3908 .122 .042
Adults Aged 18-64 48 567 .047 .002
Adults Aged 65+ 24 309 .042 .001
Population Density (census 
block)
20 21236 .134 .017
All the variables exhibit an asymptotically significant relationship with mode shares. 
However, trip purpose, vehicles, and age (primarily the number of children) are the most 
critical measures. Figure 4.2 demonstrates this difference across the seven trip purposes. 
Travel by private automobile is over 90 percent for all purposes except home-school 
trips, which is the only purpose with a significant share of transit (school bus, bus, rail)
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trips. The other significant factor is the variation in the driver/passenger splits between 
work and non-work trips. For home-other trips this is attributable to the drop-off trips 
described in the previous section and social/recreational trips where people are 
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Mode Shares
Figure 4.2 
Mode Shares by Trip Purpose
With respect to age category, Table 4.5 shows that auto driver trips peak for the 35-49 
age group which together with the over-65s are the least likely to use transit. For the 
(potential) driver population, the over-65s are the most likely segment to travel as an auto 
passenger while the 18-24s have the lowest auto driver shares. In the former case, this 
reflects driving impairments associated with old-age while for the latter it is more likely a 
constraint on vehicle availability. The most significant factor, however, is clearly the 
presence of school-age children and the effect this has on passenger shares.
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Table 4.5
Cross-tabulations of Mode Shares by Age Category
Mode Age Category
5-17 18-24 25-34 35-49 50-64 65+
Driver 7.1% 68.0% 78.3% 82.7% 78.8% 70.5%
Passenger 63.3% 20.1% 12.9% 11.2% 14.8% 22.4%
Transit 17.5% 4.1% 2.9% 1.8% 2.1% 1.8%
Bike/Walk 12.1% 7.7% 5.8% 4.2% 4.1% 5.2%
Other .0% .1% .1% .1% .1% .1%
Table 4.6 displays similar information for the number of vehicles. The critical issue
here is initially whether a vehicle is available at all with almost two-thirds of trips made 
by non-POV (privately occupied vehicle) modes. For households with vehicles, each 
additional vehicle results in a fairly constant increase in driver shares and a 
corresponding decrease in the other mode shares.
Table 4.6
Cross-tabulations of Mode Shares by Household Vehicles
Mode Number of Household Vehicles
0 1 2 3 4+
Driver 9.8% 62.4% 67.9% 71.2% 75.5%
Passenger 26.8% 24.3% 23.5% 21.5% 19.4%
Transit 27.1% 5.0% 4.2% 3.5% 1.9%
Bike/Walk 36.2% 8.2% 4.3% 3.6% 3.1%
Other .1% .1% .1% .1% .1%
C&RT runs were performed using mode shares as the dependent variable. The 
flexibility o f C&RT is such that one can incorporate nominal dependent variables 
although the interpretation is different. In this case, the misclassification risk is simply 
the percentage of cases that are incorrectly classified (to the wrong mode) while the 
improvement score is the proportional reduction in this same misclassification risk.
Delineation of actual categories from the C&RT runs was somewhat difficult for mode
because the algorithm is driven by correctly predicting the most significant shares which
in this case were the auto driver and passenger splits. One can manually adjust the
relative weight of the shares using the “Priors” option. However, this produced
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somewhat inconclusive and illogical results. In this case, the C&RT results were used to 
garnish an initial idea o f the appropriate groupings.
The final schemes were established by comparing each proposed grouping from the 
C&RT analysis using the Kolmogorov-Smimov z-test. As stated in the “Materials and 
Methods” section this test establishes whether two independent samples are from the 
same distribution. To clarify how this procedure was used, the example of classification 
for Home-Work mode shares is used. C&RT runs indicated that the most critical variable 
was the number of vehicles. The Kolmogorov-Smimov z-test was used to compare the 
four proposed groupings of 0, 1,2, and 3+ vehicles. The results suggested that it was
appropriate to group vehicles into 0, I, and 2+.
Answer Tree determines number of vehicles most critical explanatory factor for home-work mode 
shares
Stage 1 Vehicle Grouping Comparisons Decision
0 vs. 1 I vs. 2 2 vs. 3
K-S z-statistic 6.77** 5.26** 0.33 Group vehicles into 0,1,2+
**Asymptotically significant differece in mode shares at the 99* percentile confidence level
The next most critical variable identified from the C&RT runs was the number of 
workers. Now the proposed worker groupings are compared across the three vehicle 
groupings. In the case of zero vehicle households, no further segmentation is necessary. 
For households with one vehicle, workers are grouped into 1 and 2 plus and for 
households with two vehicles, workers are grouped into 1-2, and 3 plus. This suggests
that automobile availability is the critical issue driving mode shares for this purpose.
Answer Tree determines number of workers next most critical explanatory factor
Stage 2 Worker Grouping Comparisons Decision
Vehicles 1 vs. 2 2 vs. 3+
0 0.48 0.41 No further segmentation
1 4.30** 1.89 Group workers into 1,2+
2+ 0.14 2.88** Group workers into 1-2,3+
**Asymptotically significant difference in mode shares at the99* percentile confidence level
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The net result o f this process is five categories which are shown together with the 
categories for the other purposes in Table 4.7. These categories were derived in a similar 
manner - the statistical results and decisions made are included in Appendix B.
4.1.2.1 Final Categorization Schemes
Table 4.7 shows the final 39 category scheme together with summary statistical 
measures. Overall, the scheme resulted in a 17.9 percent reduction in error indicated by 
the Goodman and Kruskal tau statistic.
Work mode shares are captured in a scheme that reflects 1) the presence, and 2) the 
availability of automobiles to household workers. The only significant use of transit is by 
households without vehicles. Even within this category, over half the trips are made by 
private automobile. With respect to automobile availability, one sees the impact of 
competition (reflected by more workers than vehicles) on the driver/passenger split for 
one vehicle households only. Where there are two or more vehicles, the effects are 
relatively minor because the worker will in all likelihood have access to their own 
vehicle.
School mode shares reflect a number of underlying dynamics. First, where the 
number of vehicles equals or exceeds the number of household members, the auto driver 
trips are significantly greater. This probably reflects teenagers who have their own 
vehicles and drive to school. Second, as the number of household members increases in 
relation to the number of vehicles, the proportion of transit or bike/walk trips increases 
while the proportion of passenger trips decrease. This is probably attributable to the 
likelihood that larger households will include children attending different schools.
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Table 4.7
Categorization Scheme for Travel Mode Simulation
Trip
Purpose





0 Vehicles 20% 31% 29% 16% 4%
I Vehicle, 1 Worker 87% 6% 2% 4% 1%
1 Vehicle, 2+ Workers 57% 27% 7% 6% 3%
2+ Vehicles, 1-2 Workers 92% 5% 1% 1% 1%
2+ Vehicles, 3+ Workers 85% 10% 2% 3% 1%
Home-
School
0 Vehicles 0% 22% 49% 28% 0%
1 Vehicle, 1-3 Persons 1% 45% 44% 10% 0%
1 Vehicle, 4+ Persons 1% 31% 44% 24% 0%
2 Vehicles, 1-2 Persons 46% 12% 21% 21% 0%
2 Vehicles, 3 Persons 2% 50% 38% 10% 0%
2 Vehicles, 4 Persons 2% 47% 41% 11% 0%
2 Vehicles, 5+ Persons 1% 37% 50% 12% 0%
3+ Vehicles, 1-3 Persons 33% 38% 23% 6% 0%
3+ Vehicles, 4+ Persons 9% 45% 36% 10% 0%
Home-
College
0 Vehicles 18% 20% 25% 36% 1%
1 Vehicle, 0-1 Persons (18-24) 67% 15% 9% 9% 1%
1 Vehicle, 2+ Persons 35% 25% 19% 19% 3%
2+ Vehicles, 2+ Persons (18-24) 94% 5% 0% 1% 0%
2 Vehicles, 1-2 Persons (18-24) 60% 22% 8% 8% 1%
2+ Vehicles, 3+ Persons (18-24) 48% 17% 4% 31% 0%
3+ Vehicles 84% 6% 2% 8% 0%
Home-
Shop
0 Vehicles 13% 30% 13% 43% 1%
1+Vehicle, 1 Person 90% 6% 0% 4% 0%
I Vehicle, 2+ Persons, 
0 Children (5-17)
65% 27% 1% 7% 0%
2+ Vehicles, 2+ Persons, 
0 Children (5-17)
83% 14% 0% 2% 0%
1+ Vehicle, 1+ Children (5-17) 50% 38% 3% 9% 0%
2+Vehicles, I Child (5-17) 71% 25% 1% 3% 0%







0 Vehicles 13% 43% 12% 30% 2%
1+Vehicle, 1 Person (18+), 
0 Children (5-17)
85% 10% 0% 4% 0%
1+ Vehicle, 2+ Persons (18+), 
0 Children (5-17)
73% 22% 1% 4% 0%
1 Vehicle, 1 Child (5-17) 52% 37% 3% 8% 0%
2+Vehicles, 1 Child (5-17) 63% 31% 2% 4% 0%
I Vehicle, 2+ Children (5-17) 37% 48% 4% 11% 0%
2+ Vehicles, 2+ Children (5-17) 47% 44% 1% 8% 0%
Work-
Other
0 Vehicles 26% 29% 10% 31% 3%
1 Vehicle, 1 Worker 81% 9% 1% 8% 1%
1 Vehicle, 2+ Workers 69% 19% 1% 10% 1%
2+ Vehicles 84% 11% 0% 4% 0%
Chi-square =  148394. df=  152; Cramer's V = .356; Goodman andKruskal's tau = .179
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College mode shares exhibit somewhat similar dynamics to home-work trips except 
the issue is automobile availability per college-aged person. Again, significant transit 
usage only occurs for zero vehicle households and when there is competition for vehicles.
Shopping and Other mode shares are driven by the dual factors of vehicle 
availability and the presence of school-age children. Again, zero-vehicle households are 
the only significant transit users although in this case they make a greater proportion of 
bike/walk trips compared to the other purposes. Children are included in the 
segmentation scheme because of their impact on passenger shares which is highly 
significant as shown in Table 4.5.
As with trip frequencies, the prediction of mode shares at the household level is 
captured through a relatively simple demographic segmentation. However, the goodness- 
of-fit measures suggest that most of the variation remains unexplained. This is not 
surprising because one would expect mode choice to be significantly affected by 
characteristics of the locale such as transit service, congestion, pricing policies etc. These 
factors (or surrogates for them) must seemingly be built in to the simulation procedure to 
create a data set that is more sensitive to the particular locale. This is the topic of 
discussion in the “Improvements to the Simulation Procedure” section at the end of this 
analysis.
4.1.3 Departure Times
The third step o f  the categorization was to classify households with respect to the 
departure hour o f the trip conditional on the trip purpose and mode. Preliminary 
contingency table analysis is shown in Table 4.8. By way of interpretation, the eta 
measure (when squared) indicates the proportion of variability o f the dependent variable
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explained by each predictor variable. The results show that trip purpose is the most 
significant factor followed by travel mode with the remaining variables having little 
direct impact on departure times.
Table 4.8
Contingency Table Analysis of Potential Explanatory Variables for Departure Hour
Degrees of Freedom Pearson Chi-Square eta
Trip Purpose 138 12877 .264
Travel Mode 138 3132 .150
Household Vehicles 230 424 .020
Household Income 92 437 .025
Household Size 207 1072 .040
Household Workers 92 2146 .050
Age Category 115 3612 .075
Population Density 115 197 .023
Table 4.9 shows the departure time by trip purpose. Home-school trips are focused in 
the peak hours (90 percent) as are home-work trips (60 percent) all be it to a lesser extent. 
Home-shop trips are evenly spread throughout the day after 9 a.m. while home-other trips 
predominate in the evenings (50 percent). Work-other trips are focused in the middle of 
the day reflecting both work-related travel and going out to lunch.
Table 4.9


















6 a.m. - 9 a.m. 32.3% 49.5% 30.0% 8.3% 15.4% 13.8% 8.7%
9 a.m. -1 p.m. 24.4% 4.7% 25.1% 23.9% 19.3% 37.9% 24.7%
1 p.m. - 4 p.m. 12.1% 40.7% 15.8% 19.4% 14.6% 26.8% 24.9%
4 p.m. - 7 p.m. 27.1% 4.5% 20.6% 25.8% 27.1% 17.7% 25.1%
7 p.m. - 6 a.m. 16.1% 0.6% 8.5% 22.5% 23.6% 3.8% 16.5%
The departure time categorization was conducted in a similar manner to mode. In this 
case, the departure periods were the dependent “shares”. The results and decisions made 
are included in Appendix B.
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4.1.3.1 Departure Time Schemes
The departure time scheme comprised the 23 categories shown in Table 4.10. The eta 
value of 0.321 indicates the scheme captures approximately 10 percent o f the variation in 
departure times.
Table 4.10
Categorization Scheme for Departure Time Simulation
Categorization Scheme 6 a.m. - 
9 &.m.
9 a.m. -  
4 p.m.
4 p.m. - 
7 p.m.
7 p.m. -  
6 a.m.
Home-Work, POV, Transit 34% 25% 26% 15%
Home-Work, Bike 26% 34% 25% 15%
Home-School, POV, Transit 52% 42% 6% 1%
Home-School, Bike 45% 51% 4% 0%
Home-College, Persons (18-24) = 0 22% 33% 21% 23%
HBCOL, 18-24 >= 1 32% 47% 13% 9%
HBSHOP.O Workers 7% 70% 17% 6%
HBSHOP, 1 Worker, 1 Person 7% 34% 36% 24%
HBSHOP, 1 Worker, 2+ Persons 5% 51% 26% 17%
HBSHOP, >=2 Workers, non-passenger 7% 39% 32% 22%
HBSHOP, >=2 Workers, passenger 3% 29% 38% 30%
HBO, 0 Workers 11% 58% 19% 12%
HBO, I Worker, 1 Person 9% 33% 27% 31%
HBO, I Worker, 2+ Persons 12% 41% 26% 20%
HBO, >=2 Workers, non-passenger 15% 32% 28% 24%
HBO, >=2 Workers, passenger 9% 24% 35% 32%
NHBW, non-bike 15% 62% 18% 5%
NHBW, Bike 5% 84% 8% 3%
NHBO, 0 Workers 5% 77% 13% 5%
NHBO, I Worker, 1 Person 4% 51% 25% 21%
NHBO, I Worker, 2+ Persons 7% 61% 20% 13%
NHBO, >=2 Workers, non-passenger 8% 53% 23% 15%
NHBO, >=2 Workers, passenger 7% 44% 28% 22%
Total 16% 44% 23% 16%
Chi-square = 9756, d f = 66. eta = .321
Work and school departure times are delineated only by whether the mode used was 
bike/walk as opposed to POV or transit. For home-work and home-school, the bike/walk 
shares are proportionally higher during the off-peak day-time period (9 a.m. -  4 p.m.) 
while the opposite trend is observed for the other modes.
I l l
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Home-college departure times are dependent on the presence of college-age persons 
which have been defined here as ages 18-24. For households with no college-age 
persons, “college” trips are fairly evenly spread throughout the day reflecting both older 
adults attending regular college courses and evening classes. For households with one or 
more college-age person, the departure times are focused during the morning peak and 
off-peak day-time periods reflecting regular student activities.
Home-shop departure times are primarily affected by the presence of household 
workers. For households with no workers, the restraints of having to be at work are 
lifted. This is reflected by over two-thirds of shop trips for this category departing during 
the off-peak day-time period. By contrast, for single person working households and two 
or more worker households, shop trips are shifted to the after-work hours.
Other trip departure times exhibit similar trends to home-shop trips. Again, one 
sees the impact of workers on the shift o f departure times to the after-work hours 
although the relationships are weaker because of the multitude of reasons underlying 
these trips.
In summary, departure times are largely dictated by the trip purpose with the presence 
of workers having an impact for shopping and to a lesser extent, other trips. While 
household characteristics have little direct impact on departure time, some indirect effects 
are observed through the demographics that underlie the choice of mode. Again, one 
might anticipate that factors pertaining to the particular locale need to be incorporated to 
more comprehensively account for these differences.
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4.1.4 Trip Length
The fourth step of the categorization was to classify households with respect to 
reported trip length (measured in minutes). Intuition suggests that trip length will be 
significantly affected by the size and structure of the particular region -  this issue is 
addressed in a later section. In addition, one expects trip length to be affected by the 
results of the previous three steps of the simulation, namely the trip purpose, the mode, 
and the departure time.
GLM procedures in SPSS were used to establish that travel mode was the most 
significant of these three variables in the prediction of trip length explaining six percent 
of the total variation. This compared to four percent for trip purpose and two percent for 
departure time. Figure 4.3 shows this variation by travel mode. The typical vehicle trip 
lasts approximately 15 minutes. This more than doubles for trips by public bus reflecting 
stops and indirect routing to the destination. With respect to trip purpose, Figure 4.4 
shows that commute trips are significantly longer than any of the other trip purposes 
while shop trips are the shortest.
Consideration was given to using Answer Tree to categorize households for trip length 
based on each combination of purpose, mode, and departure period (7*5*4 = 140 
categories total). However, may o f these combinations had sparse cell sizes and one was 
more able to definitively identify critical factors impacting trip length by working at a 
more aggregate level. The approach taken in delineating the categories was to take the 
most significant predictor of trip length and run Duncan’s multiple range comparisons of 
means test to establish appropriate subdivisions of that predictor. The next most 
significant predictor would then be established for each subdivision and split in a similar
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manner. This process continued until no significant explanatory was realized or the
categories became too small.
POV (15.6) _J 
Public Bus (34.1) 
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Trip Length Frequency Distribution by Trip Purpose
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The most significant predictor was the mode. Table 4.11 shows the range test results 
for mode groupings. The test suggests that auto driver and passenger trips can be 
grouped but that the remaining modes remain separate. However, for practical reasons, 
bus and school bus were also combined.
Table 4.11
Duncan’s Multiple Range Test for Mode Groupings (Travel Time)
Subset (with mean travel time) Decision
Mode 1 2 3 4 5 6













Sig- 1 0.54 1 I I 1
The next step was to determine the purpose groupings for each mode group. Taking 
the case of auto trips, Table 4.12 suggests that home-other and other-other trips can be 
combined but the remaining purposes remain separate and so the process continues. The 
full results and decisions made are provided in Appendix B.
Table 4.12
l)POV Subset Decision













Sig- 1 1 0.11284 0.19177 1
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4.1.4.1 Trip Length Schemes
Table 4.13 shows the final categorization scheme. Overall, the 23 category scheme 
explained 11 percent of the variation in trip lengths. As with mode, this proportion is 
expected to rise when records are selected from regions of similar spatial characteristics.
Table 4.13
Categorization Scheme for Trip Length Simulation
Categorization Scheme Mean Std. Dev’n
POV Home-Work, 4 p.m. -  9 a.m., 1 Vehicle 20.9 20.6
Home-Work, 4 p.m. -  9 a.m., 0,2+ Vehicles 23.1 23.7
Home-Work, 9 a.m. -  4 p.m., 1 Vehicle 17.0 18.0
Home-Work, 9 a.m. -  4 p.m., 0,2+ Vehicles 18.7 25.9
Home-School 9.3 7.9
Home-College 18.2 15.3
Home-Shop, 0 Workers 13.2 12.7
Home-Shop, 1+ Workers , 6 a.m. -  9 a.m. 11.2 29.7
Home-Shop, 1+ Workers , 9 a.m. -  6 a.m. 11.7 13.8
Home-Other/Other-Other, 0 Children, 6 a.m. -  9 a.m. 19.0 43.1
Home-Other/Other-Other, 0 Children, 9a.m. -  6 a.m. 15.9 26.0
Home-Other/Other-Other, 1+ Children, 6 a.m. -  9 
a.m.
12.8 35.7
Home-Other/Other-Other, 1+ Children, 9a.m. -  6 a.m. 13.3 20.0
Work-Other, 4 p.m. -  9 a.m. 20.0 30.1
Work-Other, 9 a.m. -  4 p.m. 15.0 23.5
Bus Home-Work 40.9 28.8
Home-School 22.6 13.8
All Other Purposes 31.5 37.2
Bike/Walk All Other Purposes 10.7 12.1
Work-Other 7.3 7.2
Rail Home-Work 49.5 23.7
All Other Purposes 41.0 26.8
Other Modes All Purposes 183.8 155.6
Total 16.2 24.6
F = 257. d f  =  22. r-squared =  0.116
POV home-work trip lengths are impacted by the departure time and the number of 
vehicles - in actuality, income was a more powerful predictor, but the high incidences o f 
missing income data led to rejection o f this variable in this case. Shorter trip lengths are 
associated with the off-peak hours and households with only one vehicle.
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POV home-shop trip lengths are longer for households with no workers. This 
presumably reflects the greater discretionary time available for these households. For 
households with one or more workers, trip lengths are shorter during the a.m. peak 
reflecting stops on the way to work such as at a gas station or fast food outlet, both of 
which are classified as shop trips in the NPTS data base.
POV other trip lengths are impacted by the presence of children and the departure 
time. For households with one or more children, the average trip length is significantly 
shorter than for households with no children. These trips are also shorter during the a.m. 
peak than the rest of the day, reflecting drop-offs at schools and day-care centers. For 
households with no children, the situation is reversed with the longest trips during the 
a.m. peak. This presumably reflects trips with a stop (other than dropping a child off) on 
the way to work.
4.1.5 Assessment of the Categorization Schemes
The results support the evidence that suggests that demographic factors alone can only 
partially explain differences in travel behavior particularly for mode, departure time and 
trip length. Even with trip rates, most of the variation goes unexplained. While this may 
be cause for concern, the critical issue is whether sufficient variation is captured for the 
simulation results to differentiate between households.
4.2 C a p t u r in g  th e  Va r ia t io n  -  th e  D ist r ib u tio n s
The reader will recall that the next step was to capture the variability of each salient 
trip characteristic for each category through the development of empirical distributions 
based on the occurrence of each category in the NPTS data set. This entailed the 
construction o f (79 + 39 + 23+23) = 164 distributions. Figure 4.5 illustrates the
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variability for home-work trip person trip rates per household across the 10 categories 
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Figure 4.5
Home-Work Trip Rate Distributions for the Work Categorization Scheme
4.3 Sim u l a t in g  Sy nth etic  T r a v e l  Data  fo r  t h e  B R PT S Sam ple
The test-bed for validating the travel data simulation procedures was the BRPTS 
sample. As noted previously, this sample was drawn from an area approximating the 
Baton Rouge MPO region. This MPO region comprises over 480,000 people and is part 
of an MSA of approximately 580,000 people. Sociodemographic characteristics are
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summarized in Table 4.14 with statistics from MS As of a similar size and the nation as a
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Figure 4.6
Home-School Trip Rate Distributions for the School Categorization Scheme
The region is characterized by medium/low residential density. The higher than 
average household size reflects the greater tendency for extended families to live together 
while the higher proportions in the 18-24 age cohort is attributable to the presence o f two 
major universities. The transportation system is characterized by an interstate that bisects 
the city and a poorly planned arterial system. Transit is insignificant, carrying less than 
half a percent of all daily trips.
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Table 4.14
Summary Sociodemographic Characteristics
1997 BRPTS MS As 500,000 -  
1,000,000
1995 NPTS
Household Size 2.71 2.63 2.63
Vehicles/Household 1.78 1.85 1.73
Workers/Household 1.34 1.31 1.33
Vehicles/Worker 1.29 1.41 1.34
% Females 52% 51% 51%
% Non-car Owning 8% 6% 8%
Age Breakdown 0-4 7% 7% 7%
5-17 20% 19% 19%
18-24 12% 9% 9%
25-34 15% 16% 17%
35-49 24% 23% 23%
50-64 12% 13% 13%
65+ 10% 13% 12%
Residential Density 
(Block Group 
Housing Units per 
Mile2)
0-99 24% 13% 24%
100-499 18% 13% 18%
500-1399 20% 27% 20%
1400-2999 20% 22% 20%
3000+ 18% 10% 17%
If the rationale behind this research proves correct, the statistics provided in Table
4.14 should manifest themselves in the output of the simulation procedure for the BRPTS 
sample. For instance, the higher than average household size should result in more trips 
overall while the higher proportions in the 18-24 age cohort should produce more college 
trips. Similarly, the lower proportions of vehicles per household should decrease the 
auto driver trips and increase the other mode shares. In actuality one observes higher 
than average shares of auto driver trips for Baton Rouge, the implications of which are 
considered in the analysis of mode shares.
4.3.1 Trip Rate Comparisons
Table 4.15 compares the mean person trip rates per household estimated from the 
synthetic data with those from the BRPTS data using the z-test for equal population 
means. The “p-value” is provided to enable the reader to assess the weight of evidence
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against the null hypothesis (i.e., no significant difference in mean trip rates). The results 
are initially encouraging with no statistically significant differences observed other than 
for home-shop trips which are over-predicted by the synthetic data.
Table 4.15
Comparison of BRPTS and Synthetic Person Trip Rates per Household
Trip Purpose BRPTS Data Synthetic Data1
Mean Std. Dev’n Mean Std. Dev’n p-value2
Home-Work 1.87 1.82 1.83 1.78 .51
Home-School 0.69 1.47 0.74 1.46 .33
Home-College 0.16 0.57 0.17 0.65 .62
Home-Shop 1.17 1.66 1.32 1.75 .01*
Home-Other 3.62 3.50 3.69 3.85 .64
Work-Other 1.46 2.14 1.34 2.06 .10
Other-Other 2.01 2.94 2.02 2.90 .92
All Purposes 11.00 7.85 11.11 7.57 .67
Average o f 5 simulations 
zp-value = probability o f incorrectly rejecting the null hypothesis (i.e.. making a Type I error) 
*Statistically significant difference in trip rates at the 95 percentile confidence level
While it is important to show the procedure produces aggregate trip rates that are 
comparable to observed trip rates, the procedure must also be validated at a disaggregate 
level for the following reasons. First, one must be wary of potential aggregation bias and 
how this can create misleading conclusions about whether the procedure is working 
correctly. Second, problems in this step of the simulation will be propagated through the 
remaining steps making it imperative they are detected early. Third, one can identify 
“problem” segments where the simulation appears to perform poorly - in this case, for 
instance, the home-shop discrepancies may be associated with particular segments of the 
population. Finally, these disaggregate relationships underpin the development of trip 
production models (based on cross-classifications of these relationships) such as those 
tested in the next section.
Again, it must be emphasized that the purpose o f the data simulation is to produce a
set of trips and their associated attributes that could have been derived from a survey.
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Therefore, it serves no purpose to compare synthetic trip records with actual trip records 
on a household-by-household basis. Rather, the approach taken was to compare trip rates 
across segments of the population that were driving the simulation. These included 
household size, household workers, number of household vehicles, and number of 
school-age children.
Table 4.16 shows person trip rate comparisons by household size. Overall, the rates 
are highly comparable across the categories other than for home-shop trips for 
households with one or two persons and other-other trips for households with four 
persons. This could be attributable to erroneous or extreme values in the NPTS and/or 
BRPTS, genuine differences in behavior, or the failure to capture these differences in the 
categories underlying these cells.
With respect to the problem cells for shop trips, 65 percent of households in the 1-2 
person range had recorded no shop trips in the BRPTS compared to 52 percent in the 
synthetic data. The anomaly for other-other trips was explained by one BRPTS 
household in this size range that had recorded 31 such trips. A review of this record 
showed it was a family with two workers and two school age children who, after work 
had all made trips to a gas station, several stores, the park and the school for an evening 
activity. The point here is to illustrate that one should not jump to the automatic 
conclusion that extreme values are erroneous -  in actuality the non-recording of trips is 
probably a far greater problem. However, one must be aware of how extreme values 
affect comparisons the more disaggregate the analysis goes.
Taking this point further, the reader should be aware that the effect of these extreme 
values was exaggerated for this analysis because of the small cell sizes for some o f the
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demographic categories in the BRPTS. In an application using PUMS90 data, one is 
dealing with a significantly larger sample (7,744 households in the case of the Baton 
Rouge MSA) which should mitigate the effect of these extreme values somewhat.
Table 4.16
Comparsions of Person Trip Rates per Household by Household Size
Trip
Purpose
Data Source Persons per Household
1 2 3 4 5+
Home-Work BRPTS 0.75 1.64 2.19 2.52 3.00
Synthetic Data 0.71 1.67 2.21 2.40 2.73
p-value 0.63 0.78 0.87 0.45 0.25
Home-School BRPTS 0.00 0.05 0.66 1.57 2.80
Synthetic Data 0.00 0.07 0.66 1.73 2.96
p-valne ----- 0.24 0.96 0.27 0.58
Home-
College
BRPTS 0.10 0.13 0.19 0.19 0.22
Synthetic Data 0.08 0.15 0.18 0.22 0.28
p-value 0.91 0.78 0.60 0.27 0.37
Home-Shop BRPTS 0.47 0.95 1.43 1.44 2.30
Synthetic Data 0.67 1.24 1.36 1.63 2.23
p-value 0.01** 0.00** 0.57 0.24 0.81
Home-Other BRPTS 1.46 2.84 3.58 5.35 7.57
Synthetic Data 1.32 2.75 3.83 5.84 7.41
p-value 0.27 0.58 0.32 0.20 0.80
Work-Other BRPTS 0.45 1.40 1.56 2.01 2.48
Synthetic Data 0.53 1.18 1.59 1.91 1.95
p-value 0.41 0.07 0.83 0.65 0.06
Other-Other BRPTS 0.74 1.63 1.85 3.40 3.67
Synthetic Data 0.95 1.63 2.18 2.75 3.81
p-value 0.11 0.99 0.14 0.03* 0.78
All Purposes BRPTS 3.98 8.64 11.46 16.51 22.04
Synthetic Data 4.28 8.68 12.01 16.49 21.38
p-value 0.20 0.86 0.19 0.96 0.52
*Statistically significant difference in trip rates at the 95 percentile confidence level 
**Statistically significant difference in trip rates at the 9y percentile confidence level
Table 4.17 shows the comparisons o f mean person trip rates by the number of 
household workers. Again, one observes a general level of comparability across the two 
data sets. Problems include the over-prediction of home-shop and other-other trips for 
zero worker households and the under-prediction of work-other trips for households with 
two workers. Taking the zero worker case, the problems again stem from a greater
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proportion of BRPTS households (in this category) recording zero trips than in the 
synthetic data.
Table 4.17
Comparsions of Person Trip Rates per Household by Household Workers1
Trip
Purpose
Data Source Workers per Household
0 1 2 3+
Home-Work BRPTS 0.00 1.36 2.67 6.32
Synthetic Data 0.00 1.38 2.59 5.59
p-value ----- 0.75 0.36 0.21
Home-Shop BRPTS 0.93 1.01 1.26 2.00
Synthetic Data 1.34 1.16 1.37 1.77
p-value 0.00** 0.13 0.28 0.39
Work-Other BRPTS 0.00 0.98 2.31 2.87
Synthetic Data 0.00 1.03 2.05 2.45
p-value ----- 0.60 0.04* 0.21
Other-Other BRPTS 1.26 1.95 2.33 2.51
Synthetic Data 1.82 1.83 2.09 2.88
p-value 0.00** 0.49 0.18 0.36
All Purposes BRPTS 5.43 9.43 13.41 18.78
Synthetic Data 6.38 9.54 13.17 18.64
p-value 0.02* 0.78 0.56 0.88
Other trip purposes exhibited no statistically significant differences in mean trip rates and are 
not shown.
*Statistically significant difference in trip rates at the 95th percentile confidence level 
**Statistically significant difference in trip rates at the 99r percentile confidence level
Table 4.18 shows comparisons o f mean person trip rates for the number of children.
For the case of households with two children, the synthetic data over-predicts the mean
trip rates while under-predicting the other-other trip rates. This suggests that more of the
BRPTS trips involved a stop on the way to or from school either at a siblings school or
for other reasons such as to pick-up or drop-off a friend. The over-prediction of home-
shop trips for households with no children is again reflective of the problems encountered
in the worker and household comparisons.
Comparisons o f mean person trip rates by household vehicles owned are shown in
Table 4.19. Again, results are comparable other than problems associated with home-
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shop trips for households with zero or one vehicles and an over-prediction of work-other 
trips for households with zero vehicles.
Table 4.18
Companions of Person Trip Rates per Household by School Age (5-17) Children1
Trip
Purpose
Data Source Sc tool Age Children per Household
0 1 2 3+
Home-School BRPTS 0.00 1.19 2.37 4.54
Synthetic Data 0.00 1.25 2.84 4.30
p-value ----- 0.39 0.00** 0.52
Home-Shop BRPTS 0.93 1.41 1.66 2.54
Synthetic Data 1.14 1.54 1.67 2.31
p-value 0.00** 0.38 0.96 0.60
Other-Other BRPTS 1.37 2.56 4.17 3.92
Synthetic Data 1.53 2.40 3.36 4.24
p-value 0.09 0.53 0.05** 0.69
All Purposes BRPTS 7.74 14.67 18.78 24.54
Synthetic Data 8.08 14.37 18.65 23.68
p-value 0.12 0.56 0.87 0.57
1 Other trip purposes exhibited no statistically significant differences in mean trip rates and are 
not shown.
*Statistically significant difference in trip rates at the 95th percentile confidence level 
**Statistically significant difference in trip rates at the 9cr  percentile confidence level
Table 4.19
Companions of Person Trip Rates per Household by Household Vehicles1
Trip Purpose Data Source Vehicles per Household
0 1 2+
Home-Work BRPTS 0.74 1.01 2.37
Synthetic Data 0.76 1.04 2.29
p-value 0.91 0.69 0.32
Home-Shop BRPTS 0.71 0.79 1.40
Synthetic Data 1.09 1.15 1.45
p-value 0.00** 0.05* 0.53
Work-Other BRPTS 0.20 0.82 1.89
Synthetic Data 0.62 0.77 1.68
p-value 0.05* 0.61 0.03
All Purposes BRPTS 6.50 6.89 13.30
Synthetic Data 7.52 8.19 13.02
p-value 0.11 0.09 0.40
Other trip purposes exhibited no statistically significant differences in mean trip rates and are 
not shown.
*Statistically significant difference in trip rates at the 93th percentile confidence level 
**Statistically significant difference in trip rates at the 99r percentile confidence level
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The evidence thus far suggests that the simulation is capable of producing comparable 
data across key univariate descriptors of the population. The next step was to determine 
whether this comparison held true across cross-classifications of these descriptors. Of the 
various scenarios tested, a “life-cycle” scenario is reported on here that incorporates 
elements pertaining to the presence/absence of workers, the number of adults, and the 
presence of children of pre-school and school-age. The scheme was based on life-cycle 
categories proposed for activity classification by Vaderevu and Stopher (1996) -  the 
reader is referred to this reference for the rationale behind the categories. The major 
modification made for the current analyses was the delineation of single parent 
households because this group has somewhat unique travel characteristics. The final six 
category scheme is shown in Table 4.20.
Table 4.20 
Life-Cycle Categories
Category Description Occurrence in the BRPTS
I Single person household, person is 
employed
99 10.1%
2 Single parent household 58 5.9%
3 Multiple-adult households, at least one 
employed, no children
313 31.8%
4 Multiple-adult households, at least one 
employed, one or more children, none of 
whom are school age.
60 6.8%
5 Multiple-adult households, at least one 
employed, one or more school-age children.
318 32.3%
6 One or more adults, none employed, no 
children
169 17.2%
Table 4.21 compares the trip rates across these six life-cycle categories. The results
show that the synthetic data again compares favorably other than a few anomalous cells. 
These include category 6 and category 3 for home-shop trips and category 6 for all 
purposes. These follow the univariate trends for workers and children depicted 
previously in Table 4.17 and Table 4.18.
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Table 4.21
Companions of Person Trip Rates by Life-Cycle Categories
Trip
Purpose
Data Source Life-Cycle Category
1 2 3 4 5 6
Home-Work BRPTS 1.39 1.03 2.51 1.93 2.68 0.00
Synthetic Data 1.32 1.30 2.49 2.12 2.48 0.00
p-value 0.52 0.18 0.84 0.40 0.10 -----
Home-Shop BRPTS 0.54 1.24 1.24 1.15 1.76 1.58
Synthetic Data 0.43 0.84 1.04 1.35 1.78 1.30
p-value 0.29 0.07 0.04* 0.33 0.92 0.00**
Home-Other BRPTS 1.19 3.95 2.72 2.95 6.12 2.73
Synthetic Data 1.12 4.01 2.80 3.14 6.23 2.68
p-value 0.62 0.92 0.64 0.62 0.73 0.82
All Purposes BRPTS 4.61 11.21 10.00 9.58 18.49 4.92
Synthetic Data 4.87 11.66 10.04 9.93 17.94 5.76
p-value 0.41 0.65 0.89 0.63 0.30 0.03*
*Statistically significant difference in trip rates at the 95 percentile confidence level 
**Statistically significant difference in trip rates at the 99r percentile confidence level 
Life-cycle Category: 1=1 person, I worker: 2 = 1 adult. 1 - children:3 =2- adults. I worker. 0 
children:4 = 2- adults. 1 worker. 1~ children (0-4), 0 children (5-17). 5 = 2- adults. I worker,
I - children (5-17): 6 = l~ adults. 0 workers. 0 children
Overall, these results are an encouraging precursor to the development of trip 
production models which are built on cross-classifications of variables such as these. In 
general, the simulation worked best for work, school, and college, and home-other trips 
although one does have to be wary of possible aggregation bias within the “home-other” 
category because it encapsulates trips of many different purposes (i.e., serve passenger, 
social recreational, personal business). Home-shop trips performed the worse although 
the problems appear to be centered on small households and households with no workers.
4.3.2 Mode Share Comparisons
Table 4.22 shows aggregate mode share comparisons for the BRPTS and the synthetic 
data. Overall, auto driver shares are seriously under-estimated while auto passengers, 
bike/walk and transit shares are over-estimated. The situation is marginally improved by 
selecting records from MS As of a similar size to Baton Rouge (500,000 -  1,000,000) -
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these records formed the basis used for further comparisons of mode, departure times,
and trip lengths.
Table 4.22
Comparison of BRPTS and Synthetic Mode Shares
Trip
Purpose
Mode BRPTS Synthetic Trip Data
AH NPTS Records MSAs 500,000- 1,000,000
All
Purposes
Auto Driver 70.4% 64.6%** 66.1%**
Auto Pass. 22.3% 23.2% 24.1%**
Transit 3.5% 5.7%** 4.6%**
Bike/ Walk 3.7% 6.5%** 5.1%**
**Statistically significant difference in mode shares at the 99th percentile confidence level.
Table 4.23 determines whether these trends hold true across the seven trip purposes. 
Also shown are the partial simulation results -  by way of recall these are simulated mode 
shares based on actual trip production data from the BRPTS. The trend of under­
estimating auto driver shares and over-estimating the other mode shares is apparent in 
most cases with the worse problems for home-shop and home-other trips. The partial 
simulation results show a general improvement which suggests that some of the 
discrepancies may be due to problems in the prior (trip frequency) step of the simulation.
Disaggregate analysis was conducted to compare how the mode simulation worked for 
various segments o f the population. Table 4.24 shows mode share comparisons by the 
number of household vehicles for home-work, home-other and all trip purposes. The 
results again follow the same trends although they tend to be more exaggerated for 
certain segment/purpose combinations. For instance, households with two or more 
vehicles are highly comparable for home-work trips yet significantly different for home- 
other trips. Of more concern, however, is again the fact that the improvements in the 
partial simulation results suggest errors may be propagated from the prior step of the 
simulation.
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Table 4.23
Comparisons of BRPTS and Synthetic Mode Shares by Trip Purpose
Trip Purpose Mode BRPTS Full Simulation Partial Simulation
Home-Work Auto Driver 91.9% 89.0%** 89.5%**
Auto Pass. 6.9% 7.5% 7.0%
Transit 0.4% 1.8%** 1.8%**
Bike/ Walk 0.8% 1.7%* 1.6%
Home-School Auto Driver 4.4% 4.3% 3.9%
Auto Pass. 42.0% 37.6% 37.8%
Transit 46.0% 49.1% 48.4%
Bike/ Walk 7.6% 9.0% 9.9%
Home-College Auto Driver 76.0% 73.0% 74.8%
Auto Pass. 10.1% 9.2% 12.2%
Transit 4.7% 6.3% 4.6%
Bike/ Walk 9.3% 11.2% 7.6%
Home-Shop Auto Driver 76.2% 71.6%** 71.4%**
Auto Pass. 20.6% 22.6% 22.0%
Transit 0.1% 1.6%** 0.7%*
Bike/ Walk 3.1% 4.2% 5.9%**
Home-Other Auto Driver 65.6% 60.6%** 62.7%*
Auto Pass. 28.0% 31.8%** 30.7%*
Transit 1.1% 2.0%* 1.3%
Bike/ Walk 5.4% 5.5% 5.2%
Work-Other Auto Driver 86.7% 84.4% 85.1%
Auto Pass. 10.2% 10.1% 9.6%
Transit 0.3% 1.3%** 1.2%**
Bike/ Walk 2.8% 4.2%* 4.0%
Other-Other Auto Driver 64.8% 63.0% 61.3%*
Auto Pass. 30.8% 30.1% 32.1%
Transit 1.7% 1.8% 1.4%
Bike/ Walk 2.6% 5.1%** 5.0%**
All Purposes Auto Driver 70.4% 66.2%** 67.7%**
Auto Pass. 22.3% 23.8%* 23.4%
Transit 3.5% 5.1%** 4.1%*
Bike/Walk 3.7% 4.8%** 4.8%**
*Statistically significant difference in mode shares at the 95 percentile confidence level 
^Statistically significant difference in mode shares at the 99" percentile confidence level.
The comparisons by the six life-cycle schemes (Table 4.25) show the synthetic data 
captures similar trends to the actual data, even if the actual magnitudes are dissimilar. 
The “1 person, 1 worker group” has the highest drive alone shares and is the most 
comparable category to the BRPTS. Single-parent households have the highest 
proportion of transit and bike/walk trips and the lowest proportion of drive-alone trips
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while multiple-adult households with school-age children have the highest passenger 
shares, reflecting the presence o f children. For multiple adult households without 
children, the private automobile dominates with 97 percent o f trips made by this mode. 
This is the case whether workers are present or not.
Table 4.24
Mode Share Comparisons by Number of Household Vehicles
Trip
Purpose
Vehicles Data Source Driver Passenger Transit Bike/Walk
Home-
Work
0 BRPTS 41.0% 41.0% 10.3% 7.7%
Full Simulation 11.9%** 37.2% 36.0%** 15.0%“
Partial Simulation 12.5%** 30.0% 40.0%** 17.5%“
I BRPTS 92.3% 5.6% 0.9% 1.3%
Full Simulation 82.1%** 13.0%** 1.8%“ 3.1%“
Partial Simulation 87.8% 8.8% 1.3%" 2.1%“
2+ BRPTS 93.2% 6.1% 0.1% 0.5%
Full Simulation 93.0% 5.3% 0.6%“ 1.0%
Partial Simulation 92.2% 6.0% 0.8%“ 1.0%
Home-
Other
0 BRPTS 12.9% 42.4% 16.7% 28.0%
Full Simulation 16.2% 49.3% 17.3% 17.2%*
Partial Simulation 13.6% 55.1%* 15.6% 15.6%*
1 BRPTS 67.9% 26.3% 0.3% 5.5%
Full Simulation 67.3% 26.3% 1.1%“ 5.3%
Partial Simulation 67.1% 28.2% 0.5%'* 4.3%
2+ BRPTS 71.1% 21.3% 2.6% 5.0%
Full Simulation 68.3%** 22.2%** 4.2%** 5.3%
Partial Simulation 69.1%** 21.7% 3.2% 6.0%
All
Purposes
0 BRPTS 19.4% 36.3% 20.3% 24.0%
Full Simulation 14.3% 42.2%** 22.9%** 20.7%
Partial Simulation 12.7% 42.7%** 22.4% 22.2%
1 BRPTS 68.0% 27.5% 0.3% 4.1%
Full Simulation 62.4%* 31.9% 1.0%** 4.6%
Partial Simulation 64.6% 29.9% 0.7% 4.8%
2+ BRPTS 72.7% 21.9% 3.0% 2.4%
Full Simulation 69.3%** 23.0% 4.1%** 3.6%**
Partial Simulation 70.1%** 22.8% 3.4% 3.6%**
*Statistically significant difference in trip rates at the 95 percentile confidence level 
**Statistically significant difference in trip rates at the 99* percentile confidence level 
IR -  Insufficient records for the z-test ofproportions.
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Table 4.25
Life-Cycle Grouping Data Source Driver Passenger Transit Bike/Walk
I 1 person, 1 worker BRPTS 88.4% 7.5% 0.5% 3.6%
Full Simulation 87.3% 8.0% 0.9% 3.8%
Partial
Simulation
86.5% 7.4% 1.2% 5.0%
2 1 adult,
1+ children
BRPTS 49.7% 25.1% 12.0% 13.1%
Full Simulation 44.8% 33.5%** 12.7% 9.1%**
Partial
Simulation
45.2% 34.5%** 10.8% 9.5%**
3 2+ adults, 
1 worker, 
0 children
BRPTS 83.0% 14.5% 0.5% 1.9%
Full Simulation 79.2%** 15.9% 1.3%** 3.5%**
Partial
Simulation




BRPTS 83.9% 12.2% 1.2% 2.8%
Full Simulation 78.4%* 17.0%* 1.5% 3.1%
Partial
Simulation




BRPTS 59.9% 30.7% 5.5% 3.8%
Full Simulation 56.5%** 30.4% 7.7%** 5.3%**
Partial
Simulation
58.3% 30.3% 6.1% 5.3%**
6 1+ adults, 
0 workers, 
0 children
BRPTS 80.0% 17.2% 0.1% 2.7%
Full Simulation 74.8%** 19.0% 1.7%** 4.4%*
Partial
Simulation
77.4% 17.2% 0.7%* 4.6%*
**Statistically significant difference in trip rates at the 9y percentile confidence level
The results suggest two problems/issues are apparent with the mode simulation. The
first is that demographic characteristics alone are only partially capable of capturing
differences in mode shares. This is not surprising as elements of the transportation and
spatial environment must be incorporated to fully capture the nuances between regions.
In the case of Baton Rouge, for instance, after reviewing the demographic characteristics
in Table 4.14 that (intuitively) underlie mode share differences, one would expect the
higher than average household size, the lower than average automobiles per worker, the
higher proportions of college-age persons, and the relatively high percentage o f non-car
owning households to reflect itself in lower proportions of auto driver trips and higher
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shares of the other modes. This is clearly not the case. Other factors are driving these 
differences such as ample supplies o f free/low-cost parking, the lack of bicycle and 
pedestrian facilities, sparse transit coverage, and the dispersion of residential and 
commercial activities.
The second problem refers to the differences between the full and partial simulations. 
As has been stressed, the suspicion here is that error is being propagated through from the 
first step of the simulation. This error must stem from the fact that the trip purposes are 
not correctly predicted for the categories underlying the mode simulation which are 
different from those used to predict trip rates.
4.3.3 Departure Time Comparisons
Table 4.26 shows the departure time comparisons for the BRPTS and synthetic data. 
The Kolmogorov-Smimov z-test indicates that overall the distributions o f hourly 
departure times are generally comparable across the trip purposes apart from other-other 
trips. The z-test o f  proportions, however, shows that home-work trips leaving during the 
a.m. peak are over-predicted while home-shop and home-other trips leaving during the 
same period are under-predicted. These trends are difficult to definitively explain but 
they seem to be region-specific. This suggests that local information must be 
incorporated to capture the idiosyncrasies driving these differences.
Comparing the full and partial simulation results again, one does not see notable 
discrepancies between them. This reflects the fact that the demographics encapsulated in 
the categories have little direct effect on departure times as noted in the discussion in 
Section 4.1.3.1.
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Table 4.26












6 a.m. -  9 a.m. 33% 36%* .807 35% .533
9 a.m. -  4 p.m. 25% 24% 26%
4 p.m. -  7 p.m. 27% 24%* 24%*
7 p.m. -  6 a.m. 15% 15% 15%
Home-
School
6 a.m. -  9 a.m. 51% 50% 1.152 52% 1.363
9 a.m. - 4  p.m. 44% 44% 41%
4 p.m. -  7 p.m. 4% 5% 6%
7 p.m. - 6  a.m. 1% 1% 1%
Home-
College
6 a.m. -  9 a.m. 34% 32% .992 33% .494
9 a.m. - 4  p.m. 42% 41% 41%
4 p.m. -  7 p.m. 18% 17% 17%
7 p.m. -  6 a.m. 6% 10% 9%
Home-
Shop
6 a.m. -  9 a.m. 9% 6%** .723 6%** .704
9 a.m. -  4 p.m. 44% 49%* 49%*
4 p.m. -  7 p.m. 28% 26% 27%
7 p.m. -  6 a.m. 20% 20% 18%
Home-
Other
6 a.m. -  9 a.m. 15% 12%** 1.312 13% .956
9 a.m. -  4 p.m. 34% 37%* 38%**
4 p.m. -  7 p.m. 28% 28% 28%
7 p.m. - 6  a.m. 23% 22% 21%*
Work-
Other
6 a.m. -  9 a.m. 14% 14% .697 14% .478
9 a.m. - 4  p.m. 66% 64% 65%
4 p.m. -  7 p.m. 17% 18% 16%
7 p.m. -  6 a.m. 3% 4% 5%
Other-
Other
6 a.m. -  9 a.m. 9% 7% 1.322 8% 2.240**
9 a.m. - 4  p.m. 51% 58%** 58%**
4 p.m. -  7 p.m. 24% 20%** 20%**
7 p.m. -  6 a.m. 16% 15% 15%
All
Purposes
6 a.m. -  9 a.m. 18% 17% .90 18% 1.44*
9 a.m. - 4  p.m. 42% 44%** 45%**
4 p.m. -  7 p.m. 24% 23%* 23%*
7 p.m. - 6  a.m. 16% 16% 15%
*Statistically significant difference in departure times at the 95' percentile confidence level. 
**Statistically significant difference in departure times at the 99T percentile confidence level. 
1 Kolmogorov-Smimov z-value o f hourly departure times.
4.3.4 Trip Length Comparisons
Table 4.27 provides trip length comparisons between the BRPTS and synthetic data.
While the mean trip lengths are closely replicated for all trip purposes, the Kolmogorov-
Smimov z-value statistic suggests problems in how well the distribution o f values match
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for home-work, home-schooL, and home-other other trips. Analysis by time-interval 
(Table 4.28) suggests that the discrepancy is due to the over-estimation of short trips (less 
than 10 minutes) using the synthetic data. Again, this suggests that local spatial 
information is required to fully capture these nuances that are not captured directly 
through the demographic categories.
Table 4.27











Home-Work 21.6 15.8 19.3 15.3 2.784** 20.1 16.3 2.06**
Home-School 16.8 11.7 8.7 7.0 3.611** 9.3 8.0 3.274**
Home-College 19.5 13.1 17.5 13.0 1.289 16.9 9.2 1.014
Home-Shop 10.5 8.3 11.4 10.3 1.073 11.3 9.5 .863
Home-Other 14.2 13.6 13.2 13.3 3.042** 13.5 14.9 3.199**
Work-Other 15.4 15.7 14.6 15.0 .600 15.9 17.8 .642
Other-Other 13.8 13.3 13.2 12.9 1.164 13.6 14.3 .872
All Purposes 15.4 14.0 14.1 13.6 4.133** 14.9 15.1 2.89**
‘Kolmogorov-Smimov z-value (asymptotic significance) o f reported trip lengths.
4.3.5 Summary of Findings
The results are generally encouraging and suggest that the data simulation is capable 
of producing comparable person trip rates per household to those derived from an actual 
survey. This was shown to be true for sociodemographic segments of the population as 
well as the population as a whole. However, the simulation is only partially able to 
produce comparable mode shares, departure times, and reported trip lengths. For these 
attributes, characteristics pertaining to the particular locale must (intuitively) be 
incorporated within the simulation procedure itself. Two suggestions on how this could 
be achieved are proposed and tested in the final section of this analysis.
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Table 4.28
Tri D Length Comparisons
Trip Purpose Trip Length BRPTS Full Simulation Partial Simulation
Home-Work Mean (std. dev) 21.6(15.7) 19.3 (15.3) 20.1 (16.3)
1-5 mins. 11.0% 15.8%** 13.7%*
6-10 mins. 15.3% 19.1%** 17.9%*
11-15 mins. 19.3% 18.7% 20.9%
16-20 mins. 17.7% 16.0% 16.4%
21-30 mins. 19.4% 17.5% 16.6%*
31-45 mins. 12.4% 8.9%** 10.0%*
46-60 mins. 3.2% 2.7% 2.6%
60+ mins. 1.7% 1.3% 1.9%
Home-Other Mean (std. dev) 13.9(13.6) 13.2(13.3) 13.5 (14.9)
1-5 mins. 29.0% 33.0%** 34.6%**
6-10 mins. 23.5% 26.5% 25.3%
11-15 mins. 18.8% 16.8%** 16.8%**
16-20 mins. 11.5% 9.4%** 9.3%**
21-30 mins. 9.5% 8.2%** 7.5%
31-45 mins. 3.0% 4.0% 4.1%
46-60 mins. 0.9% 1.1% 0.9%
60+ mins. 1.2% 1.0% 1.5%
All Purposes Mean (std. dev) 15.4 (14.0) 14.1 (13.6) 14.9(15.1)
1-5 mins. 26.2% 30.3%** 29.7%**
6-10 mins. 23.2% 25.1%** 23.9%
11-15 mins. 18.5% 16.9%** 17.6%
16-20 mins. 12.3% 10.7%** 10.9%**
21-30 mins. 11.8% 10.0%** 9.9%**
31-45 mins. 5.3% 4.7%* 5.3%
46-60 mins. 1.6% 1.3% 1.2%
60+ mins. 1.1% 1.0% 1.5%*
*Statistically significant at the 95th Percentile Confidence Limit 
** Statistically significant at the 99"' Percentile Confidence Limit
4.4 Trip P r o d u c t io n  M odel  C o m pa r iso n s
By way of recall, the next phase of this research was to determine whether trip 
production models estimated with the synthetic data offered 1) improvements over 
borrowed trip production models, 2) improvements over the use o f national default 
values, and 3) comparable results to models estimated from actual survey data. As a 
point of clarification, the yard-stick for establishing these “improvements” was the 
various models estimated with the BRPTS data.
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4.4.1 Comparisons With Borrowed Trip Production Models
The first objective was to establish that trip production models estimated with the 
synthetic data offered improvements over the use o f borrowed models. Baton Rouge 
currently uses borrowed vehicle trip production models comprising three household size 
categories (1-2,3-4, 5+) to predict three internal trip purposes: home-work, home-other 
and non-home-based. The models date from the early 1980s and other than some minor 
updates have retained their basic functional form. Table 4.29 compares the vehicle trip 
rates and calculated trips for the current Baton Rouge models with the rates estimated 
from the BRPTS and the synthetic data. The calculated trips are simply the trip rates 
multiplied by the number of households in that category. For this comparison, the 
BRPTS and synthetic vehicle trip rates were derived by applying a calculated auto 
occupancy factor to the person trip rates (by vehicles) for each household size/trip 
purpose grouping.
The first point to note is that if one assumes the BRPTS to be the closest 
representation of reality, the current rates are seriously deficient. The lower rates for 
work trips, particularly for larger households, reflect the increase in multi-worker 
households since the models were originally estimated. The increase in home-other and 
non-home-based trips is probably attributable to declining auto-occupancy rates and 
increases in trip chaining. It is also probable that these discrepancies are exaggerated by 
differences in survey methodologies between the 1995 NPTS and the survey used to 
originally derive the rates used in the current Baton Rouge models. For instance, the 
NPTS was particularly effective at capturing short, discretionary trips compared to 
previous waves of the survey.
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Table 4.29





















1-2 1.259 0.966 1.204 106,183 81,467 101,496
3-4 2.108 1.402 2.049 112,724 74,962 109,571







1-2 2.553 1.956 2.467 215,271 164,957 208,040
3-4 4.041 4.100 3.885 216,077 219,219 207,720










1-2 1.945 1.179 1.839 164,053 99,430 155,076
3-4 3.024 2.557 3.039 161,687 136,718 162,514













Root Mean Square Error of trip rates:
(1) versus (2) -.81; (1) versus (3) =.34; (2) versus (3) =.56.
The second point to note is that the synthetic data provides trip rates that are 
significantly closer to reality than what is currently used. Overall, trips are under­
estimated by approximately five per percent. This is attributable to the under-estimation 
of auto driver trips in the mode share simulation and consequently the over-estimation of 
auto occupancy rates. The RMSE of .34 suggests some significant discrepancies 
although this is largely attributable to home-other trips for households with five or more 
persons.
4.4.2 Comparisons with National Default Trip Rates
Given the age of the current models, the results of the previous test while important to 
report are not surprising. The second objective was to establish that the use of the 
synthetic data offered improvements over the use o f national default statistics for trip
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production model estimation. As noted previously, national default statistics are 
provided for all phases o f model development in NCHRP 365. These techniques are 
appealing because of their simplicity, low data requirements and (more recently) their 
incorporation in desktop travel-demand modeling packages. However, the suspicion is 
that by using national averages differentiated on four categories of urban area size only, 
one is hiding (potentially significant) differences between regions.
For the purposes of this comparison, average daily person trips per household by 
household size (1-5+) were used for urbanized areas of 200,000 -  499,999. NCHRP 365 
provides percentage breakdowns for three purposes (home-based work, home-based non­
work, and non-home-based) for each household size category. Table 4.30 shows the 
comparisons with the person trip rates per household calculated from the BRPTS data 
and the synthetic data. Substantial differences are apparent between the NCHRP 365 
rates and the survey rates which primarily affects the prediction of home-other and non- 
home-based trips. Again, this is probably indicative of the fact that many more of these 
types of trips were recorded in the 1995 NPTS and 1997 BRPTS surveys.
The synthetic data compares more favorably with the BRPTS data supporting the 
author’s contention that (in this case) this approach is preferable to the use o f national 
default statistics. However, it must be acknowledged that this and the previous 
comparison were made without knowledge of the data underlying these borrowed rates 
and information on exactly how they were calculated. Unfortunately, as stated in the 
review of model transferability, this all too common problem makes definitive 
conclusions difficult to reach.
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Table 4.30







% Average Daily 
Person Trips by 
Purpose
Calculated PersonTrips
HBW HBO NHB HBW HBO NHB
BRPTS
Data(1)
1 4.0 0.19 0.51 0.30 28770 77345 45656
2 8.6 0.19 0.46 0.35 75908 183432 139550
3 11.5 0.19 0.51 0.30 61832 165646 96531
4 16.5 0.15 0.52 0.33 63651 216052 136374
5+ 22.0 0.14 0.58 0.28 53241 228698 109226
Totals 11.00 283402 871173 527337
NCHRP
365<2)
1 3.7 0.20 0.56 0.24 28232 79049 33878
2 7.1 0.23 0.53 0.24 75417 173787 78696
3 10.8 0.22 0.54 0.24 67179 164894 73286
4 13.4 0.18 0.61 0.21 60768 205936 70896









1 4.3 0.17 0.49 0.35 27269 79346 56622
2 8.7 0.19 0.48 0.32 77135 194405 129558
3 12.0 0.18 0.50 0.31 62431 170415 106784
4 16.5 0.15 0.57 0.28 60435 237367 117552







4.4.3 Comparisons with New Trip Production Models
Having established the synthetic data offered improvements over existing synthetic 
techniques (in terms o f trip rates), the third objective was to determine whether it was 
capable of estimating new trip production models that were comparable to the same 
models using actual travel survey data -  the BRPTS in this case. Five new person trip 
production models were estimated -  home-work, home-school/college, home-shop, 
home-other, and non-home-based. All models were specified using a cross-classification 
scheme that comprised five household (1-5+) and four vehicle ownership (0-3+) 
categories - a scheme that might be encountered in a “typical” regional modeling effort. 
Five of the categories were merged with neighboring cells because of sparse sample
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1 2 3 4 5+ Totals
Household
Vehicles
0 1 =39 5=27 66
1
2= 160
3 =90 6 = 25 9 = 26 301
2 4 = 233 7 = 94 10 = 81 12 = 47 455
3+ 8 = 70 11 = 56 13 =36 162
Totals 199 323 216 163 83 984
Trip production models were estimated for each purpose and calibrated using multiple 
classification analysis (MCA). MCA is an extension o f ANOVA that aims to overcome 
some of the disadvantages of estimating cross-classification models (Stopher and 
McDonald, 1983). The principle behind MCA is that the reliability o f the cell mean 
estimates can be improved by adjustments based on the class means of that cell and the 
grand mean of the cross-classification scheme. This is particularly critical for cells with 
small sample sizes.
Tables 4.32 through 4.36 provide comparisons of the new models estimated with the 
BRPTS data and the synthetic data together with chi-square and RMSE statistics. The 
“p-value” is again provided to enable the reader to assess the weight o f evidence against 
the null hypothesis -  i.e., no significant differences in mean trip rates across the cells. An 
overall assessment suggests that home-work and home-school/college trips are well 
estimated, home-other and non-home-based trips are acceptably estimated, and home- 
shop trips are marginally well estimated.
While the aggregate statistical measures give some overall sense o f the “success” of 
the models estimated from the synthetic data, it is critical to look at the differences
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between each cell in the trip production model. Invariably, one or two cells are 
contributing disproportionately to the finding of a significant difference. The problem in 
these anomalous cells could be attributable to spurious values in either o f the two data 
sets that could inflate (or deflate) a value. Clearly, this suspicion must be verified further.
Table 4.32
Home-Work Person Trips per Household
IVfodel Person Trips per Household Calculated Household Trips
Category BRPTS Data Synthetic Data BRPTS Data Synthetic Data % Difference
1 0.57 0.53 4,381 4,032 -9%
2 0.82 0.79 27,144 26,354 -3%
3 1.11 1.20 12,592 13,608 7%
4 1.90 1.90 60,896 60,838 0%
5 0.98 1.10 4,537 5,047 10%
6 1.23 1.36 5,847 6,481 10%
7 2.02 2.06 27,920 28,496 2%
8 2.97 2.88 24,542 23,785 -3%
9 1.58 1.62 9,705 9,906 2%
10 2.38 2.32 29,969 29,234 -3%
11 3.33 3.14 24,283 22,885 -6%
12 2.84 2.52 23,384 20,764 -13%
13 3.79 3.34 20,758 18,288 -14%
Total ----- ----- 275,956 269,718 -2%
Chi-Square = 6.7, df = 12, p-value = 0.9; RMSiE = 0.18
Table 4.33
Home-School/College Person Trips per Household
Model
Category
Household Trip Rates Calculated Household Trips
BRPTS Data Synthetic Data BRPTS Data Synthetic Data % Difference
1 0.57 0.50 4,362 3,787 -15%
2 0.00 0.00 0 0
3 0.45 0.57 5,071 6,540 22%
4 0.05 0.07 1,735 2,266 23%
5 1.90 1.83 8,740 8,433 -4%
6 1.33 1.33 6,356 6,361 0%
7 0.94 0.83 13,020 11,478 -13%
8 0.72 0.84 5,953 6,940 14%
9 2.12 2.38 13,005 14,592 11%
10 1.73 1.88 21,827 23,676 8%
11 1.51 1.89 11,012 13,766 20%
12 3.16 3.22 26,030 26,513 2%
13 2.94 3.23 16,092 17,677 9%
Total ----- ---- 133,203 142,030 6%
Chi-Square = 13.5, df= 12, p = 0.35; RMSE = 0.18
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Table 4.34
Home-Shop Person Trips per Household
Model
Category
Household Trip Rates Calculated Household Trips
BRPTS Data Synthetic Data BRPTS Data Synthetic Data % Difference
1 0.36 0.79 2,755 6,027 54%
2 0.51 0.66 16,818 22,028 24%
3 0.93 1.42 10,571 16,153 35%
4 0.99 1.20 31,713 38,604 18%
5 1.22 1.68 5,615 7,742 27%
6 1.36 1.55 6,500 7,401 12%
7 1.42 1.34 19,681 18,483 -6%
8 1.50 1.37 12,420 11,283 -10%
9 1.40 1.80 8,583 11,051 22%
10 1.46 1.59 18,422 20,024 8%
11 1.54 1.62 11,243 11,797 5%
12 2.37 2.23 19,554 18,328 -7%
13 2.46 2.26 13,439 12,344 -9%
Total 177,315 201,265 12%
Chi-Square = 49.1, df= 12,p = 0.00; RMSE = 0.29
Table 4.35
Home-Other Person Trips per Household
Model
Category
Household Trip Rates Calculated Household Trips
BRPTS Data Synthetic Data BRPTS Data Synthetic Data % Difference
I 1.83 1.92 13,971 14,630 5%
2 1.47 1.23 48,752 40,860 -19%
3 2.77 3.03 31,549 34,494 9%
4 2.89 2.71 92,703 86,826 -7%
5 3.91 4.91 18,008 22,620 20%
6 3.54 4.22 16,891 20,122 16%
7 3.66 3.90 50,625 53,882 6%
8 3.73 3.83 30,780 31,665 3%
9 5.25 6.12 32,154 37,514 14%
10 5.36 5.80 67,669 73,125 7%
11 5.43 5.74 39,617 41,836 5%
12 7.96 7.62 65,542 62,726 ■4%
13 8.03 7.56 43,925 41,352 -6%
Total 552,187 561,652 2%
Chi-Square = 30.7, df= 12, p = 0.00; RMSE = 0.53
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Table 4.36
Non-Home-Based Person Trips per Household
Model
Category
Household Trip Rates Calculated Household Trips
BRPTS Data Synthetic Data BRPTS Data Synthetic Data % Difference
1 0.68 1.25 5,178 9,535 46%
2 1.38 1.57 46,046 52,055 12%
3 2.65 2.78 30,162 31,628 5%
4 3.25 2.89 104,124 92,671 -12%
5 2.06 3.31 9,472 15,259 38%
6 2.76 3.63 13,168 17,294 24%
7 3.36 3.74 46,439 51,685 10%
8 3.81 4.11 31,486 33,917 7%
9 4.92 4.51 30,153 27,668 -9%
10 5.52 4.62 69,581 58,336 -19%
11 5.97 4.99 43,553 36,433 -20%
12 5.94 5.81 48,930 47,869 -2%
13 6.99 6.18 38,270 33,840 -13%
Total 516,563 508,190 -2%
Chi-Square = 76.9, df = 12,p = 0.00; RMSE = 0.72
4.5 Im pl e m e n t a t io n  of  the  A ppr o a ch
The (restated) intent of this research is to provide a region with the capability of 
simulating a travel survey data set for a “synthetic” sample of households in their 
particular locale. This sample should be comprehensive and incorporate the variables 
used in the categorization schemes. Given that it meets both these criteria, the 
previously-described PUMS90 data seemed particularly suited for this task.
With this in mind, this phase of the work investigated the practicalities of using 
PUMS90 for this purpose. As with the NPTS, use o f the PUMS90 data requires an 
understanding of how these data are collected and reported to enable correct use o f these 
data. The major issues are considered here with the amendments required for this project. 
> The PUMS90 data are generated every 10 years from the census long form which is 
distributed through a systematic sampling process to an average of one in twelve 
households. Non-coverage bias is limited to those without a residence and non-
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response is limited because the survey is mandatory. However, unlike the NPTS, 
non-telephone households are included.
> The census is concerned with where people live. Consequently, every residential 
structure is included in the household files. Thus, vacant units and group quarters 
must be deleted to match the NPTS household definitions.
> Information are reported at three levels -  individual, family, and household. 
Individual variables include worker status, gender, age, marital status, education 
level, race and ethnicity, and journey to work details. Family variables include 
workers, income, and number of persons. Household variables include vehicles and 
income. Given that number of workers and number of persons is provided for the 
family, one must aggregate to the household level from the person file to derive the 
correct totals for household size and household workers.
> Driver’s license status is an important predictor for mode choice. However, it is not 
collected by the census.
^  The PUMS90 files are provided as fixed format text files that include both 
households and persons. These must be separated out to create the person and 
household files. In addition, under the coding convention, 0 = “missing values”, 1 = 
“0”, 2 = “ 1” and so on. These must be re-coded to ensure the correct totals are used.
> No spatial delineation is provided beyond the level of a PUMA, implying that 
neighborhood characteristics potentially correlated with travel characteristics (e.g., 
residential density, proximity to transit) cannot be identified.
> Finally, the PUMAs rarely match the study area unless that area is contiguous with 
the MSA. This is illustrated in Table 4.37 for the Baton Rouge region. The MSA
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comprises four parishes and four full PUMAs (01301, 01302,01400, and 01500) and 
one partial PUMA (01200). However, the modeling area comprises the urbanized 
portions of the parishes o f East Baton Rouge, West Baton Rouge, and Livingston 
which cannot be directly identified from the PUMS data. Note that for this study, the 
synthetic sample was drawn from the entire Baton Rouge MSA.
Table 4.37
Boundary Definitions for the Baton Rouge MSA






West Baton Rouge 121 01200 19,419 20,480 13,244
Baton Rouge City 033 0130land 
01302
218,344 215,310 407,727
Baker City 033 01400 13,233 13,190
Zachary City 033 01400 9,036 10,164
East Baton Rouge Parish 033 01400 139,945 156,525
Livingston Parish 063 01500 70,523 82,665 45,928
Ascension Parish 005 01500 58,214 67,648 N/A
Totals 528,261 567,388 466,899
*http: www.censits.gov population estimates metro-city ma96-07.txt 
**Capital Region Planning Commission (Baton Rouge MPO)
4.5.1 Combining the Data Sources
Having identified the various caveats associated with both the NPTS and the PUMS90 
data, it is important to compare them directly given their combination during the 
simulation procedure. Table 4.38 highlights these differences. Clearly, the PUMS90 is 
more comprehensive in terms o f sample coverage but major limitations are evident in the 
spatial reporting units.
Arguably the most obvious and important difference is the PUMS90 and BRPTS data 
sets were collected seven years apart. Comparisons o f key demographic indicators 
(Table 4.39), show the number o f workers per household increased by 11 percent from 
1990 to 1997. Over the same period, the number of vehicles per household has increased
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by six percent. For an actual application, one could adjust these numbers to current 
control totals. However, it was deemed that running the simulation with this 1990 
demographic data would be more appropriate for proving (or disproving) a critical aspect 
of this research -  namely that the simulation does indeed produce different results 
based on different household demographics.
Table 4.38
Comparison of the NPTS and PUMS90 Data
ISSUE 1995 NPTS PUMS90
Survey Retirements Voluntary Mandatory
Sampling Frame Listed residential telephone 
numbers in the 50 States and 
the District of Columbia.
Residential Mailing Addresses in the 
United States and outlying territories.
Sampling Rate 1 in 2,355 households Varies on a block by block basis - 
averages 1 in 12 households.
Sample Size (MSA o f  
I Million people)
80 households (approx.) 40,000 households (approx.)
Sampling Procedure List-assisted sample. Systematic sampling includes non­
telephone households.
Survey Instrument One-day travel diary and a 
telephone interview.
Mail-out self-administered survey 
form.
Period Coverage May ’95-Ju ly ‘96 April 1, 1990
Frequency Every 5 to 7 years. Every 10 years.
Income Based on 1 question Based on 14 questions
Spatial Coverage Block group, tract, zip code, 
county, MSA









Average Age 32 33
% Females 52% 52%
% Non-car Owning 9% 8%
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4.5.2 The PUMS90 Sample Selection Procedure
A household travel survey sample is generally drawn according to some pre-defined 
sociodemographic stratum. This stratification typically follows the schemes used in the 
regional trip production model such as household size by number o f vehicles or income. 
Sample sizes are then calculated for each cell in the scheme according to the level of 
confidence required, the acceptable error and the estimated within-cell variance of some 
dependent variable (usually the trip-rate).
For the purpose of this evaluation, however, the objective was to replicate as closely 
as possible the make-up o f the BRPTS sample which, it must be re-emphasized, was not 
drawn according to any sociodemographic strata. To replicate how the sample might 
have been drawn if it had in fact been drawn according to household demographics the 
sample was classified into categories that might be encountered in a “typical” trip 
production model scheme. In this case, the 13-category scheme used for the model 
comparisons described in the previous section were selected.
The next stage was to draw a random sample o f households from the PUMS90 data for 
each cell in the sampling scheme so that the cell totals matched those in the BRPTS. This 
required each PUMS90 household within each o f the 13 sampling categories to have an 
equal probability of selection. However, each PUMS90 household represents varying 
numbers of households from the population as indicated by the household weight. The 
implication is that the PUMS90 data must be expanded up to the population using the 
weights with the sample subsequently drawn at random from this population.
Two critical issues concern the sampling scheme in an actual application of this 
approach. First, the sampling scheme should follow the protocols described in the first
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part of this section. Second, no reason exists other than processing time as to why travel 
data could not be simulated for an entire regional population using the methods 
developed here. The implications of this latter point are explored more fully in the 
conclusions to this work.
4.5.3 Simulating Travel Survey Data for the PUMS90 Sample
Travel survey data were simulated for the PUMS90 sample using the procedures 
developed in this research. Comparisons of trip rates (Table 4.40) with those from the 
BRPTS showed that home-work and work-other trips were now significantly under­
predicted -  this reflects the lower number of workers per household in 1990 and, more 
importantly, proves the simulation is sensitive to changing demographics for trip 
productions.
Table 4.40








Home-Work 1.87 1.82 1.83 1.78 .51 1.67 1.78 .00**
Home-School 0.69 1.47 0.74 1.46 .33 0.72 1.46 .53
Home-College 0.16 0.57 0.17 0.65 .62 0.22 0.65 .02*
Home-Shop 1.17 1.66 1.32 1.75 .01* 1.28 1.75 .07
Home-Other 3.62 3.50 3.69 3.85 .64 3.61 3.85 .92
Work-Other 1.46 2.14 1.34 2.06 .10 1.20 2.06 .00**
Other-Other 2.01 2.94 2.02 2.90 .92 2.13 2.90 .25
All Purposes 11.00 7.85 11.11 7.57 .67 10.86 7.57 .60
*Statistically significant at the 95‘ Percentile Confidence Limit 
^Statistically significant at the 99th Percentile Confidence Limit
Comparisons o f mode shares (Table 4.41) showed minor differences when using 1990 
as opposed to 1997 demographics. At first, the increase in the share o f auto driver work 
trips seems counter-intuitive. However, because this is driven by vehicle availability per 
worker which has actually decreased since 1990 (Table 4.39), the results suggest the
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simulation is working logically in this case. The other trip purposes should be showing 
increases in passenger shares reflecting the lower automobile availability per household. 
Reviewing the results, this does not appear to be the case, suggesting that the simulation 
is not sensitive enough in this instance.
Table 4.41
Comparisons of BRPTS and Synthetic Mode Shares for the PUMS90 Sample




Home-Work Auto Driver 91.9% 89.0%** 90.0%
Auto Pass. 6.9% 7.5% 6 .8%
Transit 0.4% 1.8%** 1.6%
Bike/ Walk 0 .8% 1.7%* 1.5%
Home-School Auto Driver 4.4% 4.3% 3.5%
Auto Pass. 42.0% 37.6% 36.7%
Transit 46.0% 49.1% 49.9%
Bike/Walk 7.6% 9.0% 9.9%
Home-College Auto Driver 76.0% 73.0% 64.0%*
Auto Pass. 10.1% 9.2% 8.4%
Transit 4.7% 6.3% 7.9%
Bike/ Walk 9.3% 11.2% 19.3%*
Home-Shop Auto Driver L76.2% 71.6%** 72.5%*
Auto Pass. 20.6% 22.6% 22.2%
Transit 0 .1% 1.6%** 1.4%**
Bike/Walk 3.1% 4.2% 3.9%
Home-Other Auto Driver 65.6% 60.6%** 61.4%**
Auto Pass. 28.0% 31.8%** 30.9%**
Transit 1.1% 2.0%* 2.1%**
Bike/Walk 5.4% 5.5% 5.5%
Work-Other Auto Driver 86.7% 84.4% 84.2%
Auto Pass. 10.2% 10.1% 9.8%
Transit 0.3% 1.3%** 1.4%**
Bike/Walk 2 .8% 4.2%* 4.6%*
Other-Other Auto Driver 64.8% 63.0% 62.0%
Auto Pass. 30.8% 30.1% 30.8%
Transit 1.7% 1.8% 1.7%
Bike/Walk 2 .6% 5.1%** 5.4%**
All Purposes Auto Driver 70.4% 66.2%** 66.0%**
Auto Pass. 22.3% 23.8%* 23.7%*
Transit 3.5% 5.1%** 5.1%**
Bike/ Walk 3.7% 4.8%** 5.2%**
*Statistically significant difference in mode shares at the 95 percentile confidence level 
**StatisticalIy significant difference in mode shares at the 99*  percentile confidence level
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4.6 En h a n c e m e n t s  to  t h e  S im ulatio n  Pr o c e d u r e
The evidence so far suggests that the procedures developed in this research are capable 
of providing MPOs with the capability to simulate a synthetic travel data set for their 
region that compares reasonably well to observed survey data. Clearly, however, 
enhancements are needed, particularly for the mode share and trip length simulations. In 
this section, two approaches designed to improve the quality of the synthetic data are 
proposed and tested. The first focuses on the source of the simulated travel by 
delineating regions into relatively homogeneous groups from which the simulated travel 
data are then derived. The second approach considers how local data might be used to 
‘"update” the synthetic data to capture idiosyncrasies in the application context that are 
not encapsulated in the simulated travel data.
4.6.1 Spatial Categorization
The review on model transferability reported that results generally showed 
improvements if the estimation and application contexts were similar across various 
spatial measures including population size, density, transit service etc. Intuitively, this 
should hold true for the procedures developed here, particularly for the simulation of 
mode shares and trip lengths.
With this in mind, the objective here was to classify regions into reasonably similar 
groupings from which the simulated travel data would be drawn from the NPTS. As a 
practical matter, the criteria for differentiating between regions was confined to the levels 
of spatial aggregation available in the PUMS90 data. This involved working at the level 
of the MSA as PUMAs are not identifiable from the NPTS. Note that the analysis was
150
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
conducted using the MSA census joumey-to-work data because of the limited sample 
sizes available for many MSAs in the NPTS data.
Of the various options considered for delineating regions, cluster analysis was deemed 
appropriate. Cluster analysis is an exploratory mathematical (not a statistical) technique 
used to classify objects (in this case MSAs) into relatively homogeneous groups based on 
some user-defined selection criteria. Its power lies in its ability to reduce large data sets 
into manageable and interpretable sub-groups although it must be acknowledged that the 
technique comes with several caveats. These include extreme sensitivity to the variables 
included, the presence of outliers and the clustering method used. In addition, the user 
should note that it always creates clusters regardless o f whether genuine structures exist 
within the data - as with C&R.T it was important to validate the final output using 
confirmatory statistical procedures.
Regions were classified in a two-stage process. First, a hierarchical clustering 
technique known as Ward’s method was used to identify a potentially suitable number of 
clusters (Hair et al., 1997). Under this technique, each observation starts out as one 
“cluster”. The technique then combines the two clusters that minimize the within-cluster 
sum of squares over all the separate clusters from that stage The process continues until 
one cluster (i.e., all the observations) remain. A useful output of this method is the 
agglomeration schedule which shows the two clusters combined and the reduction in the 
sum of squares at each stage. This provides a basis for detecting outliers and an 
appropriate number of clusters.
Unfortunately, hierarchical methods such as this suffer from the effect o f  outliers and 
potential problems caused by the fact that once a cluster is formed it cannot be broken.
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For these reasons, the second stage of the process used a non-hierarchical clustering 
procedure to refine the results from Ward’s method. This method requires the 
specification of the number of clusters and (preferably) an initial mean (cluster seed) for 
each cluster both of which come from the first step. Each cluster seed is selected in turn 
and observations within some pre-specified distance are assigned. This continues with 
the next cluster seed and so on. Observations may then be reassigned if they are closer to 
another cluster center than their original. The means are then recalculated and so the 
iterative process continues.
Ideally, one would like one MSA classification system for all steps of the simulation. 
However, after much experimentation, this idea was abandoned and MSAs were 
classified into separate groupings for I) the mode share simulation, and 2) the trip length 
simulation. With mode shares, regions with transit shares greater than two standard 
deviations from the mean were deemed outliers and removed from the cluster analysis. 
The remaining regions were clustered based on their observed transit and driver/carpool 
shares. For trip lengths, outliers were removed and regions were classified based on 
reported travel times.
4.6.1.1 Mode Clustering Schemes
Table 4.42 shows the agglomeration schedule from Ward’s method for clustering 
MSAs based on their joumey-to-work mode shares. By way of interpretation, one is 
looking for large percentage changes in the agglomeration coefficient to determine an 
appropriate number of clusters. In this case, a five or seven cluster solution was deemed 
appropriate for further analysis.
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Table 4.42
Agglomeration Schedule for Mode C ustering
Number of Clusters Agglomeration Coefficient Percentage Change in 











Non-hierarchical cluster analysis was used to refine the Ward’s method results for the
seven cluster solution. This included the consolidation of two clusters with low 
memberships. The final six cluster solution is shown in Table 4.43 together with the 
proportion of variance for each share captured by the scheme.
Table 4.43
Six Cluster Solution for Mode Share Simulation
















1 2380652 1185 1.62 2.75 34588 71.8 13.9 7.9 5.6
2 1601743 618 1.65 2.63 31421 76.9 12.6 4.9 4.8
3 894830 461 1.70 2.74 29306 77.2 13.9 3.1 4.9
4* 531626 293 1.71 2.69 27076 79.2 13.5 1.6 4.8
5 310786 286 1.78 2.66 27437 84.9 10.0 0.7 3.7
6 276766 172 1.73 2.71 24789 80.2 14.2 0.6 4.2
r-squared: drive alone =  0.309; carpool =  0.178: transit = 0.947 
*Baton Rouge MSA is in Cluster 4
Cluster 1 is a high population/density/income cluster with (relatively) high transit 
shares and low drive-alone shares. Clusters 2 and 3 are medium/high 
population/density/income clusters with medium transit and drive-alone shares. Cluster 4 
is typified by MSAs of medium population size and low/medium densities with low 
transit shares and high drive alone shares -  Baton Rouge falls into this cluster. Cluster 5
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has the highest levels of vehicle ownership and consequently the highest proportion of 
drive-alone shares. Finally, Cluster 6 has the lowest population/density/income levels 
and the lowest proportions of transit shares.
4.6.1.2 Trip Length Clustering Schemes
In the case o f trip length, the hierarchical clustering method suggested a six or eight 
cluster solution was appropriate (Table 4.44). The non-hierarchical method was again 
used to refme the membership of both cluster solutions. After reviewing the results, the 
six cluster solution shown in Table 4.45 was selected for classifying MSAs for the trip 
length simulation.
Table 4.44
Agglomerat ion Schedule for Trip Length Clustering
Number of Clusters Agglomeration Coefficient Percentage Change in 












Six Cluster Solution for Trip Length Simulation













I 2608610 965 1.71 2.78 33752 27
2 1430113 856 1.65 2.76 31010 24
3 948860 419 1.70 2.65 28908 22
4* 462676 274 1.71 2.70 26335 20
5 311338 218 1.73 2.71 26141 18
6 162329 150 1.74 2.73 24705 16
r-squared (trip length) =0.927 
*Baton Rouge MSA is in Cluster 4
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Profiling these clusters, one sees a strong association between increasing trip length 
and rising population, population density and income. It seems reasonable to propose 
that one or more o f these variables would be suited for the segmentation. However, these 
measures together explained approximately half the variation in mean trip lengths 
compared to 0.927 for the cluster solution. This suggests other factors underlie these 
differences which are not captured in convenient measures such as these.
4.6.1.3 Clustering Results
Table 4.46 shows the aggregate mode share comparisons for home-work, home-other 
and all trip purposes using simulated travel data from Mode Cluster Four. While 
improvements are apparent in the prediction of transit and bike/walk trips, the 
driver/passenger split remains the primary problem. Several other criteria were tested 
and used for the clustering variables but none offered any improvements over the results 
presented here.
Table 4.46
Clustering Results for Mode Share Comparisons
Trip
Purpose
Mode BRPTS Source of Simulated Mode Data
Mode Cluster Four MSAs 500,000 -1,000,000
Home-
Work
Auto Driver 91.9% 89.3%* 89.0%**
Auto Pass. 6.9% 8.3% 7.5%
Transit 0.4% 0.6% 1.8%**
Bike/ Walk 0.8% 1.8%* 1.7%*
Home-
Other
Auto Driver 65.6% 62.0%** 60.6%**
Auto Pass. 28.0% 32.8%** 31.8%**
Transit 1.1% 1.1% 2.0%*
Bike/ Walk 5.4% 4.0%** 5.5%
All
Purposes
Auto Driver 70.4% 67.2%** 66.1%**
Auto Pass. 22.3% 25.5%** 24.1%**
Transit 3.5% 3.3% 4.6%**
Bike/ Walk 3.7% 4.0% 5.1%**
**Statistically significant difference in mode shares at the 99* percentile confidence level
Aggregate comparisons for trip lengths are shown in Table 4.47. The results are more
encouraging than for mode although some significant differences remain in the
155
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
distribution of travel times particularly for the under-prediction of home-school trip 
lengths. This is presumably attributable to the school districting policies in Baton Rouge 
in which children attend schools that are not necessarily in close proximity to their 
residence.
Table 4.47
Clustering Results for Vehicle Trip Length Comparisons
Source of Simulated Trip Length Data











Home-Work 21.6 15.8 20.9 15.1 .690 19.3 15.3 2.784**
Home-School 16.8 11.7 10.2 8.9 1.776* 8.7 7.0 3.611**
Home-College 19.5 13.1 17.2 12.5 1.150 17.5 13.0 1.289
Home-Shop 10.5 8.3 11.6 10.4 1.300 11.4 10.3 1.073
Home-Other 14.2 13.6 13.7 14.0 2.807 13.2 13.3 3.042**
Work-Other 15.4 15.7 15.6 15.0 .701 14.6 15.0 .600
Other-Other 13.8 13.3 13.6 13.7 1.186 13.2 12.9 1.164
All Purposes 15.4 14.0 14.9 14.1 2.850** 14.1 13.6 4.133**
**Statistically significant difference in trip lengths at the 99mpercentile confidence level. 
1 KolmogorovSmirnov z-value (asymptotic significance) o f  reported trip lengths.
4.6.2 Local Data Updates
The review of travel-behavior model transferability stressed that the quality of 
transfer is consistently improved if local data are available to update model parameters. 
This is particularly so if a small disaggregate sample of household travel survey data is 
available in the local area. While this evidence was presented in the context of model 
transfer, no conceptual reason is apparent why this idea could not be applied to update 
travel data. This would provide a data set that has a local element to it and which 
captures the differences not captured through the demographic or spatial clustering 
schemes.
In the first empirical study o f this topic of which the author is aware, Wilmot and 
Stopher (2000) showed this concept could be applied to updating borrowed data as
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described in the literature review. In this case, the updating procedure was applied to 
aggregate trip rates, mode shares and trip lengths with encouraging results. With this in 
mind, the objective of this phase of the present research was to determine if and how 
similar procedures could be used to update the simulated travel data at a disaggregate 
(household in this case) level.
4.6.2.1 The Data Updating Approach
The data simulation is driven by the empirically-derived frequency distributions. It 
therefore seems intuitive that the distributions themselves should be updated using local 
data. In addition, because each step of the simulation is conditional on a previous step, it 
is critical that this updating occurs as part of the simulation, not as an after-the-fact 
adjustment to the final survey data set. For instance, one wants to base the simulated 
departure times on the adjusted mode shares and so on through the procedures.
The previously-described updating procedures are dependent on the type and amount 
of local data available. In this case, it was assumed that a local sample (update sample) 
of 200 households were available in the application context. This would cost an agency 
between $35,000 and $40,000 based on the evidence presented in Section 2.1 - a 
reasonable price for developing a survey data set that has a partially “local” element to it. 
What is now required is a means for combining the data from this update sample with the 
simulated travel data to update the distributions. An appropriate tool for this purpose is 
Bayesian statistics, a procedure used in model parameter updating and in the work of 
Wilmot and Stopher (2000). Under this procedure, an unknown parameter, 0is related to 
its prior distribution and the likelihood function of the update sample by the probability 
expression:
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^Posterior probability of 9 ^ f  prior probability ̂  ( likelihood function of the ^
QC * (4)
jpven the update sample )  yo fO  J ^update sample given 9 )
The critical issue with using Bayesian updating is to define the prior distribution of 9. 
The most convenient approach is to assume 0is normally distributed with mean 9, and 
variance, at. Similarly, the sampling distribution of the update sample is assumed to be 
normally distributed with mean 9S and variance, cr,. This assumption (conjugate prior) 
enables data from the two sources to be combined to produce a posterior distribution that 
is also normally distributed with parameters 9P and variance, ap that are calculated as
Equation 5 shows that 9p is derived from the prior and local sample which have 
effectively been weighted by the inverse of their respective variances. These weights can 
be manually altered if they are deemed inappropriate. As a practical matter, the 
discrepancy in sample size between the update sample and the NPTS sample meant that 
without some manual adjustment of weights, negligible effects were observed. However, 
it is clearly important that any manual adjustment is done based on sound reasoning.
To clarify how this procedure would work consider the case of updating mode choice 
distributions. For each demographic category, one has the proportions using the modes 
for both the NPTS and local sample. Each proportion is updated in turn using the 
Bayesian procedure. In this case, the proportion forms the unknown parameter, 9 
which, it is assumed is normally distributed for equations (5) and (6) to be applicable.
follows:
(5) and (6 )
a \  = l/[l/(7 ,2 + 1/ 0 7 ]
158
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Given that each interval was treated as a proportion, an estimate is needed for the 
standard error of the share (Wilmot and Stopher, 2000). This is analogous to the standard 
deviation of the sampling distribution of a sample proportion. This can be derived from 
the following expression although it must be noted this requires five or more estimates 
for the assumption of normality to hold. This was problematic given the size of the 
update sample and seriously restricted the level of aggregation used.
Jp{ 1 -  p ) x
std.error =  -----------  where the sample proportion— is substituted for p.
n n
x = share 
n = sample size
4.6.2.2 Testing the Data Updating Method
For the purposes of testing the updating method, 200 households were selected from 
the BRPTS as the update sample. This sample was used to update data for households 
from MSAs of a similar size to Baton Rouge (i.e., 500,000 -  1,000,000 persons) in the 
NPTS data. Comparisons were made against the remaining 784 BRPTS sample 
households to avoid bias caused by having the comparison sample partially composed of 
the update sample.
The small sample size of the update sample required that it was drawn efficiently with 
respect to the problem at hand. After some experimentation with various schemes, the 13 
categories used for the model comparisons in Section 4.4.3 were consolidated into the 
eight segments shown in Table 4.48. Twenty-five households were drawn from each cell. 
The updating procedures were run for the home-work mode share simulation only as the 
purpose here was to demonstrate the concept.
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Table 4.48
The Update Sample Segmentation Scheme
Household Size
I 2 3 4 5+
Household 0 1 (6.7%)
Vehicles 1 3 (9.1%) 5(12.1%) 7 (15.7%)
2 2 (16.3%) 4 (23.7%)
3+ 6(7.1%) 8 (9.3%)
Table 4.49 shows the mode share comparisons for the update sample and the NPTS
data across the five categories used in the simulation. It is evident that working at this 
disaggregate a level with such small samples could be problematic. For instance, the 
Update Sample captured no transit trips at all and no passenger trips for the “1 Worker, 1 
Vehicle Category”. In these cases, one may be forced to make some assumptions based 
on sound judgement in validating these cell values.
Table 4.49
Mode Shares for the Home-Work Categories
Category Data Source No. of 
Trips
Driver Passenger Transit Bike/Walk
0 Vehicles Update Sample 10 30% 50% 0 20%
BRPTS* 29 45% 38% 14% 3%
NPTS** 91 12% 34% 37% 16%
1 Worker, 1 
Vehicle
Update Sample 29 100% 0 0 0
BRPTS 163 93% 4% 1% 2%
NPTS 623 91% 7% 1% 2%
2+ Workers, 
I Vehicle
Update Sample 9 78% 22% 0 0
BRPTS 33 85% 15% 0 0%




Update Sample 189 92% 8% 0 0
BRPTS 836 95% 4% 0 1%
NPTS 1048 95% 4% 0 1%
3+ Workers, 
2+ Vehicles
Update Sample 65 83% 15% 0 0
BRPTS 197 89% 11% 0 0
NPTS 1048 87% 9% 1% 2%
*Remaining 754 BRPTS households.
**Drawn from MSAs o f 500.000 -  1.000.000
The Bayesian procedures were applied to update the NPTS distributions. In the case
where the weights were automatically calculated based on the inverse of the variance,
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little change was observed. However, with the manual adjustment of weights one sees 
the results shown in Table 4.50. While auto driver, transit, and bike/walk predictions 
have improved, auto passenger shares are actually worse. Again, the reasons for this lie 
back in the distributions shown in Table 4.49 in which the Update sample has captured 
proportionately more passenger trips.
Table 4.50
Mode Share Comparisons for t lie Updated Data
Trip Purpose Mode BRPTS Synthetic Data 
(MSAs 500,000 -  
1,000,000)
Updated Data
Home-Work Auto Driver 92.6% 89.1%** 89.9%**
Auto Pass. 6.0% 7.2%* 7.5%**
Transit 0 .6% 2 .0%** 1.3%*
Bike/Walk 0 .8% 1.7%* 1.3%
*Statisticaliy significant at the 95' Percentile Confidence Limit 
'^Statistically significant at the 99'* Percentile Confidence Limit
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5 CONCLUSIONS AND RECOMMENDATIONS
This dissertation proposes a new approach designed to assist practitioners in preparing 
travel-forecasts for their region. Rather than focussing on aggregate relationships and 
models per se, the idea is to synthetically derive the data that drives these models by 
combining local sociodemographic information with simulated travel data. The appeal of 
the approach lies in its low-cost, relative ease of use, the fact that the data required are 
freely available (NPTS and PUMS90), and the potential advantages it offers over the use 
of borrowed models that incorporate no local demographic element directly in their 
estimation process. In addition, it provides regions with the capability to specify and 
estimate their own models rather than being tied to structures employed in transferred 
relationships. Finally, the approach offers a flexibility that will enable regions to 
regularly update their travel data base and modeling efforts as new demographic and 
travel data sources become available, such as the 2000 waves of the PUMS and the 
NPTS.
The results presented here suggest that this concept of creating synthetic household 
travel survey is worth pursuing further. With respect to trip rates, the procedure was able 
to provide data that were generally comparable to actual data at both an aggregate and 
disaggregate (demographic segments of the population) level. These data were used to 
estimate trip production models that offered significant improvements over current 
borrowed models and national default values and that were comparable to models 
estimated from actual survey data. In addition, tests using 1990 and 1997 demographic 
data from the same region showed that the method displayed a sensitivity to these 
differences -  a sensitivity that would not be captured using default trip rates.
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The other salient trip characteristics (mode, departure time, and reported trip length) 
were less effectively replicated in the simulation procedure. These discrepancies were 
attributed to contextual differences between regions (e.g., population size, transit service) 
which intuitively affect these attributes to a greater extent than trip rates. Two 
procedures were proposed and tested for incorporating contextual elements into the 
simulation procedure. The first delineated regions into homogeneous groups from which 
the simulated travel data were derived. This improved the trip length simulation but did 
not improve mode share predictions notably. The second approach incorporated these 
elements directly into the simulation procedures by updating the simulated travel data 
with data from a small local sample o f households -  this had the additional appeal of 
creating a data set with a partially local element to it. This approach proved a better 
option than the first but was highly dependent on the size of and relative weight given to 
the update sample.
The following issues affected the simulation and must be brought to the reader’s 
attention. First, the approach is based on the premise that persons of similar demographic 
characteristics living in similar environs display similar travel behavior. If this is so, then 
the problem should simply be one of correctly defining these characteristics. However, 
the goodness-of-fit indicators for the segmentation schemes suggest a limited ability to 
explain the variation in certain types o f trips (particularly shop and other) with the 
characteristics available. These differences must be attributable to other factors that are 
not captured in convenient demographic measures such as health status, personality, and 
whether the individual is planning for a particular event. A further complication is added
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by how the dependent measures are defined which was highlighted by the discussion of 
home-work trips in Section 4.1.11.
A. second issue that affected the simulation was the use of the NPTS as the source for 
the simulated travel data. While it proved a particularly “clean” data set, the collection 
methodology was somewhat different than the typical travel survey providing data for a 
national cross-section for every day of the year. More significantly, however, use of this 
data source assumed that nationally-derived relationships were maintained at a local 
level. This appears to be partially true and suggests that some local information must be 
employed to ensure the synthetic data displays sensitivity to a particular locale. Another 
possibility might be to apply the same logic as model transfer and use a travel survey 
from a region of similar characteristics (if available) or an amalgam of several travel 
surveys as the source of the simulated travel data.
Another issue that affected the simulation was the decision to work at the household 
level. For trip rates, it is arguably more appropriate to work at a household level because 
of the effect o f interactions among household members. However, for mode, departure 
time, and trip length, it could be argued one should work at an individual level, although 
one does still need information on household-level variables such as the number of 
automobiles. Comparisons between the simulation results using households and 
individuals is recommended as a potential future research topic.
Clearly, while the concept of synthetic travel survey data is a seemingly valid one, 
further testing/evaluation is needed. With this in mind, the following recommendations 
are made for future research activities into this topic:
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> It must be established that the approach is applicable for regions other than Baton 
Rouge. This is the topic o f a concurrent research effort to this one in which the 
procedures are being tested in Salt Lake City and Dallas/Fort Worth.
> The validation of the results must extend to comparisons of the traditional outputs of 
the travel-forecasting process such as link volumes.
> Updating the synthetic data is clearly critical particularly for the simulation of mode, 
departure time, and trip length. Two approaches were proposed here and each met 
with mixed success. Future work must assess the various options available for 
updating including use of aggregate (e.g., mode shares) as well as disaggregate 
(individual/household-level) data.
> The model testing work focussed on trip production models only. Testing and 
evaluation must be extended to the remaining model components particularly trip 
attractions and mode choice.
> The procedures could conceivably be used to generate future household travel survey 
data sets. This would require the prediction of future household demographics -  a 
possibility here is to use a microsimulation approach to forecast the characteristics of 
each person in the sample in the future year (e.g., Chung and Goulias, 1997). As an 
aside, no conceivable reason is apparent why the procedure could not be applied to 
simulate travel data for an entire regional population.
> In this application, travel data only is simulated. One could conceivably simulate the 
locations o f  households and trip-ends as is currently being attempted in the 
TRANSIMS project (TMIP, 1995).
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> It has been stressed that the simulation procedure produces a set of trips and their 
associated attributes that could have been collected in a household travel survey. 
However, no continuity is maintained between individual trip records. To achieve 
this continuity, one would need to incorporate the constraints imposed by the 
previous trip into the simulation. For instance, if the individual took five minutes to 
get to work, they should take approximately five minutes to return home.
> The approaches presented here were intended for application using the 2000 waves of 
the PUMS and the NPTS. However, in the future, another possibility for updating the 
demographic database will come from the American Community Survey (ACS). The 
ACS will provide PUMS-like data for three million households per year sampled 
from across the nation. This could provide a means to update the database annually 
rather than every ten years.
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APPENDIX A SPSS SYNTAX
‘ Stephen Greaves PUMS90 Sample Syntax, October 1999.
‘Procedure for generating a random sample by 13 household size/vehicle ownership category from a 
population based on expanded PUMS90 data.
‘ U s e r  p r o v i d e s  r e g i o n a l  p o p u l a t i o n  a n d  c a t e g o r y  ( c e l l )  b r e a k d o w n s  t h e y  r e q u i r e .
♦Comment lines (/‘ text) indicate where user has to provide input
‘ S o r t  c a s e s  b y  S i z e v e h  c a t e g o r y  &  C o m p u t e  s e q u e n t i a l  i d  n o .
G E T  f i l e  =  ' f : b r p t s \ p u m s  s a m p l e \ p u m s  h o u s e h o l d s  ( 7 4 4 4 ) . s a v \
S O R T  C A S E S  B Y  
h o u s e i d  ( A ) .
c o m p u t e  c a s e n u m  =  S c a s e n u m .  
f o r m a t s  c a s e n u m  ( F 4 . 0 ) .
v a r i a b l e  l a b e l  c a s e n u m  ' S e q u e n t i a l  C a s e  N u m b e r 1, 
e x e c u t e .
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ P U M S  h o u s e h o l d s . s a v ' .
‘ C o m p u t e  n e w  i d  b a s e d  o n  w e i g h t  o f  h o u s e h o l d  
d o  i f  ( c a s e n u m  e q  1 ) .
c o m p u t e  n e w i d  =  1 .
e l s e .
C O M P U T E  N E W I D  =  L A G ( w t h h f i n )  +  l a g ( n e w i d ) .
e n d  i f .
V A R I A B L E  L A B E L S  N E W I D  ' N E W  I D  B a s e d  o n  H o u s e h o l d  W e i g h t s ’ . 
f o r m a t s  n e w i d  ( f 6 . 0 ) .
E X E C U T E .
S A V E  O U T F I L E = ' s c r a t c h  f i l c . s a v '  / k e e p  n e w i d  c a s e n u m  s i z e v e h .
‘ D e v e l o p  ' p o p u l a t i o n ' ,  f i l l  c e l l s  w i t h  c o r r e s p o n d i n g  I D  a n d  C a t e g o r y ’ I D .  s a m p l e  r e q u i r e d  n u m b e r s  i n  e a c h  
c a t e g o r y ,  s a v e  f i l e
i n p u t  p r o g r a m .
l o o p  # i  =  I  t o  1 8 1 6 7 7 .  / ‘ p r o v i d e  t o t a l  P U M S 9 0  p o p u l a t i o n  f o r  t h e i r  r e g i o n  ( L e . .  s u m  o f  h o u s e h o l d  
w e i g h t s )
c o m p u t e  n e w i d  =  S c a s e n u m .  
e n d  c a s e ,  
e n d  l o o p ,  
e n d  f i l e .
e n d  i n p u t  p r o g r a m ,  
p r i n t  f o r m a t s  n e w i d  ( f 6 . 0 ) .
m a t c h  f i l e s  / f i l e  =  *  / t a b l e  =  ' s c r a t c h  f i l e . s a v ' /  b y  n e w i d / k e e p  =  s i z e v e h  n e w i d  c a s e n u m .
I F  ( M I S S I N G ( c a s e n u m ) )  c a s e n u m  =  l a g ( c a s e n u m ) . 
i f  ( M I S S I N G ( s i z e v e h ) )  s i z e v e h  =  l a g ( s i z e v e h ) .  
c o m p u t e  r a n d  =  u n i f o r m ( l ) .
S O R T  C A S E S  B Y  
s i z e v e h  ( A )  r a n d  ( A ) . 
c o m p u t e  r e c o r d s  =  1 .
i f  s i z e v e h  =  l a g ( s i z e v e h )  r e c o r d s  =  l a g ( r e c o r d s )  + 1 .
select if (sizeveh = 1 & records <= 39 or sizeveh = 2 & records <=160 or sizeveh = 3 & records <=90 or 
sizeveh = 4 & records <=233 or sizeveh = 5 & records <=27 or sizeveh = 6 & records <=25 or sizeveh = 7 
& records <=94 or sizeveh = 8 & records <=70 or sizeveh = 9 & records <=26 or sizeveh = 10 & records
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< = 8 1  o r  s i z e v e h  =  1 1 &  r e c o r d s  < = 5 6  o r  s i z e v e h  =  1 2  &  r e c o r d s  < = 4 7  o r  s i z e v e h  =  1 3  &  r e c o r d s  < = 3 6 ) .
/ ♦ p r o v i d e  c e l l  s a m p l e s  r e q u i r e d  ( i . e . ,  s i z e v e h  =  I  &  r e c o r d s  < =  c e l l  s i z e l . . . . )  
s o r t  c a s e s  b y
c a s e n u m  ( A ) .
m a t c h  f i l e s  / f i l e  =  *  / t a b l e  - c : \ t r a v e l  d a r a  s i m u l a t i o n \ P U M S  h o u s e h o l d s ,  s a v ' /  b v  c a s e n u m .  
D E S C R I P T T V E S
V A R I A B L E S = h h s i z e  h h v e h c n t  w r k c o u n t  a g e 5 _ l 7  a g e 0 _ 4  a g e l 8 _ 2 4  r h h i n c  
/ S T A T I S T I C S = M E A N  S U M  S T D D E V  M I N  M A X .
S A V E  O U T F E L E = ' c : \ t r a v e l  d a t a  s i m u l a t i o n V P U M S  s y n t h e t i c  s a m p l e . s a v ' .  
e x e c u t e .
♦SIMULATION OF HOUSEHOLD TRIP PRODUCTIONS, MODE, DEPARTURE TIME, TRIP 
DISTANCE & TIME*
♦Stephen Greaves, March 2000.
♦ T R I P  G E N E R A T I O N  S I M U L A T I O N * * .
♦ S y n t h e t i c  t r i p  g e n e r a t i o n  P r o c e d u r e .
♦ S t e p h e n  G r e a v e s .  N o v e m b e r  1 9 9 9 .
♦ S I M U L A T E S  6  T R I P  P U R P O S E S  A N D  P R O V I D E S  D E S C R I P T I V E S .
♦ C r e a t e  r a n d o m  n u m b e r s  f o r  t h e  7  t r i p  p u r p o s e s ,  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  S i m u l a t i o n V R A N D S  N O S . s a v ' .
C O M P U T E  d r a \ v = u m f o r m ( l ) .
S O R T  C A S E S  B Y  d r a w ( A ) .
C O M P U T E  c a s e n u m = $ c a s c n u m .
r e n a m e  v a r i a b l e s  ( r a n d l  =  h b v v # )  ( r a n d 2  =  h b s c h l # )  ( r a n d 3  =  h b c o l # )  ( r a n d 4  =  h b s h o p # )  ( r a n d f  =  h b o # )  
( r a n d 6  =  n h b v v # )  ( r a n d 7  =  n h b o # ) .
x s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n V r a n d o m  n u m b c r s . s a v ' .  
e x e c u t e .
♦ A d d  r a n d o m  n u m b e r s  t o  S y n t h e t i c  h o u s e h o l d  f i l e .
g e t  f i l e  =  ' c : \ t n r v e l  d a t a  s i m u l a t i o n \ p u m s  s y n t h e t i c  s a m p l e . s a v ’ .
c o m p u t e  c a s e n u m  =  S c a s e n u m .
m a t c h  f i l e s  / f i l e  =  *  / t a b l e  =  ' c : \ t r a v c l  d a t a  s i m u l a t i o n \ r a n d o m  n u m b e r s . s a v ' / b y  c a s e n u m  . 
e x e c .
♦ A d d  d i s t r i b u t i o n s .
S O R T  C A S E S  B Y  w o r k g e n  ( A ) .
M A T C H  F I L E S  / F I L E = *  / T A B L E = ' C : \ t r a v e l  d a t a  s i m u l a t i o n \ h b w  g e n e r a t i o n  d i s t r i b u t i o n s . s a v ’/ B Y  
w o r k g e n .
M A T C H  F I L E S  / F I L E = *  / T A B L E = ' C : \ t r a v e l  d a t a  s i m u l a t i o n \ n h b w  g e n e r a t i o n  d i s t r i b u t i o n s . s a v ’/ B Y  
w o r k g e n .
S O R T  C A S E S  B Y  s c h l g e n  ( A ) .
M A T C H  F I L E S  / F T L E = *  / T A B L E = ’C : \ t r a v e l  d a t a  s i m u l a t i o n \ h b s c h o o l  g e n e r a t i o n  d i s t r i b u t i o n s . s a v ' / B Y  
s c h l g e n .
S O R T  C A S E S  B Y  c o l g e n  ( A ) .
M A T C H  F I L E S  / F T L E = *  / T A B L E - C i U r a v e l  d a t a  s i m u l a t i o n V h b c o I l e g e  g e n e r a t i o n  d i s t r i b u t i o n s .  s a v ' / B  Y  
c o l g e n .
S O R T  C A S E S  B Y  o t h e r g e n  ( A ) .
M A T C H  F I L E S  / F I L E = *  / T A B L E - C A t r a v e l  d a t a  s i m u l a t i o n i h b s h o p  g e n e r a t i o n  d i s t r i b u t i o n s . s a v ' / B Y  
o t h e r g e n .
M A T C H  F I L E S  / F I L E = *  / T A B L E - C : \ t r a v e l  d a t a  s i m u l a t i o n \ h b o  g e n e r a t i o n  d i s t r i b u t i o n s . s a v  ' / B Y  
o t h e r g e n .
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M A T C H  H U E S  / F I L E = *  / T A B L E - C : \ t r a v e l  d a t a  s i m u l a t i o n \ n h b o  g e n e r a t i o n  d i s t r i b u t i o n s . s a v ' / B Y  
o t h e r g e n .
♦ A s s i g n  T r i p s  t o  n e w  v a r i a b l e s ,  p u r p o s e s i m .
n u m e r i c  h b w s i m  h b s c h s i m  h b c o l s i m  h b s h p s i m  h b o s i m  n h b w s i m  n h b o s i m  t o t a l s i m  ( Q . O ) .
v a r i a b l e  l a b e l  h b w s i m  ' S i m u l a t e d  H o m e - W o r k  T i m e '  h b s c h s i m  ' S i m u l a t e d  H o m e - S c h o o l  T r i p s '  h b c o l s i m
'Simulated Home-College Trips’
h b s h p s i m  ' S i m u l a t e d  H o m e - S h o p  T r i p s '  h b o s i m  ' S i m u l a t e d  H o m e - O t h e r  T r i p s '  n h b w s i m  ' S i m u l a t e d  W o r k -  
O t h e r  T r i p s '
n h b o s i m  ' S i m u l a t e d  O t h e r - O t h e r  T r i p s '  t o t a l s i m  ' S i m u l a t e d  T o t a l  T r i p s ' .
EXECUTE.
♦ D e t e r m i n e  c o r r e c t  n o .  o f  t r i p s ,  
v e c t o r  a  =  h b w O  t o  h b w l 9 .  
v e c t o r  b  =  h b s c h I O  t o  h b s c h l  1 9 .  
v e c t o r  c  =  h b c o I O  t o  h b c o l  1 9 .  
v e c t o r  d  =  h b s h o p O  t o  h b s h o p l  7 .  
v e c t o r  e  =  h b o O  t o  h b o 4 1 .  
v e c t o r  f  =  n h b w O  t o  n h b w 2 9 .  
v e c t o r  g  =  n h b o O  t o  n h b o 3 7 .
L o o p  # i  =  1 t o  2 0 .
d o  i f  h b w # >  ( a ( # i ) ) .  
c o m p u t e  h b w s i m  =  ( # i ) .  
e l s e  i f  h b w # < ( a ( l ) ) .  
c o m p u t e  h b w s i m  =  0 .  
e n d  i f .  
e n d  l o o p .
L o o p  # i  =  1 t o  2 0 .
d o  i f  h b s c h l # >  ( b ( # i ) ) .  
c o m p u t e  h b s c h s i m  =  ( # i ) .  
e l s e  i f  h b s c h l # < ( b (  1 ) ) .  
c o m p u t e  h b s c h s i m  =  0 .  
e n d  i f .  
e n d  l o o p .
L o o p  # i  =  1 t o  2 0 .
d o  i f  h b c o l # >  ( c ( # i ) ) .  
c o m p u t e  h b c o l s i m  =  ( # i ) .  
e l s e  i f  h b c o l # < ( c ( l ) ) .  
c o m p u t e  h b c o l s i m  =  0 .  
e n d  i f .  
e n d  l o o p .
L o o p  # i  =  I  t o  1 8 .
d o  i f  h b s h o p # >  ( d ( # i ) ) .  
c o m p u t e  h b s h p s i m  =  ( # i ) .  
e l s e  i f  h b s h o p # < ( d ( l ) ) .  
c o m p u t e  h b s h p s i m  =  0 .  
e n d  i f .  
e n d  l o o p .
L o o p  # i  =  1 t o  4 2 .
d o  i f  h b o # >  ( e ( # i ) ) .  
c o m p u t e  h b o s i m  =  ( # i ) .  
e l s e  i f  h b o # < ( e ( l ) ) .  
c o m p u t e  h b o s i m  =  0 .  
e n d  i f .  
e n d  l o o p .
L o o p  # i  =  1 t o  3 0 .
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d o  i f  n h b w # >  ( f ( # i ) ) .  
c o m p u t e  n h b w s i m  =  ( # i ) .  
e l s e  i f  n h b w # < ( f ( l ) ) .  
c o m p u t e  n h b w s i m  =  0 .  
e n d  i f .  
e n d  l o o p .
L o o p  # i  =  I  t o  3 8 .
d o  i f  n h b o # >  ( g ( # i ) ) .  
c o m p u t e  n h b o s i m  =  ( # i ) .  
e l s e  i f  n h b o # < ( g ( l ) ) .  
c o m p u t e  n h b o s i m  =  0 .  
e n d  i f .  
e n d  l o o p ,  
e x e c .
♦ P r o v i d e  d e s c r i p t i v e s  a n d  s a v e  f i l e .
c o m p u t e  t o t a l s i m  =  S U M f h b w s i m ,  h b s c h s i m .  h b c o l s i m .  h b s h p s i m .  h b o s i m .  n h b w s i m .  n h b o s i m ) .  
v a r i a b l e  l a b e l  h b w s i m  ' S i m u l a t e d  H o m e - W o r k  T r i p s '  h b s c h s i m  ' S i m u l a t e d  H o m e - S c h o o l  T r i p s '  h b c o l s i m  
' S i m u l a t e d  H o m e - C o l l e g e  T r i p s '  h b s h p s i m  ' S i m u l a t e d  H o m e - S h o p  T r i p s ’ h b o s i m  ' S i m u l a t e d  H o m e - O t h e r  
T r i p s '  n h b w s i m  ' S i m u l a t e d  W o r k - O t h e r  T r i p s '  n h b o s i m  ' S i m u l a t e d  O t h e r - O t h e r  T r i p s '  t o t a l s i m  ' S i m u l a t e d  
T o t a l  T r i p s ' .
D E S C R I P T I V E S
V A R I A B L E S = h b w s i m  h b s c h s i m  h b c o l s i m  h b s h p s i m  h b o s i m  n h b w s i m  n h b o s i m  t o t a l s i m  
/ S T A T I S T I C S = M E A N  S U M  S T D D E V  M I N  M A X .
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p  r a t e s . s a v ' / k e e p  c a s e n u m  h o u s e i d  A g e 0 _ 4  A G E 5 _ 1 7  
A G E 1 8 2 4  r u n  A g e l 8 p l s  H H I N C C A T  h h s i z e  h h v e h c n t  w r k c o u n t  s i z e v e h  S L Z E C A T  V E H C A T  w o r k g e n  
s c h l g e n  c o l g e n  o t h e r g e n  h b w #  h b w s i m  h b s c h l #  h b s c h s i m  h b c o l #  h b c o l s i m  h b s h o p #  h b s h p s i m  h b o #  
h b o s i m  n h b w #  n h b w s i m  n h b o #  n h b o s i m  t o t a l s i m .
s a v e  o u t f i l e  =  ’c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ’/ k e e p  c a s e n u m  h o u s e i d  A g e 0 _ 4  A G E 5 1 7  
A G E 1 8 _ 2 4  A g e l 8 p l s  H H I N C C A T  h h s i z e  h h v e h c n t  w r k c o u n t  s i z e v e h  S I Z E C A T  V E H C A T  w o r k g e n  
s c h l g e n  c o l g e n  o t h e r g e n  h b w s i m  h b s c h s i m  h b c o l s i m  h b s h p s i m  h b o s i m  n h b w s i m  n h b o s i m  t o t a l s i m  r u n .
♦ E N D  O F  T R I P  G E N E R A T I O N  ♦ .
♦ M O D E  C H O I C E  S I M U L A T I O N  ♦ .
♦ M o d e  C h o i c e  S i m u l a t i o n .
♦ S t e p h e n  G r e a v e s .  N o v e m b e r ,  1 9 9 9 .
♦  P r o c e d u r e  e x p a n d s  s i m u l a t e d  t r i p  f i l e  s o  t h a t  t h e r e  i s  o n e  r e c o r d  f o r  e a c h  t r i p  a n d  s a v e  a s  m o d e  
c h o i c e . s a v .
g e t  f i l e  =  ’c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v 1.
c o m p u t e  t o t a l s i m  =  s u m f h b w s i m .  h b s c h s i m .  h b c o l s i m .  h b s h p s i m .  h b o s i m .  n h b w s i m .  n h b o s i m ) .  
l o o p  t  =  I  t o  t o t a l s i m .
+  c o m p u t e  w  =  ( t  < =  h b w s i m ) .
+  c o m p u t e  s c h  =  ( t  >  h b w s i m  &  t < =  ( h b w s i m  +  h b s c h s i m ) ) .
+  c o m p u t e  s h p  =  ( t  >  h b w s i m  +  h b s c h s i m  & t < =  ( h b w s i m  +  h b s c h s i m  +  h b s h p s i m ) ) .
+  c o m p u t e  o  =  ( t  >  h b w s i m  +  h b s c h s i m  +  h b s h p s i m  &  t < =  ( h b w s i m  +  h b s c h s i m  +  h b s h p s i m  +  h b o s i m ) ) .
+  c o m p u t e  n w  =  ( t  >  h b w s i m  +  h b s c h s i m  +  h b s h p s i m  +  h b o s i m  &  t < =  ( h b w s i m  +  h b s c h s i m  +  h b s h p s i m  +  
h b o s i m  +  n h b w s i m ) ) .
+  c o m p u t e  n o  =  ( t  >  h b w s i m  +  h b s c h s i m  +  h b s h p s i m  +  h b o s i m  +  n h b w s i m  & t < =  ( h b w s i m  +  h b s c h s i m  +  
h b s h p s i m  +  h b o s i m  +  n h b w s i m  +  n h b o s i m ) ) .
+  c o m p u t e  c o l  =  ( t  >  ( h b w s i m  +  h b s c h s i m  +  h b s h p s i m  +  h b o s i m  +  n h b w s i m  +  n h b o s i m ) ) .
x s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s u n u l a t i o n U e m p . s a v ’ / k e e p  =  h o u s e i d  r u n  A g e 0 _ 4  A G E 5 1 7  A G E 1 8  2 4
a g e  I 8 p l s  H H I N C C A T  h h s i z e  h h v e h c n t  w r k c o u n t  s i z e v e h  S I Z E C A T  V E H C A T  w o r k g e n  s c h l g e n  c o l g e n
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o t h e r g e n  w  s c h  s h p  o  n w  n o  c o l  /  r e n a m e  ( w  s c h  s h p  o  n w  n o  c o l  =  h b w s i m  h b s c h s i m  h b s h p s i m  h b o s i m  
n h b w s i m  n h b o s i m  h b c o l s i m ) .  
e n d  l o o p ,  
e x e c u t e .
♦ S I M U L A T E S  T R A V E L  M O D E S / P U R P O S E  A N D  P R O V I D E S  D E S C R I P T I V E S .
♦ C r e a t e  r a n d o m  n u m b e r s  f o r  t h e  5  m o d e s  b y  7  t r i p  p u r p o s e s ,  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ r a n d s l  N O S . s a v ' .
COMPUTE draw=uniform(l).
S O R T  C A S E S  B Y  d r a w ( A ) .
COMPUTE casenum=$casenum. 
rename variables (randl = mode#).
xsave outfile = 'c:\travel data simulation\random numbers.sav'. 
execute.
♦ A d d  r a n d o m  n u m b e r s  t o  P U M S  s i m u l a t e d  t r i p  f i l e ,  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n U e m p . s a v ' .  
c o m p u t e  c a s e n u m  =  S c a s e n u m .
match files /file = ♦ /table = 'c:\travel data Simula tion\random numbers.sav'/by casenum /keep = casenum 
houseid run Age0_4 AGE5_17 AGE18_24 Agel8pls HHINCCAT hhsize hhvehcnt wrkcount sizeveh 
SIZECAT VEHCAT workgen schlgen colgen othergen hbwsim hbschsim hbcolsim hbshpsim hbosim 
nhbwsim nhbosim mode#.
♦ R e f o r m a t  p u r p o s e  i n t o  o n e  c o l u m a  
n u m e r i c  P U R P O S E  ( f 2 . 0 )  . 
d o  i f  ( h b w s i m  =  1 ) .
recode purpose(else= 1 ) .  
else i f  (hbschsim = 1).
recode purpose(else= 2). 
else if (hbcolsim = I).
recode purpose(else= 3). 
else if (hbshpsim = 1).
r e c o d e  p u r p o s e ( e l s e =  4 ) .  
e l s e  i f  ( h b o s i m  =  1 ) .
recode purpose(else= 5). 
else if (nhbwsim = 1).
recode purpose(else= 6). 
else if (nhbosim = I).
recode purpose(else= 7).
end if.
v a r i a b l e  l a b e l  p u r p o s e  ' S i m u l a t e d  T r i p  P u r p o s e ' .
v a l u e  l a b e l s  p u r p o s e  1  rH B W ’  2  ' H B S C H O O L '  3  H B C O L L E G E '  4  T f f l S H O P  5  ' H B O '  6  ’N H B W  7
'N H B O V
exec.
♦ C a t e g o r i z a t i o n  f o r  M o d e  C h o i c e .
♦ S t e p h e n  G r e a v e s .  A p r i l  0 0 .  
n u m e r i c  m o d e c a t  ( f 2 . 0 ) .
♦ C a t e g o r i e s  f o r  W o r k  M o d e  D a t a  S i m u l a t i o a  
D o  I F  ( p u r p o s e  =  1 &  h h v e h c n t  =  0 ) .
RECODE 
modecat (else=l) .
e l s e  I F  ( p u r p o s e  =  1  &  h h v e h c n t = 1  & w r k c o u n t  < = 1 ) .
R E C O D E  
m o d e c a t  ( e l s e = 2 )  .
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e l s e  I F  ( p u r p o s e  =  I  &  h h v e h c n t = I  &  w r k c o u n t  > = 2 ) .
R E C O D E
m o d e c a t  ( e l s e = 3 )  .
e l s e  I F  ( p u r p o s e  =  I  &  h h v e h c n t  > = 2  &  w r k c o u n t  < = 2 ) .
R E C O D E  
m o d e c a t  ( e l s e = 4 ) .
e l s e  I F  ( p u r p o s e  =  1 &  h h v e h c n t  > = 2  &  w r k c o u n t  > = 3 ) .
R E C O D E  
m o d e c a t  ( e l s e = 5 ) .
♦ C a t e g o r i e s  f o r  S c h o o l  M o d e  D a t a  S i m u l a t i o a  
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = 6 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  =  1 &  h h s i z e  < = 3 ) .
R E C O D E
m o d e c a t  ( e l s e = 7 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  =  1 &  h h s i z e  > = 4 ) .
R E C O D E
m o d e c a t  ( e l s e = 8 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  > = 2  &  h h s i z e  = 2 ) .
R E C O D E
m o d e c a t  ( e l s e = 9 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  = 2  &  h h s i z e  = 3 ) .
R E C O D E
m o d e c a t  ( e l s e = 1 0 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  = 2  &  h h s i z e  = 4 ) .
R E C O D E
m o d e c a t  ( e l s e = l l )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  = 2  &  h h s i z e  > = 5 ) .
R E C O D E
m o d e c a t  ( e l s e = 1 2 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  > = 3  &  h h s i z e  < = 3 ) .
R E C O D E
m o d e c a t  ( e l s e = 1 3 )  .
e l s e  I F  ( p u r p o s e  =  2  &  h h v e h c n t  > = 3  & h h s i z e  > = 4 ) .
R E C O D E
m o d e c a t  ( e l s c = 1 4 )  .
♦ C a t e g o r i e s  f o r  C o l l e g e  M o d e  S i m u l a t i o a  
e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = l 5 )  .
e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t  = 1  &  a g e l 8 _ 2 4  < =  1 ) .
R E C O D E
m o d e c a t  ( e l s e = 1 6 )  .
e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t = 1  &  a g e l 8 _ 2 4  > =  2 ) .
R E C O D E
m o d e c a t  ( e l s e = 1 7 )  .
e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t  > = 2  & a g e ! 8 _ 2 4  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = 1 8 )  .
e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t  = 2  &  a g e l 8 _ 2 4  = 1  o r  p u r p o s e  =  3  & h h v e h c n t  = 2  &  a g e l 8 _ 2 4  = 2 ) .  
R E C O D E
m o d e c a t  ( e l s e = l 9 )  .
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e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t  > = 2  &  a g e l 8 _ 2 4  > =  3 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 0 )  .
e l s e  I F  ( p u r p o s e  =  3  &  h h v e h c n t  > = 3  &  a g e l 8 _ 2 4  = 1  o r  p u r p o s e  =  3  &  h h v e h c n t  > = 3  &  a g e l 8 _ 2 4  = 2 ) .  
R E C O D E
m o d e c a t  ( e l s e = 2 1 ) .
♦ C a t e g o r i e s  f o r  S h o p  M o d e  D a t a  S i m u l a t i o n ,  
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t  =  0 ) .
R E C O D E  
m o d e c a t  ( e l s e = 2 2 )  . 
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t  > = 1  & h h s i z e  =  1 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 3 )  .
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t = 1  &  h h s i z e  > =  2  &  a g e 5 _ l 7  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 4 )  .
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t  > = 2  &  h h s i z e  > =  2  &  a g e 5 _ I 7  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 5 )  .
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t = 1  &  a g e 5 _ 1 7  > =  1 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 6 )  .
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t  > = 2  &  a g e 5 _  1 7  =  1 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 7 ) . 
e l s e  I F  ( p u r p o s e  =  4  &  h h v e h c n t  > = 2  &  a g e 5 _ 1 7  > = 2 ) .
R E C O D E  
m o d e c a t  ( e l s e = 2 8 ) .
♦ C a t e g o r i e s  f o r  O t h e r  M o d e  D a t a  S i m u l a t i o n .
e l s e  I F  ( p u r p o s e  =  5  &  h h v e h c n t  =  0  o r  p u r p o s e  =  7  &  h h v e h c n t  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = 2 9 )  .
e l s e  I F  ( p u r p o s e  =  5  &  a g e 5 _  1 7  =  0  &  h h v e h c n t  > =  1 & a g e ! 8 p l s =  1 o r  p u r p o s e  =  7  &  a g e 5 _  1 7  =  0  &  
h h v e h c n t  > = 1  &  a g e l 8 p l s  =  1 ) .
R E C O D E  
m o d e c a t  ( e l s e = 3 0 )  .
e l s e  I F  ( p u r p o s e  =  5  &  a g e 5 _ l 7  =  0  &  h h v e h c n t  > =  1 &  a g e l 8 p l s  > =  2  o r  p u r p o s e  =  7  &  a g e 5 _ l 7  =  0  &  
h h v e h c n t  > =  I  &  a g e  1 8 p l s  > =  2 ) .
R E C O D E
m o d e c a t  ( e l s e = 3 1 )  .
e l s e  I F  ( p u r p o s e  =  5  & a g e 5 _ 1 7 =  1 &  h h v e h c n t  =  1 o r  p u r p o s e  =  7  & a g e 5 _ l 7  =  1 &  h h v e h c n t  =  1 ) .  
R E C O D E
m o d e c a t  ( e l s e = 3 2 )  .
e l s e  I F  ( p u r p o s e  =  5  &  a g e 5 _ 1 7  =  1 &  h h v e h c n t  > = 2  o r  p u r p o s e  =  7  &  a g e 5 _ 1 7  =  1 &  h h v e h c n t  > = 2 ) .  
R E C O D E
m o d e c a t  ( e l s e = 3 3 )  .
e l s e  I F  ( p u r p o s e  =  5  &  a g e 5 _ 1 7  > = 2  &  h h v e h c n t  = 1  o r  p u r p o s e  =  7  &  a g e 5 _ 1 7  > =  2  &  h h v e h c n t = 1 ) .  
R E C O D E  
m o d e c a t  ( e l s e = 3 4 )  .
e l s e  I F  ( p u r p o s e  =  5  &  a g e 5 _ l 7  > =  2  &  h h v e h c n t  > = 2  o r  p u r p o s e  =  7  &  a g e 5 _ 1 7  > =  2  &  h h v e h c n t  > = 2 ) .  
R E C O D E  
m o d e c a t  ( e l s e = 3 5 )  .
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♦ C a t e g o r i e s  f o r  O t h e r - W o r k  M o d e  D a t a  S i m u l a t i o n ,  
e l s e  I F  ( p u r p o s e  =  6  &  h h v e h c n t  =  0 ) .
R E C O D E
m o d e c a t  ( e l s e = 3 6 )  .
e l s e  I F  ( p u r p o s e  =  6  &  h h v e h c n t = I  &  w r k c o u n t  < =  1 ) .
R E C O D E
m o d e c a t  ( e l s e = 3 7 )  .
e l s e  I F  ( p u r p o s e  =  6  &  h h v e h c n t = 1  &  w r k c o u n t  > = 2 ) .
R E C O D E
m o d e c a t  ( e l s e = 3 8 )  . 
e l s e  I F  ( p u r p o s e  =  6  &  h h v e h c n t  > = 2 ) .
R E C O D E
m o d e c a t  ( e l s e = 3 9 ) .
E N D  I F .
E X E C .
V a r i a b l e  L a b e l  m o d e c a t  " M o d e  C a t e g o r i e s " .
V a l u e  l a b e l s  m o d e c a t  1 ' H B W .  0  V e h i c l e s '  2  H B W .  1 V e h i c l e .  1 W o r k e r 1 3  H B W .  1 V e h i c l e .  2 +  W o r k e r s '  
4  ' H B W .  2 +  V e h i c l e s .  1 - 2  W o r k e r s '  5  H B W .  2 +  V e h i c l e s .  3 +  W o r k e r s ’
6  ' H B S C H O O L .  0  V e h i c l e s '  7  H B S C H O O L .  1  V e h i c l e .  H H S i z e  =  1 - 3 '  8  ' H B S C H O O L .  1 V e h i c l e .
H H S i z e  =  4 + '  9  H B S C H O O L .  2  V e h i c l e s .  H H s i z e  =  1 - 2 '
1 0  ' H B S C H O O L .  2  V e h i c l e s .  H H s i z e  =  3 '  1 1  ' H B S C H O O L .  2  V e h i c l e s .  H H s i z e  =  4 '  1 2  ' H B S C H O O L .  2  
V e h i c l e s .  H H s i z e  =  5 + '  1 3  ' H B S C H O O L .  3 +  V e h i c l e s .  H H s i z e  =  1 - 3 '
1 4  ' H B S C H O O L .  3 +  V e h i c l e s .  H H s i z e  =  4 + '
1 5  H B C O L .  0  V e h i c l e s '  1 6  H B C O L .  1 V e h i c l e .  A g e l 8 - 2 4  < = l '  1 7  ' H B C O L .  1 V e h i c l e .  H H S i z e  =  2 + '  1 8  
' H B C O L .  2 +  V e h i c l e s .  A g e  1 8 - 2 4  =  O '
1 9  ' H B C O L .  2  V e h i c l e s .  A g e l 8 - 2 4  =  1 - 2 '  2 0  ' H B C O L .  2 +  V e h i c l e s .  A g e l 8 - 2 4  =  3 + '  2 1  H B C O L .  3 +  
V e h i d e s ’
2 2  ' H B S H O P .  0  V e h i c l e s ’ 2 3  H B S H O P .  1 +  V e h i c l e .  H H S i z e  =  I ’ 2 4  H B S H O P .  1 V e h i c l e .  H H S i z e  =  2 + .  0  
a g e 5 - l 7  2 5  H B S H O P .  2 +  V e h i c l e s .  H H S i z e  =  2 + .  0  A g e 5 - 1 7
2 6  ' H B S H O P .  1 +  V e h i c l e .  A g e 5 ~ 1 7  =  1 + '  2 7  H B S H O P .  2 +  V e h i c l e s .  A g e 5 - 1 7  =  1 '  2 8  H B S H O P .  1 +  
V e h i c l e .  A g e 5 - 1 7  =  2 + '
2 9  ' O T H E R .  0  V e h i c l e s '  3 0  ' O T H E R .  1 +  V e h i c l e s .  0  k i d s .  1 A d u l t ’ 3 1  ' O T H E R .  1 +  V e h i c l e s .  0  k i d s .  2 +  
A d u l t s '  3 2  ’O T H E R .  1 V e h i c l e  1 t d c f
3 3  ' O T H E R .  2 +  V e h i c l e s .  1 k i d '  3 4  ' O T H E R .  1 V e h i c l e .  2 +  k i d s '  3 5  ' O T H E R  2 +  V e h i c l e s .  2 +  k i d s '
3 6  H H B W .  0  V e h i c l e s '  3 7  ' N H B W .  1 V e h i c l e .  I  W o r k e r 1 3 8  ' N H B W .  I  V e h i c l e .  2 +  W o r k e r s '  3 9  H H B W .
2 +  V e h i c l e s ' .
e x e c .
♦ e n d  m o d e  c a t e g o r i z a t i o n .
♦ M o d e  C h o i c e .
S o r t  c a s e s  b y  m o d e c a t  ( A ) .
M A T C H  F I L E S  / F T L E = #  / T A B L E - C : \ t r a v e l  d a t a  s i m u I a t i o n \ m o d e  d i s t r i b u t i o n s . s a v '  / B Y  m o d e c a t .  
c x e c .
♦ A s s i g n  m o d e  t o  n e w  v a r i a b l e ,  m o d e s i m .
n u m e r i c  m o d e s i m  ( f 2 . 0 ) .
v a r i a b l e  l a b e l  m o d e s i m  ' S i m u l a t e d  M o d e ' .
v a l u e  l a b e l s  m o d e s i m  1  ' a u t o  d r i v e r 1 2  ' a u t o  p a s s e n g e r *  3  ' P u b l i c  B u s '  4  ' S c h o o l  B u s '  5  ' B i k e / W a l k '  6  
• R a i l '  7  ' O t h e r ' .
D O  I F  ( m o d e #  < =  a l o n e ) .
R E C O D E
m o d e s i m  ( e l s e =  1 )  .  
e l s e  I F  ( m o d e #  < =  p a s s ) .
R E C O D E
m o d e s i m  ( E L S E = 2 )  .
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e l s e  I F  ( m o d e #  < =  b u s ) .
R E C O D E
m o d e s i m  ( E L S E = 3 )  . 
e l s e  I F  ( m o d e #  < =  s c h l b u s ) .
R E C O D E  
m o d e s i m  ( E L S E = 4 )  . 
e l s e  I F  ( m o d e #  < =  b i k e ) .
R E C O D E  
m o d e s i m  ( E L S E = 5 )  . 
e l s e  I F  ( m o d e #  < =  r a i l ) .
R E C O D E
m o d e s i m  ( E L S E = 6 )  . 
e l s e  I F  ( m o d e #  < =  o t h e r ) .
R E C O D E
m o d e s i m  ( E L S E = 7 )
E N D  I F .
E X E C U T E .
R E C O D E
m o d e s i m
( 2 = 1 )  ( 4 = 3 )  ( 7 = 6 )  ( E L S E = C o p y )  I N T O  m o d e s i m  1 .
V A R I A B L E  L A B E L S  m o d e s i m  1 ' C o m b i n e  P O V s  a n d  B u s e s ' .
v a l u e  l a b e l s  m o d e s i m  1 1 ' P O V  3  ' B u s / S c h o o l  B u s '  5  B i k e / W a l k '  6  ' O t h e r ' .
E X E C U T E .
♦ P r o v i d e  d e s c r i p t i v e s  a n d  s a v e  f i l e .
C R O S S T A B S
/ T A B L E S = m o d e s i m  B Y  p u r p o s e  / F O R M A T =  A V A L U E  T A B L E S  / C E L L S =  C O U N T  C O L U M N  . 
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ' / k e e p  h o u s e i d  A g e 0 _ 4  A G E 5 _ 1 7  A G E 1 8 2 4  
A g e l 8 p l s  H H I N C C A T  h h s i z e  h h v e h c n t  w r k c o u n t  s i z e v e h  S I Z E C A T  V E H C A T  w o r k g e n  s c h l g e n  c o l g e n  
o t h e r g e n  p u r p o s e  h b w s i m  h b s c h s i m  h b c o l s i m  h b s h p s i m  h b o s i m  n h b w s i m  n h b o s i m  m o d e c a t  m o d e s i m  
m o d e s i m  1  r u n .
♦ E N D  M O D E  S I M U L A T I O N .
♦ D E P A R T U R E  H O U R  S I M U L A T I O N .
♦ S I M U L A T E S  D E P A R T U R E  T I M E S / P U R P O S E  A N D  P R O V I D E S  D E S C R I P T I V E S .
♦ C r e a t e  r a n d o m  n u m b e r s  f o r  t h e  2 3  c a t e g o r i e s ,  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ r a n d s l  N O S . s a v ' .
C O M P U T E  d r a w = u n i f o r m (  1 ) .
S O R T  C A S E S  B Y  d r a w ( A ) .
C O M P U T E  c a s e n u m = $ c a s e n u m .
r e n a m e  v a r i a b l e s  ( r a n d l  =  d e p a r t # ) .
x s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ r a n d o m  m u c b e r s . s a v ' .
e x e c u t e .
♦ A d d  r a n d o m  n u m b e r s  t o  P U M S  s i m u l a t e d  t r i p  f i l e ,  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s ,  s a v ' .  
c o m p u t e  c a s e n u m  =  S c a s e n u m .
m a t c h  f i l e s  / f i l e  =  ♦  / t a b l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n V r a n d o m  n u m b e r s . s a v ' / b y  c a s e n u m .  
e x e c .
♦ R e c o d i n g  f o r  2 3  c a t e g o r y  m o d e l .
♦ C a t e g o r i z a t i o n  o f  T r i p  R e c o r d s  f o r  D e p a r t u r e  T i m e .
♦ S t e p h e n  G r e a v e s ,  S e p t  0 0 .  
n u m e r i c  d e p r t c a t  ( D . 0 ) .
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♦ H B W .
I X )  I F  ( p u r p o s e  =  I  &  m o d e s i m  ~ =  5 ) .
R E C O D E
d e p r t c a t  ( E L S E = 1 )  . 
e l s e  I F  ( p u r p o s e  =  1 &  m o d e s i m  =  5 ) .
R E C O D E
d e p r t c a t  ( E L S E = 2 )  .
♦ H B S C H O O L .
e l s e  I F  ( p u r p o s e  =  2  &  m o d e s i m  —  5 ) .
R E C O D E
d e p r t c a t  ( E L S E = 3 )  .  
e l s e  I F  ( p u r p o s e  =  2  &  m o d e s i m  =  5 ) .
R E C O D E
d e p r t c a t  ( E L S E = 4 )  .
♦ H B C O L L E G E .
e l s e  I F  ( p u r p o s e  =  3  &  a g e l 8 _ 2 4  =  0 ) .
R E C O D E
d e p r t c a t  ( E L S E = 5 )  . 
e l s e  I F  ( p u r p o s e  =  3  &  a g e l 8 _ 2 4  > =  I ) .
R E C O D E
d e p r t c a t  ( E L S E = 6 )  .
♦ H B S H O P .
e l s e  I F  ( p u r p o s e  =  4  &  w r k c o u n t  =  0 ) .
R E C O D E
d e p r t c a t  ( E L S E = 7 )  .
e l s e  I F  ( p u r p o s e  =  4  &  w r k c o u n t  =  1 &  h h s i z e  =  1 ) .  
R E C O D E
d e p r t c a t  ( E L S E = 8 )  .
e l s e  I F  ( p u r p o s e  =  4  &  w r k c o u n t  = 1  &  h h s i z e  > =  2 ) .  
R E C O D E
d e p r t c a t  ( E L S E = 9 )  .
e l s e  I F  ( p u r p o s e  =  4  &  w r k c o u n t  > = 2  &  m o d e s i m  — 2 ) .  
R E C O D E
d e p r t c a t  ( E L S E =  1 0 )  .
e l s e  I F  ( p u r p o s e  =  4  &  w r k c o u n t  > = 2  &  m o d e s i m  = 2 ) .  
R E C O D E
d e p r t c a t  ( E L S E =  1 1 )  .
♦ H B O .
e l s e  I F  ( p u r p o s e  =  5  &  w r k c o u n t  =  0 ) .
R E C O D E
d e p r t c a t  ( E L S E =  1 2 )  .
e l s e  I F  ( p u r p o s e  =  5  &  w r k c o u n t  = 1  &  h h s i z e  =  1 ) .  
R E C O D E
d e p r t c a t  ( E L S E =  1 3 )  .
e l s e  I F  ( p u r p o s e  =  5  &  w r k c o u n t  = 1  &  h h s i z e  > =  2 ) .  
R E C O D E
d e p r t c a t  ( E L S E =  1 4 )  .
e l s e  I F  ( p u r p o s e  =  5  &  w r k c o u n t  > = 2  &  m o d e s i m  — 2 ) .  
R E C O D E
d e p r t c a t  ( E L S E =  1 5 )  .
e l s e  I F  ( p u r p o s e  =  5  &  w r k c o u n t  > = 2  &  m o d e s i m  = 2 ) .  
R E C O D E
d e p r t c a t  ( E L S E =  1 6 )  .
♦ N H B W .
1 8 4
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e l s e  I F  ( p u r p o s e  =  6  &  m o d e s i m  ~ =  5 ) .
R E C O D E  
d e p r t c a t  ( E L S E = 1 7 )  . 
e l s e  I F  ( p u r p o s e  =  6  &  m o d e s i m  =  5 ) .
R E C O D E
d e p r t c a t  ( E L S E = 1 8 )  .
’ N H B O .
e l s e  I F  ( p u r p o s e  =  7  & w r k c o u n t  =  0 ) .
R E C O D E
d e p r t c a t  ( E L S E =  1 9 )  . 
e l s e  I F  ( p u r p o s e  =  7  & w r k c o u n t  =  1 &  h h s i z e  =  1 ) .
R E C O D E
d e p r t c a t  ( E L S E =  2 0 )  .
e l s e  I F  ( p u r p o s e  =  7  &  w r k c o u n t  =  1 &  h h s i z e  > =  2 ) .
R E C O D E
d e p r t c a t  ( E L S E = 2 1 )  . 
e l s e  I F  ( p u r p o s e  =  7  & w r k c o u n t  > = 2  &  m o d e s i m  ~ = 2 ) .
R E C O D E
d e p r t c a t  ( E L S E = 2 2 )  .
e l s e  I F  ( p u r p o s e  =  7  &  w r k c o u n t  > = 2  &  m o d e s i m  = 2 ) .
R E C O D E
d e p r t c a t  ( E L S E = 2 3 )  .
E N D  I F .
V a r i a b l e  L a b e l  d e p r t c a t  ' D e p a r t u r e  T i m e  C a t e g o r y ' .
V a l u e  L a b e l s  d e p r t c a t  1 H B W .  n o n - b i k e '  2  ' H B W ,  B i k e '  3  ' S c h .  n o n - b i k e ’ 4  ' S c h .  B i k e '  5  H B C O L .  1 8 - 2 4  =  
O ' 6  ' H B C O L .  1 8 - 2 4  > =  1 ' 7  H B S H O P .  0  W o r k e r s '  8  H B S H O P .  1 W o r k e r .  1 P e r s o n '  9  H B S H O P .  1 o r k e r .  
2 +  P e r s o n s ’ 1 0  H B S H O P .  > = 2  W o r k e r s ,  n o n - p a s s e n g e r 1 1 1  H B S H O P .  > = 2  W o r k e r s ,  p a s s e n g e r *  1 2  H B O .
0  W o r k e r s '  1 3  H B O .  1 W o r k e r .  1 P e r s o n '  1 4  H B O .  I  W o r k e r .  2 +  P e r s o n s '  1 5  ' H B O ,  > = 2  W o r k e r s ,  n o n -  
p a s s e n g e r *  1 6  H B O ,  > = 2  W o r k e r s ,  p a s s e n g e r *  1 7  " N H B W .  n o n - b i k e '  1 8  ' N H B W .  B i k e '  1 9  ' N H B O .  0  
w o r k e r s '  2 0  ' N H B O .  1 W o r k e r .  I  P e r s o n '  2 1  ' N H B O .  1 W o r k e r .  2 +  P e r s o n s ’ 2 2  ' N H B O .  > = 2  W o r k e r s ,  n o n -  
p a s s e n g e r '  2 3  ' N H B O .  > = 2  W o r k e r s ,  p a s s e n g e r * ,  
m i s s i n g  v a l u e s  d e p r t c a t  ( - 9 9 9 ) .
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ' .  
e x e c u t e .
♦ e n d  d e p a r t u r e  h o u r  c a t e g o r i z a t i o n .
’ D e p a t u r e  T i m e .
S o r t  c a s e s  b y  d e p r t c a t  ( A ) .
M A T C H  F l L E S  / F I L E = *  / T A B L E - C : \ t r a v e l  d a t a  s i m u l a t i o n \ d e p a r t u r c  t i m e  d i s t r i b u t i o n s . s a v '  / B Y  
d e p r t c a t .
e x e c .
’ A s s i g n  d e p a r t u r e  h o u r  t o  n e w  v a r i a b l e ,  d e p r t s i m .  
n u m e r i c  d e p r t s i m  ( f 2 . 0 ) .
v a r i a b l e  l a b e l  d e p r t s i m  ' S i m u l a t e d  D e p a r t u r e  T i m e ' ,  
v e c t o r  v  =  h o u i O  t o  h o u r 2 3 .
L o o p  # i  =  I  t o  2 3 .
d o  i f  d e p a r t # >  ( v ( # i ) ) .  
c o m p u t e  d e p r t s i m  =  ( # i ) .  
e l s e  i f  d e p a r t # < ( v ( l ) ) .  
c o m p u t e  d e p r t s i m  =  0 .  
e n d  i f .  
e n d  l o o p ,  
e x e c .
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♦ R e f o r m a t  i n t o  S t a r t  P e r i o d  &  P r o v i d e  D e s c r i p t i v e s .
R E C O D E
d e p r t s i m
( 6  t h r u  8 = 1 )  ( 9  t h r u  1 2 = 2 )  ( 1 3  t h r u  1 5 = 2 )  ( 1 6  t h r u  1 8 = 3 )  ( 1 9  t h r u  2 4 = 4 )  ( 0  t h r u  5 = 4 )
I N T O  s t r t p e r d .
V a r i a b l e  L a b e l  s t r t p e r d  ' S t a r t  P e r i o d  o f  T r i p ’.
V A l u e  L a b e l s  s t r t p e r d  1 ' 6  a . m .  -  9  a . m . '  2  ' 9  a . m .  -  4  p . m . ’ 3  ' 4  p . m .  -  7  p . m . '  4  7  p . m .  -  6  a . m . \  
C R O S S T A B S
/ T A B L E S  =  s t r t p e r d  B Y  P U R P O S E  / F O R M A T  =  A V A L U E  T A B L E S  / C E L L S = c o u n t  c o l u m n .
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s ,  s a v ' / k e e p  h o u s e i d  r u n  A g e 0 _ 4  A G E 5 1 7  A G E 1 8  2 4
A g e l 8 p l s  H H I N C C A T  h h s i z e  h h v e h c n t  w r k c o u n t  s i z e v e h  S I Z E C A T  V E H C A T  w o r k g e n  s c h l g e n  c o l g e n
o t h e r g e n  p u r p o s e  h b w s i m  h b s c h s i m  h b c o l s i m  h b s h p s i m  h b o s i m  n h b w s i m  n h b o s i m  m o d e c a t  m o d e s i m
m o d e s i m  1 d e p r t c a t  d e p r t s i m  s t r t p e r d
E X E C U T E .
♦ E N D  D E P A R T U R E  H O U R  S I M U L A T I O N S
♦ T R I P  T I M E  S I M U L A T I O N .
♦ C r e a t e  r a n d o m  n u m b e r s  f o r  t h e  2 3  c a t e g o r i e s ,  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n V r a n d s l  N O S . s a v ’.
C O M P U T E  d r a w = u n i f o r m ( l ) .
S O R T  C A S E S  B Y  d r a w ( A ) .
C O M P U T E  c a s c n u m = $ c a s e n u m .  
r e n a m e  v a r i a b l e s  ( r a n d l  =  t i m e # ) .
x s a v e  o u t f i l e  =  ’c : \ t r a v e l  d a t a  s i m u l a t i o n V r a n d o m  n u m b e r s ,  s a v ’ 
e x e c u t e .
♦ A d d  r a n d o m  n u m b e r s  t o  P U M S  s i m u l a t e d  t r i p  f i l e ,  
g e t  f i l e  =  ’c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ’ . 
c o m p u t e  c a s e n u m  =  S c a s e n u m .
m a t c h  f i l e s  / f i l e  =  ♦  / t a b l e  =  ’c : \ t r a v e l  d a t a  s i m u l a t i o n V r a n d o m  n u m b e r s . s a v ' / b y  c a s e n u m .  
e x e c .
♦ R e c o d i n g  f o r  2 3  c a t e g o r y  m o d e l .
♦ C a t e g o r i z a t i o n  o f  T r i p  R e c o r d s  f o r  T r i p  D i s t a n c e  a n d  T i m e .
♦ S t e p h e n  G r e a v e s .  S e p t  0 0 .
n u m e r i c  l n g t h c a t  ( 1 2 . 0 ) .
C O M P U T E  a g e O _ 1 7  =  a g e 5 _ l 7 + a g e 0 _ 4  .
D O  I F  ( m o d e s i m  1 =  1 &  p u r p o s e  =  1 &  s t r t p e r d  — 2  & h h v e h c n t  =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 )  . 
e l s e  I F  ( m o d e s i m  1  =  1 &  p u r p o s e  =  1 &  s t r t p e r d  ~ = 2  &  h h v e h c n t  ~ =  1 ) .
R E C O D E  
l n g t h c a t  ( E L S E = 2 )  . 
e l s e  I F  ( m o d e s i m  1  =  I  &  p u r p o s e  =  I  &  s t r t p e r d  =  2  &  h h v e h c n t  =  I ) .
R E C O D E
l n g t h c a t  ( E L S E = 3 )  . 
e l s e  I F  ( m o d e s i m  I  =  I  &  p u r p o s e  =  1 &  s t r t p e r d  = 2  &  h h v e h c n t  =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 3 )  . 
e l s e  I F  ( m o d e s i m  1  =  1 &  p u r p o s e  =  1  &  s t r t p e r d  =  2  &  h h v e h c n t  ~ =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 4 )  . 
e l s e  i f  ( m o d e s i m l  =  I  &  p u r p o s e  =  2 ) .
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R E C O D E
l n g t h c a t  ( E L S E = 5 )  . 
e l s e  I F  ( m o d e s i m  1 =  1 &  p u r p o s e  =  3  ) .
R E C O D E
l n g t h c a t  ( E L S E = 6 )  . 
e l s e  I F  ( m o d e s i m  I  =  1 &  p u r p o s e  =  4  &  w r k c o u n t  =  0 ) .
R E C O D E
l n g t h c a t  ( E L S E = 7 )  . 
e l s e  I F  ( m o d e s i m  1 =  1 & p u r p o s e  =  4  &  w r k c o u n t  > =  1 & s t r t p e r d  =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 8 )  .
e l s e  I F  ( m o d e s i m  1 =  1 &  p u r p o s e  =  4  &  w r k c o u n t  > =  1 &  s t r t p e r d  —  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 9 )  .
e l s e  I F  ( m o d e s i m  1 =  I  &  p u r p o s e  =  5  &  a g e 0 _ l 7  =  0  &  s t r t p e r d  =  1 o r  m o d e s i m l  =  1 &  p u r p o s e  =  7  &  
a g e 0 _ 1 7  =  0  &  s t r t p e r d  =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 0 )  .
e l s e  I F  ( m o d e s i m l  =  1 &  p u r p o s e  =  5  &  a g e O _  1 7  =  0  &  s t r t p e r d  ~ =  I  o r  m o d e s i m l  =  I  &  p u r p o s e  =  7  &  
a g e 0 _ 1 7  =  0  &  s t r t p e r d  —  I ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 1 )  .
e l s e  I F  ( m o d e s i m l  =  1 &  p u r p o s e  =  5  &  a g e 0 _ 1 7  > =  1 &  s t r t p e r d  =  1 o r  m o d e s i m l  =  1 &  p u r p o s e  =  7  &  
a g e O _ 1 7  > =  1 &  s t r t p e r d  =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 2 )  .
e l s e  I F  ( m o d e s i m l  =  I  &  p u r p o s e  =  5  &  a g e O _  1 7  > =  1 &  s t r t p e r d  —  1 o r  m o d e s i m l  =  1 &  p u r p o s e  =  7  &  
a g e 0 _ 1 7  > =  1 &  s t r t p e r d  —  1 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 3 )  . 
e l s e  I F  ( m o d e s i m l  =  1 &  p u r p o s e  =  6  &  s t r t p e r d  —  2 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 4 )  .
e l s e  I F  ( m o d e s i m l  =  1 &  p u r p o s e  =  6  &  s t r t p e r d  =  2 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 5 )  . 
e l s e  I F  ( m o d e s i m l  =  3  & p u r p o s e  =  1 ) .
R E C O D E
l n g t h c a t  ( E L S E =  1 6 )  . 
e l s e  I F  ( m o d e s i m l  =  3  &  p u r p o s e  =  2 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 7 )  . 
e l s e  I F  ( m o d e s i m l  =  3  &  p u r p o s e  > =  3  ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 8 )  . 
e l s e  I F  ( m o d e s i m l  =  5  &  p u r p o s e  — 6 ) .
R E C O D E
l n g t h c a t  ( E L S E = 1 9 )  . 
e l s e  I F  ( m o d e s i m l  =  5  &  p u r p o s e  =  6 ) .
R E C O D E
l n g t h c a t  ( E L S E = 2 0 )  . 
e l s e  I F  ( m o d e s i m l  =  6  &  p u r p o s e  =  I ) .
R E C O D E
l n g t h c a t  ( E L S E = 2 i )  . 
e l s e  I F  ( m o d e s i m l  =  6  &  p u r p o s e  > =  2 ) .
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R E C O D E
l n g t h c a t  ( E L S E = 2 2 )  . 
e l s e  I F  ( m o d e s i m l  =  7 ) .
R E C O D E
l n g t h c a t  ( E L S E = 2 3 )  .
E N D  I F .
V a r i a b l e  L a b e l  l n g t h c a t  T r i p  l e n g t h  C a t e g o r y ' .
V a l u e  L a b e l s  l n g t h c a t  1  T O V .  H B W .  4 p - 9 a ,  1  V e h *  2  T O V .  H B W .  4 p - 9 a ,  0 . 2 +  V e h '  3  T O V ,  H B W .  9 a - 4 p .  
1 v e h '  4  T O V ,  H B W .  9 a - 4 p ,  0 , 2 +  V e h '  5  T O V ,  H B S c h o o l '  6  T O V ,  H B C o U e g e '  7  T O V .  H B S h o p ,  0  
w o r k e r s '  8  T O V ,  H B S h o p ,  1 +  W o r k e r s ,  6 - 9 1 9  T O V .  H B S h o p .  l + W o r k e r .  9 - 6 '  1 0  T O V .  H B O ,  0  a g e O - 1 7 .  
6 - 9 '  1 1  T O V ,  H B O ,  0  a g e O - 1 7 . 9 - 6 '  1 2  T O V ,  H B O .  1 +  a g e O - 1 7 , 6-9 1 3  T O V .  H B O ,  1 +  a g e O - 1 7 .  9 - 6 '
1 4  T O V ,  N H B W ,  4 p - 9 a '  1 5  T O V ,  N H B W .  9 a - 4 p '  1 6 T u s ,  H B W  1 7  ' B u s .  H B S c h o o l '  1 8  ' B u s .  O t h e r s '
1 9  T i k e .  O t h e r s '  2 0  T i k e .  N H B W  2 1  " R a i l .  H B W  2 2  T a i l  O t h e r s ’ 2 3  ' O t h e r  M o d e s ' .
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ' .
e x e c u t e .
♦ E n d  t r i p  T i m e  C a t e g o r i z a t i o n .
♦ T r i p  T i m e .
S o r t  c a s e s  b y  l n g t h c a t  ( A ) .
M A T C H  F l i . E S  / F I L E = #  / T A B L E - C : \ t r a v e l  d a t a  s i m u l a t i o n V t r i p  t i m e  d i s t r i b u t i o n s s a v '  / B Y  l n g t h c a t .  
e x e c .
♦ A s s i g n  t r i p  t i m e  t o  n e w  v a r i a b l e ,  t i m e s i m .  
n u m e r i c  t i m e s i m  ( f 2 . 0 ) .  
v a r i a b l e  l a b e l  t i m e s i m  ' S i m u l a t e d  T r i p  t i m e ' ,  
v e c t o r  t  =  t i m e l  t o  t i m e  1 2 0 .
L o o p  # i  =  1 t o  1 2 0 .
d o  i f  t i m e # >  ( t ( # i ) ) .  
c o m p u t e  t i m e s i m  =  ( # i + 1 ) .  
e l s e  i f  t i m e # < ( t ( l ) ) .  
c o m p u t e  t i m e s i m  =  1 .  
e n d  i f .  
e n d  l o o p ,  
e x e c .
♦ P r o v i d e  D e s c r i p t i v e s .
U S E  A L L .
C O M P U T E  f i l t e r _ S = ( t i m e s i m  <  1 2 1 ) .
V A R I A B L E  L A B E L  f i l t e r _ $  ' t i m e s i m  <  1 2 1  ( F I L T E R ) ' .
V A L U E  L A B E L S  f i l t e r j  0 1 4 0 1  S e l e c t e d '  1 ' S e l e c t e d ' .
F O R M A T  f i l t e r  s  ( f l . 0 ) .
F I L T E R  B Y  f i l t e r j .
♦ M E A N S .
♦  T A B L E S =  t i m e s i m  B Y  p u r p o s e  B Y  m o d e s i m l  s t r t p e r d .
♦  / C E L L S  M E A N  C O U N T  S T D D E V  .
m e a n s
t a b l e s  =  t i m e s i m  b y  p u r p o s e  
/ C E L L S  s u m  M E A N  C O U N T  S T D D E V  .
♦ R e f o r m a t  i n t o  T i m e  I n t e r v a l s  &  P r o v i d e  D e s c r i p t i v e s .
R E C O D E
t i m e s i m
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( 1  t h r u  5 = 1 )  ( 6  t h r u  1 0 = 2 )  ( 1 1  t h r u  1 5 = 3 )  ( 1 6  t h r u  2 0 = 4 )  ( 2 1  t h r u  3 0 = 5 )  ( 3 1  t h r u  4 5 = 6 )  ( 4 6  t h r u  6 0 = 7 )  
( 6 1  t h r u  h i g h e s t  =  8 )  I N T O  t i m e j n t .
V a r i a b l e  L a b e l  t i m e j n t  T i m e  I n t e r v a l  o f  T r i p ' .
V A l u e  L a b e l s  t i m e j n t  1  ' 1  -  5  m i n s . '  2  ' 6 - 1 0  m i n s . '  3  ' 1 1 - 1 5  m i n s . '  4  ' 1 6  -  2 0  m i n s . '  5  ' 2 1  -  3 0  m i n s . '  6  T 1 -  
4 5  m i n s . '  7  ' 4 6 -  6 0  m i n s . '  8  ’> 6 0  m i n s * .
C R O S S T A B S
T A B L E S  =  t i m e j n t  B Y  P U R P O S E  / F O R M A T  =  A V A L U E  T A B L E S  / C E L L S = c o u n t  c o l u m n .
s a v e  o u t f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ' / k e e p  h o u s e i d  t u n  A g e 0 _ 4  A G E 5 1 7  A G E 1 8 _ 2 4  
A g e l 8 p l s  H H I N C C A T  h h s i z e  h h v e h c n t  w r k c o u n t  s i z e v e h  S I Z E C A T  V E H C A T  w o r k g e n  s c h l g e n  c o l g e n  
o t h e r g e n  p u r p o s e  h b w s i m  h b s c h s i m  h b c o l s i m  h b s h p s i m  h b o s i m  n h b w s i m  n h b o s i m  m o d e c a t  m o d e s i m  
m o d e s i m l  d e p r t c a t  d e p r t s i m  s t r t p e r d  l n g t h c a t  t i m e s i m  t i m e j n t .  
g e t  f i l e  =  ' c : \ t r a v e l  d a t a  s i m u l a t i o n \ s i m u l a t e d  t r i p s . s a v ' .
EXECUTE.
1 8 9
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APPENDIX B SEGMENTATION RESULTS
1. T r ip  Purpose
These tables summarize the C&RT runs for the seven trip purposes. The household 
sample was subdivided into two sub-samples to verify the consistency of results. For the 
mandatory purposes (work, school, college) the categories were reasonably definitive 
while for the other purposes one had to employ subjective judgement backed up by 




Split Description Sample 1 Sample 2
Risk
Estimate




P2 (%) Incremental 
P2 (%)
Root 3.26 3.22
1 worker (<1, >1) 2.17 33.47 33.47 2.11 34.50 34.50
2 worker (=0, =1) 1.93 40.84 7.37 1.88 41.78 7.28
3 worker (=2, >2) 1.74 46.64 5.80 1.67 48.32 6.54
4 worker (=3, >3) 1.70 47.69 1.05 1.62 49.73 1.41
5 worker = 2, age 0-4 
(0, >0)
1.69 48.23 0.54 1.61 50.04 0.30
6 worker = 3, ageO- 
17(0, >0)
1.68 48.39 0.16 1.61 50.07 0.03
7 worker = 1, 
vehicles (0- 1, 2+)
1.68 48.45 0.07 1.61 50.13 0.06
8 w = 2, age 0-4 = 0, 
age5-17(0, >0)
1.68 48.50 0.05 1.60 50.33 0.20
9 w = 2, age 0-4 = 1, 
age5-17(0, >0)




Split Description Sample 1 Sample 2
Risk
Estimate




P2 (%) Incremental 
P2 (%)
Root 1.885 1.851
1 age 5-17 (<=1, >1) 0.996 47.150 47.150 0.991 46.466 46.466
2 age 5-17 (0, 1) 0.828 56.079 8.930 0.845 54.368 7.902
j age 5-17 (2, >2) 0.767 59.314 3.235 0.766 58.639 4.271
4 age 5-17 (3, >3) 0.761 59.633 0.318 0.748 59.587 0.947
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Table B- 3
Summary Data for Home-College C&RT Analysis
Split
No.
Split Description Sample I Sample 2
Risk
Estimate




P1 (%) Incremental 
P2 (%)
Root 0.334 0.347
1 age 18-24 (0, 1+) 0.300 10.213 10.213 0.315 9.284 9.284
2 age 18-24 (1-2, 
3+)
0.286 14.237 4.024 0.306 2.4884 1.772
3(2) age 18-24 (1, 2) 0.304 0.5601 2.332
3(1)
4(2)
age 18-24 = 2, age 
0 4 (0, 1+)
0.284 14.966 0.729 0.302 0.6161 2.947
4(1) age 0-4 = 0, age 
18-24(1,2)
0.282 15.609 0.643
4(2) age 0-4 = 0, age 
18-24 = 2, 
workers (0- 1, 2+)
0.279 16.245 0.636
5(2) age 18-24 = 2, age 




Summary Data for Home-Shop C&RT Analysis
Split
No.
Split Description Sample 1 Sample 2
Risk
Estimate







I Hhsize (1, 2+) 2.801 3.568 3.568 2.854 3.505 3.505
2 (1) Hhsize (2-3, 4+) 2.763 4.869 1.301
2 (2) Hhsize (2-4, 5+) 2.813 4.890 1.385
3(1) Hhsize 2-3, 
Workers (0, 1-3)
2.739 5.674 0.805
3(2) Hhsize = 2-4, 
Workers (0, I)
2.795 5.525 0.635
4(1) Hhsize = 4+, age 
0-4 (0, 1+)
2.721 6.303 0.629
4(2) Workers = 1-4, 
Hhsize (2, 3-4)
2.770 6.344 0.819
5(1) Workers = 1-3, 
Hhsize (2, 3)
2.709 6.720 0.417
5(2) Workers = 1-4, 
Hhsize = 3-4, age 
0-4 (0, 1+)
2.748 7.095 0.751
6 (1) Workers = 1-3, 
Hhsize = 3, age 0- 
4(0, 1+)
2.702 6.964 0.244
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Table B- 5
Summary Data for Home-Other C&RT Analysis
Split
No.
Split Description Sample 1 Sample 2
Risk
Estimate




P2 (%) Incremental 
P2 (%)
Root 14.520 14.402
1(1) age 5-17 (0, >0) 11.703 19.406 19.406
1(2) hhsize (3, 4+) 11.618 19.329 19.329
2 (1) age 5-17 (1, >1) 11.183 22.984 3.578
2 (2) hhsize = 4+, 
age 5-17 (1, 2+)
11.109 22.861 3.532
3(1) age 5-17 = 0, 
hhsize (1, 2+)
10.825 25.448 2.463
3(2) hhsize (2, 3) 10.712 25.619 2.757
4(1) age 5-17(2, 3+) 10.678 26.459 1.011
4(2) hhsize = 2-3, 
age 5-17(0, 1)
10.554 26.719 1.101
5(1) age 5-17 = 0, 
hhsize (2, 3+)
10.592 27.056 0.597
5(2) hhsize = 4+, 
age 5-17 (2, 3+)
10.448 27.452 0.733
6 (1) age 5-17 = 0, 
hhsize = 2, 
workers = 0)
10.498 27.699 0.643
6 (2) Hhsize = 4+, Age 






Split Description Sample 1 Sample 2
Risk
Estimate




P2 (%) Incremental 
P2 (%)
Root 9.028 9.224
1 Age 5-17 (0, 1) 8.352 7.490 7.490 8.540 7.415 7.415
2 (1) Age 5-17 = 0-1, 
Hhsize (1,2+)
8.156 9.657 2.167
2 (2) Age 5-17 (1,2+) 8.418 8.735 1.320
3(1) Age 5-17 = 0-1, 
Hhsize (2, 3+)
8.090 10.387 0.731
3(2) Age 5-17 = 0, 
Hhsize (1, 2+)
8.325 9.751 1.016
4(1) Age 5-17 = 0-1, 
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Table B- 7
Summary Data for Work-Other C&RT Analysis
Split
No.
Split Description Sample 1 Sample 2
Risk
Estimate




P2 (%) Incremental 
P2 (%)
Root 4.361 4.249
I worker (=<1, 2+) 3.765 13.662 13.662 3.690 13.162 I3.io2
2 worker (0, 1) 3.640 16.532 2.870 3.556 16.320 3.158
worker (2, 3+) 3.622 16.937 0.405 3.530 16.934 0.614
2. T r a v el  M o d e
Answer Tree was used to garnish an idea of the appropriate variables and the 
Kolmogorov-Smimov z-test was used to confirm the final delineation of categories.
Table B- 8
Confirmatory Analyis for Home-Work Mode Categories
A T determines no. o f vehicles most critical
Stage 1 Vehicle Grouping Comparisons Decision
0 vs I 1 vs 2 2 vs 3
K-S z-value 6.77** 5.26** 0.33 Group vehicles into 0,1,2+
A T determines no. o f workers next most critical
Stage 2 Worker Grouping Comparisons Decision
Vehicles 1 vs 2 2 vs 3+
0 0.48 0.41 No further segmentation
1 4.30** 1.89 Group workers into 1,2+
2+ 0.14 2.88** Group workers into 1-2,3+
** Statistically significant difference in mode shares at the 9901 percentile confidence level.
Table B- 9
Confirmatory Analyis for Home-School Categories
A T determines no. o f vehicles most critical
Stage 1 Vehicle Grouping Comparisons Decision
0 vs I 1 vs 2 2 vs 3
4.68** 2.02* 3.54** Group vehicles into 0,1,2,3+
A T determines household size next most critical
Stage 2 Household Size Groupings Decision
Vehicles 2 vs 3 3 vs 4 4 vs 5+
0 0.85 1.88 0.90 No further segmentation
I 1.06 2.04* 0.78 Group household size into 1-3, 4+
2 3.09** 2.20* 2.62** Group household size into 1-2, 3,4,5+
3+ 1.43 3.20** 1.62 Group household size into 1-3, 4+
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Table B- 10
Confirmatory Analyis for Home-College Categories
A T determines no. o f vehicles most critical
Stage I Vehicle Grouping Comparisons Decision
0 vs 1 1 vs 2 2 vs 3+
3.73** 3.83** 1.81 Group vehicles into 0 ,1 ,2 ,34-
A T determines no. o f persons (18-24) next most critical
Stage 2 Age 18-24 Groupings Decision
Vehicles 0 vs 1 1 vs 2 2 vs 3+
0 0.48 0.90 ----- No further segmentation
1 1.24 1.69 1.50 Group Age 18-24 into 0-1, 2+
2 4.01** 0.68 2.28* Group Age 18-24 into 0,1-2,3+
3+ 0.54 0.21 1.46 No further segmentation
Table B- 11
Confirmatory Analyis for Home-Shop Categories
AT determines no. o f vehicles most critical
Stage I Vehicle Grouping Comparisons Decision
0 vs 1 1 vs 2 2 vs 3+
9.52** 2.84** 0.49 Group vehicles into 0,1,2+
A T determines household size more critical for 0. 1 vehicles and number o f children (5-17) for 
2 - vehicles
Stage 2a) Household Size Groupings Decision
Vehicles 1 vs 2 2 vs 3 3 vs 4+
0 0.70 1.00 0.36 No further segmentation
1 5.71** 1.27 0.46 Group household size into 1, 2+
Stage 2b) Children Aged 5-17 Groupings Decision
Vehicles 0 vs 1 I vs 2 2 vs 3+
2+ 3.29** 2.00* 1.30 Group Age 5-17 into 0,1,2+
Table B- 12
Confirmatory Analyis for Work-Other Categories
A T determines no. o f vehicles most critical
Stage 1 Vehicle Grouping Comparisons Decision
0 vs 1 1 vs 2 2 vs 3
5.30** 1.85 0.39 Group vehicles into 0,1,2+
A T determines no. o f workers next most critical
Stage 2 Worker Grouping Comparisons Decision
Vehicles 1 vs 2 2 vs 3+
0 0.89 0.51 No further segmentation
I 1.96* 2.13* Group workers into 1,2+
2+ 0.45 0.84 No further segmentation
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Table B- 13
Confirmatory Analyis for Home-Other and Other-Other Categories
A T determines no. o f children (5-17) most critical.
Stage 1 Children Age 5-17 Decision
0 vs 1 1 vs 2 2 vs 3+
7.29** 4.67** 1.91 Group Age 5-17 into 0,1,2+
A T determines no. o f vehicles next most critical.
Stage 2 Vehicle Groupings Decision
Age 5-17 0 vs 1 1 vs2 2 vs 3+
0 9.91** 1.61 0.26 Group vehicles into 0,1+
1 3.27** 2.36* 1.32 Group vehicles into 0,1 4+
2+ 3.49** 1.82 1.66 Group vehicles into 0,1,2+
A T determines no. o f persons (18-r) next most critical
Stage 3 Age 18+Groupings Decision
Age 5-17/ 
Vehicle
1 vs 2 2 vs 3+
0/1+ 4.40** 1.32 Group 18+ into 1, 2+
1/1 0.79 1.79 No further segmentation
1/2+ 0.71 0.37 No further segmentation
2+/1 0.30 0.26 No further segmentation
2+/2+ 0.61 1.35 No further segmentation
3. De pa r t u r e  T im e  Ca teg o r iza tio n
With departure times, the Kolomogorov-Smimov z-test suggests the seven trip 
purposes be retained. The three tables show the further subdivisions used in the schemes.
Table B-14 
Confirmatory Analyis for Home-Work, Home-School, Work-Other Categories




























0.874 1.031 1.978* 1.650 2.132* 1.932
Work-
Other
1.340 1.788 3.224** 1.764 2.467* 3.000**
Table B- 15
Confirmatory Analyis for Home-College Categories
Age 18-24 determined to be most critical for Home-College
K-S z-scores Age 18-24 Decision
0 vs. 1 I vs. 2 Group Age 18-24 into 0, 
1+Home-College 2.263 0.849
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Table B-16
Confirmatory Analyis for Home-Shop, Home-Other, Other-Other Categories
No. o f Workers determined to be most critical for Home-Shop, Home-Other, Other-Other
K-S z-scores Number of Workers
Stage I 0 vs. 1 1 vs. 2 2 vs. 3+ Decision
Home-Shop 6.036** 2.869** 1.286 Group workers into 0,1, 
2+ for ail three purposesHome-Other 7.232** 3.555** 1.806
Other-Other 4.586** 2.744** 1.233
Household Size determined to be next most critical variable for 0-1 worker households
Household Size
Stage 2 1 vs. 2 2 vs.3+ Decision
Home-Shop, 0 Workers 0.533 0.614 Group into 1,2+ 
personsHome-Shop, 1 Worker 2.079* 1.527
Home-Other, 0 Workers 0.989 0.136
Home-Other, 1 Worker 2.369* 1.006
Other-Other, 0 Workers 0.994 0.197
Other-Other, I Worker 1.684 1.081
Mode determined to be next most critical variable for 2~ worker households
Mode























6.186** 1.387 1.976 2.635** 2.460* 1.488
Other-Other, 
>=2 Workers
3.919** 3.095** 1.029 4.475** 2.829* 2.013*
4. T rip L e n g t h  C a t eg o r iza tio n
Duncan’s multiple range test was used to confirm appropriate groupings for the trip 
length categories.
Table B- 17 
Duncan’s Multiple Range Test for Mode Subsets
Subset Decision
Mode 1 2 3 4 5 6














% I 0.54 1 I I I
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Table B- 18
Duncan’s Multiple Range Test for Auto Subsets
1) Auto Subset Decision














Sig. 1 1 0.11284 0.19177 I
Table B- 19
Duncan’s Multiple ELange Test for Auto, Home-Work Subsets
1 a) POV, HBW Subset Decision
Start Period of Trip 1 2 Group into
9 a.m. -4 p.m. 18.53 i) 9 a.m. - 4 p.m.
6 a.m. - 9 a.m. 22.19 ii) 4 p.m. - 6 a.m.
4 p.m. - 7 p.m. 22.89
7 p.m. - 6 a.m. 23.03
Sig. 1 0.33
1 a i) POV, HBW, 9 a.m. -  4 p.m. Subset Decision
No. of Vehicles 1 2 Group into
1 15.68 1) Vehicles = 1




1 a i) POV, HBW, 9 a.m. -  4 p.m. Subset Decision
No. of Vehicles 1 2 Group into
1 19.75 1) Vehicles = 1




1 b) and c) For POV, Home-School and Home-College, no further segmentation
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Table B- 20
Duncan’s Multiple Range Test for Auto, Home-Shop Subsets
1 d) POV, Home-Shop Subset Decision
Start Period of Trip 1 2 Group into
i) Workers = 0







1 d i) POV, Home-Shop, 0 Workers Subset Decision
Start Period I 2 Group into
1) 6 a.m. - 9 a.m.
2) 9 a.m. - 6 a.m.
6 a.m. -  9 a.m. 9.08
7 p.m. -  6 a.m. 11.14
4 p.m. -  7 p.m. 11.40
9 a.m. -  4 p.m. 12.13
Sig. 1 0.22
1 d ii) POV, Home-Shop, 1+ Workers Subset Decision
No. of Vehicles 1 2 Group into
1) 6 a.m. - 9 a.m.
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Table B- 21
Duncan’s Multiple Range Test for Auto, Home-Other Subsets
1 e) POV, Other Subset Decision
Children (<17 years) I 2 Group into
i) Children = 0





1 e i) POV, Other, 0 Children Subset Decision
Start Period 1 2 Group into
1) 6 a.m. - 9 a.m.
2) 9 a.m. - 6 a.m.
9 a.m. - 4  p.m. 15.29
7 p.m. -  6 a.m. 15.68
4 p.m. -  7 p.m. 16.80 16.80
6 a.m. -  9 a.m. 18.49
Sig. 0.11 0.06
I e ii) POV, Other, 1+ Children Subset Decision
Start Period 1 2 Group into
1) 6 a.m. - 9 a.m.
2) 9 a.m. - 6 a.m.
6 a.m. -  9 a.m. 11.16
4 p.m. -  7 p.m. 13.18
9 a.m. -  4 p.m. 13.46
7 p.m.-6 a.m. 13.76
Sig. 1 0.39
Table B- 22
Duncan’s Multiple Range Test for Bus Subsets
2) Bus Subset Decision
Purpose 1 2 3 Group into
HBSCHOOL 22.79 a) HBW
HBSHOP 27.63 27.63 b) HBSCHOOL





Sig. 1 I 0.11
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Table B- 23
Duncan’s Multiple Range Test for Bike/Walk Subsets
3) Bike/Walk Subset Decision
Purpose 1 2 Group into
NHBW 7.89 a)NHBW








Duncan’s Multiple Range Test for Rail Subsets
4) Rail Subset Decision






HBCOLLEGE 45.54 45.54 45.54
HBO 47.39 47.39 47.394
HBW 48.59 48.59
HBSCHOOL 55.71
Sig. .052 .137 .231
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