Several quality evaluation studies have been performed for videoplus-depth coding systems. In these studies, however, the distortions in the synthesized views have been quantified in experimental setups where both the texture and depth videos are compressed. Nevertheless, there are several factors that affect the quality of the synthesized view. Incorporating more than one source of distortion in the study could be misleading; one source of distortion could mask (or be masked by) the effect of other sources of distortion. In this paper, we conduct a quality evaluation study that aims to assess the distortions introduced by the view synthesis procedure and depth map compression in multiview-video-plus-depth coding systems. We report important findings that many of the existing studies have overlooked, yet are essential to the reliability of quality evaluation. In particular, we show that the view synthesis reference software yields high distortions that mask those due to depth map compression, when the distortion is measured by average luma peak signalto-noise ratio. In addition, we show what quality metric to use in order to reliably quantify the effect of depth map compression on view synthesis quality. Experimental results that support these findings are provided for both synthetic and real multiview-video-plusdepth sequences.
INTRODUCTION
MULTIVIEW video processing and encoding have attracted a lot of attention recently in the academia and industry arenas. 3D video applications, such as 3D television (3DTV), have driven huge research and development activities worldwide, ranging from the design of new technologies to the development of new processing pipelines and coding standards. Multiview video, however, involves a huge amount of data that needs to be encoded and transmitted. Consequently, it is essential to have efficient 3D content representation and compression techniques in order to enable prospective 3D services and technologies.
Two commonly used formats for 3D video representation are the multiview video and the multiview-video-plus-depth (MVD) [1] formats. The multiview video representation consists of two or more views, each represented by a sequence of pictures. A subset of the multiview video format is the stereoscopic video format including two views. The multiview video format does not include any information about scene geometry such as depth. Selected views of the multiview video can directly be ported to stereoscopic displays. The multiview video format, however, does not enable the adjustment of depth perception to accommodate different displays due to the lack of information on scene geometry. Despite of its limitation, the multiview video format is robust due to the fact that it does not involve any error-prone processing such as depth estimation and view synthesis. Nevertheless, encoding of multiview video data requires that all views be compressed and transmitted, thus representing challenges in terms of memory, computational power and bandwidth.
The MVD format consists of multiview video and an associated per-pixel depth map for each view. MVD extends from the singleview video-plus-depth (VPD) representation, which is also referred to as 2D+Z [2]. The depth maps can then be used to render novel (virtual) views in which the objects in the video have been shifted to the positions where they would have been seen by a virtual camera that is parallel to the real one. As view synthesis from the MVD representation is able to use more than one texture and depth view, the quality of the synthesized view is generally better than that resulting from the VPD representation. The MVD format allows the adjustment of depth perception to accommodate different displays as well as stereo rendering. Furthermore, this format enables the development of new and flexible 3DV applications and services; MVD systems could send a limited number of views and their corresponding depth maps, and virtual views could be synthesized at the receivers. In MVD systems, both color (texture) and depth need to be compressed prior to transmission. However, the depth map can be considered as monochromatic video and be converted to YUV 4:0:0 format and compressed at significantly low bit rates (compared to the color video). This, of course, comes at the expense of increased complexity due to the need for view synthesis at the receiver. In addition, there is a need for efficient depth estimation and view synthesis techniques in order to render virtual views having satisfactory quality.
MVD data can be compressed by various means. For example, the Advanced Video Coding (H.264/AVC) standard [3] can be used to encode each texture view and each depth view independently, which is commonly referred to as H.264/AVC Simulcast coding of the MVD representation. Alternatively, the Multiview Video Coding (MVC) extension [4] of the H.264/AVC standard can be used to code the texture views as one bitstream and the depth views as another bitstream. The quality of the synthesized virtual views in MVD coding systems depends on 1) the compression method, 2) the bit rate budgets for the depth and color information, and 3) the accuracy of the depth estimation and view synthesis procedures.
A number of quality evaluation studies have been introduced in the literature for MVD and VPD compression [1-2,5-9]. These studies either addressed the rate-distortion (RD) performance of different coding schemes, attempting to optimize or examine the bit rate budgets for both the color and depth information, or proposed new objective quality metrics and evaluated their correlation with subjective evaluation tests. In these studies, however, the distortions in the synthesized views were quantified in experimental setups where both the texture and depth videos were compressed. As mentioned earlier, there are several factors that affect the quality of the synthesized views. Hence, incorporating more than one source of distortion in the study could be misleading; one source of distortion could mask (or be masked by) the effect of other sources of distortion. Therefore, it is essential to quantify the effect of each source separately, and then evaluate the combined effects. Only then quality evaluation studies would be effective and meaningful, and yield findings that help to develop efficient RD optimization criteria.
In this paper, we conduct a quality evaluation study that aims to assess the distortions introduced by the view synthesis procedure and depth map compression in MVD coding systems. We report important findings that many of the existing studies have overlooked, yet are essential to the reliability of quality evaluation. In particular, we show that the view synthesis reference software yields high distortions in terms of average luma peak signal-to-noise ratio (PSNR) that mask those due to depth map compression. In addition, we show what quality metric to use in order to reliably quantify the effect of depth map compression on view synthesis quality. Experimental results that support these findings are provided for both synthetic and real MVD sequences.
The rest of the paper is organized as follows. Section (2) introduces the experimental setup used in the proposed quality evaluation study. Experimental results are provided and analyzed in Section (3). Finally, the paper concludes in Section (4).
PROPOSED STUDY FRAMEWORK
Figure 1 depicts a schematic diagram for the MVD compression scheme used in our study. As shown in the figure, there are two camera views, A and C, with their corresponding texture and depth videos available. A viewpoint B, for which the original texture video is also available, lies between A and C. The distance from B to either A or C is the same, and is fixed to a one-camera distance, considering a linear camera arrangement -increasing the distance leads to synthesized views of less quality, which would bias the results of the study, and hence we use one-camera distance in our experiments. Since we aim to evaluate the distortions introduced by depth map compression, only the depth maps corresponding to A and C are encoded and decoded independently with H.264/AVC, and the original texture videos are used. A reference virtual view video, BRV, is synthesized for viewpoint B from the uncompressed texture and depth videos of A and C, and a test virtual view video, BTV, is rendered from the uncompressed texture and compressed depth of A and C. We use the View Synthesis Reference Software (VSRS) 3.0 [10] to generate BRV and BTV.
The quality of the synthesized views is assessed by means of three PSNR metrics, which are listed below. (A) PSNR1, defined as the average luma PSNR of BRV compared to the original middle view video, BO.
where M is the number of frames, i = 1,2,…,M, Y is the luma component, Ymax is the maximum luma value, and MSE is the mean square error. This metric is used to quantify the distortions introduced by the view synthesis algorithm. (B) PSNR2, defined as the average luma PSNR of BTV compared to BRV.
This metric quantifies the distortions due to depth map compression. (C) PSNR3, defined as the average luma PSNR of BTV compared to BO.
This metric is used to evaluate the combined distortions due to view synthesis and depth map compression. Table I lists the sequences used in the proposed evaluation study, which cover different types of scene content complexity and temporal variation. The first sequence, Undo Dancer, is a synthetic one having views L4 … L1 C R1 … R4, from left to right. The depth maps for Undo Dancer are available as ground truth. Figure 2 depicts the first frame from the texture and depth videos for view C of the Undo Dancer sequence. The depth maps for the other four sequences 1 were estimated by the Depth Estimation Reference Software (DERS) 4.0 [10] . Using the synthetic Undo Dancer sequence in our study was to factor out the inherent inaccuracies of the depth estima-tion procedure during the quality evaluation. Later using real sequences was to confirm the findings obtained by the study. Nokia H.264/AVC baseline encoder implementation was used for speed purposes, and was configured as follows: IPPP prediction structure, only first frame encoded as Intra, context-based adaptive variable length coding for symbol coding, rate-distortion optimized mode decision, number of reference frames set to 4, full search motion estimation with a search range of 32, and four QP values were considered, which are 24, 30, 36 and 42, and the same QP was used for the I and P frames.
EXPERIMENTAL RESULTS
Plots of the metrics PSNR2 and PSNR1 & PSNR3 versus the depth total bit rate (the sum of the bit rates of the left and right depth videos) for the test sequences are depicted in Figure 3 and Figure 4 , respectively. From these results, there are important observations that are worth mentioning: -The values of PSNR1 are generally low, which indicates a high distortion level introduced by the view synthesis procedure. That also implies that the view synthesis algorithm yields relatively poor estimates of the middle view, BO. Indeed, examining BRV for the test sequences does reveal that the estimates suffer from various artifacts such as blur, false edges, false coloring and ghosting. These artifacts impair the quality of the virtual view, increasing the mismatch between BRV and BO, hence lowering the PSNR value. -The PSNR2 values decrease as QP increases and more distortions are introduced by depth map compression. However, it is observed that these PSNR values are relatively high, which implies that the depth map can be compressed at low bit rates, yet maintaining relatively high synthesis quality compared to the synthesis using uncompressed depth. Examining BTV and BRV for the test sequences also confirms this result. 
b. PSNR3 seems to be independent of the QP value, and changes only slightly as QP changes. Lovebird 1 (1024×768) 6 -7 -8 100
Newspaper (1024×768) 4 -5 -6 100
The above observations bear important findings pertinent to our quality evaluation study, and are listed below: 1. From (4) and the observations above, it is evident that the distortions due to view synthesis (reference software [10] ) dominate those due to depth map compression, when the distortions are measured by average luma PSNR. This finding is confirmed by the relatively low PSNR1 and the relatively high PSNR2 values. 2. The use of the PSNR3 metric, as conducted by some of the studies introduced in the literature, to evaluate the effect of depth map compression on the view synthesis quality should be done with a grain of salt. Such evaluation could be misleading since view synthesis distortions could mask those due to compression. 3. To evaluate the effect of depth map compression on view synthesis quality, the use of the PSNR2 metric is therefore recommended. 
CONCLUSIONS
In this paper, we introduced a quality evaluation study that aimed to assess the distortions due to the view synthesis procedure and depth compression in MVD coding systems.
We reported important findings that many of the existing studies have overlooked, yet are essential to the reliability of quality evaluation. In particular, we found that the view synthesis reference software yielded high distortions that masked those due to depth map compression, when the distortion was measured by average luma PSNR. As a conclusion, based on this finding, we recommend to use average luma PSNR of the synthesized view resulting from uncompressed texture views and compressed depth views relative to the synthesized view from uncompressed texture and depth views as a measure for the quality impact of depth compression.
It should be noted that a study on subjective evaluation of the view synthesis quality is needed to better understand the correlation of this metric to perceived 3D video quality. Similar studies could also be performed for evaluating the effect of other sources of distortion in MVD coding, such as texture compression. 
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