The backprojection (BP) algorithm has been applied to every SAR mode due to its great focusing quality and adaptability. However, the BP algorithm suffers from immense computational complexity. To improve the efficiency of the conventional BP algorithm, several fast BP (FBP) algorithms, such as the fast factorization BP (FFBP) and Block_FFBP, have been developed in recent studies. In the derivation of Block_FFBP, range data are divided into blocks, and the upsampling process is performed using an interpolation kernel instead of a fast Fourier transform (FFT), which reduces the processing efficiency. To circumvent these limitations, an accelerated BP algorithm based on Block_FFBP is proposed. In this algorithm, a fixed number of pivots rather than the beam centers is applied to construct the relationship of the propagation time delay between the "new" and "old" subapertures. Partition in the range dimension is avoided, and the range data are processed as a bulk. This accelerated BP algorithm benefits from the integrated range processing scheme and is extended to bistatic SAR processing. In this sense, the proposed algorithm can be referred to simply as MoBulk_FFBP for the monostatic SAR case and BiBulk_FFBP for the bistatic SAR case. Furthermore, for monostatic and azimuth-invariant bistatic SAR cases where the platform runs along a straight trajectory, the slant range mapping can be expressed in a continuous and analytical form. Real data from the spaceborne/stationary bistatic SAR experiment with TerraSAR-X operating in the staring spotlight mode and from the airborne spotlight SAR experiment acquired in 2016 are used to validate the performances of BiBulk_FFBP and MoBulk_FFBP, respectively.
Introduction
With ongoing technological progress, synthetic aperture radar (SAR) systems, including multi-mode monostatic SAR and bistatic SAR, are becoming increasingly sophisticated. For monostatic SAR, many effective processing algorithms have been developed [1] . Because of the high efficiency, frequency domain imaging algorithms, such as the Range Doppler [2] , chirp scaling [3] and ωK [4] algorithms are widely-applied methods for stripmap SAR data focusing. Their modified versions can focus data from other imaging geometries, such as the SPECAN algorithm presented in [5] for ScanSAR data processing and the extended chirp scaling algorithm proposed in [6] for spotlight SAR. For bistatic SAR, both advantages and disadvantages exist because of the spatial separation between the transmitter and the receiver. On the one hand, this transmitter-receiver separation increases the system design flexibility and makes bistatic SAR a more promising technology for global remote sensing mission applications. On the other hand, it generates increased complexity in the
Description of the Fast BP Algorithm

Fundamental Concept
In the polar format algorithm [4] where two-dimensional matched filtering is implemented in the phase history domain, the azimuth extension is a reciprocal of the sample spacing in the azimuth frequency domain. Similarly, sample spacing in the azimuth time domain and the azimuth frequency span follow the same principle. According to this time-frequency mapping attribute, the computational complexity can be reduced by data segmentation, which is adopted by the FBP algorithm. If the scene extension is divided into two sub-planes in the azimuth dimension, the corresponding frequency sampling space is consequently extended, which corresponds to azimuth de-sampling. After the aforementioned azimuth partitioning, the new datasets can also be divided until a proper data size is obtained, which is the basic concept of the FFBP algorithm [19] . In general, the computational complexity is O mN 2 log m N when the factor of the factorization of aperture N is m. After data partitioning, azimuth de-sampling arises, which could cause azimuth spectrum aliasing and ambiguity in the final image. For its sake, subaperture processing is introduced in the FBP algorithm.
Subaperture Processing
Following the azimuth de-sampling mentioned above, the pulse repetition frequency (PRF) is also decreased. To avoid aliasing, PRF should be larger than the azimuth bandwidth during each stage of factorization. Subaperture summation is performed in this sense, as shown in a schematic diagram in Figure 1 . The left image in Figure 1 shows the data synthesis using the full aperture, while the right image illustrates the subaperture processing. Through the summation of two subapertures, two beams pointing in different directions are obtained. Meanwhile, the beamwidth is halved, and the decreased PRF still satisfies the Nyquist sampling constraint. Subaperture processing is used in many FBP algorithms, such as [19, 25] . Suppose that the factorization factor is m and that the beam center of a synthesized aperture on an imaging plane is p. Then, the summation of m subapertures can be written as:
where τ is the fast time, ∆τ i is the time difference of signal propagating from subaperture x to p and from x i to p,
where f 0 is the carrier frequency, x i is the location of the original aperture, x is the location of the synthesized aperture and s ( x i , p) is the echo signal at x i .
In this derivation, the summation of subapertures is precise only for the beam center point, for which there is no residual error of slant range. When the scene extends beyond a certain scope, the residual range error will increase, and the summation will deteriorate. To control the maximum error, a partition of the range data according to the multiple beam centers is adopted in Block_FFBP at each stage of subaperture summation. Figure 2 presents an example of the subaperture summation and range data partition in each processing stage. Initially, the number of subapertures is eight. In each stage, the number of subapertures is reduced by a factor of two. At each stage of subaperture summation in the conventional FBP algorithm, the steering angle and radius are calculated within the local polar coordinate system where the origin is the new aperture. Then, the coordinate of the target and the slant range to the final aperture are determined using subaperture summation. Meanwhile, in the Block_FFBP, the position of the beam center and the corresponding slant range, as well as the differential range are determined for each range block. The slant range of the other points can then be obtained through linear extrapolation using the range and differential range.
The main limitation of Block_FFBP is that the range data are partitioned according to the beam centers; therefore, in the subaperture summation process, the synthesized data in each block can only be obtained through interpolation. If the range dimension partition could be avoided, range data from the identical beam are maintained as a bulk, and the interpolation can be replaced by an FFT. Furthermore, to ensure the interpolation quality of a margin point for a selected interpolation kernel, a fixed backup allowance of the beam data length should be retained. With an increase in the number of factorization stages, the proportion of the interpolation kernel length throughout the entirety of the beam data increases, which indicates that additional memory space is required.
Accelerated BP Algorithm
Fundamental Concept
In this accelerated BP algorithm, a fixed number of pivots, rather than beam centers whose number is variant in each subaperture factorization and summation stage, are applied. Like the general interpolation process, values at sample points are provided, and the interpolated values at specific query points can be obtained using an interpolation method. Pivots are analogous to the sample points. The correspondence relationship of the propagation time delay from these pivots to current and to synthesized subapertures can be constructed. Afterward, the slant range of the other imaging points can be determined using a conventional interpolation method.
Due to oversampling in the angular coordinate system, the slant range calculations are transferred from the polar coordinate system to the Cartesian coordinate system so that the range calculations are simplified. Therefore, this accelerated BP algorithm can be applied in both bistatic and monostatic SAR configurations.
Monostatic SAR Case
The left image in Figure 3 shows an example of subaperture summation where the factorization factor is two. The platform runs along the y-axis; the x-axis is the range direction; and the z-axis denotes the height dimension. The new subaperture at A 0 (x , y , z ) is the summation of subapertures at A 1 x 1 , y 1 , z 1 and A 2 (x 2 , y 2 , z 2 ). The number of pivots along the range dimension is n, and a pivot can be denoted as p i (x i , y i , z i ). In this accelerated BP algorithm, the number of pivots is fixed during the focusing process, which is different from Block_FFBP, wherein the number of reference points grows with an increase in the number of factorization stages. In the left panel of Figure 3 , the slant ranges R i1 , R i2 and R i are the distances between pivot p i (x i , y i , z i ) and the apertures A 1 x 1 , y 1 , z 1 , A 2 (x 2 , y 2 , z 2 ) and A 0 (x , y , z ), respectively. The corresponding time delay can be expressed as:
where c is the speed of light. The range-compressed signals belonging to the "old" subapertures A 1 x 1 , y 1 , z 1 and A 2 (x 2 , y 2 , z 2 ) are s 1 (τ) and s 2 (τ), respectively. Afterward, according to the subaperture summation stage illustrated in Section 2.2, the "new" synthesized subaperture data s (τ) can be written as:
To construct the mapping relationship between the echo delay of the "new" and "old" subapertures, an interpolation function g m (τ i ) can be used for the delay time pair (τ i , τ im ), which can be expressed as:
where g m (τ i ) can be a spline interpolation kernel or a sinc kernel. The subaperture summation can be updated by substituting this interpolation function into Equation (4) . The new expression of s (τ) is
Equation (6) is a continuous expression of the subaperture summation process. Hence, partitioning of the range data is favorably avoided, and the complete range data can be processed in bulk. Therefore, the interpolation operation for subaperture data, which is denoted as s m (·), can be performed with an FFT to improve the overall efficiency [26] .
Equation (3) is a general expression for the monostatic two-way propagation delay, and some simplifications can be made to get a more functional version. If the height of the imaging plane is const z 0 and the height of platform is z h , then z i = z = z 0 ; z m = z = z h , m = 1, 2. Equation (3) becomes:
In Equation (7b), the range offset x − x i , between "new" subaperture A 0 and p i , is:
Substituting Equation (7b) into Equation (7a), a new expression for the time delay can be obtained,
Furthermore, when the platform runs along a straight trajectory (i.e., x m = x ), Equation (9) can be simplified as:
Equation (10) is an analytical expression that can determine the relationship between the two propagation delays of the "new" and "old" subapertures.
the subaperture summation can be expressed in a continuous form as:
Equation (11) represents a case in which the factorization factor is two, and it can be naturally extended to cases with other factorization factors. It is a more simple and practical subaperture summation approach without pivots that facilitates the computational operation. In Equation (10), the locations of "new" and "old" subapertures are only required to be known, and the pivots are no longer required. In this sense, this functional version of Equation (10) is known as range determination. This makes a further simplification of the process. In practice, with the use of fine motion compensation, an equivalent straight line can be obtained, and MoBulk_FFBP can be applied without pivots.
Bistatic SAR Case
According to the basic principle of the proposed accelerated BP algorithm, this algorithm can also be applied in the bistatic SAR mode. In this section, the accelerated BP algorithm is provided for two bistatic SAR geometries: the one-stationary bistatic SAR mode and the tandem mode. In the former case (including the spaceborne/stationary and the airborne/stationary cases), only the moving platform contributes to the azimuth modulation, whereas the stationary platform introduces a range offset to the range migration trajectories of targets at the same range [14, 27] . Therefore, the subaperture summation can be conducted for the moving platform. Figure 4 shows the subaperture summation for one-stationary bistatic SAR mode where the factorization factor is set to two. The transmitter runs along the y-axis, and the receiver is fixed. R it1 , R it2 and R it are the ranges between p i (x i , y i , z i ) and the transmitter subapertures A 1 x 1 , y 1 , z 1 ,
, respectively; while, R ir is the range between the receiver and p i . Thus, the echo delay for each subaperture can be written as: The data of "new" subaperture A 0 can also be obtained using Equation (6) . For a given range line in the focus plane parallel to the transmitter trajectory, the range to the receiver is different for each grid point. Therefore, it is difficult to obtain an analytical expression for the subaperture summation without deriving a relationship for the location of the pivots.
However, in the azimuth-invariant bistatic SAR mode, this situation may be different [11, 28] . The delay times for the "old" and "new" subapertures are:
For this mode, let the "new" subapertures of a transmitter and receiver be A 0 (x 1 , y 1 , z 1 ) and
For convenience, let
thus, x i (τ i ) can be solved as
where:
Therefore, τ im (τ i ) can be obtained by substituting (15) into τ im in Equation (13) . Similar to Equation (11) , the subaperture summation can also be expressed in a continuous form: Figure 5 presents the flowchart of proposed algorithm. The green and cyan blocks represent processing with and without pivots, respectively. Range compression is conducted in the first stage. The number of factorization stages and the factorization factor in each stage are set. For the general case, pivots are required. According to Equation (5), an interpolation function is used to calculate the delay time of the "new" subapertures, which corresponds to the propagation time delay reconstruction in Figure 5 . Specifically, when the platform runs along a straight track, pivots are not required, and in the factorization stage, delay time is determined according to Equation (10) . After the propagation time delay relationship is established, range data interpolation is performed using an FFT followed by the subaperture summation. When the factorization is done, a conventional BP algorithm is applied to focus the new synthetic data, and a final focused image is obtained. 
Summary of the Algorithm
Performance Analysis
Error Analysis
This section provides the phase error caused by an incorrect slant range when the back-projected data are accumulated during a subaperture summation. Since the proposed algorithm is derived from Block_FFBP and extended to the bistatic SAR case, the error analysis will be conducted through a comparison with Block_FFBP using a numerical method. Moreover, as Block_FFBP was developed for the monostatic SAR case, the error analysis is mainly performed for this case.
In Block_FFBP, the slant range error between the "old" and "new" subapertures causes a phase error, which can affect the focusing. For a certain imaging block, like the right panel in Figure 3 , only the delay time of the beam center point p i is correct during the subaperture summation. Assume that A m is the "old" subaperture and A is the "new" one. Point n is one grid point in the block. The slant ranges from p i to A m and to A are R mp and R p , respectively. Likewise, for point n, the slant ranges are R mn and R n , respectively. In Block_FFBP, the slant range of "new" aperture A should be mapped to the "old" aperture to perform the subaperture summation. For any point n, the obtained range is R mn = R n + R mp − R p , and the two-way delay time error caused by this operation is:
Thus, the residual phase error can be written as:
In MoBulk_FFBP, the beam center point p in the right panel of Figure 3 can also be taken as a pivot. When the subaperture summation is performed using Equation (6), the residual phase error of point n can be written as:
where g m (·) is the interpolation kernel defined by Equation (5). Moreover, when the platform runs along a straight trajectory, pivots are not required, and points that have the same azimuth coordinates as p have no phase error. The residual phase error can be expressed as:
Here, a numerical simulation is conducted to intuitively compare these phase errors. An airborne geometry with a straight trajectory, a platform height of 8 km, an off-nadir angle of 40 • and a carrier frequency of 9.6 GHz are investigated. The offset range between the "new" and "old" subapertures |AA m | varies from 1 m-1000 m, and the squint angle varies from 0 • -24 • . For a certain offset and squint angle, the scene size is set according to the principle that the maximum residual phase error of an imaging point in the scene is π/8. In each such scene, a 200 × 200 point array is set. Through statistics, the maximum ∆φ 2 or ∆φ 3 of these points is obtained. To compare these with ∆φ 1 , the maximum residual phase error is normalized by π/8. The final result is shown in Figure 6 . The top yellow plane in Figure 6 is the residual phase error of Block_FFBP, which is normalized by π/8. A larger offset range between the "new" and "old" subapertures and a smaller residual phase error for the proposed MoBulk_FFBP can be observed. Moreover, under this simulation configuration, the residual phase error decreases with the squint angle, which varies from 0 • to 18 • . Although the phase error increases from 18 • -25 • in this experiment, the overall phase error is lower than that of Block_FFBP, which could validate the accuracy of the proposed algorithm.
Parallelization
As is shown in Figure 5 , the factorization is operated sequentially. However, the range data are processed as a bulk set, and the upsampling of this is performed using an FFT in each stage of subaperture summation. In this sense, each stage of the factorization can be executed in parallel. Moreover, after factorization, the conventional BP algorithm can also be executed in parallel, such as with a GPU [29, 30] or a multi-thread technical CPU. This will further accelerate the proposed algorithm.
Computational Complexity
A detailed theoretical derivation of the computational complexity of the proposed algorithm is provided here. Suppose that the aperture length is L and the data size is N(Az) × M(Rg). "Az" and "Rg" denote the azimuth and range dimension, respectively. In the processing, a factorization of L into K integer factors, corresponding to K processing stages, is established. The reduction in the number of apertures is defined as l i , (i = 1, 2, . . . , K), and L can be expressed as:
For simplicity, a common factorization throughout all of the stages is used (l i = n for all i); then, L = n K , and K = log n N. The number of pivots is set to Q and is fixed at each stage. The aperture length is equal to the azimuth data length such that L = N.
In the first stage, the original aperture is split into N/n subapertures, each of which has a length n. To construct the mapping relationship between the echo delays of the "new" and "old" subapertures, an efficient cubic spline interpolation scheme [31] is used. As demonstrated in [31] , this spline interpolation is very efficient: O(Q) is used to generate the spline, and O(log Q) is used to evaluate the spline at a single point, where Q is the number of input data points. Thus, the interpolation computational burden is N n × n (Q + M log Q). Next, the interpolation of range data is implemented using upsampling with an FFT, and the overall computational complexity for the FFT and inverse FFT is N n × n (M log M + αM log αM), where α is the upsampling rate. At this stage, the number of beams is n, and the computational burden required to form the beams is:
Equation (23) can be written as nMN for simplicity. Based on the first factorization stage, the second processing stage forms N/n 2 new beams. Because of the common number of pivots and the unchanged number of range data, the operations for interpolation and upsampling are the same as those in the first stage. The number of operations required to form new beams becomes N n 2 × n × n 2 M = nMN. Therefore, each processing stage has the same number of operations, and the total computational complexity can be written as:
Pivot Selection Issue
During the factorization and subaperture summation process, the accuracy of signal propagation time between the "new" and "old" subapertures could affect the final image quality. In Block_FFBP, the slant range computation error changes across the data block. In the proposed algorithm, the accuracy of slant range can be ensured by the interpolation, which is described in Equation (5). To evaluate the influence of the chosen number of pivots, slant range computation errors between "new" and "old" subapertures are calculated in the condition of different swaths and different number of pivots. Assume that the platform height is 8 km, the look angle is 40 • and the subaperture offset is 400 m. The interpolation scheme is a spline function.
In this simulation, the number of pivots changes from 4-64, and pivots are distributed along the range dimension at the same intervals. First, 3000 points are located along the range direction with different range extensions. The average slant computation error is shown in Figure 7a . Second, 3000 points are located along the azimuth dimension with different azimuth extensions. The average slant computation error is shown in Figure 7b . It can be seen that due to the high accuracy of spline interpolation, the slant range computation is very accurate. The influence of different chosen numbers of pivots is ignorable and varies slightly. In this sense, the choice of pivots is flexible. Please note that in the experiment, the smallest number of pivots is four; this is because the spline interpolation method requires at least four sampling points.
Simulation and Real Data Results
In this section, the accuracy and efficiency of the proposed algorithm are validated using point target simulation and real data. The time cost for each stage of the factorization is also taken into consideration. Due to the parallelizability of the processing scheme, a horizontal comparison between different parallel processing strategies is given. For the azimuth-invariant bistatic SAR case, synthesized SAR data are utilized to confirm the performance of the algorithm. Meanwhile, for the spaceborne/stationary bistatic SAR configuration, real data acquired on 31 January, 2015, using TerraSAR-X as an illuminator in the staring spotlight mode, are used for validation.
Monostatic SAR Case
Airborne monostatic SAR data in spotlight mode with a straight trajectory are investigated here. The simulation parameters are given in Table 1 . In this scene, a 5 × 5 point array is established, and the spacing between each point is 1000 m. The simulated echo signal is focused using the proposed MoBulk_FFBP (both with and without pivots), FFBP and Block_FFBP. All algorithms have four processing stages with a common factorization factor of four for each stage. In MoBulk_FFBP with pivots, the number of pivots is 32, and the interpolation kernel used in this experiment is a spline kernel. In the simulation, the focusing results of the two versions of MoBulk_FFBP are almost identical. The results are shown in Figure 8 . ±1.62 Figure 8c indicates that the focusing quality of MoBulk_FFBP is adequate. A close look at the upper right target is shown intuitively in Figure 9 . By examining the acquired range and azimuth profiles through the peak of the focused target, the impulse-response width (IRW), peak sidelobe ratio (PSLR), integrated sidelobe ratio (ISLR) and signal-to-noise (SNR) are evaluated and summarized in Table 2 . According to the system parameters, the theoretical IRWs in the range and azimuth directions are 0.525 and 0.276 m, respectively. The measured range and azimuth IRWs agree well with the theoretical values. The deviations of PSLRs in each profile are within 0.2 dB of the theoretical values of −13.26 dB. Meanwhile, in Figure 9b , the focusing quality in the azimuth direction is decent, while the amplitude of third sidelobe in the range direction indicated by the red arrow is higher than the standard level, which causes the ISLR to deviate from the theoretical value, and the SNR decreases. This ringing effect of pulse response in the range direction is introduced by the data partition. As explained above, the upsampling operation can only be performed through interpolation rather than with an FFT due to the effects of data partitioning. The ringing effect of the interpolation can become increasingly stronger after each stage of the factorization. In the proposed algorithm, range data are processed in bulk rather than in blocks; according to the measured SNRs, it can be seen that the 'focusing depth' of MoBulk_FFBP is higher. To compare the efficiency, the raw data of these points are focused by Block_FFBP and MoBulk_FFBP independently with different factorization stages. Since it has been demonstrated in [19] that Block_FFBP is much more computationally efficient than FFBP, thus the comparison of computation complexity with FFBP is not conducted here. The programs are executed in a single-threaded environment, and the factorization factor is four in each processing stage. The hardware configuration is listed in Table 3 . Let K be the number of factorization stages. In Figure 10a , the smaller processing time cost indicates that the processing efficiency of MoBulk_FFBP is generally higher than that of Block_FFBP. This is because the required memory of Block_FFBP at each stage is unstable, which increases the time cost for the factorization and reduces the overall efficiency. The trend shown in Figure 10a indicates that the time cost diminishes as K rises. However, in this experiment, the required processing time increases when K is larger than five. The entire processing scheme incorporates the factorization and BP focusing of the accumulated data. Figure 10b shows the time costs for these two steps for MoBulk_FFBP and Block_FFBP, respectively. First, the time cost for the factorization stage rises as K rises; on the contrary, the time cost decreases for increasing K values for the following residual BP step. Moreover, the time cost for the factorization of MoBulk_FFBP is larger than that of Block_FFBP when K is less than five. This is due to the fact that the interpolation kernel is short and the interpolation computation speed is low for the subaperture summation. When K becomes larger, the time cost for the factorization of Block_FFBP increases dramatically. Then, the time cost for the subsequent BP operation of MoBulk_FFBP is much less than that of Block_FFBP, which benefits from upsampling with an FFT instead of interpolation. After the point target simulation, the raw data of synthesized distributed scene containing land and water are generated. Figure 11a-d shows the focusing results, which are processed using BP, MoBulk_FFBP, FFBP and Block_FFBP, respectively. In the red rectangle in each figure, the focusing quality of Block_FFBP is not as good as the others due to the residual phase error induced by the changing range error. The water area in the green rectangle is used for SNR comparison. From Figure 11a -d, the measured SNR is 22.83 dB, 22.78 dB, 22.46 dB and 22.61 dB. although the SNR of each result are similar, the SNR of MoBulk_FFBP is a little better. However, the focusing performance can be validated by the area in the red rectangle. Here, the MoBulk_FFBP will be validated using real airborne data, which were acquired in a spotlight SAR experiment taken in Zunhua, China, on June 2016. The radar data were acquired with an airborne wideband SAR operating at a 1200 MHz bandwidth. The carrier frequency was 9.6 GHz, and the PRF was 2000 Hz. The flight altitude was approximately 7500 m, and the track was measured using both a GPS and an INS. The local incidence angle of the scene center is 66 • . To apply MoBulk_FFBP, a procedure is designed to focus the data. First, the equivalent velocity is computed using the Doppler centroid frequency, which is calculated using the azimuth cross correlation. Then, motion compensation [32, 33] is performed using the platform velocity in the east, north and up directions provided by the INS. After motion compensation, the equivalent velocity is corrected and updated. With the location information provided by the GPS and the obtained equivalent velocity, a straight flight track is fitted. The focusing plane is set equal with the average scene height. Then, the MoBulk_FFBP with or without pivots can be applied to focus the data. The focused monostatic spotlight SAR image is shown in Figure 12 . The result indicates that MoBulk_FFBP exhibits a satisfactory processing performance. According to the aforementioned subaperture summation principle, the MoBulk_FFBP was established with an aperture block size of 256, i.e., the 24,576 aperture positions in the echo data were divided into 96 blocks. Four aperture positions are summed in each processing stage until the entire block is processed during the four stages. In this sense, all of the processing stages correspond to an aperture factorization according to 24,576 = 4 4 × 96. The subaperture summation is conducted using Equation (8), and the range data upsampling operation is performed in bulk with an FFT. 
Bistatic SAR Case
To demonstrate the focusing ability of the proposed algorithm for the bistatic SAR case, an azimuth-invariant bistatic spotlight configuration is initially investigated. The transmitter and receiver run along straight trajectories that are separated by 5 m. The system parameters are the same as the point target simulation in the monostatic SAR case. The focused master and slave SAR images are shown in Figure 11b ,e, and the result indicates that BiBulk_FFBP can also perform well. Due to the relatively short baseline, the results are very similar, but they demonstrate a slight difference in the marked zone. The factorization factor of BiBulk_FFBP is four, which means that four aperture positions are summed in each processing stage until the entire block is processed, thereby requiring four stages.
Spaceborne/stationary bistatic SAR also use a bistatic SAR configuration that is easily implemented using orbital sensors as coherent transmitters of opportunity with fixed-location receivers. Here, the fast back projection for focusing the one-stationary bistatic SAR data proposed in [25] is used for accuracy comparison. It can handle the synchronization problem and focus the data more efficiently than the BP algorithm, which makes it very appropriate for spaceborne/stationary bistatic SAR processing. A point target simulation based on a spaceborne/stationary bistatic configuration is conducted, and the parameters are given in Table 4 . The results processed by the FBP in [25] and the proposed BiBulk_FFBP are shown in Figure 13 . To evaluate the IRW, PSLR and ISLR, the contours of the point at left-up corner are enlarged and shown in Figure 14 . In Figure 14 , it can be intuitively found that the focusing quality of BiBulk_FFBP is better that of the FBP in [25] . This is because the series of sub-images is focused at fixed grids, and the nearest interpolation method is used in the sub-images fusion process. Therefore, the imaging quality of the final image is nonuniform. The measured SNR of Figure 13a ,b is 58.83 dB and 58.79 dB. From the two-dimensional profiles, it can be seen that two versions of fast BP algorithm have similar performance. However, from the perspective of computational complexity, BiBulk_FFBP is more computational efficient. Equation (24) can be approximated as nN 2 log n N. Comparing with the computational complexity of FBP in [25] , N 2.5 , the computational cost of BiBulk_FFBP is lower.
On 31 January 2015, a spaceborne/stationary bistatic SAR (SS-BiSAR) experiment with the transmitter, TerraSAR-X, operating in ST mode was conducted by the Institute of Electronics, Chinese Academy of Sciences (IECAS). More details about the system configuration and the preprocessing of the raw data are provided in [34] . In this experiment, the direct signal was used as the matched filter to perform the range compression. With this method, the time synchronization error, phase synchronization error and tropospheric delay error are eliminated. Ignoring the two-dimensional envelop function, the compressed and synchronized signal in the range frequency domain is:
where τ is the azimuth time, f is the range frequency, R D (τ) is the direct signal path and R TR (τ;r) denotes the signal propagation range for a target located atr. According to the information given in the TerraSAR-X product file, an XML file, the direct pulse phase history compensation can be performed in the SS-BiSAR coordinate system, after which the range-compressed signal becomes:
After performing the direct pulse phase history compensation and an inverse Fourier transformation, the range-compressed signal can be focused using the BiBulk_FFBP. In this experiment, the factorization factor is four, and the four subapertures in each of the four stages are summed into a new one. The focused result is shown in Figure 15 . The magnified Areas A and B are also shown in the right panel. Area A is located in the near range of the receiver, from which a high SNR is consequently obtained. Because of the large incidence angle of the receiver, the tree canopies are clearly identified, and the track of an athletic field is easily recognized. Area B has some buildings that were still in construction at the time of data acquisition, and two tower slewing cranes are clearly focused. These details validate the focusing ability of the proposed BiBulk_FFBP. As previously discussed, each stage of factorization can be executed in parallel, which further accelerates the processing scheme. To show the acceleration with a multi-thread operation, the factorization and subsequent BP are executed in a single-threaded (ST) and a multi-threaded (MT) environment, respectively. The results are shown in Figure 16 . The hardware configuration is shown in Table 3 . The computation time of the raw radar data containing 1536 MSampleson an image grid of 144 MPointsis 203.6 min, 306 min and 400.405 min for MT-MT, ST-MT and MT-ST processing pairs, respectively. Therefore, the parallelization of the processing scheme provides a large increase in computational speed compared to the conventional BP algorithm. Moreover, when the program is executed within a GPU platform, the computation speed is even faster. 
MT-MT ST-MT MT-ST
Conclusions
In this paper, an accelerated BP algorithm is proposed to focus monostatic and bistatic SAR data. In this algorithm, the range data are processed in bulk rather than through block partitions. This unified range data processing scheme improves the computational efficiency and simplifies the procedure. A fixed number of pivots rather than beam centers is applied to construct the relationship of the propagation time delay between the "new" and "old" subapertures. Moreover, when the trajectory is a straight line, the pivots are not required, and the analytical expression of the subaperture summation can be derived for the monostatic and azimuth-invariant bistatic SAR case. Error analysis shows that the accuracy of the proposed algorithm is verifiable. Since the algorithm is an improved version of Block_FFBP, it satisfies numerical performance standards and retains the processing ability of Block_FFBP. Moreover, it can also focus the bistatic SAR data acquired from the tandem mode and the one-stationary bistatic SAR mode. Simulation data and real radar data validate the performance of the algorithm.
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