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This paper focuses on a speciﬁc change of shape – from a unit disc to a regular inscribed polygon PN with N sides. We
hope this problem (as N → ∞) has interest as a particular non-smooth variation. The change in the eigenvalues will be
expanded (as far as we can) in powers of 1/N . This special example can also serve as a model for the natural ﬁrst step in
applying the ﬁnite element method, when the mesh covers most of the interior but the “skin” along the boundary is lost.
Then 1/N or 2π/N is a characteristic width h of the ﬁnite element mesh.
Our overall question is the change in solution for two problems governed by the Laplacian:
Eigenvalue problem −ψxx − ψyy = λψ(x, y), (1)
Poisson equation −uxx − uyy = f (x, y). (2)
Up to the ﬁnal section, this paper concentrates on the eigenvalue problem. We consider a Dirichlet boundary condition:
ψ = 0 on the circle and ψN = 0 on the polygon PN . Our analysis applies to the lowest simple eigenvalues on the unit disc.
The corresponding eigenfunctions are radially symmetric. An association is easily formed with the corresponding eigenvalues
on PN (by continuous evolution). The simple eigenvalues λ(n) are usually enumerated by their “atomic” number n and the
associated eigenvalues on the polygon can be denoted by λ(n)N . We often drop the superscript and denote these eigenvalues
collectively by λN and λ.
Certainly, λN/λ approaches 1 as N → ∞. The ﬁrst correction term is of order 1/N2. The boundary integral in (4) was
found in 1908 by Hadamard [20, p. 522]. This term approximates the error in λ by an integral over the skin:
λN − λ ≈
∫ ∫
Ω−PN
|∇ψ |2 dxdy. (3)
All eigenfunctions are normalized by
∫∫
ψ2 dxdy = 1. In this paper, the domain Ω = P∞ is the unit disk, and ψ is a Bessel
function.
Hadamard’s formula in two dimensions is more frequently expressed as a line integral along the boundary S = ∂Ω (the
unit circle in our case). We think of points on S as moving with normal velocity C , varying with position. Then Hadamard
gives the shape derivative λ′ , the derivative of λ(t) as the shape changes:
Hadamard’s formula λ′ = −
∫
S
C |∇ψ |2 dS. (4)
The central tool in our approach is the calculus of moving surfaces, based on the rate C at which the boundary moves
normal to itself (as in Fig. 1). The “fundamental theorem” for a deforming domain Ω is given here and developed below:
d
dτ
∫
Ω
F dΩ =
∫
Ω
∂ F
∂τ
dΩ +
∫
S
C F dS. (5)
For two-dimensional domains, dΩ and dS denote area and length elements. In three dimensions, dΩ and dS are volume
and surface elements. For F = 1 Eq. (5) gives ∫S C dS as the rate of change of the area (or volume) of Ω . In our special
example this leads to the area of the skin as the leading term in λN − λ. This area will give the ﬁrst term 2π2/3N2 in the
series expansion (7), and the serious work of this paper is to compute the next correction terms.
Before beginning that work, we want to propose an idea suggested by these formulas and developed in the last section
of this paper. We hope it may give a useful improvement in ﬁnite element computations.
To remove the leading error term (the Hadamard term) caused by change of shape, keep the area constant. In the model
problem, re-scale the polygon PN to match the area of the disc. The new transcribed polygon TN will have vertices outside
the circle, and edges that go inside and outside. The signed area of the skin will be zero. The leading error certainly disappears
in our model problem. The question (for the future) is whether this re-scaling is convenient and effective in more general
eigenvalue and boundary value problems.
This class of problems with boundary variations impacts much of computational science and engineering. The method of
interior variations or change of variables was developed by Garabedian and Schiffer [33,11]. For recent reviews, see [35,36,21].
An important work is by Guillaume and Masmoudi [18], where the calculation of variational derivatives becomes recursive.
They construct a discrete problem with the correct derivatives, and the tools of automatic differentiation yield an eﬃcient
algorithm.
Other authors have analyzed numerical error from discretization of boundary value problems [4,2,25,6,44,45,42]; see
also [29]. Problems with moving boundaries have also enjoyed a great deal of attention (and success!) with the develop-
ment of the level set method [30,34]. The level set method has proven quite adept at eigenvalue optimization (adjusting
the domain to achieve a change in the spectrum) [31]. Other ways to approach eigenvalue shape optimization are being
developed [9,8,26].
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This paper pursues a number of goals. One is to present general higher order expressions for boundary variations of
Laplace eigenvalues and eigenfunctions. (The second variation for a domain that delivers an extremum eigenvalue is needed
in shape optimization, and there is a large literature on optimal design [21,27].) The prototypical formula of Hadamard
provides the ﬁrst order eigenvalue variation λ′ under Dirichlet boundary conditions.
Our ultimate goal is to construct an inﬁnite series for λN in inverse powers of N:
λN = λ
(
1+ c2
N2
+ c3
N3
+ · · ·
)
. (6)
The coeﬃcients ci must be allowed to depend on the eigenvalue number n. Otherwise, the relative spacing between eigen-
values on the disc and the polygon would be the same, and it is not. Remarkably, c2, c3 and c4 are independent of n:
λN = λ
(
1+ 4ζ(2)
N2
+ 4ζ(3)
N3
+ 28ζ(4)
N4
+ · · ·
)
, (7)
where ζ is the Riemann zeta function: ζ(k) =∑n−k . The N−2 term was computed in [16] and an inﬁnite sum containing
the N−3 contribution was estimated, but not analyzed. Here, we derive the results c3 = 4ζ(3) and c4 = 28ζ(4) analytically.
We point to an independent method that suggests these same coeﬃcients by a conformal mapping.
3. Singularities in the problem
Our analysis encounters two singularities. The ﬁrst comes from the corners of the polygon. When the interior angle
is απ , the leading singular term for the Dirichlet problem [39, p. 259] includes the factor sin(θ/α). This means that the
gradient of ψ(x, y) is not suﬃciently smooth for the usual O (1/N) error for ∇u to be achieved (ψ is not in H2, see [37]).
The sharp corners can introduce qualitatively new features into the spectrum that are not captured by regular variations.
A more perilous singularity is the growing frequency of the boundary variation as N → ∞. The value h = N−1 is a
convenient length scale for the edges of the polygon. Then the disc-to-polygon variation is O (h2), its derivative is O (h),
and its second derivative is O (1). The expression h2 sin(θ/h) has this behavior and vividly illustrates the singularity. The
velocity ﬁeld C has this high-frequency form as well. It is unclear how this singularity manifests itself in higher coeﬃcients
of the series (7). It does seem to preclude an approach used by Migdal to estimate the spectrum of an electron trapped in
a slightly ellipsoidal cavity [28,24]. In contrast, the moving surface approach yields expressions that remain formally valid.
In some cases, convergence can be proved [23]. The correctness of the terms in the asymptotic series (7) is supported by
numerical evidence.
4. Radial eigenfunctions on the unit disc
Our problem is the Laplace eigenvalues on a smooth domain Ω:
ψ = −λψ. (8)
We impose Dirichlet boundary conditions
ψ |S = 0 (9)
and normalize the eigenfunction:
∫
Ω
ψ2 dΩ = 1. (10)
The eigenvalue λ can also be expressed by the Rayleigh quotient (with unit denominator):
λ =
∫
Ω
∇ψ · ∇ψ dΩ. (11)
On a unit disc, the radially symmetric eigenfunction ψ(n) is given by
ψ(n)(r) = J0(ρ
(n)r)√
(n)
, with λ(n) = (ρ(n))2. (12)π J1(ρ )
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Here J0 and J1 are Bessel functions and ρ(n) is the n-th root of J0. Dropping the superscript n, we will need the radial
derivatives of ψ(r):
ψ ′(r) = ρ J
′
0(ρr)√
π J1(ρ)
= − ρ J1(ρr)√
π J1(ρ)
, (13a)
ψ ′′(r) = −ρ
2 J ′1(ρr)√
π J1(ρ)
= −ρ
2( J0(ρr) − J1(ρr)/ρr)√
π J1(ρ)
. (13b)
Their values on the circular boundary r = 1 are
ψ ′(1) = − ρ√
π
and ψ ′′(1) = ρ√
π
. (14)
5. The calculus of moving surfaces
We make frequent use of the calculus of moving surfaces described in detail elsewhere [12,15]. Additional applications
of these techniques can be found in [13] and [17]. In this section we introduce the key identities. On stationary manifolds,
invariance is achieved by introducing the covariant derivative ∇α that replaces the partial derivative ∂/∂ Sα , where Sα is
the surface coordinate. On moving surfaces, invariance is achieved by the δ/δτ -derivative advanced by Thomas [40,41] who
continued Hadamard’s work on compatibility conditions along singular interfaces [19]. This work was extended by Truesdell
and Toupin [43] and other authors [5,12].
In the calculus of moving surfaces, the motion of the surface is described by the normal velocity C of the interface S .
Illustrated geometrically in Fig. 1, C is deﬁned as the instantaneous rate of deformation of the surface S in the normal
direction. The value of C at a point P is evaluated as the limit
C = lim
h→0
(P∗ − P) ·N
h
, (15)
where P∗ is the point on Sτ+h that lies on the straight line perpendicular to Sτ at point P . By construction, P∗ − P points
along the normal. The dot product makes C a signed quantity: it is positive when P∗ −P points in the same direction as the
normal. The relationship between Sτ and C is analogous to the relationship between location and velocity in elementary
calculus: either quantity can be computed from the other.
Hadamard’s deﬁnition of the δ/δτ -derivative, applied to a ﬁeld F , is also illustrated in Fig. 1. Its deﬁnition is similar
to that of C , except the normal distance is replaced by the difference in values of F . The δ/δt-derivative is central to the
calculus of moving surfaces and is used throughout this paper. We refer the reader to [12,15,17] for the important details.
In addition to the volume formula (5), we will need a rule for differentiating a surface integral
∫
S F dS . The formula
involves the δ/δτ -derivative and the trace Bαα of the curvature tensor B
α
β :
d
dτ
∫
S
F dS =
∫
S
δF
δτ
dS −
∫
S
C Bαα F dS. (16)
An application of this rule is always the ﬁrst step in calculating the next-order variation.
6. Disc to polygon
The general variation expressions that we derive below will be applied to the particular case of a regular inscribed
polygon with N sides. Points on the unit circle move radially to the polygon with constant velocity proportional to the
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distance. As seen from Fig. 2, that distance is
D(θ) = 1− cos(π/N)
cos θ
. (17)
Although each geometric point moves with a constant velocity, the normal velocity C of the interface is not constant in
time. It is calculated as the projection of the point velocities onto the instantaneous normal. We include the full expression
for C(τ , θ) mainly to show that higher derivatives of δC/δτ and δ2C/δτ 2 are best computed by a symbolic algorithm:
C(τ , θ) = D(θ) + τ D
2(θ)√
(1− τ )2 + 2τ (1− τ )(1+ D(θ)) + τ 2(1+ D(θ))2 cos−2 θ . (18)
The value of C at the initial moment equals minus the distance traveled:
Cτ=0 = cos(π/N)
cos θ
− 1. (19)
This expression holds for −π/N < θ < π/N and is extended periodically around the circle, with N periods. We will need a
Fourier decomposition of the normal velocity C :
C =
∞∑
m=−∞
Cme
imα. (20)
An essential point is that only frequencies with m = kN are present. The coeﬃcient CkN is given by an integral over the
entire circle. We break up this integral into N individual pieces – thus the factor of N:
CkN = 12π
π∫
−π
C(θ)e−ikNθ dθ (21a)
= N
2π
π/N∫
−π/N
(
cos(π/N)
cos θ
− 1
)
e−ikNθ dθ (21b)
= 1
2π
π∫
−π
(
cos(π/N)
cos(θ/N)
− 1
)
e−ikθ dθ. (21c)
The constant term C0 is
C0 = N ln 1+ sin(π/N) cos(π/N) − 1. (22)
2π 1− sin(π/N)
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the expansion
cosπ/N
cos θ/N
− 1 = 1
2N2
(
θ2 −π2)+ O
(
1
N4
)
. (23)
Evaluating the integral (21c), we ﬁnd
C0 = − π
2
3N2
+ O
(
1
N6
)
, (24a)
CkN = (−1)
k
k2N2
+ O
(
1
N4
)
, for k 	= 0. (24b)
7. First variation λ′
The equations derived in this section apply to arbitrary smooth variations of smooth domains. We imagine that the
original domain changes shape over the time period 0 τ  1. All parameters of the problem become functions of τ : Ω(τ),
ψ(τ , . . .), λ(τ ). We are interested in the time derivatives at τ = 0. The ﬁrst three derivatives λ′ , λ′′ , and λ′′′ of the eigenvalue
require the ﬁrst two time derivatives ψτ = ∂ψ(τ , x, y)/∂τ and ψττ of the eigenfunction. The derivative ψτ is deﬁned at all
interior points of the deforming domain Ω(τ). Its value on the boundary is deﬁned as the limit as its spatial argument
approaches the boundary.
The boundary value problem that determines ψτ is obtained by differentiating the system for ψ with respect to τ :
ψτ = −λ′ψ − λψτ . (25)
The normalization condition (10) is transformed by an application of the fundamental rule (5):
2
∫
Ω
ψψτ dΩ +
∫
S
Cψ2 dS = 0. (26)
Under Dirichlet boundary conditions, the second term in Eq. (26) vanishes and we conclude that ψτ is orthogonal (as usual)
to ψ : ∫
Ω
ψψτ dΩ = 0. (27)
The transformation of the boundary condition ψ = 0 yields the boundary condition for ψτ . This is not required until we
reach λ′′ . A key identity from the calculus of moving surfaces is the “chain rule” that transforms δ/δτ -derivatives applied to
surface restrictions of invariants deﬁned in the ambient space. The rule reads
δF
δτ
= ∂ F
∂τ
+ CN · ∇ F . (28)
Directly from the rule, we obtain the boundary condition for ψτ :
ψτ = −CN · ∇ψ on S. (29)
We shall derive Hadamard’s formula within the framework of the calculus of moving surfaces. Other derivations can be
found in Hadamard’s original work [20, p. 522], as well as Garabedian [10], where the use of complex analysis is intrinsically
two-dimensional. Our discussion here (developed further in [14]) will set the stage for higher order analysis based on the
calculus of moving surfaces. We start from λ as a Rayleigh quotient with unit denominator
λ′ = d
dτ
∫
Ω
∇ψ · ∇ψ dΩ. (30)
By applying the volume integral formula (5), we obtain:
λ′ = 2
∫
Ω
∇ψ · ∇ψτ dΩ +
∫
S
C∇ψ · ∇ψ dS. (31)
According to the product rule, ∇ψ · ∇ψτ = ∇ · (ψ∇ψτ ) − ψψτ . Therefore, Gauss’s law yields
λ′ = 2
∫
N · ∇ψτψ dS − 2
∫
ψψτ dΩ +
∫
C∇ψ · ∇ψ dS. (32)
S Ω S
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according to Eq. (25):
λ′ = 2
∫
Ω
ψ
(
λ′ψ + λψτ
)
dΩ +
∫
S
C∇ψ · ∇ψ dS. (33)
Since
∫
ψ2 dΩ = 1 and ∫ ψψτ dΩ = 0 by Eq. (27), we ﬁnd
λ′ = 2λ′ +
∫
S
C∇ψ · ∇ψ dS. (34)
We have reached Hadamard’s formula for smooth variations of smooth domains:
λ′ = −
∫
S
C∇ψ · ∇ψ dS. (4)
7.1. Application to the polygon
We now apply Hadamard’s formula (4) to perturbations of the unit disc. At τ = 0, |∇ψ |2 is found from Eq. (14). Therefore
λ′ = −
∫
S
C
(
ψ ′(1)
)2
dS = − λ
π
∫
S
C dS. (35)
This expression is valid for arbitrary smooth variations of the unit disc. Recalling that
∫
S C dS represents the rate of change
A′(τ ) in area A(τ ), we have a useful identity relating the changes in the eigenvalue and area:
λ′
λ
= − A
′
A
. (36)
If the surface velocity C is decomposed in the Fourier series (20), the ﬁrst eigenvalue variation λ′ is proportional to C0:
λ′ = −2λC0. (37)
In light of Eq. (22), we have
λ′
λ
= 2− 2
(π/N)
ln
1+ sin(π/N)
cos(π/N)
cos(π/N). (38)
In powers of 1/N this is
λ′
λ
= 2
3
π2
N2
+ O
(
1
N6
)
, (39)
which can be obtained from (38) and even more easily from (24a). We now have the N−2 term in expansion (6):
λN = λ
(
1+ 2
3
π2
N2
+ · · ·
)
. (40)
In anticipation of the Riemann zeta function in the higher order terms, recall that ζ(2) =∑n−2 = π2/6:
λN = λ
(
1+ 4ζ(2)
N2
+ · · ·
)
. (41)
8. First eigenfunction variation ψτ
The ﬁrst eigenfunction variation ψτ is determined by Eqs. (25), (27), and (29), repeated here:
ψτ + λψτ = −λ′ψ, (42a)
ψτ |S = −CN · ∇ψ, (42b)∫
ψψτ dΩ = 0. (42c)
Ω
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given by (12) and (14), the eigenvalue variation λ′ by (37), and the surface velocity C(θ) at τ = 0 by the Fourier series (20).
Combining these elements, we obtain the following boundary value problem for ψτ on the unit disc:
ψτ + ρ2ψτ = 2C0ρ2 J0(ρr)√
π J1(ρ)
, (43a)
ψτ |r=1 = ρ√
π
∞∑
m=−∞
Cme
imθ , (43b)
∫
Ω
J0(ρr) ψτ dΩ = 0. (43c)
This system can be solved by decomposing ψτ in the series
ψτ (r, θ) =
∞∑
m=−∞
sm(r)e
imθ . (44)
The ordinary differential equation for the coeﬃcient sm(r) reads
s′′m(r) +
1
r
s′m(r) +
(
ρ2 + m
2
r2
)
sm(r) = 2C0ρ2 J0(ρr)√
π J1(ρ)
δm0. (45)
For m 	= 0 this is Bessel’s equation, and the second solution Ym is rejected (singularity at r = 0). The coeﬃcient of Jm is
determined by the boundary condition (43b):
sm(r) = Cm ρ Jm(ρr)√
π Jm(ρ)
form 	= 0. (46)
The key to solving the inhomogeneous equation for m = 0 is the identity
Bm
(
1
2
r Jm+1(r)
)
= Jm(r), (47)
for the standard Bessel operator
Bm = d
2
dr2
+ 1
r
d
dr
+
(
1+ m
2
r2
)
. (48)
The homogeneous part of s0(r) is determined by rejecting the singular solution Y0(r) and scaling the remaining term by
the orthogonality condition (43c):
s0(r) = C0 − J0(ρr) + ρr J1(ρr)√
π J1(ρ)
. (49)
Combining s0 and sm yields the full expression for ψτ :
ψτ = C0 − J0(ρr) + ρr J1(ρr)√
π J1(ρ)
+
∑
m 	=0
Cm
ρ Jm(ρr)√
π Jm(ρ)
eimθ . (50)
This expression is valid for arbitrary smooth variations C of the unit circle. In subsequent analysis, we will require its normal
derivative at the boundary:
∂ψτ
∂r
∣∣∣∣
r=1
= ρ√
π
(
C0 +
∑
m 	=0
Cm
ρ J ′m(ρ)
Jm(ρ)
eimθ
)
. (51)
We will evaluate this series for the polygonal evolution of the boundary (19).
9. Second variation λ′′
9.1. General expression
We ﬁrst derive an expression for λ′′ on general domains Ω subject to arbitrary deformations. We then evaluate this
expression for a polygonal deformation of the unit disc. Start, as always, from Hadamard’s formula:
λ′′ = − d
dτ
∫
C∇ψ · ∇ψ dS. (52)S
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λ′′ =
∫
S
(
−δ(C∇ψ · ∇ψ)
δτ
+ C2Bαα∇ψ · ∇ψ
)
dS. (53a)
By the product rule with respect to the δ/δτ -derivative, we have
λ′′ =
∫
S
(
−δC
δτ
∇ψ · ∇ψ − 2C∇ δψ
δτ
· ∇ψ + C2Bαα∇ψ · ∇ψ
)
dS. (54)
Finally, an application of the chain rule (28) yields
λ′′ =
∫
S
(
−δC
δτ
∇ψ · ∇ψ − 2C∇ψτ · ∇ψ − 2C2N · (∇∇ψ) · ∇ψ + C2Bαα∇ψ · ∇ψ
)
dS. (55)
This identity can be brought to a more compact form in (59) and (60). First, note that under a Dirichlet condition, ∇ψ is
normal to S:
∇ψ = N(N · ∇ψ). (56)
Then N · (∇∇ψ) · ∇ψ turns into (N · (∇∇ψ) · N)(N · ∇ψ). It is a matter of vector calculus [22, p. 196] to show that, on the
boundary
N · (∇∇ψ) ·N = BααN · ∇ψ. (57)
Therefore
2C2N · (∇∇ψ) · ∇ψ = 2C2Bαα(N · ∇ψ)2 = 2C2Bαα∇ψ · ∇ψ, (58)
and the second variation in (55) reads
λ′′ =
∫
S
(
−δC
δτ
∇ψ · ∇ψ − 2C∇ψτ · ∇ψ − C2Bαα∇ψ · ∇ψ
)
dS. (59)
The expression C2∇ψ · ∇ψ matches ψ2τ on the boundary according to Eq. (29). Similarly, 2C∇ψτ · ∇ψ = 2ψτN · ∇ψτ =
N · ∇ψ2τ . These observations lead to a most compact expression for λ′′:
λ′′ =
∫
S
(
−δC
δτ
∇ψ · ∇ψ +N · ∇ψ2τ − Bααψ2τ
)
dS. (60)
9.2. Perturbations of the unit disc
The expression in (59) is best suited for the model problem. For the unit circle, the mean curvature with respect to the
outward normal is given by
Bαα = −1. (61)
The expression ∇ψ · ∇ψ is easily evaluated on the boundary from (14):
∇iψ∇ iψ =
(
ψ ′(1)
)2 = ρ2
π
, (62)
and ∇ψτ · ∇ψ is evaluated from (14) and (51):
∇ψτ · ∇ψ = −ρ
2
π
(
C0 +
∑
m 	=0
Cm
ρ J ′m(ρ)
Jm(ρ)
eimθ
)
. (63)
Substituting in (59) yields the following expression for λ′′:
λ′′ = ρ
2
π
(
−
∫
S
δC
δτ
dS + 2
∫
S
C
(
C0 +
∑
m 	=0
Cm
ρ J ′m(ρ)
Jm(ρ)
eimθ
)
dS +
∫
S
C2 dS
)
. (64)
Recall that λ = ρ2, and convert Eq. (64) to inﬁnite sums:
λ′′
λ
= − 1
π
∫
S
δC
δτ
dS + 4
(
C20 +
∑
m 	=0
|Cm|2ρ J
′
m(ρ)
Jm(ρ)
)
+ 2
∞∑
m=−∞
|Cm|2. (65)
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For the disc to polygon evolution (18), the ﬁrst term in (65) vanishes since δC/δτ = 0 at τ = 0, [16]. Further, the
coeﬃcients Cm are nonzero only for m = kN . Therefore
λ′′
λ
= 4
(
C20 +
∑
k 	=0
|CkN |2
ρ J ′kN(ρ)
JkN(ρ)
)
+ 2
∞∑
k=−∞
|CkN |2. (66)
Eq. (24b) tells us the leading terms in powers of 1/N of the Fourier coeﬃcients CkN . Bessel functions display the follow-
ing asymptotic behavior for large m:
x J
′
m(x)
Jm(x)
= |m| + 1
2
x2
|m| + O
(
m−2
)
. (67)
Note that the leading term in (67) is independent of x. Therefore, the leading terms in (66) are independent of ρ . These
terms are given by
λ′′
λ
= 8ζ(3)
N3
+ 64ζ(4)
N4
+ O
(
1
N5
)
. (68)
The Taylor series divides λ′′ by 2 to produce
λN = λ
(
1+ 4ζ(2)
N2
+ 4ζ(3)
N3
+ · · ·
)
(69)
and a contribution of 32ζ(4) towards the N−4 term. The remaining contributions come from the third eigenvalue varia-
tion λ′′′ .
10. Third variation λ′′′
We are interested in the N−4 contribution, and we discard terms of higher order. The calculation of λ′′′ requires the
leading O (N−3) term in the second eigenfunction variation ψττ .
We switch permanently to indicial notation. The second derivative of the Hadamard formula (4) is obtained by two
applications of the surface integral formula (16):
λ′′′ = −
∫
S
C3BααB
β
β∇iψ∇ iψ dS +
∫
S
δ(C2Bαα∇iψ∇ iψ)
δτ
dS
+
∫
S
C Bαα
δ(C∇iψ∇ iψ)
δτ
dS −
∫
S
δ2(C∇iψ∇ iψ)
δτ 2
dS. (70)
The rules of the calculus of moving surfaces [15, p. 257] govern the expansion of the integrands in (70). Only ﬁve of the
resulting terms are O (N−4). The following observations make it easy to determine the order of a term prior to evaluating
it.
First, note that while the boundary velocity C is O (N−2), it is periodic with a frequency proportional to O (N). Therefore,
the surface derivative ∇αC is N . Thus ∇αC is O (N−1) and the surface Laplacian ∇α∇αC is O (1). Furthermore, the effect
of applying the surface derivative ∇α and the spatial gradient ∇i to the variations ψτ , ψττ (which also exhibit the high
frequency feature) is O (N). For instance, while ψτ is O (N−2) (as evident from (50)), ∇iψτ is O (N−1) and ∇i∇ jψτ is O (1).
Note next, that the rate of evolution in our problem is O (N−2). Nevertheless, the effect of δ/δτ is O (N−1) because it
consists of ∂/∂τ , which is O (N2), as well as terms proportional to C∇α , which are O (N−1). Therefore, when applied to the
high frequency elements, δ/δτ is O (N−1): δC/δt is O (N−3) and δ2C/δτ 2 is O (N−4).
This strategy helps to identify the ﬁve O (N−4) terms in (70):
λ′′′ =
∫
S
C2∇α∇αC∇iψ∇ iψ dS −
∫
S
δ2C
δτ 2
∇iψ∇ iψ dS
−
∫
S
2C∇iψτ∇ iψτ dS −
∫
S
4C2N j∇ j∇iψτ∇ iψ dS
−
∫
S
2C∇iψττ∇ iψ dS + O
(
1
N5
)
. (71)
We now outline how each term is analyzed. Each term was a small analytical adventure.
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∫
S C
2∇α∇αC∇iψ∇ iψ dS .
This term includes only the unperturbed eigenfunction ψ and the velocity C , available in closed form. From Eq. (51) we
ﬁnd that
∇iψ∇ iψ = ρ
2
π
, (72)
while C is given in Eq. (19). While this integral can be evaluated in closed form, we are only interested in the O (N−4)
contribution:∫
S
C2∇α∇αC∇iψ∇ iψ dS = λ24ζ(4)
N4
+ O
(
1
N6
)
. (73)
Term 2. − ∫S δ2Cδτ 2 ∇iψ∇ iψ dS .
Note that ∇iψ∇ iψ = ρ2/π from Eq. (14). The calculation of δ2C/δτ 2 is best handled by a symbolic algorithm. The result
is:
−
∫
S
δ2C
δτ 2
∇iψ∇ iψ dS = − λ
π
∫
S
δ2C
δτ 2
dS = −λ24ζ(4)
N4
+ O
(
1
N6
)
. (74)
Term 3. − ∫S 2C∇iψτ∇ iψτ dS .
The square of the gradient of ψτ at the boundary S has two terms
∇iψτ∇ iψτ =
(
∂ψτ
∂r
)2
+
(
∂ψτ
∂θ
)2
. (75)
The second term involves only the boundary conditions for ψτ which, in turn, use only C and the unperturbed eigenfunc-
tion ψ . According to Eq. (29), ψτ = −Cψ ′(1) at the boundary:
−
∫
S
2C
(
∂ψτ
∂θ
)2
dS = −2ρ
2
π
N
π/N∫
−π/N
C
(
∂C
∂θ
)2
dθ. (76)
To leading order C = θ2/2−π2/2N2 and ∂C/∂θ = θ :
−2λ
π
π∫
−π
C
(
∂C
∂θ
)2
dθ = −2ρ
2N
π
π/N∫
−π/N
(
θ2
2
− π
2
2N2
)
θ2 dθ (77a)
= λ24ζ(4)
N4
. (77b)
The radial contribution involves the values of ψτ inside the unit disc. The term is best computed by ﬁnding an analytical
expression for the O (N−1) component of ∂ψτ /∂r. For our polygon variation, Eq. (51) reads
∂ψτ
∂r
∣∣∣∣
r=1
= ρ√
π
(
C0 +
∑
k 	=0
CkN
ρ J ′kN(ρ)
JkN(ρ)
eikNθ
)
. (78)
Then
∂ψτ
∂r
∣∣∣∣
r=1
= 1
N
ρ√
π
∑
k 	=0
(−1)k|k|
k2
eikNα + O (N−3) (79)
can be rewritten in real terms as
∂ψτ
∂r
∣∣∣∣
r=1
= 2ρ
N
√
π
∞∑ (−1)k
k
coskNα. (80)
k=1
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∂ψτ
∂r
∣∣∣∣
r=1
= − 2ρ
N
√
π
ln
(
2cos
Nθ
2
)
, (81)
which displays an integrable singularity at θ = ±π/N . The contribution from the (∂ψτ /∂r)2 term is expressed by the
integral
−
∫
S
2C
(
∂ψτ
∂r
)2
dS = − 4ρ
2
N2π
π/N∫
−π/N
(
θ2 − π
2
N2
)
ln
(
2cos
Nθ
2
)2
dθ. (82)
Our usual change of variables Nθ → θ produces
−
∫
S
2C
(
∂ψτ
∂r
)2
dS = − 4ρ
2
πN4
π∫
−π
(
θ2 −π2) ln
(
2cos
θ
2
)2
dθ. (83)
Mathematica recognizes this integral as
−
∫
S
2C
(
∂ψτ
∂r
)2
dS = λ16ζ(4)
N4
. (84)
Therefore, the combined value for Term 3 is
−
∫
S
2C∇iψτ∇ iψτ dS = λ40ζ(4)
N4
. (85)
Term 4. − ∫ 4C2N j∇ j∇iψτ∇ iψ dS .
This calculation is simpliﬁed by modifying the expression ∇ j∇iψτ in a way similar to the term ∇ j∇iψ in Section 9.1:
N j∇ j∇iψτ∇ iψ =
(−λψτ − λ′ψ − ∇α∇αψτ + Ni Bαα∇iψτ )Nk∇kψ. (86)
The only O (N−4) term is the one containing ∇α∇αψτ :∫
S
4C2N j∇ j∇iψτ∇ iψ dS = −
∫
S
4C2∇α∇αψτ Nk∇kψ dS + O
(
N−5
)
. (87)
The integral is easy to evaluate because it includes only the boundary values of ψτ , which are given by Eq. (29):
−
∫
S
4C2∇α∇αψτ Nk∇kψ dS = −4ρ
2N
π
π/N∫
−π/N
C2
∂2C
∂θ2
dθ = −λ96ζ(4)
N4
. (88)
Term 5. − ∫ 2C ∂ψττ
∂r
dψ
dr dS .
This term requires the second eigenfunction variation ψττ . Fortunately, only its leading term of order N−3 makes an
O (N−4) contribution to λ′′′ . We therefore turn to the analysis of ψττ .
11. Second eigenfunction variation ψττ
The boundary value problem that yields ψττ is obtained by differentiating the system for ψτ :
∇i∇ iψττ + λψττ = −λ′′ψ − 2λ′ψτ , (89a)
ψττ |S = −δC
δτ
Ni∇iψ + C δN
i
δτ
∇iψ − 2CNi∇iψτ − C2N jNi∇i∇ jψ, (89b)∫
ψ2τ dΩ = −
∫
ψψττ dΩ. (89c)Ω Ω
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δNi/δτ is zero. Our polygonal deformation has δC/δτ = 0 eliminating one more term in (89a):
∇i∇ iψττ + λψττ = −λ′′ψ − 2λ′ψτ , (90a)
ψττ |S = −2CNi∇iψτ − C2N jNi∇i∇ jψ, (90b)∫
Ω
ψψττ dΩ = −
∫
Ω
ψ2τ dΩ. (90c)
In this form, the system is manageable but still exceeds our needs. To calculate ψττ within O (N−3), we only keep terms of
that order:
∇i∇ iψττ + λψττ = −8λζ(3)
N3
ψ, (91a)
ψττ |S = 1
N3
2ρ√
π
(
(Nθ)2 −π2) ln
(
2cos
Nθ
2
)
, (91b)
∫
Ω
ψψττ dΩ = 0. (91c)
In the fourth term in Eq. (71) for λ′′′ , the O (N−2) normal derivative of ψττ multiplies the O (N−2) factor C . The radially
symmetric component of ψττ is of order higher than N−4. The remaining harmonics allow straightforward calculation.
Decompose the boundary condition as a Fourier series
(
(Nθ)2 −π2) ln
(
2cos
Nθ
2
)
= F0 +
∑
k 	=0
FkNe
ikNθ . (92)
Then ψττ is given by
ψττ = 1
N3
2ρ√
π
∑
k 	=0
JkN(ρr)
JkN(ρ)
FkNe
ikNθ + O (N−3), (93)
and its radial derivative at the boundary is given by
∂ψττ
∂r
∣∣∣∣
r=1
= 1
N3
2ρ√
π
∑
k 	=0
ρ J ′kN(ρr)
JkN(ρ)
FkNe
ikNθ + O (N−3). (94)
Asymptotically for large N , this is
∂ψττ
∂r
∣∣∣∣
r=1
= 1
N2
2ρ√
π
∑
k 	=0
|k|FkNeikNθ + O
(
N−3
)
. (95)
Therefore the integral representing Term 5 in λ′′′ becomes
−
∫
S
2C
∂ψττ
∂r
dψ
dr
dS = 8ρ
2
N4
∞∑
k=1
(−1)k
k
FkN . (96)
The coeﬃcients FkN can be evaluated by Mathematica from
FkN = 12π
π∫
−π
(
α2 −π2) ln
(
2cos
α
2
)
e−ikα dα, (97)
which shows that the last term in λ′′′ contributes
−
∫
S
2C
∂ψττ
∂r
dψ
dr
dS = λ32ζ(4)
N4
. (98)
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contributes
λ′′ = O
(
1
N3
)
+ 64λζ(4)
N4
+ · · · . (99)
The remaining O (N−4) contributions come from λ′′′ in Eqs. (73), (74), (85), (88), (98):
λ′′′ = (24− 24+ 40− 96+ 32)λζ(4)
N4
+ · · · = −24λζ(4)
N4
+ · · · . (100)
Forming the Taylor series λ′′/2 + λ′′′/6 yields (64/2 − 24/6) = 28 as the coeﬃcient of ζ(4)N−4. Therefore, the series now
stands at
λN = λ
(
1+ 4ζ(2)
N2
+ 4ζ(3)
N3
+ 28ζ(4)
N4
+ · · ·
)
. (101)
Numerical estimates for several λN came from the code provided by Lehel Banjai, based on the Schwarz–Christoffel
mapping [1]. (We all believe that the mapping to a regular polygon could eventually allow an asymptotic analysis.) The
results were consistent with 28ζ(4)/N4, but we would need tight error bounds to be more deﬁnite.
12. Poisson’s equation and equal areas
Finally we turn to Poisson’s equation
−uxx − uyy = f (x, y) (102)
inside the unit disc and the regular inscribed polygon PN . In all cases the boundary condition will be u = 0. We could
aim for an expansion of u − uN in powers of 1/N (and conformal mapping suggests itself as a powerful tool). Instead we
describe the general features of the error function eN = u − uN , and propose a potentially useful way to remove its leading
1/N2 term.
Our equal area proposal is to work with the “transcribed polygon” TN instead of the inscribed polygon PN . The vertices
of TN are moved slightly outside the circle, so that the change in domain produces no change in area. The edges of TN are
partly inside and partly outside (we thank L. Mahadevan for suggesting the word transcribe). The leading term in the error
eN disappears for TN , and the improvement is remarkable. This equal area proposal applies to eigenvalue problems, and the
estimate λN/λ = 1+ 2π2/3N2 gives the square of the expansion factor from PN to TN .
We learned from Graeme Wake [46] that the eigenvalues for TN are between the eigenvalues for the disc and for PN .
His inequality (for all N) agrees with the asymptotic result that c3/N3 > 0 remains when c2/N2 disappears.
Let us admit that the proposal constitutes a “variational crime” in the ﬁnite element method [39]. The trial functions of
the transcribed problem are not admissible for the original problem (because TN goes outside the circle). The source term
f (x, y) in Poisson’s equation is only deﬁned in the disc. Compared to the use of trial functions that are discontinuous at
the boundaries between ﬁnite elements (for which the “patch test” was developed, see [39,7,3]), our proposal seems like a
petty crime.
To extend the proposal beyond the model problem will require experiment. In practice this idea will need to ﬁt well with
existing software. Many codes already offer isoparametric elements that have curved boundaries and the same purpose – to
match the given boundary ∂Ω more closely, and reduce the error. The new point is to recognize the potential importance
of signed area.
We close with a description of the error function eN = u − uN in the model problem with −uxx − uyy = 1 in the unit
disk. By subtraction, eN will satisfy Laplace’s equation inside PN . On the edges of that polygon, uN is zero by construction
but u is nonzero. We have u = 0 at the vertices (on the circle) and u = O (h2) = O (1/N2) along each edge (since u is
suﬃciently smooth and the distance from circle to edge is of order 1/N2). Then the maximum principle gives |eN | c/N2
inside PN , but this misses the true behavior of the error.
The essential point about eN is its rapid oscillation along the boundary of PN . It returns to zero at each vertex. The
symmetry of this model problem makes eN periodic. For convenience, a conformal change of variables can take PN to the
unit disk. This takes eN to a function EN , still periodic and now rapidly oscillating on the circle and harmonic inside:
EN(r, θ) =
∞∑
−∞
ck(N)r
|k|eikθ . (103)
The crucial point is that ck = 0 by symmetry except when k is a multiple of N . The nonzero coeﬃcients may not decrease
rapidly because of singularities (at the vertices of PN ) in the change of variables. But the factors r|k| give exponential decay
in the interior. This is an instance of St. Venant’s Principle, that local oscillations in boundary values of elliptic problems are
exponentially smoothed in the interior. That St. Venant Principle is the basis for our equal area proposal in more general
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moving from PN to TN .
Finally we comment on the gradient of eN = u − uN . This also decays exponentially in the interior of the circle. Its
constant term is c0 = 0. It is concentrated in a boundary layer of thickness 1/N reaching to the inner circle r = 1 − N−1.
At that radius, the next term k = N in the series expansion (103) has rk = rN = O (1). An error of order h = 1/N in the
gradient, over this layer of thickness h, gives the h3 found in [3] and [38]. It remains to include the singular terms coming
from the corner of PN and someday from TN .
As we were completing this paper, we noticed an unexpected phrase in Garabedian and Schiffer [11]. They refer to the
expression (4) for λ′ as Rayleigh’s formula, and they direct the reader to The Theory of Sound [32]. We followed that direction
with only partial success, and it is not our place to divide credit properly between Rayleigh and Hadamard. One extra detail
caught our eye, in Section 209. Rayleigh observes that for a shape close to a circle, the eigenvalues are extraordinarily close
when the two areas are equal. So our suggestion of “transcribing” the polygon is not a new idea – of course not, because it
reﬂects the essence of the Rayleigh–Hadamard formula.
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