Degenerate gradient flows arise in the context of a d a p tive control of linear systems when tlie usual gradient algorithm is used for the parameter update law. It is well known that in general parameter convergence is not guarmteed without further assumptions. The standard approach utilizes the notion of a persistently exciting input.and different authors have derived differeut convergence rate estimates. In a recent paper Brockett reexamined this issue and developed a rate estimate using a property of symmetric matrices related to the condition number. In this paper we compare two weUknown convergence rate estimates from the persistently exciting point of view with Brockett's estimate through a semianalytical numerical study. \Ve establish a common footing by relating the assumptions of each theorem to the parameters specified under the persistently exciting condition. Our analysis shows that for all parameter values Anderson's result yields a tighter bound than the other hvo estimates. In each case the magnitude of the difference depends on the time it takes for the uniform observability condition to hold in the persistently exciting assumption. The shorter the time is, the larger the difference is.
Introduction
Degenerate gradient Bows are equations of the form where H is a symmetric, positive semidefinite but not positive definite matrix. Equations of this type arise when we wish to minimize il particular function but have only partial knowledge about its gradient at any given instant. Over time, however, diierent projections become available and it is thus passible to construct an effective descent procedure. In this paper we consider convergence rates to the zero equilibrium for degenerate flows that arise in the adaptive control of a linear system when the standard gradient algorithm is used as the parameter update law. This equation has the form re-examined the persistently exciting hypothesis, proceeding from the notion of the conditioning time of the matrix w ( t ) w T ( t ) which characterizes the time interval over which the condition nuniber (the largest eigenvalue divided by the smallest, see, e.g. 141) of the integral of that matrix is relatively small. It is the purpose of this paper to compare the rate estimates of Anderson, Sondhi and hIitra, and Brockett. We begin in the following section by giving some useful definitions and a pair of well known lemmas that will be used in the proof of Anderson's rate estimate. In section 3 we present the three estimates we will compare. To establish the use of the persistently exciting condition we review the proof of the Andersou result but for the sake of brevity we present the other two theorems nsithout proof, referring tlie rcader instcnd to the original papers. In section 4 we turn to the comparison analysis and then conclnde with a discussion of the results. 2 
Background
In this section we present a few standard results for easy reference. First we need a theorem on the exponential stability of a non-autonomous system. 
J t o
Let [C, A] be the system
and let [C: A + KC] be the system wzth output feedback 
%(t) = (A(t) + X ( t ) C ( t ) ) S ( t ) F(t) = C(t)Z(t)
Let Ni(to,to+J) (26)
where in the last step we used the definitions given in the statement of the theorem.
We turn now to a result of Sondhi and RIitra 
where so is the unique positive mot of 
llQ(t)Il2 2 d~"'l~(0)/12
Proof See (31. 4 
Estimate Comparisons

Comparison of the Anderson a n d Brockett estimates
We compare the estimate of Theorem 3.1 to that of Brockett by first relating the assumptions used by Brockett to the persistently exciting condition. Assume that the conditions for both theorems axe met. We have t+6
IV(t + 6) -W ( t ) = J( ~( u ) u ;~( u ) d u t allI (40)
where the inequality comes from the persistently exciting condition. Comparing this to the assumption used by Brockett in equation (35) we take c = a1
For the next step we need the following lemma. where the first equality follows from the spectral m a p ping theorem and the inequality follows from the fact that the eigenvalues are nonnegative.
Applying where the last step follows from equation (17) and defines the function Kl(n:al:az). Ki(n:al:a2) < l would imply X < a and thus Brockett's result rvould give a faster rate estimate since it is more negative. As this expression is somewhat complicated we turn to a numerical study. In Figures 1, 2 
Comparison of the Sondhi-Mitra and Brockett estimates
To compare these two results we first express the parameters in Sondhi-hlitra's result in terms of the persistently exiting parameters al; 0 2 . Comparing the mixing condition, equation (27), to the persistently exciting condition we have Using this and starting from equation (38) which defines the function Kz(n,al,az). As before, if Kz(n,al,az) < 1 then X < b and Brockett's result gives a faster estimate than Sandhi-hlitra's. In Figures   5, 6 , 7, and 8 we show plots of KZ for the sanie range of parameters as ne used for K1. These plots show Brockett's result gives a tighter bound than Sandhihlitra's for all parameter values with the difference heing greater for small a2. As the dimension of the system grows the difference decreases. R a m equation (61) we see the magnitude of the difference again depends on 6 and so can be quite large even if K2 is close to one. which defines the function K3(n,al;oz) Here, if K3 < 1 Anderson's result gives a tighter estimate than Sandhi-h.Iitra's. In Fignres 9, 10, 11, and 12 we plot K3 over the same range of parameters as in the previous two cases. As expected we see that for all parameters the Anderson estimate gives a faster convergence rate than the Sandhi-hlitra result with the difference larger for smaller 012 and a magnitude depending on 6. . 5 
Conclusions
In this paper we have presented a comparative study of three different convergence rate estimates for a degenerate gradient flow equation common in adaptive control. We considered two well-known results, one due to Anderson and one due t o Sandhi and hlitra, and a recent result by Brockett. Our analysis shows that Anderson's result yields a tighter estimate than the other two and that Brockett's estimate is tighter than Sondhi and hlitra's. For small 6 the difference can be quite large; that is as the input becomes more strongly exciting (mixing) the Anderson resdt indicates a much faster rate of convergence than would be expected from either Brockett's or Sondlu and hlitra's result.
