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GENERAL SUMMARY
　　　The text consists of four chapters. Analytical methods and theory of systems
approach are described in the firstthree chapters. The chapter that follows is con-
ｃｅｒnedwith the application to some industrial management problems. Comple-
mentary remarks are provided in three appendixes to the text･
　　　chapter l is conce°ed with the concepts of systems approach.　Systems aP‘
proach is an approach based upon systems concepts and itisａ key step to sol゛ｅthe
issues with complexity.　The process of systems approach and the role of systems
approach to sol゛ｅthe problems i113 firm are described.
　　　chapter 2 describes structural modeling methods for modeling analysis･
Structural modeling methods aim to facilitatecommunicability of people with
different backgrounds and then to make a common recognition of the fundamental
structure of the subject issue.　ISM (Interpretive Structural Modeling) method and
DEMATEL (Decision Making Trial飢d Evaluation Laboratory) method are typical
structural modeling method [8,16, 51，52]. But ISM considers only existence or
not, corresponding to one or zero, of the pain゛ise relation.　DEMATEL, on the
other hand, does take care of ａ strength of the relation, but it does not generate ａ
clear hierarchical structure.　This chapter further extends the concept and the
procedure of ISM to cope with an issue in ゛hich the strength of relation among
system elements is quantitati゛ely defined ol'estimated.　The proposed method is
called IWSM (Interpretive Weighted Structural Modeling)[33].　The mathematical
procedure of IWSM and the compai‘ison of IWSM, DEMATEL and ISM through a
simple example are described.
　　　chapter 3 deals with decision analysis ゛ith multiobjectives.　There are
basecally two approaches to the solution of problems with multiple objectives･
One is to find the preferred solution directly, the other is to generate the non-
inferior set and then find the preferred solution from among these.　The firsttype
of direct approach is the utility function approach [10, 17,18,19,20,431. The
typical one of the second type is the sun‘ogate ゛orth tradeoff method [12･ 13]・
The procedure of SWT method and MAUF method are mentioned in this chaptei‘
and ａ modified decision procedure is proposed｡
　　　　　　　　　　　　　　　　　　　　　　11
　　　chapter 4 is concerned with the application to some industrial management
problems.　To real five problems in a private sector, systems approach tech?que
is applied [31， 33，34，35，361 .　In Section 4.2, multiobjective optimization pro-
ccdure is applied to real blending problem of an industrial material with six objec-
tives.　The idea of surrogate worth tradeoff method a“d the method of multiat-
tribute utility function are applied to the problem.　The solution of SWT method
is compared with that of MAUF method.　111 Section 4.3 and 4.4, real applications
of IWSM are described.　The firstapplication treatsａscheduling of a data trans-
mission test and the second one is concerned with an allocation of budget to
various section in ａ Research and Development Laboratory.　In Section 4.5,
multiobjective optimization procedure is applied to ａ decision problem in an
inventory management.　Ａ multiattribute utility function is constructed for
totally evaluating the degree of satisfaction of objectives, and it is used, together
with ａnonlinear programming technique, for optimizing the decision variables･
In Section 4.6, multiobjective assessment procedure is applied to the assessment
of investment plans in a production 缶”1.　The total assessment formula is
derived considering both the economical and the technical terms by use of a
multiattribute utility function｡
　　　These real problems have successfully been dealt with systems approach
technique.　Several comments are given in the methodologies and our experiences
stressing the practical feasibility and effectiveness view points｡
　　　As has been mentioned earlier,three appendixes are annexed to the text･
Appendix l describes the multiplier method for nonlineai‘PI‘ogramming. Appendix
II shows the Winters exponential smoothing method.　Finally, Appendix Ill
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　　　There are many theories, methods or axiomations concerned with the identi-
fication simulation, optimization as｀゛ellas control of ａsystem. With the emergence
of computer development, it has become easy to apply these methodologies to
the problems of the real world, and the usefulness and availability of such has
already been reported in several papers.　These theories and methodologies for
the analysis and solution of problems are almost assured of l place in any engi-
neering system.　011 the other hand it is true that ａ゛ariety of criticalproblems of
considerable complexity have emerged.　These complex problems include such
problems as environmental pollution, energy capacities and food shortage all of
which require analysis and solutions at either national or international level.　The
con゛entional approach to problem solving will not apply to these issues in a
li゛ing,behavorial or social system, an interdisciplinary approach is necessarily
demanded.　The concepts and methodologies for dealing rationally with complex
issues fallunder what is called either ａsystems approach, systematic approach or
systemic approach.　Ａ systems approach isａ subclassiflcation of the systems
theory.　There are many systems theories [3][4] [5] ，and many systems ap-
proaches.are defined respectively.　They differ from one another･but no matter
what they may be, each is defined.　In general it may be said that any systems
approach depends ・pon the concepts of each system.　In this　paper we shall use
as our departure point based on the らct that systems approaches ゛ｅ３ｈ‘eady
defined.　The process of systematic approach is discussed in Section 1.2.
Although this approach does not directly relate to the systems theory, it is useful
1n analyzing and solving complex probelms.　Numerous studies have been done on
the matter of the use of ａ systematic approach in the public sector.　Problems
endemic to ａ production firm are not those found in the public sector, but itis
nevertheless important to be able to apply ａ systematic approach even to the
problems of the private sector｡
　　　　　　　　　　　　　　　　　　　　　　－1－
1｡２　The Process of the Systems Approach
　　　The process of ゛systems approach (oi‘systematic 叩proach) is depicted in
Figure 1.1.
Step 1 :　　Bring up a question.
↓
Step 2 :　Identify the problem clearly･
φ
Step 3 :　　Decide upon qualitative work criteria.
φ
Step 4 :　　Extract opei‘ationsand discuss work procedures.
φ
Step 5 :　Decide upon the priority of each operation and estimate its
　　　　　　cost, time and the personnel required for the completion of
　　　　　　that work. If there be a decision maker or committee
　　　　　　charged of this work, and if the plan at this step
　　　　　　does meet with his or their approval, back up to either
　　　　　　Step 2 or 3.
φ
Step 6 :　　Analyze and solvethe problem.
φ
Step 7 :　　Discuss and check the results of Step 6.　If assessment of
　　　　　　the result does not satisfy the criteriain Step 3，return to
　　　　　　either Step 5 or Step 2.
φ
Step 8 :　　Document the entireprocess of the work.
　　　　　　　　　Figure 1.1. The Scheme of the Systems Approach.
Brain storming, the KJ method －a kind of group dynamic decision making pro-
cess －，structural modeling methods, multi-dimensional scaling methods and so on
are usually applied from Step l to Step 5.　Mathematical programming, multi-
objective optimization techniques, scenario writing or the cross-impact method
and so on are applied in Steps 6 and 7.　Among all these methods and techniques
the most often applied are structural modeling methods and multiobjective
optimization techniques.　They訂e discussed in chapters 2 and 3.
1｡3　Applying the Systems Approach to the Problems of the PrivateSector
　　　The basic model of the systems approach most often applied to socialsystems
is 3 hierai‘chicalopen system.　This system is shown in Figure 1.2 [281.
　　　　　　　　　　　　　　　　　　　　　　　－2－
　　　　　　　　　　Figure 1.2.　Hierarchical open system 【28].
This hierarchical open system is applicable to private sector systems. If the
system i11 Figure 1.2 is presumed to be l private sector system･ the following
symbol syste°s will be applied. The self-organization subsystem that regulates
the structure of the total system and supervises the performance of the system
may be presumed to be the president and chairman of the board. The coordinator
Do who coordinates interaction among subprocesses, Pi ，P2 ，….Ｐｎ･is presumed
to be ａvice-president ol m゛anaging director. Di is the decision maker ofｌ sub-
process Pi, and Di is presumed to be the head of the operational division or the
head of ａresearch and development laboratory or head of ａ finance depai‘tment
or the like. Pi is the subprocess which is presumed to be the｀゛orkof a division,
department or laboratory. mi is input decision makei‘ Di can“la?pulate assuming
mi is a budget･ yi is output. ui is input decision maker Di cannot manipulate and is
presumed to be sales amount. ｀″iis the interaction among subprocesses and ｀゛i
represents instances of conflict ol c゛ooperation among divisions. An adaption for
communicating information concerning the environment to coordinator Do is
　　　　　　　　　　　　　　　　　　　　　－3－
presumed to be an information division･
　　　The theory of hierarchical open systems provides many ramifications for
solving the problems of the private sector, but the fact remains that there are
many problems that cannot be sol゛ed simply by the application of the theo叩of
a hierarchical open system.　The problems of the private sectoi‘may often be
characterized something which possess a hierarchy or that of“ multi-layered
nature.　There are many decision makers at ｅ゛ｅ叩leveland they 叩ply many
criteria to any problem.　Using these criteria they will often decide things intui-
tively.　The optimization procedures in ｅ‘ichsubsystem, p, ，P2 ，…･ Pn, al‘enot
often formulated and neither 肛ｅthe criteria th‘1tdecision °akers Dj apply ゛ery
clearly defined.　when attempts are made to apply the systems theory to the
problems of the private sector･ the primary difficulty that must be recognized at
the outset is that coordination and optimization procedures and so on are not
formally defined.　Even if the criteria are clearly defined, there is lle゛ertheless
the problem of Arrow's paradox ［1］・
　　　If total optimization of system in firm is effective, the systems approach
should be carried out step by step and its usefulness and availability should be
reported according to the amounts of money that it saves to the coordinator Dq
or decision maker in the self-organization subsystem.　The role of ａ systems
approach is depicted in Figure 1.3･　First, the coordinator Do analyzes the present
situation according to his principles, sets up a workable strategy and lays down the
best scenario.　Second, the coordinator discusses the scenario intensively with his
staff to see if the prospective product will be unique and optimal.　Third, he
applies the idea to every stage of the ｃｏ叩orate activities such ゛splanning, design-
ing. manufacturing, selling, and so forth.　The systems approach serves asａ
“catalyst” in this scheme.　The commitment of the coordinator in optimizing
the system and the enthusiasm of the staffs react to each other catalytically i11
the systems approach.　Without the commitment of the coordinator飢d the
enthusiasm of the staffs,no reaction occurs and systems approache is useless. The
most important thing for system analysts and systems engineers to keep in mind in
the systems approach is that it isｏ?y “゛catalyst”.　Without that“catalyst”･ how-
ever or without the carrying out of much delineation of the systems approach to
　　　　　　　　　　　　　　　　　　　　　　－4－















　　　Model analysis is an important step in the systems approach.　Technical
models are usually constructed by using the Newto?an theory of Physics,
Euclidean Geometry or the like and the procedure in the structural model depends
upon ａspecialist. Such process of technical modeling is called dynamic modeling
and it is useful when the problem to be solved within ゛technical field, but quite
useless if the problem is compounded by other issues among which are included
energy reserves, environmental pollution, risk assessment and so on. No complex
issue can be sol゛ed by just one expert.　Modeling ‘inalysis of complex problems
must be performed by specialistsin various fields together with the persons
directly involved.　Important points to be considered when performing model
analysis include the followings:
　　　(1) Modeling analysis ｃ゛ be performed by the persons directly conce°ed,
despite the fact they may possess no knowledge of mathematics or computers.
　　　(2) Opinions ゛d ideas of the participants 111町be accepted regardless of
their positions, status or interests.
　　　(3) Participants may discuss freely with each other and the results of those
discussions may be reported either°quantitatively or qualitatively.
　　　Con゛erting 3 completely intuitive process of model analysis into the more
systematic approach after the points mentioned above is called structural modeling･
This process is illustrated in Figure 2.1 [27].
Figure 2.1　The Process of Systematic Modeling.
　　　　　　　　　　　　　－6－
　　　Recently structural modeling techniques have been emerging as useful tools
for complex issues.　Among the several methods developed there are those which
generally aim at facilitating communications among peoples of different backgrounds
and then reaching atａ common recognition point with fundamental structures for
the problem at hand [2].　of those, two of the more typical are Interpretive
Structural Modeling (ISM) method and Decision Making Trial and Evaluation
Laboratory (DEMATEL) method.
　　　In ISM ゛ｄ DEMATEL, the relationship among systems elements is consider-
ed.　Work is commenced with the existence (ｏr nonexistence) of corresponding
pairs of judgments in the relationship and in the case of ISM, results in the genera-
tion of ａ hierarchical digraph ゛hich represents ゛total structure as it exists among
the given set of ｅｌｅ°ents.　ISM･however, ｏ?y considers the existence or non-
existence of pairwise relationships by representing them as either one or zero.
DEMATEL, on the other hand, makes careful note of the strength of any relation-
ship.　It does not, however, generate any clear hierarchical structure.
　　　ISM, DEMATEL and improved ISM procedures have been described in this
chapter and ゛ｅshould no＼゛liketo assert that the concept and procedures of ISM
may be extended to cope with any issue in which the strength of the relationships
between and among systems elements to include quantitative definitions or estima-
tion. Such method can be termed Interpretive Weighted Structural Modeling
(IWSM).　In Section 2.4 a mathematical procedure for IWSM is set forth with
particula「attention paid to the relationships possessing charactei‘isticscapable of
addition or multiplication.　Section 2.5 provides comments on similai‘ityand
simultaneously notes dissimilarities among IWSM, DEMATEL and ISM.　Here ａ
comparison made by means of ａsimple example will assistin understanding the
features of IWSM.
2｡2　Interpretive Structural Modeling Method [16]【50】【52】
　　　Interpretive Structural Modeling (ISM) isａ technique to assistindividuals and
small groups enhance the ability to commu?cate among themselves while they
work on complex issues. The mental image ｏｆcomplex issues held individually or
　　　　　　　　　　　　　　　　　　　　　－7－
collectively are represented in a hierarchical digraph.　The digraph depicts the
patte° of relationships among the various elements in the explorato叩system
[14]・
　　　The processes involved i11ISM are shown below in Figure 2.2.
Step 2 :　　Generation of a list of elements and the definition of
　　　　　　　contextual relationships･
Step 3 :　　Creation of ａhierarchically directed graph by means of a
　　　　　　　computer･
Step 4 :　　Substitution of verbal statements on the elements for the
　　　　　　　digraph.　If a suitable interpretive structural model is not
　　　　　　　attainable,return to Steps 2 or 3.
Step 5 :　　Documentation of an objective system for use as an inter-
　　　　　　　pretive structural model.
　　　　　　　　　　Figure 2.2. The Process of ISM Application.
　　　A list of elements may be generated using either the brainstorming technique
or the nominal group technique ［7］.　The contextual relation isａverb phrase
expressing possible transitive relationships among elements.　Typical contextual
relationships are noted by such phrases as“ ･…precedes･…”，“…. supports ･…”9
“.... aggravates ....”and so on.
2.2.1　Procedures for creating a digraph
　　　The procedure for creating a hierarchical directed graph is depicted i11Figure













　　　Figure 2.3. Procedures to be followed in the creation of a di9｢aph.
(a) Adjacency matrix
　　　ifs be a set of elements from an objective system and there isａcontextual
relationship R* among some members of that set, contextual relationship R* may
be represented as being present in the contextual relationship and absent from the
　　　　　　　　　　　　－contextual relationship R.　Consider any two elements of ａ system, H and sj
(i. j°1.2,…･,n).　It is possible to say either that Si and sj are related in ａ certain




　　　In conducting an e°tercise,a person ol‘group is subjected to ａ series of in-
quiries which take this form: “Is system element Si related to system element
?j?”or similar statements more appropriate to any given context.　The replies of
each respondent are arranged in ａ matrix, Ａ，whose rows and columns correspond
to the system element.　If the system element Siis related to the system element
'j' the numeral l is inserted into place of the i･ｊ entries,ａりof the matrix.　If Siis
not related to ^j'the numeral 0 is inserted in ａり. This nxn matrix Ａ ＝(aj)
(i,j = l,2,･…, n; i≠j)is called the adjacency matrix.
(b) Reachability matrix




where £isａpositive integer less than 11 町ld l is the ｎ゛“identity matrix.　The
operations of Equ‘ition (2.3) are Boolean.　The matrix M is the reachability
matrix of Ａ，and is also,called the transitive closure of Ａ. A hierarchical directed
graph is structured from the reachability matrix in the ways next described･
(c) Level partition
　　　Every element H in a transitive matrix has the reachability set R(si) and an
antecedent setＡ (Si).　The reachability set R(Si) consists of a11 S elements lying
on paths that may ha゛e originated fl‘ｏ“lSi and an antecedent set A(si) consists of
all elements of S lying on paths that include Sj.　The levels may be found itera-
tively beginning with Li, by means of the equation:




where Lo °O，the null set and Ｒｊ-1(s;) and Ａｊ-1(si) are the subset of S-Lo -Li －…･
-Lj-i respectively that ゛e reachable fl丁ｏ“lsi･antecedent to si･
(d) Condensation matrix
　　　By replacing elements in each cycle with ゛proxy element and deleting isolated
elements in the matriχＭ･ the condensation “1‘itrix,Ｃ °(cPq)・(p. q°1,2,…9 m;
ｍ≦n) is defined.
(e) Skeleton matrix
　　　Ａ matriχ known asａskeleton matrix, Ｈで(hP(1)'(P'q° 1,2,…. m), has
the following property:
　　　　　He-2≠H12-1＝HS2＝Ｃ　　　　　　　　　　　　　　　　　　　　　　(2.5)
where the operations of multiplication 訂ｅBoolean･
(f) Minimum-edge digraph
　　　The digraph formed from the skeleton mati‘ixis 3 minimum°edge digraph that
preserves reachability.　Any other digraph wUl h゛e additional edges that intei‘'
connect with nonadjacent vertexes.
10
2｡2.2　Transitive inference
　　　To fill゛ adjacency matrix with pairwise comparisons requiresか12 －n) entries.
If the number of elements increase, this could take ａ very long time. J.Ｎ. Warfield
proposed two methods to deal ゛ith this ---the Scanning method and Iterative
Bordering.　Both reduce the inquiries for fillingmatrices by using transitive infer-
ence[53] [56]. With these methods, ａ reachability matrix is generated jointly by
ａ man and ａ computer program.　Figure 2.4 shows the procedure involved in the
scanning method.
ａ Partitionon elements
ｂ Interconnected matrix development
Ｃ Reachability matrix
Figure 2.4. Procedure involved in the scanning method.
(a) Partition on elements 【54】
　　　Suppose an arbitrary element Siis selected from an initial set S and the com-
puter asks ａ man ａseries of inquiries.　Set S-siis divided at Siinto four subsets.
They include (1) the liftset,(2) the feedback set,(3) the vacancy set and (4) the
drop set. Figure 2.5 indicates how those four subsets are defined in terms of
element si･



























































　　　　　　　Figure 2.6. Four subsets in the reachability matrix and
　　　　　　　　　　　　　　transitive inference.
　　　In Figure 2.6, submatrices are filled゛ith inferred data by means of transi-
tivity except in the three diagonal submatrices Ml Ｌ，Mvv ，ＭＤＤ飢d the t゛ｏ
submatrices MvL and Mdv which are known as interconnection matrices. The
partitioning is repe‘itedin the three diagonal submatrices until every submatrix is
either empty or composed of a single element.　The greater part of reachability
matrix is completed asａresult of this step except for the interconnection matrices.
(b)　Interconnection matrix development[55]
　　　Let Ａ and Ｂ be subsets in ａ cascade connection.　Suppose an interconnection
matrix Mba such that two reachability matrices Ma A and Mbb interconnect wheｒe
allinterconnections 訂ｅoriented from subset Ｂ to subset Ａ.　The reachability
matrix of the union ofA and Ｂ may then be expressed as
(2.6)
where each entryｉ１１Mab ｍ町be taken as zero. Since Maa = Maa , Mbb = m|b
and Mcc = Mcc, we obtain
　　　　　　　　　　　　　　　　　　　　　-12-
　　　　　Mba °MraMaa 十MbbMba　　　　　　　　　　　　　　　　　　(2.7)
Equation (2,7) is the matrix form of the characteristic logic equation.　The charac-
tcl‘isticlogic equation expresses the necessary and sufficient condition in terms of
the ｅ・?ｅsin the interconnection matrix Mu^.　If the value of ３ｎentry in Mb A is
specified･ by fillingthe condition･ values of the other .entriesare simultaneously
determined. Different strategies, max-max-min strategy or maximum inference
potential strategy for example･ may be used to develop the data required for filling
in the interconnection matrix.
2｡2.3　Improved ISM method
　　　By resorting to transitivityinference to fillin matrices with computer assist-
ance, ａ user's burden may be diminished.　The computer will perform many
operations that are either distasteful to or difficult for the user.　There are, how-
evei‘，for every advantage obtained attendant disadvantages, drawbacks ｆｏｎ:he
advantage obtained･
(a) Intransitivity in human judgements
　　　Suppose ａ user's mental model is illustrated as in Figure 2.7.
　　　　　　　　　　　　%　　　　　sb　　　　　Sc　　　　　sd
　　　　　　　Figure 2.7. Example digraph of a user's mental model.
Suppose the interaction is indirect and little weak.　When ａ paired comparison
i11゛olving Sa and sd is made a“1飢will tend to think that no relationship exists.
Partitioning the set at sd. Sr,will yield a vacant element set and Sc will become the
drop set. Thei‘efore ｉ“the interconnected matrix development stage, ａ computer
will provide an inquii‘y in the fol‘m,“Is element Sc related to element sａ? to ゛hich
the user may simply provide a“Ｙｅｓ”(ScRsa) reply or “Ｎｏ” (seE:Sa). In this case
the user's response will of course be “Ｎｏ.” Because ｏｆthis the developed struc-
tural model will be as shown in Figure 2.8.
??
　　　　　　sb　　　　　Sc
Figure 2.8. A developed di9｢aph.
　　　　　　　　　-13-
sd
This developed digraph does not reflect the metal model shown in Figure 2.7･
(b) Improving the scanning method ［301
　　　This problem may be lessened by resorting to“ bidirectional form of inquiry
皿d if the user responds ゛ith SyRsA or Si Rsw, the corresponding cell of MvD or
Miv is filled with 1.　1’s訂e disregarded, however, when characteristic logic
equation are derived.　The reachability matrix is finally defined as the transiti゛ｅ
closure of the matrix thus developed.　Ｙ. Nishikawa and Ａ. Udo proposed revised
procedures which took into consideration in transitivity in the human judgment
process and applied revised methods to several real problems which are illustrated
with comments ［32].
2｡3　Decision Making Trial and Evaluation Laboratory Method 【8】
　　　Decision Making Trial and Evaluation Laboratory is a project name at the
Battelle Research Center in Geneva and the DEMATEL method is an analytical
tool for the study of indi゛idual perceptions of the problematical world.　Pro-
cedures involved in the application of DEMATEL ａｌ‘edepicted in Figure 2.9 and






　　　　　　　　　Figure 2.9. Procedure for applying DEMATEL.
(a) Direct matrix
　　　InａDEMATEL exercise the respondent is given inquiries in the form “Is
system element Si related to system element sj?　If yes, how great is the relation‘
ship?” or ａ similar statement more appropriate to any given context and asked to
indicate the degree of direct relationship between H and 町according to ａ scale m11
by some integer.　The replies ^tj (i.j°1,2,…･, n;　1≠j)of the respondent 訂ｅ
arranged in the direct matrix, X*゜（ｘも）｡
　　　　　　　　　　　　　　　　　　　　　　-14-
(b) Direct/indirect matrix








The direct/indirect matrix, Xa = (xfj ) (i,j = l,2,…･，ｎ; i≠j)is defined by
　　　　　ｘＡ°χ十χ2十χ3十‥‥.＝χ(I-χ)-1=，　　　　　　　　　　　(2.10)
assuming ａ monotone decrease in the indii‘ｅｃｎ‘elationeffect･
(c) Digraph
　　　The digraph is produced from the direct/indirect matrix X^ .　The coordinates
of the ith element Si are determined according to the following values:
ci゛ cj /Max






An arrow is drawn from the ith element to the jth element if i,j-entry of ｘ＊is
nonzero.
2｡４　Interpretive Weighted Structural Modeling Method [33]
　　　Interpreti゛e Weighted Structural Modeling (IWSM) isａ technique for coping
with an issue ゛here the strength among system elements is either quantitatively
defined or estimated.　A measui‘ｅof expressing the strength of the relationship
｀゛illbe defined in some appropriate way.　Its value is usually chosen from among
ａ set of positive numbers whether they be integers or not.
2.4.1　IWSM application procedure









Figure 2.10. IWSM application procedure.
The IWSM mathematical procedure will be described below by means of a simple
example･
　(a) Weighted adjacency matrix
　　　In the conduct of an IWSM exercise persons or groups are subjected to ａ
series of inquiries which take the form “Is system element Sirelated to system
elementり?　If so, how great is the relationship?” Replies of each respondent ゛ｅ
arranged in ａ matrix, A*, in ゛hich the rows and columns correspond to the system
elements.　If the system element Siis related to the system element s|, the replied
value of the weight is inserted into the i,j-entry, ajj , of the matrix.　If H is not
related to ?j･ the value of the weight is thought of ゛szero ゛d inserted into
べj’
This nxn matrix Ａ＊゜（a4）（i,j °1，2,1…･，ｎ;i≠j）is called ａ゛eighted adjacency

















　　　The adjacency °atrix A = (ajj^　isgenerated by substituting°nitfor the
nonzero entriesofA*.　There corresponds an unique reachability matrix Ｍ to the
matrix Ａ.　These two matrices are relatedin Equation (2.3).
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(c) Weighted condensation matrix
　　　The condensation matrix Ｃ ＝ (cpq)is defined by replacing the elements in
each cycle with ゛pro°≪yelement ゛d deleting isolated elements in Matrix M.
Furthermore by l‘eplacingeach of the off-diagonal unity ｅりtriesof Ｃ with corre-
sponding values of the weights appearing i11A＊and putting zero into all the
diagonal entries, a matrix known as a weighted condensation matrix, Ｃ＊゜(cpq)

















Sp　　　:　proxy element, sP °s2
s7　　　:　isolated element
　　　　　　　　　Figure 2.12. Weighted condensation matrix.
(d) Total relation matrix
　　Ａ total relation matrix, Ｔ ニ(tpq) (p,q = 1, 2, ....,m),is defined 3s
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follows. Before the definition ofT, the special operational symbols O and
R・and the matrix RC*゜(⑧C* ) ai‘ｅdefined ３s follows:
　　　　　⑥Ｃ＊△(Kコ)Ｃ＊⑧C , and①Ｃ＊ＡＣ＊　　　　　　　　　(2.13)
　　　　　　　－







　(Kコ:3 c* Ｃr2tl≒0, (2.15)
and if the relation is regarded as having a multiplicative nature
　　　　⑧Ｃ沁Ａや円i)Ｃト(却・
Then⑧C* satisfies the equation
　　　　⑧Ｃ＊＝Ｏ for fiｉ χｌ m-1,
(2.16)
(2.17)
where Ｓ２represents the number of levelsin the associated hierarchicaldigraph･
　　　Depending upon the definitionsobtained by Equations (2.13) through (2.16),
tpq of the totalrelation matrix is defined as follows:
　　　　　　りqA Max I Cjq,②Ｃ;q'¨¨'{ED弓q}'
(p. q = 1,2,･…，ｍ） (2.18)
The notion of matrix T is relevant to the notion of the distance between the system
elements at varying levels.　That is to say the distance between the bottom level





゛d the di ance een he top level element and the kth element is given by
(2.20)
Where the relationship has an additive nature, the total relation matrix for the
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Levels are derived iteratively, beginning with L1 ，by means of the equation:
　　　I･j
づｙ
s-I･o-≒－…. -Lj-1 1 Dniin(si) =　Min {dMi･j-1 (si)か2.21)
必el‘ｅLo °0, the null set and dk {Lj.i(si)} and ^min (Sj) are the distances
between the top level element and the elements in level Lj-1 ，minimum distance
from
4 {Lj-1(si)}rｅsＰｅｃtiｖely
The levels in the example are:
L1ぺs1}タL2°{S2. s8}7L3°W .L4 °{s3･ h] .L5 °{s4}
(f) skeleton Matrix
　　Ａ skeleton matrix　S°(Spq) is defined:
　　　　　SAC-②Ｃ-③Ｃ－….－②Ｃ，　　　　　　　　　　　　　(2.22)
where R C is the matrix obtained by substituting11?tyfor 111nonzero elements










































　　　The digraph D (S-I) formed from the skeleton matrix is a minimum-edge
digraph･
　　　In the digraph ａ coordinate of the ith system element is calculated by using
Equations (2.19) and (2.20).　An arrow is drawn from the ith element to the jth
element when the i,j-entry ofS-I is nonzero.　Figure 2.14 shows the minimum-












　　　　　　　　　　　　　Figure 2.14. Minimum-edge di9｢aph.
2.4.2　Transitive inference
　　　Scanning method, Iterative Bordering method and their revised methods
mentioned in Section 2.2.2 may be used in the IWSM process and the inquiries in
the fillingmatrices may be reduced by making use of transitive inference.　An ad-
ditional procedure is required 0111y the insertions of the replied value of the ゛eight
to the corresponding cell of the ゛eighted adjacency matrix.　The reachability and
weighted adjacency matrices may be obtained simultaneously･
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2｡5　Numerical Examples
　　　In this section two numerical examples are examined.　One involves the
application of the improved scan?11g method and the other comp‘ires ISM,
DEMATEL and IWSM by means of the example.
2.5.1　Application of the scan?“ｇmethod
　　　The Improved Scanning Method is applied to priority setting for fifteen
construction material testitems in such procedures as the bending, percussion and
adiabatic tests.　In this exercise respondents are given inquiries of the form “ Is
text sｉmore significant than text sj?.　At the element partition step, the relation-
　　　　　　　　　　　　　　　　　　　　-ship of replies between Si and Syis s1 R s7 because the interaction is indirect and
rather weak towards the respondent. At the development of the interconnection
matrix stage, respondent is given an inquiry that takes the form “Is text s７ more
significant than s15 ?” to which he would provide either ａ simple “Ｙｅs”(sisR s7）
ol“゛Ｎｏ”(S15瓦S7) and make the replied relationship s15瓦s7.　The digraph de-
veloped by ISM is shown in Figure 2.15･Figure 2.16 shows the digraph developed
by means of the improved method.　This user must admit that he considers the
digraph developed with the improved method to be much better.　It may be noted







Figure 2.15. Digraph developed with ISM
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Figure 2.16. Digraph developed with improved ISM.
2.5.2　Comparison of ISM, DEMATEL and IWSM by means of examples
　　　Inquiries were placed before freshmen entering ａResearch and Development
Laboratory about how they felt about the usefulness of ａ training program･
Table 2.1 shows the topics presented in that program.　When the ith topic and the
jth topic were compared they were asked if they felt that the jth topic was more
useful than the ith topic and they were asked to indicate that difference with an
integer between 1 and 3.　The l‘elationshipsof the different levels of usefulness
they indicated were regarded ゛shaving ゛ additi゛e nature.
　　　There were eighteen freshmen so in this exercise we defined an average matrix
as being ｖ °（Ｖり) (iJ° 1,2,….13) for the respondents, i.ｅ･，
　　　18　　k
Vがｋｌ１汽j/18 (2.24)
where ｘj　was the kth freshman's reply.　ｖ was taken as being a direct matrix in
DEMATEL and the weighted ａ(りacency matrix in IWSM. Substituting unity for
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all the entries in the matrix where more than half the freshmen indicated a differ-
ence in usefulnesses, the adjacency matrix in ISM ｀゛asobtained. The ｖ entries
in this exercise are shown in Figure 2.17.　The adjacency matrix was the same
matrix obtained by substituting unity for all the nonzero elements in ｖ.
　　　Table 2.2 shows the゛alues Ci.n and ci-rj.　Figure 2.18 shov゛s the digraph
obtained by DEMATEL and Figure 2.19 shows the digraph obtained with IWSM in
which the additive rule was adopted.　Figure 2.20 shows the digraph obtained with
ISM｡
　　　　　　　　　　　Table 2.1. Topics in the training program
Ｎ０． Topics(elements)
１ Introduction to each section
２ Explanation R＆D Laboratory conventions
３ Explanation of a patent
４ Presentations by senior researches
５ Explanation of digital computer use
６ Explanation of analog computer use
７ Exercise in numerical analysis of differentialequations
８ Exercisein automatic drawing
９ Exercise with the Newton-Raphson method
10 Exercise in the least square method
11 E]tercise in multiple regression analysis
12 Exercisein mathematical programming
13 Exercise in the finite element method
25
言 １ ２ ３ ４ ５ ６ ７ ８ ９ 10 11 12 13
１ ＼ １ ２ ３ ２ ２ ３ ２ ２ １ ２ ２
２ ２ ＼ ２ ２ ３ ２ ２ ２ ２ １ １ ２ ２
３ ＼ ２ １ １ ２ ２ ２ １ １
４ ＼ ２ １
５ ＼
６ ２ ＼ ２ １ １ １
７ １ ＼
８ ＼
９ １ ２ ＼
10 １ １ ＼
11 １ ２ ２ ＼
12 １ ２ ２ ＼
13 １ ２ １ ２ １ ＼
　　　　Figure 2.17. Matrix ｖ.
Table 2.2. Values of ci・n and cj-ri
Element Ci H Ci-ri
１ 0.0804 0.8728 -0.7924
２ 0.0 1.0 -1.0
３ 0.1717 0.4562 -0.2845
４ 0.2656 0.1033 0.1623
５ 1.0 0.0 1.0
６ 0.2156 0.2562 -0.0406
７ 0.2631 0.0344 0.2287
８ 0.9122 0.0 0.9122
９ 0.3604 0.1038 0.2571
10 0.2726 0.0689 0.2038
11 0.1316 0.1767 -0.0450
12 0.2652 0.1767 0.0885







Figure 2.18. Relative usefulness of the topics in the training














Figure 2.19. Relative usefulness of the topics in the training










Figure 2.20. Relative usefulness of the topics in the training
　　　　　　　　program as determined by ISM.
　　　Comparing Figures 2.18 and 2.19 ｀″ｅsee that the contextual relationship
between the third and thirteenth elements reveals itselfin quite different ways･
The matrix ｖ shows clearly that the third element is regarded as more useful than
the thirteenth element.　This fact is correctly reflected in the IWSM digraph but
not in that ofDEMATEL.　Comparing Figures 2.19 and 2.20 we see that the
contextual relationship of each elements reveals itselfin a very similar same ｗａy･
Only the position of each element appears in a differ‘entmanner.　The IWSM
digraph has many more levels and information than an ISM digraph.
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2｡６　Concluding Remarks
　　　In this chapter a proposal regarding ａ new method of structural modeling
known as IWSM for coping with problems having relationships among system
elements with either an additive or multiplicative nature has been made｡
　　　IWSM characteristics as well as those of DEMATEL and ISM have been
analyzed by means of a simple example.　Comparision of those methods has
revealed that IWSM is able to generate ａ clearer hierarchical structure than the
other method｡
　　　This method has been applied to real problems and the results have shown
the feasibility and effectiveness of the method [see chapter 4]. Thus far the
method has been successfully applied to numerous other problem areas among
which are priority 飢alysis of research and ｄｅ゛elopment subjects, evaluation of




　　　　　　DECISION ANALYSIS THROUGH MULTIOBJECTIVES
３.1　Introduction
　　　when analyzing ａ complicated system, defining o句ectives or criteria can be
uniquely difficult.　Real problems generally include more than one criterion and
often criteriaare in conflict with one another. In dam construction, for instance,
at least two such criteria exist - -safety and construction costs.　If the plan
attaches too much importance to safety, costs will become impossibly high.　If
on the other hand though emphasis is laid on cost, the probability that safety
concerns will be given their due is substantially reduced.　This sort of ａ relation-
ship is known asａ tradeoff relationship.　If a tradeoff relationship exists between
and among criteria, optimal solutions do not generally exist and one must be
content with obtaining non-inferior solutions (Pareto optimum or efficient solu-
tions). Determination of ａnon-inferior set, however, is not sufficient. Preferred
solutions therefore are those defined as distinguishing the best of several non-
inferior solutions.　This is known as the problem of multiobjective optimization
or making ａ decision that involves multiple o句ectives.
　　　Finding solutions for problems with multiple objectives basically involves
two approaches.　One is to find a preferred solution directly and the other is to
generate ａ non-inferior set and then find the preferred solution ＆ｏｍamong these.
The firstone or the direct approach is a utility function approach.　In the ｅａｌ‘ly
days Ｒ.Ｌ. Keeney offered ａ multiattribute utility function approach (MAUF) for‘
such problems.　Ａ typical program for the second type of problem was the sur-
rograte-worth tradeoff (SWT) method proposed by PI‘ofessorＹ. Ｙ. Haimes.
Numerous studies which include multiobjectives in public sector problem solution
have been conducted.　They included for example the multiobjective analysis
used in water and related land resources planning[13], selection of nuclear power
plant sitesin the Pacific Northwest [18]and so on.
　　　The procedures involved in the SWT and MAUF methods are discussed in the
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chapter below 飢d a modification of the decision procedure is proposed.　Several
comments are made upon the methodologies and our experience which center on
viewpoints having to do with practical feasibilityａ“deffectiveness.
3.2　The Surrogate Worth Tradeoff Method ［12］
　　　Suppose objective function, fl,is the cost of the construction of ａ dam and
ｏｌ!jectivefunction, f12,is the safety factors involved in that construction.　The
non-inferior region for that construction is indicated by Figure 3.1.　A non-
inferior solution is one in which no increase in worth can be obtained in any ob-
jective without causing a simultaneous decrease of the worth in at least one other
of the objectives.　The preferred solution in this case is one selected from among
those offered in the non-inferior set.　The preferred solution, therefore, is decided





　　　　　　　　　　　　　　Figure3.1. The Non-inferior Region.
There areａnumber of approaches possible when it comes to finding the preferred
solution.　They include such means as the lexicographic approach, the e-constraint
approach. the parametric approach, goal programming, surrogate worth tradeoff
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and so on.
　　　The procedure used to firstgenerate ａnon-inferior set using the e-constraint
method then finding the preferred solution from among these with the surrogate-
worth tradeoff (SWT) method operates as follows [13]:
　　　Step 1:　Construct ａ mathematical model and define the ｏ句ectives.　For
notational convenience･ define the general vector optimization ａs:
Problem 1:　Ｍtl[fl (X),f2 (x),･･‥，fn(ｘ)]　　　　　　　　　　　(3.1)
　　　　　　　　subject to
　　　　　　　　gk(χ)≦O　　　k=l, 2,…●ｍ　　　　　　　　　　　　　　　(3.2)
　　　　　　　　where χis an N-dimensional vector of decision variables.
　　　　　　　　fi(x),i=l,2,…. , n, are ｎ objective functions.
　　　　　　　　gk(ｘ)，k°1,2,…･，ｍ， are ｍ constraint functions.
　　　Step 2: Generate the non-inferior set.　The e-constraint approach is used for
finding the non-inferior set.　The algorithm of the e-constraint approach goes as
follows:
　　　Step 2.1:　Find the minimum value ｏｆり，りmin>by solving:　Min [り(ｘ)1
subject to (3.2)･
This step will be repeated for allj･The minimum value of 5 is determined by
ignoring all other objectives. If possible the maximum value り> ^jmax> should be
found here.
　　　Step 2.2:　Set the initial values for ej °りｍｉｎ十△ej,△e;> 0, where△ej isａ
deviation from the value ｏﾜjmin･
　　　Step 2.3:　Solve Ｍｈｌ[fi(x) ] subject to £j(x)<eji≠j;j = i. 2,…，ｎ and (3.2)
　　　Let x*be the decision vector which solves this problem.　The solution is
f7(ｅ)゜fj (x*); each solution should also containλi(e),the vector of Lagrange
°ultiplies for the constraints.　If all of the ｅｊconstraints are binding, then ej °fj
so that the output ３tthis step are i; (e) andλ＼(e) where ｅisａ vector of ej vari-
ables.　If any of the e-constraints are not binding then ignore these values and
continue this step until e-constraints are binding･
　　　Step 3:　obtain each tradeoff ratio λり.　The tradeoff rate function between











　　　Equation (3.4) however, isimpractical and an alternativeapproach must be


















whereμk，k°1,2,…･，m andλり，ｉ≠ｊ;ｊ°1,2,･…, n, are generalized Lagrange
multipliers.　The subscript Uinλis the Ｌ昭range multiplier associated with the
ith objective function and jth constraint. The Kuhn-Tucker conditions here ａｒｅ:
　　　　　　　崎(引x)-ej)゜O　　　il≠j;j°1･2･･…・11
句≧０ i≠j. j=1.2,….，ｎ
The following is derived from Equation (3.5):
Therefore






If these constraints are active, fi(｀)゜Ｌ and り(刈゜ej°
-
一 一
Thus Tjj can be found by calculating －りj which is obtained from the overall system
Lagrangian･
　　　Step 4:　Develop the surrogate-worth function Wijas follows:
Ａ surrogate-worth function Wij, i ≠j; j° 1,2,･…，ｎ，may be defined as any
monotonic function ｏｆりjestimating the desirability of the tradeoffλり, or as a
function of n-1 of the りestimating the desirability of the additional 11?tsofら
For example, the scale can range from －10 to 十10, with a －10 indicating that りｊ
marginal units of objective ｉ are much less desirable than an additional unit ofj,
ａ＋10 °eaning just the opposite ゛ｄ zero sig?fying飢even trade (i.ｅ･，belongs
to the indifference band).　The preferred solution is where the surrogate-worth
functions are simultaneously equal to zero.
　　　Step 5:　If enough information concerning surrogate-worth function Ｗりhas
been generated then proceed to step 6; otherwise select new values for j and go
back to Step 2.3･
　　　Step 6: Finding the indifference band
One can either resolve problem 2 to find the precise tradeoff ratio or either use
curve-fitting interpolation or regression techniques on known non-inferior values
to appr‘oximate the tradeoff ratio･
　　　Step 7:　The preferred decision vector ｘ＊is found by solving:
Problem 3:　Min [fi(x)]
　　　　　　　Subject to
　　　　　　　馴ｘ)≦<!･　けj， j=l, 2, ･…，n
　　　　　　　gk(ｘ)≦0，　k=l, 2,…･，m
3.2.1　The surrogate-worth function [12]
　　　The surrogate-worth function provides an interface between the decision
maker and the mathematical model.　The value of the surrogate-wroth function
町is an assessment of the decision maker as to how much he prefers trading λり
marginal units of fi for one marginal unit of り, given the values of all the objectives




whenλ1j marginal units ofら(x) are prefe汀ed to one
marginal unit ofり(x), given the level of achievement of a11
the objectives.
whenλりmarginal units of fi(x) are equivalent to one
marginal unit ofり(x), given the le゛elof all the objectives･
＜Ｏ　　　whenλりmarginal unit of f1(x) are not preferred over one
　　　　　marginal unit of fj(x), given the level of achievement of a11
　　　　　the Ｏ句ectives.
The scale may range from －10 tｏ＋１０on an ordinal scale･
3.2.2　The modified decision procedure [3月
　　　The surrogate-worth function is very useful, but in practice it usually はkes a
great deal of time to identify the b飢d of indiffei‘ence.　Besides that decision
makers often feel that the procedure is quite groublesome.　Taking that into
consideration, we have modified the decision procedure with tradeoff curves and
the IWSM method as follows [33]:
　　　Step 1:　Rank the objectives by their orders of importance after discussion
with decision makers. We have made use of the IWSM method to obtain the rank
of the objectives.
　　　Step 2:　choose a limited number of objectives after their ranking.　Let
らf:j and fk be the most important, second most important and third most
important objecti゛es respectively･
　　　Step 3:　Draw tradeoff curves on theらfj-plane.　The value of objecti゛e fk
is the parameter of the tradeoff curves飢d the values of other objectives 肛e
fixed.
　　　Step 4:　Ｄｅ゛elop the assessment function Wk for each tradeoff curve.　The
definition of Wk is given below:
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Wk
＞O　　The value of the objective fk is preferable,but thereis no
　　　　　indifferenceband on the tradeoff curve.
゜O　　The value of the objective fk is preferable and thereis゛
　　　　　indifferenceband on the tradeoff curve.
＜O　　There is an indifference band on the tradeoff curve, but the
　　　　　valueof the objectiveis not preferable.
　　　Step 5:　Find the value of fk for which the value ofWk is equal to zero and
affix the value of fk to it.
　　　Step 6:　choose the fourth most important objecti゛e,fi .　Replace fk with
fl and return to Step 3･
　　　Step 7:　Repreat Step 6 until the least important objective has been taken
into account.
　　　These steps as described above are not so troublesome as they may seem and
with them the outline of the indifference band is easily discovered.　After this
procedure the indifference band may also be clearly outlined by use of the sur-
rogate-worth function.
3｡3 Utility Function [571
　　　There ゛ｅseveral concepts of utility and much work has been done in decision
theory on how individual and societal utility functions may be approximated.
Utility models are classified according to certain of their formal properties.　The
main classes of utility models ‘ire determi?stic models as well as probabilistic
models.　In probabilistic models utilitiesare assessed by determining probabilities
of preference.　Deterministic models assume no randomness whatever in utilities
or preferences and they are special cases of probabilistic models in which only one
and zero are permissible.
　　　The other main classes of utility models are ordinal models and interval
models.　Ordinal models produce utility functions that make statements about the
order of preferences only.　Interval models produce utility functions that also
make statements about the relative strength of preferences.　Utility functions of
interval models contain meaningful information about the modeled preferences｡
　　　　　　　　　　　　　　　　　　　-37-
　　　Utility models are classified also according to decision situations.　These
situations include: static decision environments or dynamic decision ｅｎ゛ironments,
single decision maker or multiple decision makers, single attributed choice or
multiattributed choice, risk free choice or risk attended choice, time invariant
choice and time variable choice and so on. These classification schemes lead to
many distinct decision situations and generate ａ huge number of utility models･
The model categories ａrｅ:probabilistic models 【24】, semi-orders [22], interval
orders[10], lexicographic orders [11], weak orders [21], difference measurement
[211 ，bisymmetric me‘isurement [42], conjoint measurement [23]・expected utility
measurement [29]and so on. Expected utility theory has been applied to many
real problems among these categories.　Expected utility theory is both one of the
deterministic models and one of the interval models and its decision situations are
risk attendant.　The crucial assumptions that go with expected utility theory
concerning preferences among risky choices ａrｅ:(1) the weak order assumption,
(2) independence assumptions and (3) the certainty equivalence assumption.　The
firstmeans that the decision maker can order risky alternatives transitively.　The
second means that preferences among risky alte°atives should be independent
of events in which these alternatives have common outcomes. The final assump-
tion means that the decision maker is able to find a riskless entity that is just ゛ｓ
valuable to him as the risky entity.　Although there are ａ number of expected
utility axiomatizations, basically different approaches to measuring the utility
of risky choice entitiesinclude (1) von Neumann and Morgenstern's expected
utility theory [29], (2) Sav昭ｅ's subjective expected utility theory [44],(3)
Davidson, Suppes and Sigel's fi?te utility theory [6]and (4) Luce and Krantz's
conditional expected utility theory [25]・
　　　Based upon these approaches Ｒ.Ｌ･ Keeney proposed the multiatribute
utility function [17].　This model is an expected utility decomposition model
which decomposes the utility function into utility functions of single attributes
using independence assumptions about preferences and then aggregates them
according to some rules which depend upon the types of independence assump-
tions.　The multiobjective optimization procedure by multiattribute utility
function and its construction procedure are described below｡
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3.3.1　Optimization procedure with the multiattribute utility function
　　　Let the setｘ be the product of ｍ attributes (criterial) Xj:XA X, X Xj X ･･･X Xrn
If X and y are elements in ｘ and ｘ is not preferred to y，a preference
l‘elationis denoted ３s゛c≦y. Assuming that < on ｘ is connected (i.ｅ･，ｘ≦y or
y≦x) and transitive (i.ｅ･，if X < y and y ≦z, then χ≦z) and that there is
ａ countable subset of ｘ that is < -dense in χ, real-valued functions u(x) and ｕ(y)
can be assigned in such 3 ゛町that for 111゛cand y in ｘ．
　　　　　ｘ≦y if and only ifｕ(ｘ)≦ｕ(y)･
The function u(x) isａ utility function which transforms the preference structure
of ａ person into ａcorresponding numerical utility structure [10].
Let Xi －debite Xi ｘｘ2 ｘ・‥Ｘ Xi-1 ｘｘi＋1ｘ．．．Ｘｘｍ，ａｎｄχり-denote χ１χ
χ2 X ... X Xj -１Ｘ Xi 十1 X . . . Xj _ 1 X Xj十1 X . . . X ^m- For ｍ≧3, if for
some Xi, Xi ｘｘljis preferentially independent of Xij
－
for alli ≠j，and Xi is








where ｕ and all the Ui are scaled for zero to one ki are scaling constants such that
0<ki<l,and k＞－1 isａ nonzero constant. The utility function of Equation
(3.7) is called the additive utility function while that of Equation (3.8) is the
multiplicative utility function･
　　　This multiattribute utility function is defined using the preferential independ-
ence and utilityindependence conditions [19]. Two attributes Xi, Xlj are
preferentially independent of the other attributes if the preference order for (χi，
Xj) combinations do not depend upon the fixed levels of the other attributes･
Attribute Xi is defined as utilityindependent of the other attributes if the pre-
ference order for lotteries on Xi does “ｏt depend upon fixed levels of the other
attributes.　This implies that the conditional utility functions over Xi are the same
regardless of the levels of the other attibutes. In the case that the utilityindepend-
ence is not satisfied, the multiattribute utility function is defined using the convex
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dependence [49]・
　　　If the multiattribute utility function is capable ｏｆconstruction, the preferred
solution is defined as the solution which maximizes the multiattribute utility
function.　Then the multiobjective optimization problem can be solved as the one-
ｏ句ective optimization problem･
3.3.2　Construction of the multiattribute utility function (1)[20]
　　　The procedure for constructing the multiattribute utility function is as
follows:
　　　Step 1:　Assess the single-attribute utility functions. Let fj and fr denote
the least and the most desirable values of attribute f11‘especti゛ely.　Foreach







The value of Ui forf; between fi and fj have been decided by questionnaires to
the decison maker using the st３“dard50-50 lottery technique like that shown in
Figure 3.2.　In Figure 3.2 the certainty equi゛alent of the lottery is a riskless entity
such that the decision maker is indifferent between the lottery which is the risky
entity皿d the amount for certain.　The functional form of the utility function
implies the decision maker's basic attitudes toward risk.　If the utility function is
concave, the decision maker is risk averse.　If the utility function is convex, the
decision maker is risk seeking or risk prone.　If the utility function is linear, the















　　　　　　　　　　　　　　Figure 3.2. 50-50 lottery･
　　　Step 2:　　Evaluate the scaling constants.　The scaling constants ki are
evaluated by use of the lottery shown in Figure 3.3.　In Figure 3.3, f1-implies
the set of all attributes other than ら　If, atａ certain value P＊of the probability
P，the lottery and the certainty equivalent become indifferent to each other and









The value of parameter k can be calculated by the following equation which is
derived from Equation (3.8) with fi= (I for alli.






　　　　　　　　　　　　　Figure3.3.　Evaluating the scaling constants.
3.3.3　Construction of the multiattribute utility function (2バ３月
　　　　Ifthe certainty equivalent in Figure 3.3 is n°ted as ら£?_, to one another
then we have the folio゛ing equality
　　　　　　P＝ki Ui (ら)●　　　　　　　　　　　　　　　　　　　　　　　(3.13)
Equation (3.13) means that the relation between the individual utility function
u[ (fj) and the probability P is linear.　In real problems, however, when the
relationship is checked by questionnaires to decision makers using the lottery,
many dicision makers violate it.　We think that this fact is caused by ａlack of
experience in lotteries such as thoｓｅ　ｓhowni11Figure 3.3.　The use therefore of
indifference curves combined ＼″itha lottery is investigated･
　　　At the outset of this procedure the most important attribute, 5，is decided
and the utility function, "j (り), and the scaling constant, kj, are assessed by use
of the lotteries.　The significance of attributes can be clarified with the IWSM
procedure as described earlier.　Then the procedure for drawing an indifference
curve is as follows:
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＊Step 1: Define the point Ps on the らり-plane whose coordinates are f1
－dぢ).　Ａ decision maker is given ゛ inquiry about the location of the Pi ゛hich
is indifferent to point Ｐs･
　　　Step 2:　Ask the decision maker about the location of the point Pi ＋1 which
is indifferent to point Pi･
　　　Step 3:　Repeat Step 2 until the point whose fi coordinate is equal to h is
found｡
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　　　Step 4:　Define the point Pe whose coordinates are ff and ぐ･
The scaling constant ki and the individual utility function ゛i(fi) ai゜ｅ‘assessed using
the indifferent curve without resort to the lotteries.
(A) Evdaluating the scaling constants
　　　By completion of the above inquiries point Ps is discovered to be indifferent
to point Ｐｅ･皿d the following equalities emerge:
　　　　　(1＋kkl ｕ1
?))‥・(1＋kki
ｕi?))‥・(1 + kkj "j (ﾘ))‥・
　　　　　(1＋kkm Urn (已))＝(1＋kkl ｕ1 (f?))・‥(1＋kki Ui
?))‥・
　　　　　(1 ゛ kkj ltj
吋))‥・(1゛kkmllm(嘲)
and
　　　　　ｕi(ぐ) = 1.0,ui(ff) = 0.0, i=l,2,･…，ｍ.
Hence
　　　　ki＝kj lj (φ･
(B) Assessing the individual utility functions
(3.14)
　　　　PointPs is indifferent to every point on the indifference curve and there are
the following equalities:
and
(l + kk. ｕ1(f?))‥・(1＋kki "i (fl*))･.・(1 + kkjｕj(ﾘ))‥・
(1＋kkm Urn (fふ))＝(1＋kkl ｕ1 (f?)) ･.・(1＋kki Ui(fi))・‥
(1 + kkj "j(fj))…(1＋kkm "m (喘))
ui(ぐ)= 1.0, ui(f?)＝ 0.0、i＝1、2、.…、ｍ
Hence
　　　　　　Ui(fi)= ((l + kki)/(l + kkjUj(り)－1)/(kki)･　　　　　(3.15)
３.４　Concluding Remarks
　　　There ゛e many appi‘oachesto the solution of problems possessing multiple
objectives.　Among the several multiobjective optimization methods the SWT and
MAUF methods have here been desci‘ibedand a modified procedure outlined for
them. Some applications for these methods as they l‘elateto real problems are
discussed in chapter 4｡
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CHAPTER ４
　　APPLICATION TO SOME INDUSTRIAL MANAGEMENT PROBLEMS
４.1　Introduction
　　　Industrial management problems are featured, in most cases, by their multi-
level and hierarchical structures. At each level, there are many decision makers
with different criteria.　Ways of their decision and coordination are usually intui-
tive rather than logical. but those are well based on their experiences.　Meanwhile,
for real problems in a private sector, conventional operations research tech?ques
do not work so effectively.　The main causes may be summarized as follows:
(1)Ａ system analyst or ａ model builder conducts the procedure of structural
modeling in his own way, and then a decision maker does not understand ol'agl‘ee
the model quite enough.
(2) The model is usually formulated in a complicated mathematical ｀゛町,and
then it is difficult to understand for ａ decision maker.
(3) Though a decision maker has usually various criteria,but the model is often
formulated with only one objective.　Further, the ｏ句ective is set by ａ system
analyst to make solution of the problem easy by using ゛con゛entional mathematical
programming technique, and then it is often different from the criteria of the
decision maker.
　　　Considering these causesﾀthe most important point is to pay ａ severe atten-
tion to get ａ good structural model.　For that, the procedure of structural modeling
should be performed by an intimate cooperation of the decision maker ゛d the
analyst ，even if the decision‘maker does not h゛e enough knowledge of mathematics
and/or ａ computer. Through this procedure of structural modeling, the decision
maker acquires confidence of the model and has intention for optimization depend-
ing on it･　In all the applications to real PI‘oble°sin this chapter, modelings h゛ｅ
been performed by the persons concerned, including decision makers.　Thus the
procedures shown will be applicable to many other problems･ though some
modification will be needed depending upon features of the problems｡
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　　　In Section 4.2･‘i multio句ecti゛ｅ optimization procedure is applied to a
blending problem of an industi‘ialmaterial formulated with six objectives.　The
idea of surrogate-worth tradeoff (SWT) method and the method of multiattribute
utility function are applied to the problem and the solution of SWT method is
compared with that ofMAUF method.　A modified SWT procedure is used where
the solution is seeked for by observing the tradeoff curves.　In Section 4.3 and
4.4, real applications of interpi‘etiveweighted structural modeling (IWSM) method
are described.　The firstapplication treatsａ scheduling of a data transmission test
゛d the second one is concerned ＼゛ithan allocation of budget to ゛al‘ioussections
in a Research and Development Laboratory.　The feasibility and effectiveness of
IWSM method have been verified through these applications｡
　　　In Section 4.5, multiobjective optimization procedure is applied to ａ decision
problem i111n inventory man昭ement.　Dicision ゛ariables to the problem are pro-
duction quantities and ordering points in the next Pel‘iod(month).　Ａ multiat-
tribute utility function is constructed for evaluating totally the degree of satisfac-
tion of objectives, and it is used, together with ａ nonlinear programming tech?que
for optimizing the decision variables.　In Section 4.6, multiobjective assessment
procedure is applied to the assessment of investment plans in a production firm･
The total assessment formula is derived considering both the economical and the
technical terms by use of ａ multiattribute utility function.　Ａ real problem ｏｆ
assessing the investments has successfully been dealt with by this procedure.
4.2　Application To Material Blending Problem [31】
　　　In the recent industrial world, ゜゛y kinds of industrial matei‘ials肛e used
and they are mostly made from some kinds of raw materials.　By ratios of the
adopted raw materials, production cost and ｖal‘iouscharacteristics (mechanical
characteristic, chemical characteristic, electrical characteristic, ｅtｃ･)ｏｆａresulting
material are changed.　Hence, the production cost ゛d the ゛arious characteristics
are the criteria for a blending problem of industrial materials, and they are general-
ly conflicting with each other.　For example, if the production cost is reduced,
the values indexing the characteristics will be deteriorated. If the value of
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mechanical characteristic is ameliorated at the same production cost, the ゛alue of
electrical characteristic will be sacrificed.　Although, the blending problem in a
production firm is different from the PI‘oblem of public sector･ application of
optimization methods used int he public sectoi‘seems interesting ゛d fruitful 3s
well.
　　　This section first formulates the blending problem of an industrial material
as an optimization problem with six objectives.　The characteristic ゛alues of the
material are represented by nonlinear functions of the blending ratios.　Second,
the idea of the surrogate-worth tradeoff (SWT) method is applied to finding ore-
ferred solutions of four decision makers.　A modified decision procedure which is
mentioned in Section 3.2 is applied where the solution is seeked for by observing
tradeoff curves.　Third, the method of multiattribute utility function (MAUF) is
applied to the same problem 飢d the solution is compai‘ed with that of SWT
method.　Several comments are given on the methodologies and the present ｅ°c'
periences stressing the viewpoints of practical feasibility and effecti゛eness･
4.2.1　Formulation of the Blending Problem
　　　The industrial material considered here is a plastic material and it is often
used in household appliances.　It is made from six raw materials.　Those “｀゛
materials are polyvinyl chloride resin and fillers (calcium carbonite･ stabilizer･
etc.). The characteristic values of the material are represented by nonlinear func-
tions of the raw material blending-ratios H (i° 1,2,･…, 6) as follows:
(ａ)　Cost:　fl (yen)
　　　　　　fl　= (0.231 . 101 ×1 十〇.583×2十〇.813 . 101 ×3 十〇.671×4十〇.240×5
　　　　　　　　十〇.10×6)･103/(0.696×1十〇.620×2十〇.299×3 +0.102 . 101 ×4
　　　　　　　　＋O●60χ5＋O●561χ6)，　　　　　　　　　　　　　　　　　　　　(4.1)
(b) Melting point:　f2(゜Ｃ)
　　　　　　ら゜0.140×1 ・ 0.203×1十〇.114×1×3 － 0.105×1×4十〇.768・1(rlｘlｘ6
　　　　　　　-0.148 . 101×1 － 0.112 ・ 1×2×2 － 0.167 ・ 102×3 十〇.307 . 101 ×4
　　　　　　　- 0.444 ・ 101 ×6 + 0.540 ・103，　　　　　　　　　　　　　　　　(4.2)
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(c) Coefficient of thermal expansion:　f13 (10'5/゜Ｃ)
　　　　　　ら＝0.153 ・ 101 ×2 + 0.106 ・ 101 ×3 － 0.227×4 + 0.351×6 + 0.206 ・ 102
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(4.3)
(d) Acid-resisting characteristic:　ら(％)
　　　　　　f4 ° 0.117 ｀10り6 － 0.160Xμ4 － 0.881×2×3 － 0.830 . 10'1×2×4
　　　　　　　- 0.990×2×4 － 0.218×4×5 十〇.336×1十〇.177 . 102×2 十〇.115 . 102×3
　　　　　　　十〇.986 . 101 ×4 十〇.505 . 102×5 － 0.174 . 102×6 － 0.189 . lo^
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(4.4)
(e) Alkaline-resisting characteristic:　f5 (％)
　　　　　　fs = 0.230 . 10‘1×1 － 0.735 . 10｀1×1十〇.445 . 10-1 xi×3 -0.915 ・10'1 χ2×5
　　　　　　　- 0.124×2×4十〇.255 . 10'1 ×3×4 -0.10×4×5 － 0.164 ・ 10'1 χ1
　　　　　　　十〇.336 °101 ×2 － 0.146 ゛101 ×3 十〇.543 °101 ×4 十〇.259 1゛04 ×5
　　　　　　　+ 0.114 ・ 104×6 － 0.728 ・ 102，　　　　　　　　　　　　　　　　(4.5)
(り　Aqua-resisting characteristic:　f6 (％)
　　　　　　f6 ゛ 0.148×1 十〇.258 1゛0'1×1×2 － 0.765 ゛10'1×5×6 十〇.189 ・101 ×1
　　　　　　　－0.70 1゛0“l Xl ｘ5 － 0.830×2 － 0.75×3 十〇.714×5十〇.314 1 101 ×6
　　　　　　　＋O●839 ●102.　　　　　　　　　　　　　　　　　　　　　　　　　　(4.6)
The functions fl through f6 are obtained by using the multiple regression analysis･
These are considered to be the objective functions of the problem.





O！ｘi≦100, i=l, 2, ……，6.
(4.7)
(4.8)
　　　Hence, our blending problem is formulated into the following optimization
problem with six objectives.








　　　　　　O≦ｘi≦100,　i = 1, 2,……，6･　　　　　　　　　　　　　(4.11)
4.2.2　Ranking the 01!jectives by IWSM Method
　　　There are four decision makers who are specialists of the present material･
We have had a discussion about an optimization procedure of this problem.　The
ｏ句ecti゛esof this blending problem 訂e ranked in the degree of importance by use
of the IWSM method.　Each of the decision makers is given ａ series of inquiries of
the form. “Is fi more important than fi?　If yes, how much is the degree?　The
numeral 2 means that the degree is‘clearly more important' and the numeral
means that the degree is‘some what more important'.” The replied degrees of
each decision maker are arranged in ａ matrix such as shown in Figure 4.1.　Figure
4.2 shows the digraph obtained by the IWSM method･　By discussion about the
each digraph, relative rank of the objectives is decided as shown in Figure 4.3･
Then the optimization procedure is separated into two steps.　The firststep is飢
optimization procedure with three objecti゛es‘md the second step is ゛ opti°i“゜
tion procedure with all six objectives.
亘 f1 f2 ら £4 f5 f6
f1 ＼ １
f2 ＼
ら １ １ ＼
Ｇ １ ２ ２ ＼ ２
f5 ２ ２ １ ＼
















　　　　　　　　　　　　Figure 4.3.　Rank of the objectives.
4.2.3　Optimization Problem with Three objectives
　　　According to the result of ranking objectives, firstour blending problem is
formulated into the following optimization problem with three objectives:
　　　　　Minimize[fl(x),f2(x),ら(ｘ)1　　　　　　　　　　　　　　　　(4.12)
　　　　　subject to
　　　　　O≦5(ｘ)≦5･　　j = 4,5, 6 and (4.10), (4.11)･　　　　　　　(4.13)
(Ａ)SWT procedure
　　　The surrogate-worth tradeoff method which is mentioned in Section 3.2 is
applied to finding preferred solution of the problem.　The e-constraint approach
is used for finding noninferior points.　Table 4.1 shows llo?nferior points and
the responses of ａ decision maker.　The firsttwo columns of Table 4.1 show the
selected ゛alues of e2 and e3 (or equi゛alently ofらandら).　The third column
indicates the corresponding noninferior value of the objecti゛e fl，while the fourth
and the fifth columns tradeoff ratios. The values of the surrogate-worth func-
tions given by the decision maker are tabulated in the last two columns.　Figure
4.4 shows the preference bands of the four decision makers.　In the figure, there
is no common band where all the four decision makers can find some parts of
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theirown preference band.　Hense･ by repeating discussions with them we have
decided the common band toｂｅ:
　　　　　fi = 1500,　f2 = 270,　f3 = 55.































































Figure 4.4.　Preference bands of.the decision makers (1).
　　　　　　　　　　　　　　－50－





　　　　　0≦fj(幻≦5･ j＝4， 5，6 and (4.10), (4.11)･
The resulting values of the decision vector and the objective functions ａｉｅ:
　　　　　X1 ° 20.0,χ2 = 18.8,χ3=3.2,
　　　　　ｘ4 ° 19.8,χ5 = 19.5,χ6 = 18.7,
　　　　　f1 °1500,　f2＝270，　｡ら= 55,
　　　　　f4 = 5,　　f5=5,　　f6=5･　　　　　　　　　　　　(4.14)
　　　Although this procedure for finding preferred solution is very useful, it takes
ａlot of time.　Also the decision makers feelit very troublesome.　Therefoi丁e a
modified procedure mensioned below is applied to the same problem･
(B) Modified procedure
　　　By considering the result of ｏ句ective ranking, tradeoff curves are on the f1，
f2 -plane as shown in Figure 4.5.　The value of the ｏ句ectiveらis taken to be the
running parameter and the values of other objectives ゛e fixed ３s fj(x) = 5, j°4･
5，6.　By observing the tradeoff curves, the preferred solution is seeked ゛ith help
of the assessment function Wk to tradeoff curves.　Figure 4.6 shows the tradeoff
curves and the responses of ａdecision maker.　In this example, the value ofW3 is
equal to zero whenらis equal to 55.　Hence the preference band is decided on the
tradeoff curve with ら。55. The other decision makers have also decided their
preference bands on the tradeoff curve also with ら゜55.　The preference bands
of the fo゛ decision makei‘s are shown i11Figure 4.7.　By compai‘ing Figure 4.7
with Figure 4.4, the preference bands in Figure 4.7 are wider than those in Figui‘e
4.4. This means that the modified procedure can not locate ａ prefferred point
so sharply.　But this procedure has some desirable features as follows:
(1) It is less time consuming and the decision makers do not feel so troublesome･
(2) The decision by viewing the tradeoff curves is much easier than the decision
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　　　　　　　Figure 4.7.　Preference bands of the decision makers (2).
4.2.4　Six-Objective Optimization Problem
　　　As ａresult of investigation of the three-objective optimization problem, the
modified procedure is adopted here and the value of objective らis fixed as 55.
According to the rank of objectives, the objective f5 is taken as the running
parameter of the tradeoff curves.　observing the tradeoff curves, the solution is
seeked for an each decision maker has decided the preference band on the tradeoff
curves by use of the modified PI‘ocedure.　After all of the decision maker h゛e
decided the preference bands, we have had a discussion about each preference
band. As ａresult of this discussion, the value of objective f5 is fiχed as 2.5. In
the same procedure the preference band on the tradeoff curves are decided and
the value of objectives are fixed as G = 2.5 and f6 = 2.5. Table 4.2 shows the
responses of the four decision makers.
　　　Through these steps, an outline of the preference band for each decision
maker has been found and the finalinformation about each preference band have
been gotten by use of the surrogate-worth function.　Figure 4.8 shows the each
preference band.　In Figure 4.8, there is no common band, and we have had a
discussion again about each preference band.　As ａ result of the discussion, the













Figure 4.8.　Preference bands of the decision makers (3).
　　　The preference band of ａ decision maker, Mr. Ｃ, can not be found in Figure
4.8, but he has agreed to accept the common band after another discussion. The





　　　　　O≦fj (X)≦2.5, j = 4,5, 6 and (4.10), (4.11)･
Thus, the following decision vector and the values of the objective functions are
decided:
　　　　　ｘ1 °21.5,　　　χ2 = 18.8,　　　χ3=3.1,
　　　　　ｘ4 °17.7,　　　X5 =21.8,　　χ6 = 17.8,
　　　　　fi = 1530,　　　f2 = 270,　　　f3＝55，
　　　　　h = 2,5,　　　　ら= 2.5,　　　fe = 2.5･　　　　　　　　　(4.15)
4.2.5　Comparison of the Solution ofMAUF Method with That ofSWT Method
　　Our blending problem is formulated into the optimization problem with
three objectives or with six ｏ句ectives, and the SWT method has been already
applied to this problem.　In this section, the three-sttribute utility function is
constructed and the indifference curves of the utility function are compared
graphically with the preference band on the tradeoff curve obtained by SWT
method.
(A) Construction of multiattribute utility function using the lotteries
　　　Ｌｅtぐand f: denote the least and the most desirable values of attribute fi.
respectively.　Table 4.3 shows the ranges of the three attributes decided by dis-
cussions among persons in chai‘ge-The individual utility function "i (ら) have been
decided by questionnaires to the decision maker using the 50-50 lottery.　Figure
4.9 shows the 50-50 lottery to the individual utility function ui(fi). Figure 4.10
through 4,12 show the individual utility functions ui(fi)(i°1, 2, 3)｡




























Consider ａchoice between ａ 50-50 lottery yielding
either f1＝1000 or f1＝3000 and an option giving
you the value of fcE for sure. which would you
prefer?　If you think that the lottery isindifferent
to the value of fcE. write the value of fcE-
○:preferable
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　　　　　　　　　　　　Figure 4.12. Utility function for f3 .
　　　The scaling constants ki ゛ｅevaluated by using the lottery such 3s shown in
Figure 3.3.　Table 4.4 shows the values of h ゛d k･ evaluated from the responses
of the decision makers.
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　　　As ａ result of the SWT procedure, the preference bands of decision makers
訂ｅ obtained along the tradeoff curves with f3 ° 55 on the f1・f2 -plane.　The
indifference curves of the utility function are depicted ｏ“the f1・^2 -plane.　Figure
4.13 shows the preference band together with the indifference curves obtained
from the utility function of Mr. Ａ.　In Figure 4.13･ ｀″ｅsee that the t皿gency point






Figure 4.13. Indifference curves of the utility function and preference
　　　　　　　band on the tradeoff curve (by Mr. A).
　　　By comparing the results･of four decision makers, ゛e h゛ｅ found th‘1the
tangency points of Mr. Ａ ゛d Mr. Ｂ ゛ｅ゛ery close to their preference bands, but
the tangency points of Mr. C and Mr. Ｄ are far from their preference bands.　The
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gaps are caused by some factors.　We have had some discussionsabout the gaps and
have concluded that the main らctor is the lack of experience to the lottery･
Hence, we have verifiedthisconclusion as follows｡
　　　Firstof allthe lottery such as shown in Figure 4.14 have been prepared. In
Figure 4.14, G satisfiesthe following equation:
u2(も＝0.5. (4.16)
If the replied probability is symbolized as Pg.5 ，Pg.5 satisfiesthe following equa-
tion:
P15 ＝に/2. (4.17)
Table 4.5 shows the replied probabilities Pg.5 and P;.　In Table 4.5, the replied
probabilities of Mr. Ａ and Mr. Ｂ satisfy Equation (4.17), but those of Mr. Ｃ and
Mr. Ｄ do not satisfy it.　The reason of this inconsistency is thought as the error
in assessing the individual utility functions using the 50-50 lottery or the ｅ“‘orin




　　Figure 4.14. Checking the scaling constants.






(B) Construction of multiattribute utility function using the indifference curves
　　　The multiattribute utility function is constructed by using the indifference
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curves which are drawn by the decision makers, Mr. Ｃ and Mr. Ｄ.　The procedure
to draw an indifference curve is shown in Section 3.3.3.　Figure 4.15 shows an
indifference curve d°｀゛11by Mr. D.　The scaling constant is evaluated by Equa-
tion (3.14) and the individual utility functions are assessed by Equation (3.15)･
Figure 4.16 shows the preference band on the tradeoff curve and the indifference
curves of the utility function by Mr. Ｄ.　In Figure 4.16, the tangency point of the
tradeoff curve and the indifference curve is close to the preference band. As for












Figure 4.15. Indifference curve given by Mr. Ｄ
　　　1000　　　　　　　　　　2000　　fl (yen)　3000
Figure 4.16. Indifference curves and the preference by Mr. Ｄ
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4｡2.６　Concluding Remarks
　　　The surrogate-worth tはdeoff method and the multiattribute utility function
method are applied to the real blending problem with six objectives.　The prefer-
ence bands of four decision makers are compared with the indifference curves due
to their utility functions.　As a l‘esultof real application, ｀゛ｅhave found that these
methods work satisfactorily｡
　　　The SWT method is useful to find the preference band, but in practice, it
takes ａlot of time to identify the indi仔erence band.　The proposed modified
procedure using IWSM method works more effectively｡
　　　The MAUF method is useful to find the preferred solution.　Using the MAUF,
the multiobjective optimization problem can be solved as the one-objective opti-
mization problem.　But i11 practice, the numerical construction of MAUF is often
not so easy.　In the present study, two decision makers among four can not con-
struct the MAUF so nicely.　To these decision makers, we have applied the pro-
cedure of constructing the MAUF by use of their indifference curves. This pro-
cedure seems effecti゛efor helping the decision makers when they 訂e puzzled by
the lotteries.
4｡3　Application to ａScheduling Problem [33]
　　　IWSM has been applied to ａlot of real complex problems.　Among them, in
this section, ａ scheduling problem is discussed.　For ａscheduling problem, the
program evaluation and review tech?que (PERT) is useally applied.　By using the
PERT, the criticalpath, the start times, the finish times and the floats can be
easily calculated, but an al‘rowdiagram of l problem has to be constructed pre-
viously by a user. If the number of elements is not so large, it is not troublesome
to construct an arrow diagram.　But, if the number of elements is large, it isｖeリ
difficult to construct an arrow diagram｡
　　　For scheduling of a data transmission test,ａ flow diagram and its critical
path are drawn up by IWSM.　The start times, the finish times and the floats of
each acti゛ityare calculated by use of the total relation matrix which is defined in
Section 2.4.
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4｡3.1　Flow Diagram and Critical Path
　　　A person in charge of the data transmission test has given the list of‘ictivities
and estimated the duration (ln days) of each activity. In quiries about the con-
textual relations among activities are put to him.　His replies are arranged in ａ
matrix as shown in Figure 4.17.　If he thinks that the ith activity must be finished
to start the jth activity, a check mark “ Ｖ ”is inserted to the i,j-entry of the “1‘itr
matrix.　By replacing “11 the check marks on the ith l‘ow by the duration of the
ith activity, the weighted adjacency matrix of Figure 4.18 is obtained.　Then the
total relation matrix of Figure 4.19 is constructed by means of Equations (2.13)～
(2.15).　The additive rule is used in the present problem.
悦 １ ２ ３ ●●●●●●●●● 16 17 18 Duration　(days)
１ ＼Ｖ Ｖ ５













Figure 4.17. Replies to the inquiries on time scheduling･
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Ｎ １ ２ ３ ４ ５ ６ ７ ８ ９ 10 11 12 13 14 15 16 17 18
１ ＼ ５ ５ ５
２ ＼ ５ ５
３ ＼ 15
４ ＼ 20
５ ２ ＼ ２
６ ５ ＼
７ 15 ＼ 15
８ ＼
９ ＼ ２ ２
10 ＼ ２
11 ２ ＼ ２







Figure 4.18.　Weighted adjacency matrix.
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ヤ 18 17 ４ ８ ３ ６ ７ 13 14 15 ５ ９ 12 ２ 10 １ 16 11
18 ＼
17 15 ＼
４ 35 20 ＼
８ 30 15 ＼
３ 50 35 15 ＼
６ 40 25 ５ ＼
７ 50 35 15 ＼
13 60 45 30 ＼
14 50 35 20 ＼
15 70 55 40 ＼
５ 42 27 ７ ２ ＼
９ 62 47 32 ２ ２ ＼
12 75 60 45 ５
５ ＼
２ 67 52 20 37 ５ ７ ７ ５ ＼
10 77 62 47 ７ ７ ２ ＼
１ 72 57 25 42 10 12 12 10 ５ ＼
16 87 72 57 17 17 12 10 ＼
11 89 74 59 19 19 14 12 ２＼
Figure 4.19. Total relation matrix.
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　　　The flow diagram is drawn in the foUov゛ingv゛町. The coordinates if and
dF of the ith activity are calculated by Equations (2.19) and (2.20), respectively･
Table 4.6 shows the values of dF and d卜　If the initialtime is taken to be zero,
4 represents the coordinate of the ith activity on the real time axis; while, if
the final time is taken to be zero, 4 represents the coordinate of the ith activity
on the reverse time axis. Figure 4.20 shows the flow diagram obtained with use
of d-. The arrows in the diagram are drav゛n by referring to the skelton matrix｡





The necessary and sufficient condition for the activities contained in the critical
path is
L－dF－dF＝0 (4.19)
111 the present problem･ L is eighty-nine days and the activitiesin the criticalpath
゛e 11･ 16･ 10･ 12･ 15･ 8･ 17 and 18.　The criticalpath is shown in Figure 4.20 by
thick arrows.
Table 4.6.　d; and d;
犬 １ ２ ３ ４ ５ ６ ７ ８ ９
d7 ０ ５ 10 25 ０ ２ ０ 59 10
d; 72 67 50 35 42 20 50 30 62
＼ 10 11 12 13 14 15 16 17 18
d7 12 ０ 14 19 12 19 ２ 74 89










Figure 4.20. Flow diagram for the data transmission test.
4｡3.2　Start Times, Finish Times and Floats



























whereりi is the duration of the ith acti゛ity･飢d ESj is the earlieststart time of the
jth activity which must start right after the ith activity.　Table 4.7 lists the start
times, the finish times and the floats of the activities.
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Table 4.7. Start times. finish times and floats.
三寸 １ ２ ３ ４ ５ ６ ７ ８ ９
ES ０ ５ 10 25 ０ ２ ０ 59 10
LS 17 22 39 54 47 39 39 59 27
EF ５ 10 25 45 ２ 17 15 74 ゛12
LF 22 27 54 74 49 54 54 74 29
TF 17 17 29 29 47 37 39 ０ 17
FF ０ ０ ０ 29 ０ ８ 10 ０ ０
IF 17 17 29 ０ 47 29 29 ０ 17
　　　Activity犬:
10 11 12 13 14 15 16 17 18
ES 12 ０ 14 19 12 19 ２ 74 89
LS 12 ０ 14 29 39 19 ２ 74 89
EF 14 ２ 19 49 32 59 12 89 89
LF 14 ２ 19 59 59 59 12 89 89
TF ０ ０ ０ 10 27 ０ ０ ０ ０
FF ０ ０ ０ 10 27 ０ ０ ０ ０
IF ０ ・０ ０ ０ ０ ０ ０ ０ ０
4.3.3　Concluding Remarks
　　　The scheduling by IWSM has some features as compared with the PERT:
(1) Owing to the inquiry about the contextual relations among activities,con-
struction of the flow diagram can be started smoothly･
(2)Ｔｈｅ whole procedure is proceeded quite systematically.　Moreover, an inter-
active revision of the flow diagram can easily be made, ｅ･g-.in case of cycling･
(3) The activity-on-node diagram does not need ａ dummy activity･
　　　Applying IWSM method to ａ scheduling problem, the persons concerned can
get easily each flow diagram･ cl‘iticalpath, start times, n?sh times ゛d floats of
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the problem and they ｃａ“discuss each other“ibout each diag°lll･　Ifthere ゛1｢ｅ
some parties among the persons conce°ed･ diagrams of each party ｃ゛ be gotten
and they can discuss about the diagrams.　As ３result of this･゛scheduling problem
will be solved by common consent.
4｡4　Application To Ａ Budget―Allocation Problem【33】
　　　An allocation of budget is always a matter of serious concern of participants.
This section presents an application of IWSM to a budget-allocation procedure ｉ１１
ａ Research and Development Laboratory of a firm.　The flow diagram of Figure
4.21 illustrates the whole procedure of budget-allocation.　The problem is how to
allocate the total budget to each of the twenty-two sections in the Laboratory･
１
Demand of each section
２
３ Allocation table by IWSM (constraints)
Total budget (U, S, L)
４ Budget allocationby nonlinear programming
５
Ｕ Ｓ Ｌ
Negotiation with each section
６ Decision of allocation
　　　　　　　　　　Ｕ:　Upper limit,　S:　Standard,　Ｌ:　Lower limit
　　　　　　　　Figure 4,21. Procedure of budget-allocation by iWSM.
　　　In the firststep, each section chief lays ａdemand for his budget. The second
step is to determine the total budget Ｔ of the Laboratory between the maximum
Tn and the minimum Tl .　The third step,ａ key step of the procedure, is dealt
with by IWSM and it will be detailed in the following･
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4｡4.１　Relative Allocation Ratio
　　　At the outset of the third step, the section chieves are given ａ series of
inquiries of the form “should the budget of the jth section Sj be more than or
equal to th‘It of the ith section S j?　If yes, how much is the ratio?”The replied
ratio aU｢i,｣゜ 1,2..…22-　i≠｣)ｏｆ each chief are arranged in ａ matrix, called
t＼＼ｅindiｖidｕal ｒｅｌａtiｖｅａｌｌｏｃａtｉｏｎ-ｒａtｉｏmatrix such as shown in Figure 4.22.　If
the reply is“Ｎｏ” to the first question, ^ij is zero. Hence, ^ij ≧1 or aj; = 0｡
　　　From the twenty-two individual relative allocation-ratio matrices is derived
the昭■gregaΓｅｊだlative allocation-ｒａtｉｏ ｍａtｒｉｘwhose i･j-entry is the median ａｊ＊
of the i, j-entries of the individual matrices.　Figure 4.23 shows the aggregated
matrix thus obtained, and this is taken for the weighted adjacency matrix in
IWSM.　Then the total relation matrix is constructed by use of Equations (2.13),
(2.14) and (2.16).　The multiplicative rule is used in the present problem because
the relation is ratio.　Correspondingly, dF and dF of Equations (2.19) and (2.20)
are also to be considered as ratio.
＼ Ｓ１ S2 S3 Sj Sn
S1 ＼ ａ１２ a13 31j aiN
S2 a21 ＼ ａ２３ 12j a2N
S3 a31 ａ３２ ＼ 13j a3N
＼
Si ail ai2 ai3 司 ajN
＼Sn aNi aN2 aN3 ゛Nj ＼
Figure 4.22. Individual relative allocation･ratio matrix.
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悦 S1 S21 S3 S4 S5 S10 S20 S21 S22
S1 ＼ １ 20 ３ ４ ６ １ １ ４
S2 ０ ＼ 19 ３ ３ ６ １ １ ４
S3 ０ ０ ＼ ０ ０ ０ ０ ０ ０
S4 ０ ０ ９ ＼ １ ２ ０ ０ １







S19 ０ ０ ４ ０ ０ ＼ ０ ０ ０
S20 ０ ０ 10 １ ２ ４ ＼ ０ ３
S21 ０ ０ 10 １ ２ ４ ０ ＼ ２
S22 ０ ０ ６ ０ ０ １ ０ ０ ＼
Figure 4.23. Aggregated allocation-ratio matrix obtained from the replies.
　　　Now we are going to define ａrate of allocation to each section.　As a ore-
liminary, a new ratio Ri (i° 1,2,…･, 22) are defined by
Ri4
?
1，if the ith section is at the problem level,
d- , if otherwise.
(4.27)
The ratio Ri, the ratio to the bottom, implies the ratio of the ith sectional budget
to the least sectional budget.　In terms of Ri ，ａrate of allocation to the ith section
is defined by
　　　　　　　22XiARi/ F＝1 Ri’ iニ1,2,…･,22. (4.28)
The rate Xi may seem to give the final solution.　However, in practice, we have
found the following modification is more appropriate.　That is, the sum of the





are calculated.　The value of Yi also gives an evaluation of the ith sectional budget
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relative to the others. Then, after some discussions and trials,we have decided to






Figure 4.24 shows the configuration of the sectional budgets on the ｘ･ Y-plane
and Table ４.8 is the list ofWi.　The cycles listed 011 Figure 4.24 means the cycles




　　Cycle2:　S4,S5,S6, Ss, So.Sii, S14, Sifi,S17, S22
　　Cycle3:　S109 S19
　　Cycle4:　Sl2. S13
Figure 4.24.　Configuration of the sectional budgets.
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Table 4.8.　Values of Wj(%)
Section Wi Section W; Section Wi Section Wi
S1 0.5 S7 11.2 S13 7.0 S19 5.7
S2 0.6 S8 3.9 S14 4.4 S20 1.7
S3 17.0 S9 3.8 S15 1.7 S21 1.6
S4 3.5 S10 5.7 S16 4.4 S22 4.0
S5 3.8 S11 4.2 S17 4.2
S6 3.6 S12 7.0 S18 0.5
4.4.2　Upper Limit and Lower Limit of the Allocation Amount
　　　For the budget allocation to each section, two additional rules are laid do｀゛11.
The firstis that, for the ith section, ａ demand less than some lower limit, say Li･
will be approved unconditionally.　The second is that any budget can not exceed
some upper limit, say ｕi･
　　　The amounts of Ui and Li for each section are determined as follows.　First,
the upper limit of the total budget, Tu ，and its lo゛er limit.　Tl ，are set up by
discussions among the persons in charge. Second, the maximum value of Ui for
any section i. Um AX ，゛ d the maximum value ofL;, LMAX.are set up again by
discussions.　Then Ui and Li for each section are determined by
　　　　　Ui = (U･lAX －a) Wi / Wmaχ十ａ，　　　　　　　　　　　　　　　(4.33)
　　　　　Li＝(‰AX -b)Wi/WMAχ+ b, i=l,2,.…22　　(4.34)
where
ａ＝(Ｔｕ Wmax Umax)/(22Wmaχ －１)，






Figure 4.25 illustrates the ways of determination described above.　Table 4.9 is









Figure 4.25. Determination of the upper and lower limit
　　　　　　　　amounts of the allocation.










4｡4.3　Final allocation by ａ Nonlinear Programming
　　　Here the final procedure of the budget allocation is described.　At the outset,
all the sections are devided into two groups.　The firstgroup consists of the sec-
tions whose demands are less than or equal to their lower limit amounts Li. and the
second group consists of the others, i.ｅ･，the sections whose demands are more
than their lower limit amounts Li･
　　　To the sections in the firstgroup, the demanded budgets al‘ｅallocated
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unconditionally.　Let Ts be the sum of those unconditionally allocated amounts･
Then, the problem is how to allocate the remained total budget Tr °Ｔ －Tc. to
the sections in the second group.　The problem will be formulated into ａ type of
mathematical programming.　Let Ｍ be the number of those sections and ｘi
a = 1.2,…. , M) be an amount to be allocated to the jth section in the second
group.　With use of these notations, the constraints to the allocation are represent-
ed as follows:
　　　　　Li≦勺≦Uj・　　　　　　　　　　　　　　　　　　(4.38)






where dj is the demand of the jth section.
　　　After a discussion among the section chieves, the ｏ句ective function to be






λi (xj - cり）2’　　　　　　　　　　　　　　　　　　　　　　　　　（4°41）
where
xj /ｘi)3/2 (4.42)
　　　The objective represents ａregret for cut of the budgets.　Hence the aim is to
minimize the regret or discontent of the participants.　Now the budget allocation





Table 4.10 shows the budgets thus determined together with the demands.
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　　　The results obtained in this application are summarized as follows:
(1) Relative budget-allocation ratio of each section can be decided by the section
chieves not by ａdecision maker, using IWSM procedure, and the ratios of the
budget allocation are decided with their consent･
(2)The budget-allocation in ａResearch and Development Laboi‘atory of a firm
can be decided smoothly using budget allocation by llo?inear programming｡
　　　The procedure of budget allocation seems a little complicated because of
some subprocedures added to IWSM.　But, by experience, we are sure that the
present procedure is practically feasible and well convincing to the party concerned.
4｡5 Application to Inventory Management Prｏｂｌｅｍ【341[36]
　　　For a production firm, it is one of the most important but difficult problems
to decide production quantities and ordering points in the next period, because
they must be decided quickly ゛d precisely with consideration of uncertainties in
future demand, quantities in stock, capacity of production, effect of sales effort。
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and so on. There are many approaches to solve an inventory management problem.
They are fixed‘period control system･ fixed‘order-quantity system [261 ，multi-stage
system or multi°echelon system [38], material requirements planning system [37]，
and so on. So far, this problem has been formulated and solved as a problem of
conventional mathematical programming type which has only one objective, i. e.,
linear programming or nonlinear programming.　But in reality, the inventory
management problem includes more than one criterion, and those criteria are
usually conflicting with each other.　Then formulating and solving the problem
as multiobjective optimization is more suitable for decision making in production
planning and inventory management.
　　　The firstpart of this section discusses a prediction of future demand using
IWSM method and GMDH (Group Method of Data Handling)[15].　In the second
part,ａ multio句ective opti°ization procedure is applied to ａreplenishment decision
problem in a production‘inventory management.　In the t!lirdpart, ａmultiobjec-
tive optimization procedure is applied to ａ decision of ordering points.　The result
of decision by using the present procedure is compared with that of by a human
decision in the past.　The comparison proves the effectiveness of our multiobjec-
tive optimization.
4.5.1　Prediction of Future Demand
　　　The prediction of demand in the next period is an important problem for
the inventory-management, because a PI‘edictionen‘orwill cause ａshortage of
goods or excessive stock.　It is also ａ difficult problem, because it should be
decided with consideration of uncertainties of future trend of the market, sales
effort, quantities in stock and so on.
　　　There are many methods for prediction of the future demand.　Among
them, the Winters exponential smoother or the simple exponential smoother has
been used in the firm.　Figure 4.26 shows the distributions of errors in demand
prediction observed in the past data.　The results of prediction for each item by
using these methods are not so bad, but for the main items or for a group of some
items, the accuracy is not satisfactory.　Hencらwe have some discussions on the
procedure and methods for prediction.　As ａresult of discussions, ａ combined
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method of IWSM and GMDH is adopted｡
　　　At the outset of this procedure, forty-four factors for the prediction are
come out by brainstorming among the persons in charge.　Eliminating redundant
factors, twenty-two factors are selected as shown in Table 4.11.　Next, to make
clear contextual relations among the factors, we have inquired to each person in
charge about three kinds of relations, i.ｅ･，relative importance, influential relation
飢ｄ measuはbility among factors.　For example, we have inquired to each person,
“Is the factor ai more important than the factor j?”.　Then he has replied in the
following four degrees, i.ｅり“much more important”，“more important”， “equally
important” and “less important”.　After repeating such pail‘｀゛isequ stionnaires
among these twenty-two factors, by using IWSM, we h゛ｅ constructed the hierar-
chical digraph representing the relative importance among factors as shown in
Figure 4.2.7｡
　　　By similar procedures, the hierarchical digraphs representing the influential
relation and the measurability are also constructed, as shown in Figure 4.28 and
Figure 4.29, respectively.　By observing Figure 4.27 and Figure 4.29･ ゛ｅknow
that there are some factors important but difficult to be measured （ｏrquantified)･






















１ Sales quantity in the past.
２ Policy of the head.
３ Annual sales plan of the operational division.
４ Sales plan in the next period.
５ Achievement ratio of the operational division's sales plan.
６ Achievement ratio of the total sales plan.
７ Achievement ratio of the group sales plan.
８ Group sales policy･
９ Sales quantity of the operational division.
10 Assumed demand.
11 Price of merchandise.
12 Price policy･
13 Price of other firm's merchandise.
14 Price of the material.
15 Price of the raw material.
16 Plan of new merchandises.
17 Sales plan of new merchandises.
18 Sales effort to new merchandises.
19 Sales effort to principal merchandises.
20 Salescampaign.
21 shortage of goods.






　　　　　　　　　　　　Figure 4.29. Measurability of factors｡
　　　Due to the procedure explained above, ａset of factors are finally多elected for
the prediction of future demand of the main item or a group of some factors.　By
way of ｅ°tample, Figure 4.30 shows ａ comparison of the prediction by GMDH
algorithm[44]including the factors 1，4，5，11，12，14 and 21 with that by ａ
person on duty for about ten yｅ訂s. This isａ typical example which illustrates









１ ２ ３ ４ ５
Actualdemand
Predicteddemand by GMDH
６ ７ ８ ９
10　11　12
　time
m = 7.2 %,ρ= 4.3 %
　　　　　　△:　Predicted demand by person in charge ... m = 13.8 %,ρ= 12.4 %
　Figure 4.30. Comparison of the predictions by person and GMDH algorithm.
4.5.2　Multiobjective Optimization of Fixed-Period Control System
　　　This section discusses a multiobjective optimization procedure as applied to
a fixed-period control system. Decision variables to the problem are production
quantities to be produced in the next period (month).　Criteria of optimization
are selected by discussions among persons conce°ed to be shortage of goods,
excessive stock and ａperiod of stock. Their expected values are quantified under
the assumption that future demands obey normal distributions.　Among several
methodologies applied to this problem, the most successful one, i. e., a combined
use of multiattribute utility function with llo?inear programming technique is
　　　　　　　　　　　　　　　　　　　　　　　-81-
presented.　Ａ real problem of production-inventory of walling materials for archi-
tecture has successfully been dealt with by the present procedure･
(A) Mathematical model 飢d optimization procedure
　　　The inventory-management problem investigated in this section is defined as
finding orders for stock replenishment that maximize ゛set of given criteria of
effectiveness subject to certain constraints.　The flows of orders and goods among
the factory, the operational division, the business office etc. are shown in Figure












total stock of the ith item at the end of this month (t),
stock of the ith item in the operational division at the end of
this month (t),
ordered quantity of the ith item to be produced in this month
(t),
predicted demand of the ith item in this month (t)･
Figure 4.32 shows various factors affecting inventory management.　Ａ“ ordering
point, the time point to make decision for order, is set at the beginning of this
month (t) to make the order for production in the next month (t＋1)･








Last month　　This month　　Next month
　　　Figure 4.32. Ordering point and factors affecting the desion for order.
(A. 1) Formulation of the criteria
　　　Selecting criteria for optimization is the firstessential issue in our whole
procedure.　The criteriato our problem ａｌ‘ｅselected by discussions with inventory
managers, accountants and the head of the operational division.　Those criteria
finally selected are (1) shortage of goods, (2) excessive stock, and (3) a period of
stock, for each item of goods.　Their definitions are as follows.
(1) shortage of goods:　For each item, the sum of demands from the business
offices that can not be filled from the stock in the operational division･
(2) Excessive stock:　For each item, when the total stock eχceeds the sum ｏｆ
demands in the past three months, the excessive quantity･
(3) Period of stock:　For each group of goods (the goods are divided into some
groups according to their characters), an average period kept in warehouses.
　　　Usually, the effectiveness of an inventory-management system is measured
by various sorts of cost･ i.ｅ･，inventory-carrying cost, ordering cost, etc.　But, in
reality, these costs vary greatly depending upon the characters of goods, sales
activity, financial environment, and many other factors.　Hence we have defined
above criteria which the participants have in their minds as simple and operational
decision rules for evaluations.
　　　However, because of uncertainties in the future demand･ the shortage of
goods and excessive stock can not be formulated definitely.　So far,the future
demand has been predicted by using the Winters exponential smoother or the
simple exponential smoother or the procedure which is mentioned in Section 4.5.1｡
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From Figure 4.26, it can be seen that the distribution of the demand-prediction
errors is well fitted by ａnormal distribution Ｎ (Oμ7^), where a represents the
standard deviation from the mean, and it is checked by chi-square goodness of the
fit test.
(1) shortage of goods
　　　Under the assumption that the demand prediction error obeys the normal




where o[ represents the st飢d廿d de゛iation of prediction errors, and "i is ゛P訂゛‘
meter to be decided later for optimization. The subscript i stands for the ith
item of goods, and the superscript 4-1, t and t+ 1 represent the last, the present
and the next month, respectively.　Accordingly, the total stock of the ith item ゛t
the end of the ｎｅχtmonth
t-1　t-1　　t-1　　t＋1　　a
Ii　｡ニIi　－Di　十Si　－ Si 十丿 (4.45)
　t＋1
where Si3 is the actual demand for the ith item in the next month. When li
null,the actual demand is to be
　　　　　SI)＝11‾1－DI‾1＋Si゛1＋Jini(7i ･･
Then, the shortage of the ith item of goods is defined as follows:
　　　　　　　　　a　　o　　　　a　　o
























　　　Let MS゛ be the sum of demands for the ith item in the past three months.
Owing to Ｅｊｌａtio11(4.45)，｀゛henlt十1，the total stock at the end of the next
month･ is equal to MSi･ the value ofS^ is to be
　ａ　　　ｅ　　t-1　　t-1　　t＋1
Si ° SiAIi　-Di　＋Si　＋μni(yi－ＭSi











Since the probability of the event is again given by Equation (4.48), the expected










(A. 2) Formulating to the multio句ective optimization problem
　　　We define the three objective functions as follows:
(1) shortage in percent
　　　　　Mf2(“i)゛iEICjESG











Ci (ぐ1゛ｙilli°M Ci Sj (days).　(4.55)
As the total production c゛ not ｅ°tceedthe production capacity Ｔ, and PF＋11n
Equation (4.44) and I: in Equation (4.45) must be nonegative, the constraints






　　Hence, our inventory-management problem is formulated into the following
optimization problem with three ｏ句ectives:
　　　　　Minimize[f1(ni)，f2(ni)，ら(ni)]，　　　　　　　　　　　(4.59)
　　　　　subject to (4.56)～(4.58)･
After solving this problem, the quantity orderd for production in the next month
is calculated by Equation (4.44) for each item.
　　By use of the multiattribute utility function which is mentioned in Section
3.3, the multiobjective problem defined above is transformed into the following




　　Ａ real problem considered here is from the i11゛ｅ“torymanagement of walling
materials for architecture.　There are eighty-nine items of goods.
(B. 1) Approximate expressions of the shortage of goods and the excessive stock




























For convenience of the numerical calculation,we approximate the integration









　　　　　g(Ｋ)＝－0.0058 K4 + 0.0165 K3 -0.4013 K2 － 0.7602 K.　(4.66)








































(B. 2) Construction of multiattribute utility function
　　　Let f2 and f^, denote the least and the most desirable values of attribute ら，
｢especti゛ely.　Ｔ‘ible4.12 shows the l‘angesof attributes decided by discussions
among the persons in charge.　For each individual utility function 11α･｀゛eput the
normalizationcondition asｕ(ぐ)＝1 and ｕ(f2)＝0｡
　　　The values of u^forらbetween zero ゛d one h3゛e been decided by question-
naires to the decision makers.　Figures 4.33 through 4.35 show the individual
utility functions obtained from the responses of the head of the operational
division.











　　　　　　　ui(fi) = 1.0－ 0.1150 ・fl+0.5010 ･･10‘2・f?
　　　　　　　　　　　- 0.8971 ・10'4 .f?








　　　　　U2(f2) = 1.0-0.5476 ・102 ・ f2 － 0.4714 ・10-2. f?
　　　　　　　　　　十〇｡1333・10-3 ・
d









　　　　　　　　　　U3(f3) = 2.0 － 0.9833 ・10‘1・f3 + 0.325・10゛2j
　　　　　　　　　　　　　　- 0.4166 ●10゛4●
d
　　　　　　　Figure 4.35. Utility function for the period of stock.
　　　Table 4.13 shows the values of k^ and k　evalu‘ited from the responses of
the head of the operational division.　Figure 4.36 shows some of the indifferent
curves between fl and ら．
Table 4.13.　Values of k and k
k1 0.45 k3 0.20









０ ５ 10 15 20％
　　　　　　　　　　　　　　　　　shortage of goods (fl)
　　　　　　　　Figure 4.36. Indifference curves between fl and ｆ３.
(B. 3) Result of simulation
　　　As mentioned earlier,there are eighty‘nine items of goods in total,皿d they
are classified into four Ｆｏ叩s according to their characters.　By way of example,
we have solved the problem for a group including t゛enty-one items.　Table 4.１４
compares the result of decision made by an inventory manager‘ in the past ゛ith the
result of our multiobjecti゛ｅoptimization under the same condition. We can see
the effectiveness of the present optimization method, as both the shortage of goods
and the excessive stock are reduced while the period of stock is almost same.
　　　Simulating the system for the past one year in like ＼゛町,we h゛e found that the
the shortage of goods and the excessive stock are almost halved with keeping the
same period of stock.
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Table 4.14.　Comparison of the decisionsby person and the present method
●１
(yi MSj I)ﾄﾞ1 ぐ1 I; p; ぐ1
ぐ1 SG. ES.







































































































































































































































































































(I):　by person on duty, (II):　by the present method
f3 = 39 days by (I) and 40 days by (II)
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4.5.3　Multiobjective Optimization of Fixed-Order-Quantity System
　　　The section deals with ａ multiobjective optimization procedure as applied to
a fixed-order-quantity system.　Decision variables to the problem are ordering
points in the next period (month).　objectives of optimization are examined by
persons concerned, and those finally selected al‘ｅshortage of goods during a
month, expected production period in factories and deviations from standard
stocks through a month.　Ａ multiattribute utility function is const°cted for
evaluating totally the degree of satisfaction of these ｏ句ectives, and it is used,
together with ａnonlinear programming technique, for optimizing the decision
variables. A real problem of inventory management of ceiling materials for
architecture has successfully been dealt with by the present procedure･
(A) Mathematical model and optimization procedure
　　　The inventory management problem investigated in this section is defined as
follows:　Find ordering points which maximize ａset of given criteria of effective-
ness subject to certain constraints.
　　　The flows of orders and goods among the factory, the operational division,
the business office etc. are shown in Figure 4.31. The time point to make deci-
sion is set at the beginning of the present month to decide the ordering points i11
the next month for each item of goods.
(A. 1) Mathematical formulation of the criteria
　　　Selecting criteria for optimization is the firstessential issue in our whole pro-
cedure.　The criteria to our problem have been selected by the following procedure･
First, we have obtained the seven criteriaby discussions with some inventory
managers.　The criteria are as follows:
　　　　　　fa :　shortage of goods dｕl‘ingａ month,
　　　　　　% :　Maximum stock in ａ month,
　　　　　　fc :　Average stock in ａ month,
　　　　　　fd :　Holding cost of stock in ａ month,
　　　　　　fe :　Expected production period in the factories,
与
Differentialquantity between the maximum stock and the
minimum stock inａ month.
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fg :　Deviation from ａ standard stock through ａ month
　　　　　　Next, in order to make easy the decision of inventory managers, we have
tried to eliminate unimportant or duplicating criteriaamong these seven ones by
use of the IWSM procedure.　In the firstpart of this procedure, we have inquired
to each inventory manager about the contextual relations of the relativeimpor-
tance among criteria.　Namely, ｀″ｅhave inquired to each person, for example･
“Is the criterion fa more i°portant than the crietrion fb?”，then he has replied
in the following three degrees, i.ｅ･，“much important”9 “important” and “equally
important or not important”.　After repeating such pairwise questionnaires among
these seven criteria,by using IWSM, ｀″ｅhave constructed the hierarchical digraph
representing the relativeimportance among criteria as shown in Figure 4.37･
FI‘om Figure 4.37, the criteria fa.fb･ % and fg h゛e been adopted 3s the important
criteria to this problem.　Howeve｢･since the cl‘iteria% ゛d % are discontinous
functions, these two criteria have not been adopted from the viewpoint of numeri-
cal analysis.　Then, by discussions with inventor‘y managers, the following three
criteria h゛e been finally selected:
(1) shortage of goods during ａ month,
(2) Expected production Pel‘iodin the factories,
(3) Deviation from the standard stock through ａ month.
?????????? ???????
Figure 4.37. Relative importance among criteria.
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　　　Their definition are such as follows:
(1) shortage of goods during ａ month
For each item of goods, the sum of orders from the business offices that can not
be sent out from the operational division, because the stock in the operational
division runs short due to the delay of ordering points.
(2) Expected production period in the factories
For each group of goods (the goods are divided into some groups according to
their characters), the ゛ｅ°ge period from the beginning of ａ month untill a day of
delivery from the factories to the operational division.
(3) Deviation from the standard stock through ａ month
For each item of goods, differential quantity between an actual stock and the
standard stock in the operational division｡
　　　However, because of uncertainties in the future demand, the shortage of
goods during ａ month can not be formulated definitely.　So far, the future de-
mand has been predicted by using the Winters exponential smoother or the simple
exponential smoother or the procedure which is mentioned in Section 4.5.1.
Then, under the assumption that the distribution of the demand prediction errors
is fitted by ａ normal distribution Ｎ (O, a^), where a represents the standard devia-
tion from the mean, we formulate the shortage of goods during a month.　Ｆｕl‘ther-
more, in the following formulations, arrival time points from the factories to the
opei‘ationaldivision ゛ｅconsidered as decision ゛ariables.
j)所斑加心可ぴｓl･ols:
















ith item of goods,
Time (normalized to zero to one between the beginning and the end
of a month),
Production quantity of the ith item in the present month･
Predicted demand of the ith item at timeｒin the present month,









Standard deviation of the demand prediction errors of the ith item,







Unit price of the ith item,
Standard stock of the ith item in the operational division,
Number of goods,
Arrival time point of the ith item from factories to the operational
division (normalized to zero to one between the beginning and the
end of ａ month).
(a) Shortage of goods duringａ month
　　　The predicted cumulative demand and the actual cumulative demand of the








In the above, it is assumed that Ｈr“1 (r) obeys the normal distribution Ｎ (Sr“1(r)
[(7iSr“1(r)]2).　The standai‘ddeviation of prediction erro｢･｢7i」s 3 fixed quantity
obtained by the past data･
　　　When Dt＋1(Ti)is null･ the actual cumulative demand is to be
H7＝Ｄ;(O)＋P: (4.71)



















(b) Deviation from the standard stock through ａ month














十/ |d-(O) + pトPi叶1 －Sr“1 (r)-Bi dr
　Ti
(A. 2) Formulation of the multiobjective optimization problem
　　　We define the three objective functions as follows:





























The constraints to the problem are
　　　　　O≦Ti≦1，　i=l,2,…. ,M.　　　　　　　　　　　　　　　　　(4.82)
　　　Hence, our inventory management problem is formulated into the following
optimization problem with three objectives:
　　　　　Minimize[fi(Ti),-f2(Ti),ら(Ti)]，　　　　　　　　　　(4.83)
　　　　　subject to (4.82)･
　　　By use of the multiattribute utility function which is mentioned in Section
3.3, the multiobjective problem defined above is transformed into the following
problem of nonlinear programming type:
　　　　　Maximize[U Ui (Ti)，f2(Ti)，f3(Ti))]，　　　　　　　(4.84)
　　　　　subject to (4.82)･
(B) Application to ａreal problem
　　　A real problem considered here is from the inventory management of ceiling
materials for architecture.
There are one hundred and sixty-five items of goods･
(B.I) Approximate expressions of the shortage of goods during the next month










For convenience of the numerical calculation,we approximate the integration

















　　　　　g(ai)゜-0.0058々゛0.0165a? - 0.4013ai － 0.760ai°
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(B. 2) Const°ction of multiattribute utility function
　　　Let f2 and f denote the least and the most desirable values of attribute ら，
respectively.　Table 4.15 shows the ranges of attributes decided by the inventory
manager.　Before the const°ction of the multiattribute utility function in this
problem, we verified the independence assumptions concerning preferences by
questionnaires to the inventory manager.　After some discussion with him, the
following results were obtained｡




f2 30 days O day
ら ０ 100%
Figure 4.38 shows the result of verification of the preferential independence as-
sumption.　In Figure 4.38 (a), whenらwas held fixed throughout “G ・the
manager considered that the point Ａ was in different to the point Ｃ･i.ｅ･･
　　　　　　(f?，4，4)～(27.5 %,f^ ，4)，
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and in Figure 4.38 (b), when f3 was held fixed at 13. he considered that the point
Ａ' was indifferent to the point Ｃ'，i.ｅ･･
　　　　　(4，心白～{27.5%,f^,f^)･
Also, in Figure 4.38 (c) and Figure 4.38 (d),he considered that the point Ｄ was
indifferent to the point Ｆ and the point Ｄ' was indifferent to the point Ｆ'ｊ.ｅ･･
　　　　　(4，屯4)～(22.5 %, faぷ)，
　　　　　(肌4，4)～(22.5%,f^,f^).
Therefore the set of attributes (f1，f2)is preferentially independent ofらand the


































Figure 4.38. Verification of the preferential independence assumption.
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　　　The utilityindependence assumption was verified by using the lotteries as
shown in Figure 4.39.　In Figure 4.39 (a), when f1－was held fixed throught at
fに, the inventory manager considered that his certainty equivalent for a 50-50
gamble yielding values f7 and fi' = 12.5%. And as shown in Figure 4.39 (b),
when f1- was held fixed at some other value, say f1?，his certainty equivalent was
fi" = 12.5%. Then f1｡
　　　As the results of these questionnaires, we can assume that attributes らare
mutually utilityindependent, hence the multiattribute utility function of the








　　　　Figure 4.39. Verfication of the utility independence assumption.
　　　Next, to verify the additive independence assumption, ｀″eg゛ｅ the question-
naires to the inventory manager as shown in Figure 4.40.　In Figure 4.40, when
we asked him whether Lottery Ａ and Ｂ were equally preferable (i･ e.,indiffei‘ent)
or not, he answered that Lottery Ｂ was preferable for the case of °゜ 2.　Hence






Figure 4.40. Verification of the additive independence assumption.
As the results of these questionnaires to the inventory manager, the multiattribute










The values of llα(ら)forらbetween fs ゛d f; h゛e been decided by questionnaires
to the inventory manager.　Figures 4.41 through 4.43 show the individual utility
functions obtained from hisresponses. Table 4.16 shows the values of k and k，
























　　　　　　ｕ2雨卜- 0.124・10‘1f2+0.552 ・10‘2･ fi
　　　　　　　　　　- 0.133・10‘3・il
Figure 4.42. Utility function for the expected production
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　　　　　　　　　　　　　ら【別
　　　　ｕ3(ら) = 1.0 －0.153 ，10‘2・ら- 0.281 ・10｀3・d
　　　　　　　　十〇.196 ・105 ・
d
Figure 4,43. Utility function for the deviation ratio from
Table 4.16.　Values of k and k
k1 0.7 k2 0.3
k3 0.4 ｋ -0.73
(B. 3) Result of simulation
　　　As mentioned earlier,there are one hundred and sixty-five items of goods in
total, and they are classified into five gl‘oupsaccording to their characters.　By
way of example, we have solved the problem for a group including twenty-seven
items.　Table 4.17 compares the result of decision made by an inventory manager
in the past with the result of our multio句ective optimization under the same
condition.　We can see the effectiveness of the present optimization method, as
both the shortage ofgoods during ａ month and the deviations from the standard
stocks are reduced.　Simulating the same problem for the past five months in a
like way, ｀゛ｅhave found that the shortage of goods is almost equal to zero and the
deviations from the standard stocks are slightly reduced.
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Table 4.17. Comparison of the decisions by person and by the
　　　　　　　　presentmethod
●
１ I);(1) p; s[(i) ぐ sに1(1)
*)t; SG(T)














































































































































































































































































:by Peｒｓonon duty･ （II）:by the present method




　　　We have formulated the replenishment decision problem and the ordering
point decision problem in the inventory management as multiol:!jective optimiza-
tion problems･ and h゛ｅ sol゛ed them by using the multiatribute utility theory. As
ａ result of real applications, we have found that the proposed procedure works so
well. The main findings are as follows･
(1)The IWSM procedure is very useful for screening the criteria.
(2) As the shortage of goods, the excessive stock in future etc. are predicted
quantitatively, the person in charge can get ideas, at an early stage, how to cope
with that situation.
(3) The decision of the inventory manager can be reflected more easily and
quickly than before by use of the utility theory｡
　　　This procedure is now adopted to real inventory management problem, and
the PI‘oduction quantities and the ordei‘ingpoints of about three hundred and fifty
items are decided satisfactorily･
4｡6　Application to Investment Assessment Problem[35]
　　　For a production firm, it is one of the important yet difficult problems to
assess and decide investment plans, because they are necessary and indispensable
for ａ stabilization and magnification of the production firm or for an increase of
profit.　Once the investment plans are executed, they give ａsignificant effect upon
the production quantities, the quality of goods, the unit costs of materials, the
cost of dynamic force, etc.　After beginning the performance, ａ change of the plan
will be impossible practically and will ensue a lot of losses･
　　　So far, there have been developed many methods for assessment of invest-
ments.　Among them, the rate of return °ethod, MAPI (Machinery and Allied
Products Institute) method[45]and the payout period method assess the invest-
ments from the economical point of view.　Further, there are many reports about
simulation models which relate the number of laborers, the rates of operation, the
production quantities, the sales quantities, etc.　A11 of the above methods, how-
ever, assess the investments ｏ?y from the economical viewpoint and the Simula-
tion models are effective for assessing the investments under uncertainties of
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economical situation. Thus, it is not easy to make ａ decision on the real problem,
without technical considerations, by using these assessment methods or simulation
models｡
　　　In this section, we have defined the criterion from the technical viewpoint
in addition to the economical viewpoint, and then have derived ａ total assessment
function by use of multiattribute utility functions.　As an application, ａreal
problem of annual investments has successfully been dealt with by the present
procedure｡
　　　The firstpart of this section defines three criteria(objectives) of the assess-
ment, i. e･, the rate of return, the payout period and the technical level of new
equipment.　Generally, the rate of return and the payout period can readily be
defined and formulated quantitatively.　But, the technical level of equipment is
difficult to quantify. Hence, itis graded into ten classes where each class is de-
fined by the technical level in comparison with the equipments of other produc-
tion firms｡
　　　In the second part, the multiattribute utility function associated with the
three objectives is constructed by using the utility theory.　Based on answers to
questionnaires put to the officer in charge, individual utility functions are assessed
and parameters in the multiattribute utility function are also evaluated｡
　　　In the third part,ａreal problem is investigated.　The problem is to assess
the four hundred and forty-one kinds of investments.　The consequences of the
decision with use of the present procedure are compared with those of ａheuristic
of an intuitional decision in the past. The comparison proves the effectivenｅｓｓof
the present procedure.
4.6.1　Criteria of the Investments
　　　Selecting criteria for the assessment is the firstimportant step in our whole
procedure.　The critei°iato our problem are selected by discussions with several
administrators, the accountant general and the vice-president of the firm.　Funda-
mental criteria finally selected are (1) economical and technical assessment, (2) top
management policy and industrial policy assessment, and (3) assessment of future
circumstances.　Figure 4.44 illustrates these three factors affecting the total
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assess ment. For making ａ decision definitely, quantification of these criteriais





　　　　　　　　Figure4.44. Factors in the assessment of investments.
(1) Economical criteria
　　　There have been developed many methods which assessthe investment from
the economical point of view.　The outlines of typical methods are as follows･
ａ）　Minimum-cost rule
　　　By comparing the annual cost of the present equipments with that of the new
equipment, the replacement investment isjudged.　MAPI isａrevised method of
the minimum-cost l‘ule.　Thismethod only estimates the cost saving and itisin-
differentto the goal rate of production firm.　Hence, itis difficultto decide
　　　　　●　　　　　　　●　　　　　　●whether investment IS appropriate orｎｏt･
b）　Rat of return
　　　By exami?11g ratio of the net profit to the amoung of invested money, the
investment isjudged.　For a production firm, thismethod is better than the other
methods from the viewpoint of profit,but there areａlot of uncertainties about
economical data in the future.
ｃ）　Payout period
　　　By examining the payout period, the investment isjudged.　This method is
-107 －
useful to judge the safety of investment and floating capital, but it is not useful
to judge whether the investment is profitable or not.
d)　Capital turnover
　　　By ｅ°taming the capital turnovei‘，the ill゛estment isjudged.　This method is
useful to compare the investment plans if they are for the development of new
products and for the increase of PI‘oductive power, but it is meaningless if they
are for rationalization of the production.
　　　There are many methods for economical estimation of the investment. How-
ever, as mentioned above, they are similar more or less [42].　For ａreal problem
of assessing the investment, we have to define and formulate the economical
criteria more effectively.　We have had some discussions about the economical
criteria with the persons in charge (accountants, ad°i?strators).　111 order to
get ａ persuasive conclution out of the discussions, we have made use of the method
of IWSM.　At the outset of this step, we selected six criteria which had been used
rather independently in different divisions.　They廿e 1) minimum-cost rule,
2) rate of return, 3) payout period, 4) capital turnover, 5) MAPI, and 6) revised
MAPI.　The person in charge are given ａ series of inquiries of the form, “Is the
jth criterion more useful than the ith criterion?　If yes, how much is the degree?”
The replied degree 町j(i.j °1，2，…･，6; i≠j)of each Ｐｅｒｓonare arranged in ａ
matrix such as shown i11Figure 4.45.
悦 １ ２ ３ ４ ５ ６
１ ＼ ２
２ １ ＼ ３ ・１ １
３ ＼
４ ２ ３ ＼ ２ ２
５ ２ ＼
６ ２ ＼
Figure 4.45. Individual matrix obtained from the replies.
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In the matriχ，the numeral ３ means that the ith criterion is much more useful than
the ith criterion, the numeral ２ means that the jth criterion is more useful than
the ith criterion, and the numeral ｌ means that the jth criterion is a little more
useful than the ith criterion.　From this matrix, the digraph is obtained by IWSM
and is shown in Figure 4.46.　After representing the digraph of each person, we
have had a discussion about the digraphs and concept of the economical criteria.
Finally, we have defined the economical criteriaas follows:
Rate of return ‥‥.f1[％]。
　　　　　fl＝(P/I)χ100,　　　　　　　　　　　　　　　(4.93)
where　　l　:　investment amount [yen]｡
　　　　　Ｐ :　annual average of profit [yｅｎ]・
Payout period (2[year]。
　　　　　f2＝I/(Ｐ＋Ｄ)，　　　　　　　　　　　　　　　　　　　　　　　(4.94)
where　　Ｄ :　annual depreciation [yｅｎ]｡
　　Many formulas to the rate of retu° ａ“dthe payout period have been proposed
so far,but the simplest formula in each method is adopted here.　Since there are ａ
lot of uncertainties in the future forecast of economical situations, it may be




Figure 4.46.　Relative usefulness of the economical criteria(bｙ an accountant).
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(2) Technical criterion
　　　New equipments have directinfluence upon the production technique, the
labor requirement, the unit costs of materials,the cost for dynamic force, etc.
They have alsoindirectinfluence upon the information of production technique
and the activityof human resources (researchers,engineers),etc.　Hence itis
important to assessthe investment not ｏ?y from the economical viewpoint but
also from the technical viewpoint.　As a firststep of technicalassｅｓｓment,an
investment plan is graded into ten classesby comparing the new equipment with
similarones in other production firms･
　　　The classesare as follows.
Al class:　The new equipment is unprecedented in the world and itis possibleto
　　　　　　　applyfor an international patent.
Ａ２class:　The new equipment is unprecedented inside the country 飢d itｃ゛ be
　　　　　　　boastedin the world.
Bl class:　There is no similarequipment to the new equipment in the country
　　　　　　　anditis possible to apply for a domestic patent.
Ｂ２class:　There are quite few similarequipments to the new equipment in the
　　　　　　　countryand it can be boasted in the country･
Cl class:　There are similarequipments to the lle゛equipment in the country but
　　　　　　　ithas many better functions than the similarequipments of other
　　　　　　　productionfirms･
Ｃ２class:　There are many similarequipments to the new equipment in the
　　　　　　　countryand it has almost equivalent functions to the similar equip-
　　　　　　　mentsof other production firms.
Dl class:　The new equipment has ａfew worse functions than the similar ones
　　　　　　　ofother production firms.
Ｄ２class:　The new equipment has worse functions than the similar ones of
　　　　　　　otherproduction firms.
El class:　The new equipment gets behind in itsfunctions compared with the
　　　　　　　similarones of other production firms.
Ｅ２ class:　The new equipment gets behind a lot in itsfunctions compared with
　　　　　　　thesimilarones of other production firms｡
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4.6.2　Construction of Assessment Formula
　　　The assessment is the preference representation of a decision maker, and its
probability means that the decision maker has the preference structure to the
objectives.　If the preference stl‘uctureof the decision maker is represented ex-
plicity, the quantitative analysis will be made possible to the assessment procedure.
Ｒ.Ｌ. Keeney proposed the multiattribute utility functions in 1974.　In his descrip-
tion, the preference of the decision maker is represented explicity if the utility hl‘
dependence and the preferential independence are co?irmed.　By use of the
multiattribute utility function which is mentioned in Section 3.3, for the economi-
cal and technical (ポteria, the quantitative analysis can be done for assessing the
investment.
　　　Let 4 and ぐdenote the least and the most desirable values of attribute ら
respectively.　Table 4.18 shows the ranges of the three attributes decided by dis-
cussions among the person in charge, where ｆ３denotes the technical criterion｡
　　　　　　　　　　　　Table 4.18. Allowable ranges of f
f1 ４ ぐ
f1 200% Ｏ％
f2 0.5year 8 years
ら Al class E2 class
(A) Verifying mutual utilityindependence and the additive structure [19]，[２０１
　　　Because it is very i°portant to verify independence conditions and the addi-
tive structure, we have ａshort dialogue with the decision maker for verification･
First, we ask him about the certainty equivalent for the lottery which is shown i11
Figure 4.47.　Figure 4.47 is the 50－50 lottery to the attribute fl where attributes
らand U are fixed as ら゜0.5･ら゜A1.　His answer is thirty-eight percent.　Fur-
ther, we put some other questions to him by changing the values of らａｎｄら.　As
ａresult of those questions, we know that the value ｏｆcertainty equivalent is
always thirty-eight percent and it is indifferent to the ゛alues ofらandら.　In the
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same manner, we ask him about the certainty equivalents for the 50－50 lottery to
the attribute f2 and to ら.　Due to those investigations, we are able to verify the
condition of mutual utilityindependence｡
　　To verify the additive structure, we ask the decision maker whether the
lotteries to the attributes fl and らare indifferent or not.　Figure 4.48 shows the
lotteries.　His answer is that the lottery LI is preferred to the lottery L2.　This
result violates the condition for additive independence, and then the multiattribute





f1 = 0 %
f2 ° 0.5 year
f3: Al class
Figure 4.47. 50-50 lottery to the attribute fl･
　　　　　　　　　　　0.5　　　　　fl = 200 %, {3: Al class
Lottery L1:三二fi





　　　　　Figure 4.48. Lotteries to the attributes f1 and f3.
(B) Construction of multiattiribute utility function




The values of lli for fibet゛een f- andぐh゛e been decided by questionnaires to
the decision maker, i.ｅ･，the vice-precident of the firm.
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　　　Figures4.49 through 4.51 show the individual utilityfunctions obtained
from hisresponses.　Table 4.19 shows the values of h ゛d k･ evaluated from the




































































Figure 4.51. Utility function for the technical level of equipment.
Table 4.19.　Values of k. and k.
k1 0.30 k2 0.30
k3 0.35 ｋ 0.16
4.6.3　Example
　　　Ａ real problem considered here is from the assessment of investment plans of
the production firm i11 1980. There are four hundred and forty-one investment
plans.
(A) Transformation of the assessment formula
　　　Before applying the assessment formula to the real problem, we have had
discussions among the persons in charge about the problems.　Their opinions to
be noted are such as follows:
(1) Since the persons in charge (accountants, administrators) are not familiar to
the complicated mathematical presentation, it is important to define the assess-
merit formula as simple as possible･
(2) If the assessment formula is not simple, the top-managers will not be able to
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understand its meaning, then it will not be applicable to the real problems･
　　　As ａ result of the discussions, we have decided to simplify the assessment
fo°lula. We substitute the values h ゛d k into Equation (3.8) giving
　　　　　U＝0.30 ui(fi) + 0.30 U2{f2) + 0.35 U3(f3) +0.015 Ul(fl)U2(f2)
　　　　　　　+ 0.017 ｕ2(ら)ｕ3(ら) +0.017 Ul(fl)U3(ら)
　　　　　　　＋Oj001 Ul(fl)U2(f2)U3(ら)･　　　　　　　　　　　　　　　　　(4.95)
The Equation (4.95) consists of the linear terms and the nonlinear terms, and the
coefficients of the nonlinear terms are relatively small.　Because of this, we have
defined ａsimplified assessment formula as follows:
　　　　　Ｕ＝0.30 ui(fi) + 0.30 ｕ2(ら) + 0.40 ｕ3(ら)･　　　　　　　　　(4.96)
The coefficients of u^(f:) are evaluated again by the questionnaires put to the
decision maker.
　　　This procedure may seem meaningless from the result of non-additive inde-
pendence, but thisis quite useful for the practical application.　The above formula
is used for setting a kind of standard for the assessment.
(B) Result of assessment
　　　According to the purpose of investments, the investment plans are classified into
into ten categories.　They are for the new products, for the increase of production
power, for the rationalization, for the research and development, for the welfare,
etc.　Among these categories, the investment plans for the research and develop-
ment, for the welfare of the employee and for the safety are paid no regard at
present.　The total percentage of these is twenty-seven･
　　　The investment plans from fourteen operational divisions are handled by
using ａ computer. The input and output system is shown in Figure 4.52. Figure
4.53 shows the configuration of the operational divisions on the ｘ, y-plane wheｒｅ
X-axis indicates the utility of technical attribute ｕ3(ら) and y-axis indicates the
utility of economical attribute [ui(fi)十U2(f2)】12. The investment plans are
classified into three ranks according to the value of Ｕ, i.ｅ･，
　　　　　Ａ rank . . . 0.7 < U,
　　　　　　　　　　　　　　－
　　　　　Ｂ rank .‥　0.5 < U< 0.7, and
　　　　　　　　　　　　　　－
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C rank ｡‥ U< 0.5.








　Figure 4.52. 1-0 system.
　　　　　　　　　　　　　　　　　　　o●5　　　　　χ1.0
　　　　　　　　　　Utility of the technicalabbribute
Figure 4.53. Configuration of the investment plans by divisions.
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　　　　　　　　　　Figure 4.54. Ratio of the Ａ，Ｂ and Ｃ ranks.
4.6.4　Concluding Remarks
　　　We have derived ａ formula for the assessment of investment plans by use of
the multiattribute utility function.　As a result of real application, ｀゛eh゛e found
that the proposed assessment formula ＼゛orksso well.　The main findings“‘ｅsuch
as follows.
(1)Ｔｈｅ decision of the top-managers can be made more readily and quickly th゛
before because of the definite assessment criteria.
(2) Since the assessment standard is defined clearly, everyone ｃ゛ give easily his
ideas or advices on the investments.
(3) As all the investment plans are represented on the ｘ，y°plane O c: the utility
of technical attribute, y: the utility of economical attribute), it isｅ‘isyto see the
relative utilitiesof those plans.　Moreover, the principal intention of each opera-
tional division can easily be understood.
4｡７　Conclusion and Future Recommendation
　　　Some industrial management problems in a private sector have been success-
fully dealt with by using structural modeling procedure ゛d multiobjective optimi-
zation procedure.　As ａresult of real applications, ゛ｅhave found that these pro-
cedures work so well.　The main findings are as follows.
(1) Modeling of ａreal problem can successfully be performed by cooperation of
all the persons concerned.　0Pi?ons ａ“dideas of participants can be accepted by
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a systems method without l‘egardto their position･ status or interests.　IWSM
method has demonstrated an excellent ability for structural modeling･
(2) Through the procedure of structural modeling, the decision maker has
acquired confidence of the model and then ａ good motivation for optimization,
because he has made out ideas for himsel£
(3)Ｔｈｅ decision of the toP‘manager c飢be reflected more easily and quickly
than before by using multiobjective optimization procedure, because once his
criteria are made explicit, the decision procedure after that can be made auto-
matized to much ｅχtent｡
　　　Then we have been investigating some other problems such as man‘power
planning and reliable system design.　Executing much iteration of systems appi‘oach
to real problems, we can say with confidence that ａ total optimization of manage-




　　　This text has PI‘esented some studies on systems approach to industrial
management problems･
　　　In chapter 1，the text has described the process of ａ systematic approach･
The problems of the private sector are characteristic of something which possesses
a hierarchy or that of a multi°layered nature.　The systems approach here dis-
cussed serves asａ“catalyst” in terms of this scheme to bring about the production
profits･
　　　chapter 2 deals with the structural modeling method for model analysis･
Development of ａnew method of the structural modeling is aimed at coping with
the problems which have mutual relationships among system elements, each ｈａ゛ing
an additive or multiplicative nature.　This new method is termed as Interpretive
Weighted St°ctural Modeling (IWSM).　Here are analyzed the IWSM character-
istics as well as those of Interpretive Structural Modeling (ISM) method and Dicision
Making Trial and Evaluation Laboratory (DEMATEL) method by referring toｌ
simple example to be cited.　Comparison among those methods has proved that
IWSM is able to generate ａ clearer hierarchical structure than the others･
　　　chapter 3 is concerned with the procedui‘esinvolved in the surrogate‘｀゛orth
tradeoff (SWT) method and ａ multiattribute utility function (MAUF) approach･
The surrogate-worth function is found ｖｅ叩useful, but, i“ practice, it usually
takes ａlot of time to identify the band of indifference.　Besides that, its pro-
cedures are likely to have the decision makers often feel quite troublesome in
taking them.　With that put into our consideration, the decision making procedure
with some modifications on tradeoff curves and IWSM method has been de-
veloped･
　　　The procedure for constructing the multiattribute utility function is derived
on the condition that the relationship between the individual utility function and
the probability is linear.　In dealing with real problems, however, when the
relationship is checked with use of the questionnaires handed to decision makers　'
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using the lottery, many of them ゛iolateit.　why thisis caused is by ａlack of our
experiences in lottery.　Therefore, using the indifference curve in combination
with a lottery is in゛estigated･
　　　chapter 4 is concerned with the real application to some industrial manage-
ment problems.　Multio句ective optimization procedure is applied to a blending
problem of an industrial material formulated with six objectives.　The idea of
SWT method and the method ofMAUF are applied to the problem, and the solu-
tion of SWT method is compared with that of MAUF method. The SWT method is
useful to find the preference band, but, in practice, it takes ａlot of time to identify
the indifference band. The proposed modified procedure using the IWSM method
works more effectively and the MAUF method is useful to find the preferred solu-
tion. With use of the MAUF, it is possible to solve the multiobjective optimization
problem as the one objective optimization problem.　And yet, i“ practice, the
numerical construction ｏｆMAUF is often not so easy.　In the present study, ｀゛ｅ
have found that two decision makers among the four can not construct the MAUF
so nicely. To these decision makers, the procedure of constructing the MAUF with
the aid of their indifference curves has therefore been applied. This procedure seems
effective for helping the decision makers when they are puzzled with the lotteries･
　　　IWSM method is applied to real two problems. Its firstapplication treatsａ
scheduling of a data transmission test and the second one is concerned with an
allocation of budget to various sections in ａ Research and Development Laboratory･
The scheduling with use of the IWSM has some features as compared with the
program evaluation and ｉｅ゛iewtechnique (PERT)･　The persons concerned can get
easily either of flow diagぽ1･ criticalpath･ st゛t times･ finish times ゛d floats of
their own problems, and they can discuss among each other about their respective
diagrams obtained.　If there are some parties among the persons concernedﾀeach
party can bring out their diagrams and they can proceed with discussion about
those diagrams.　As ａresult of this,ａ scheduling problem ゛illbe solved with
common consent reached among all of the persons concerned･
　　　The budget allocation in ａ Research and Development Laboratory of ａ firm
can be decided using the IWSM procedure and nonlinear programming.　The
deciding procedure of budget allocation seems a little complicated because of
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some subprocedures having had to be added to the IWSM.　However, by experience,
the present procedure is practically feasible and well convincing to the parties
concerned.
　　　Multiobjective optimization procedure is applied to ａ decision problem in an
inventory management. Criteria of optimization of fixed-period control system ａ
are selected through discussions among the persons concerned who are facing the
problem inclusive of shortage of goods, excessive stock and ａ period of stock･
Among several methodologies applied to this problem, the most successful one,
i. e., a combined use of the MAUF method and nonlinear programming technique
is presented. The same procedure is applied to a fixed-order-quantity system･
Ａ real problem of inventory management of the building materials (interior) for
architecture has successfully been dealt with by the present procedure.　Along
with simultation of the system for the past one yeai‘,itis found that the shortage
of goods and the excessive stock are each almost halved compared with the same
period of stock earlier‘.　Thesystem was already put in operation in June 1984,
and has since then been well accepted by the persons concerned.　It enables them
to save their job time drastically too; the time required for completing the in-
ventory plan has been reduced from four days to a half day･
　　　Multiobjective assessment procedure is applied to the assessment of invest-
merit plans in a production firm.　The total assessment formula is derived consider-
ing both the economical and the technical terms by use of the MAUF method. As
ａresult of the real application, we have found that the proposed assessment
formula works so well. The top manager can make his decision more readily and
quickly than ever before, owing to the definite assessment criteriathus established.
Some problems in a private sector have been successfully dealt with by use of ａ
systems approach technique.　The industrial managem°ltP“Dblems are quite
i!nteresting from the viewpoint of ａ total optimization.　There 111叩be case that the
optimum experimental achievements obtained at the product development stage
could either be judged as totally useless or neglected at all at the production stages･
Hence, it is worthwhile to examine the problems, possibly occuring in a“y of the
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APPENDIX　Ｉ
MULTIPLIER METHOD FOR NONLINEAR PROGRAMMING
　　　In chapter ４，some problems are sol゛ed by use of ａ nonlinear‘programming
technique.　The mathematical programming problem is to determine ａvector




　　　If any of the functions is not linear, the problem is called a llo“linear pro-
gramming problem･
　　　Multiplier method isａ transformation approach which transforms a given
constrained minimization problem into ａsequence of unconstrained minimization
problem.　This transformation is accomplished by defining an appropriate ｓ°til-
iary function to define a new objective function whose minima are unconstrained
in some domain.　By gradually removing the effect of the constraints in the
auxiliary function by controlled changes in the value of parameters, a sequence
unconstrained problem is generated that have solutions converging to ａ solution
of the original constrained problem [91.







where t is a penalty parameter ゛d °i（i°1･2･…･・m) is Lagrange multipliers
Figure Ｌｌ shows ３ｎｏ゛chart of multiplier method.
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Figure l. 1. Flow chart of multiplier method.
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APPENDIX II
WINTERS EXPONENTIAL SMOOTHING METHOD
　　　In chapter 4，future demand is predicted by use of Winters exponential
smoothing method.　Using this method, demand in £months hence from this








xt°actual demand at the end of this month (t)
S
t °











trends factor at the end of this“lo“th (t)
　　　　　ｘ
t十S2°
Predicated demand in Ｓ!months hence from this month (t十り
　　　　　Ｌ °seasonal cycle (Ｌ°12)
　　　　　Ｆ
t ゛sｅ‘isonaleffects factor at the end of this month (t)
　　　　　A,B,C °smoothing parameter
　　　Initialvalues ofSt･ Ｒt･ Ft ゛ｅassessed using time series past data.　Dividing
past data into t゛o parts and supposing that the firstP゛t has H periods data which
are some times as much as seasonal cycle, initial values of them can be assessed as
follows.
(a) Initial value of S
t







the actual demand of jth month in the ith period･
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(II. 5)




(b) Initial value ofR.
(II. 6)
Considering the mean value of trends･ the i?tial value ofRj is defined as
　　　　　Ri ゛(ＶＨ/Ｌ－ VI)(Ｈ－Ｌ)●　　　　　　　　　　　　　　　　　　(II. 7)
(c) Initial value ofFj
　　The basic value of seasonal effects factor ofjth month in the ith period is
defined as
　　　　　^ij °(ＸＬ・(i-1)＋j)/(ｖi‾((Ｌ゛1)/2‾j)R1)゜　　　　　　　　(II. 8)















DEMAND PREDICTION BY GMDH AND iWSM ALGORITHM
　　　Inchapter 4，future demand is predicted by use of GMDH (Group Method
of Data Handling) and IWSM (InterpretiveWeighted StructuralModeling)[15]
[33][48].　Ａ GMDH algorithm is shown in Figure III.1.
Step I:
Define input ゛ariables･゛ ci(i°1･2･･…・m),and output variables φ.
Step 2:
Divide data into t゛ｏgroups.　One is called training data, the other
is called checking data.
Step 3:
Combine an input variable with the other ゛廿iable飢d assess the
parameters of intermediate polynomials･ bi (i°1･2･…･・6)･by
least square method.　The intermediate polynomial is
　yk °b1 十b2 xj十b3町十b4 x^ Xj十b5j十b6づ
　　　　　　　　　　　　　　　　　　　　k=l,2,…. , m (m-l)/2.
Step 4:
Decide the intermediate ゛1‘iables･2i (i°1,2,…･. p;p≦(m-l)/2),
from yk using l squai‘ｅerror.　The squai‘ｅerro「which isｃ」led




where ｎis the number of checking data.
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Step 5:
Define ａ new input variables ゛s
　ｘi°Zi, Xj°町タ
and return to Step 3.　If the square error does not deci‘ease･stop the
iteration.
　　　　　　　　　　　　Figure III. 1. Procedure of GMDH｡
　　　The most important step to predict future demand using GMDH is the selcc-
tion of input variables, because if future demand is predicted using many factors
which are indifferent to the prediction, the value of prediction error will increase.
Sample correlation analysis is often used to select input variables, but it is not so
useful because the structure of models for demand prediction is usually nonlinear.
IWSM is used to select effective input variables.　The effectiveness of this pro-
cedure is shown in chapter 4.
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