Fitting regression models for intensity functions of spatial point processes is of great inte ecological and epidemiological studies of association between spatially referenced even geographical or environmental covariates. When Cox or cluster process models are used commodate clustering not accounted for by the available covariates, likelihood based infe becomes computationally cumbersome due to the complicated nature of the likelihood tion and the associated score function. It is therefore of interest to consider alternative easily computable estimating functions. We derive the optimal estimating function in a of first-order estimating functions. The optimal estimating function depends on the solut a certain Fredholm integral equation which in practice is solved numerically. The approx solution is equivalent to a quasi-likelihood for binary spatial data and we therefore use the quasi-likelihood for our optimal estimating function approach. We demonstrate in a simu study and a data example that our quasi-likelihood method for spatial point processes is statistically and computationally efficient.
INTRODUCTION
In many applications of spatial point processes it is of interest to fit a regression mod the intensity function. In case of a Poisson point process, maximum likelihood estimat regression parameters is rather straightforward with a user-friendly implementation able in the R package spatstat. However, if Cox or cluster point process models are to accommodate clustering not explained by a Poisson process, then maximum likeli estimation is in general difficult from a computational point of view (see e.g. Mølle Waagepetersen, 2004) . Alternatively, one may follow composite likelihood arguments Møller and Waagepetersen, 2007) to obtain an estimating function that is equivalent t score of the Poisson likelihood function. This provides a computationally tractable est ing function and theoretical properties of the resulting estimator are well understood e.g. Schoenberg (2005) , Waagepetersen (2007) and Guan and Loh (2007) .
A drawback of the Poisson score function approach is the loss of efficiency since poss dependence between points is ignored. In the context of intensity estimation, it appears t only Mrkvička and Molchanov (2005) and Guan and Shen (2010) have tried to incorpo second-order properties in the estimation so as to improve efficiency. Mrkvička and Molc (2005) show that their proposed estimator is optimal among a class of linear, unbiased tensity estimators, where the word 'optimal' refers to minimum variance. However, t approach is confined to a very restrictive type of intensity function known up to a o dimensional scaling factor. In contrast, Guan and Shen (2010) propose a weighted estim ing equation approach that is applicable to intensity functions in more general forms similar optimality result can on the other hand not be established for their approach.
In this paper we derive an optimal estimating function that not only takes into acco possible spatial correlation but also is applicable for point processes with a general regres model for the intensity function. In the spirit of generalized linear models the intensit given by a differentiable function of a linear predictor depending on spatial covaria The optimal estimating function depends on the solution of a certain Fredholm inte equation and reduces to the likelihood score in case of a Poisson process. We show Section 3.2 that the optimality result in Mrkvička and Molchanov (2005) is a special cas our more general result, and that the estimation method in Guan and Shen (2010) is on crude approximation of our new approach. Apart from being computationally efficient, estimating function only requires specification of the intensity function and the so-ca pair correlation function, which is another advantage compared with maximum likelih estimation.
For many types of correlated data other than spatial point patterns, estimating funct have been widely used for model fitting when maximum likelihood estimation is comp tionally challenging. Examples of such data include longitudinal data (Liang and Ze 1986) , time series data (Zeger, 1988) , clustered failure time data (Gray, 2003) and tial binary or count data (Gotway and Stroup, 1997; Lin and Clayton, 2005) . For mos these methods, the inverse of a covariance matrix is used in their formulations as a wa account for the correlation in data, and optimality can be established when the so-ca quasi-score estimating functions are used (Heyde, 1997) . For point processes there is n direct analogue of a spatial covariance matrix, but it turns out that a numerical implem tation of our method is closely related to the quasi-likelihood for spatial data considere Gotway and Stroup (1997) and Lin and Clayton (2005) . Our work hence not only lays theoretical foundation for optimal intensity estimation, but also fills in a critical gap tween existing literature on spatial point processes and the well-established quasi-likelih estimation method. We therefore adopt the term quasi-likelihood for our approach.
Following some background material on point processes and estimating functions, derive our optimal estimating function and discuss the practical implementation of it ba on a numerical solution of the Fredholm integral equation. Asymptotic properties of resulting parameter estimator is then considered and the superior performance of the qu likelihood method compared with existing ones is demonstrated through a simulation stu We finally illustrate the practical use of the quasi-likelihood in a data example of th tropical tree species.
BACKGROUND
In this section we provide background on first-and second-order moments of spatial processes, composite likelihood estimation and estimating functions. Throughout the sentation, we use E, Var and Cov to denote expectation, variance and covariance, re tively.
Intensity and Pair Correlation Function
Let X be a point process on R 2 and let N (B) denote the number of points in X ∩ any bounded (Borel) set B ⊆ R 2 . We assume that X has an intensity function λ(·) a pair correlation function g(·, ·), whereby the first-and second-order moments of the c N (B) are given by
for bounded sets A, B ⊆ R 2 (Møller and Waagepetersen, 2004) . For convenience of exposition we assume that g(u, v) only depends on the diffe u − v since this is the common assumption in practice. In the following we thus let denote the pair correlation function for two points u and v with u − v = r. How our proposed optimal estimating function is applicable also in the case of a non-transl invariant pair correlation function.
Composite Likelihood
Assume that the intensity function is given in terms of a parametric model λ(u) = λ(u where β = (β 1 , . . . , β p ) ∈ R p is a vector of regression parameters. Popular choices o parametric model include linear and log linear models, λ(u; β) = z(u)β T and log λ(u;
) is a covariate vector for each u ∈ R 2 . A firstlog composite likelihood function (Schoenberg, 2005; Waagepetersen, 2007) for estim of β is given by
where W ⊂ R 2 is the observation window. This can be viewed as a limit of log comp likelihood functions for binary variables Y i = 1[N (B i ) > 0], i = 1, . . . , m, where the ce form a disjoint partitioning of W and 1 [·] is an indicator function (e.g. Møller and Waag 2007) . The limit is obtained when the number of cells tends to infinity and the areas o cells tend to zero. In case of a Poisson process, the composite likelihood coincides wit likelihood function.
The composite likelihood is computationally simple and enjoys considerable popu in particular in studies of tropical rain forest ecology where spatial point process mode fitted to huge spatial point pattern data sets of rain forest tree locations (see e.g. Shen e 2009; Lin et al., 2011) . However, it is not statistically efficient for non-Poisson data possible correlations between counts of points are ignored.
Primer on Estimating Functions
Referring to the previous Section 2.2, the composite likelihood estimator of β is obtained maximizing the log composite likelihood (3). Assuming that λ is differentiable with resp to β with gradient λ ′ (u; β) = dλ(u; β)/dβ, this is equivalent to solving the follow equation:
e(β) = 0, where
is the gradient of (3) with respect to β. Equations in the form of (4) are typically refe to as estimating equations and functions like e(β) are called estimating functions (He 1997) . Note that many other statistical estimation procedures, such as maximum likelih estimation, moment based estimation and minimum contrast estimation, can all be wri in terms of estimating functions. We defer rigorous asymptotic details to Section 5 and here just provide an infor overview of properties of an estimatorβ based on an estimating function e(β). By a fi order Taylor series expansion atβ,
T is the so-called sensitivity matrix (e.g. page 62 in Song, 2007) the equality is due to e(β) = 0 as required by (4). It then follows immediately that β + e(β)S −1 . Thus, with β equal to the true parameter value,β is approximately unbia if Ee(β) = 0, i.e. e(β) is an unbiased estimating function. Moreover, Varβ ≈ S −1 Σ where Σ = Vare(β) and S −1 ΣS −1 is the asymptotic covariance matrix when the siz the data set goes to infinity in a suitable manner (Section 5). The inverse of S −1 ΣS −1 , SΣ −1 S, is called the Godambe information (e.g. Definition 3.7 in Song, 2007) . Suppose that two competing estimating functions e 1 (β) and e 2 (β) with respective dambe informations I 1 and I 2 are used to obtain the estimatorsβ 1 andβ 2 . Then e 1 (β said to be superior to e 2 (β) if I 1 − I 2 is positive definite, since this essentially means t β 1 has a smaller asymptotic variance thanβ 2 . If I 1 − I 2 is positive definite for all poss e 2 (β), then we say that e 1 (β) has the maximal Godambe information and is an opti estimating function. The resulting estimatorβ 1 is then the asymptotically most efficie
AN OPTIMAL FIRST-ORDER ESTIMATING EQUATION
The estimating function given in (5) can be rewritten as
where f (u) = λ ′ (u; β)/λ(u; β). In general, f (u) can be any 1×p real vector valued funct where p is the dimension of β. We call (6) a first-order estimating function. Our aim i find a function φ so that e φ is optimal within the class of first-order estimating function other words, the resulting estimator of β associated with e φ is asymptotically most effici
T and S f = EJ f . Note that Σ f , J f an all depend on β but we suppress this dependence in this section for ease of presenta Recalling the definition of optimality in Section 2.3, for e φ to be optimal we must have
. This type of condition is provided in Theore in Heyde (1997) for discrete or continuous vector-valued data. In Appendix A, we g short self-contained proof of the sufficiency of (8) in our setting. By the Campbell formulae (e.g. Møller and Waagepetersen, 2004, Chapter 4) ,
for all u ∈ W . Assuming λ > 0, (9) implies that φ is a solution to the Fredholm int equation (e.g. Hackbusch, 1995 , Chapter 3)
where T is the operator given by
Assume that g is continuous so that T is compact in the space of continuous func on W (Hackbusch, 1995, Theorem 3.2.5 ) and moreover that −1 is not an eigenvalu return to this condition in the next section). It then follows by Theorem 3.2.1 in Hackb (1995) that (10) has a unique solution
where I is the identity operator (or, depending on context, the identity matrix) and (I+ is the bounded linear inverse of I + T. We define
where by the above derivations,
In the Poisson process case where g(·) = 1, (12) reduces to the Poisson likelihood score We develop a more explicit expression for φ by using Neumann series expansion Appendix B. The Neumann series expansion is also useful for checking the conditions our asymptotic results; see Appendix C. However, it is not essential for our approach so omit the detailed discussion here.
Condition for non-negative eigenvalues of T
In general it is difficult to assess the eigenvalues of T given by (11). However, suppose t g−1 is non-negative definite so that T s is a positive operator (i.e., W f
s is given by the symmetric kernel
Then all eigenvalues of T s are non-negative (Lax, 2002, Corollary 1, p. 320) . In particu −1 is not an eigenvalue. The same holds for T since it is easy to see that the eigenva of T coincide with those of T s . The assumption of a non-negative definite g(·) − 1 is valid for the wide class of Cox p processes which in turn includes the class of Poisson cluster processes. For a Cox pro driven by a random intensity function Λ,
Relation to Existing Methods
Suppose we approximate the operator T by
This is justified if f (v)λ(v; β) is close to f (u)λ(u; β) for the v where g(u − v) − 1 di substantially from zero. Then the Fredholm integral equation (10) can be approximated
where
We hence obtain an approximate solution φ = wλ ′ /λ with w(u) = [1 + λ(u; β)A(u) Using this approximation in (12) we obtain the estimating function
which is precisely the weighted Poisson score suggested in Guan and Shen (2010) . Mrkvička and Molchanov (2005) derived optimal intensity estimators in the situati λ(u; ρ) = ργ(u) for some known function γ(u) and unknown parameter ρ > 0. Sinc the only unknown parameter, a direct application of (10) yields
which is essentially Corollary 3.1 of Mrkvička and Molchanov (2005) . It is uncommo an intensity function to be known up to a one-dimensional scaling factor. In contrast proposed modeling framework for the intensity function closely mimics that used in cla regression analysis and is more general. As a result, our method of derivation is comp different from that in Mrkvička and Molchanov (2005) .
IMPLEMENTATION
In this section we discuss practical issues concerning the implementation of our prop optimal estimating function. In particular we show in Section 4.2 that a particular nu cal approximation of our optimal estimating function is equivalent to a quasi-likelihoo binary spatial data for which an iterative generalized least squares solution can be im mented. An R implementation will appear in future releases of spatstat.
Numerical Approximation
To estimate φ, consider the numerical approximation
where u i , i = 1, . . . , m, are quadrature points with associated weights w i . Inserting approximation in (10) with u = u l we obtain estimatesφ(u l ) of φ(u l ), l = 1, . . . , m solving the system of linear equations,
and plugging this further approximation into the Nyström approximate solution of (10) directly becomeŝ
In (12) we replace φ byφ and we approximate the integral term applying again the qu ture rule used to obtainφ. This leads tô
To estimate β, we solveê(β) = 0 iteratively using Fisher scoring. Suppose that current estimate is β (l) . Then β (l+1) is obtained by the Fisher scoring update
is the numerical approximation of the sensitivity matrix
Provided the quadrature scheme is convergent, it follows by Lemma 4.7.4, Lemma 4 and Theorem 4.7.7 in Hackbusch (1995) that φ −φ ∞ converges to zero as m → ∞. T justifies the use of the Nyström method to obtain an approximate solution of the Fredh integral equation.
Implementation as quasi-likelihood
Suppose that we are using simple Riemann quadrature in (15). Then the w i 's corresp to areas of some sets B i that partition W and for each i, u i ∈ B i . Let Y i denote the num of points from X falling in B i and define µ i = λ(u i ; β)w i . If the B i 's are sufficiently sm so that the Y i 's are binary then (17) is approximately equal to
Further, by (1) and (2), EY i ≈ µ i and
which is formally a quasi-likelihood score for spatial data Y with mean µ and covaria matrix V (Gotway and Stroup, 1997) . (18) by (21), we obtain iterative generalized least squares equation
where we have used the notation D(β), V(β) and µ(β) to emphasize the dependence o V, and µ on β.
Preliminary Estimation of Intensity and Pair Correlation
Using the notation from Section 4.2, V = V 1/2
is the matrix analogue of the symmetric operator T s from Section In general g is unknown and must be replaced by an estimate. Moreover it is advanta if G is fixed in order to avoid the computational burden of repeated matrix inversion i generalized least squares iterations (22).
To estimate g we assume that g(r) = g(r; ψ) where g(·; ψ) is a translation inva parametric pair correlation function model. We replace ψ and β inside G by prelim estimatesβ andψ which are fixed during the iterations (22). The estimatesβ andψ be obtained using the two-step approach in Waagepetersen and Guan (2009) where obtained from the composite likelihood function andψ is a minimum contrast esti based on the K-function. If translation invariance can not be assumed, ψ may instea estimated by using a second-order composite likelihood as in Jalilian et al. (2012) .
Tapering
The matrix V can be of very high dimension. However, many entries in V are very clo zero and we can therefore approximate V by a sparse matrix V taper obtained by tap (e.g. Furrer et al., 2006) . More precisely, we replace G in V by a matrix G taper obtain assigning zero to entries G ij below a suitable threshold. We then compute a sparse m Cholesky decomposition,
in terms of x using forward back substitution for the sparse Cholesky factors L and L T , respectively. In practice, it is often assumed that g(r) = g 0 ( r ) for some function g 0 . If g 0 decreasing function of r then we may define the entries in
That is, we re entries G ij by zero if g 0 ( u i − u j ) − 1 is below some small percentage of the maximal g 0 (0) − 1.
When V in (22) is replaced by V taper we obtain the following estimate of the covar matrix ofβ:
taper D. Note that it is not required to invert the non-sparse covar matrix V in order to compute (23).
ASYMPTOTIC THEORY
Let W n ⊂ R 2 be an increasing sequence of observation windows in R 2 . Following Sectio we assume that the true pair correlation function is given by a parametric model g g(r; ψ) for some unknown parameter vector ψ ∈ R q . Let θ = (β, ψ) ∈ R p+q . We d the true value of θ by θ * = (β * , ψ * ). In what follows, E and Var denote expectation variance under the distribution corresponding to θ * . Introducing the dependence on n and θ in the notation from Section 3, we have
Following Section 4.3 we replace θ in the kernel t θ by a preliminary estimateθ n = (β n ,ψ The estimating function (12) then becomes e n,θn (β) where
Letβ n denote the estimator obtained by solving e n,θn (β) = 0. Further, definē
In Appendix D we verify the existence of a |W n | 1/2 consistent sequence of solutions i.e., |W n | 1/2 (β n − β * ) is bounded in probability. We further show in Appendix E t
is asymptotically standard normal. The conditions needed these results are listed in Appendix C. It then follows by a Taylor series expansion,
for some b n ∈ R p satisfying b n − β * ≤ β n − β * , and R2 and R3 in Appendix D t
Hence, for a fixed n and sinceΣ n =S n,θ * (β * ) by (13),β n is approximately normal w mean β * and covariance matrix estimated by
SIMULATION STUDY AND DATA EXAMPLE
To examine the performance of our optimal intensity estimator relative to composite l lihood and weighted composite likelihood, we carry out a simulation study under Guan and Shen (2010) setting. We use the quasi-likelihood implementation of our estim as described in Sections 4.2-4.4 and hence use the term quasi-likelihood for our appro We refrain from a comparison with maximum likelihood estimation due to the lack of a c putationally feasible implementation of this method. In addition to the simulation st we demonstrate the practical usefulness of our method and discuss computational issue a tropical rain forest data example.
Simulation Study
In the simulation study, following Guan and Shen (2010) , realizations of Cox proce are generated on a square window W . Each simulation involves first the generation zero-mean Gaussian random field Z = {Z(u)} u∈W with exponential covariance func c(u) = exp(− u /0.1) and then the generation of an inhomogeneous Thomas process g Z with intensity function λ(u; β) = exp β 0 + β 1 Z(u) and clustering parameter ψ = ( cf. (26) Table 1 shows the reduction in MSE for the WCL and QL estimators relative to th estimator. The reductions show that one can obtain more efficient estimates of the inte function by taking into account the correlation structure of the process. As expected the theoretical results, the QL estimator has superior performance compared with the CL and the WCL estimators in all cases. The improvement over the CL estima especially substantial in the more clustered (corresponding to small κ * and ω * ) and inhomogeneous (corresponding to β * 1 = 1) cases where the largest reduction is 68.5% we alluded in Section 3.2, the performance of the WCL estimator may rely on the va of the approximation (14). In case of a longer dependence range, the approximati expected to be less accurate and this explains the large drop in the efficiency of the estimator relative to the CL estimator when ω * increases from 0.02 to 0.04. In partic the WCL estimator does not appear to perform any better than the CL estimator ψ * = (200, 0.04). In contrast, the QL estimator still gives significant reductions in M size 10-26% depending on the value of β * 1 and W .
Data Example
A fundamental problem in biological research is to understand the very high biodiv in tropical rain forests. One explanation is the niche assembly hypothesis, which s that different species coexist by adapting to different environmental niches. Data ava for studying this hypothesis consist of point patterns of locations of trees as well as servations of environmental covariates. Figure 1 shows the spatial locations of three species, Acalypha diversifolia (528 trees), Lonchocarpus heptaphyllus (836 trees) and C paris frondosa (3299 trees), in a 1000m × 500m observation window on Barro Color Island (Condit et al., 1996; Condit, 1998; Hubbell and Foster, 1983) . Also one exampl an environmental variable (potassium content in the soil) is shown.
In order to study the niche assembly hypothesis we use our quasi-likelihood met to fit log-linear regression models for the intensity functions depending on environme variables. In addition to soil potassium content (K, divided by 1000), we consider nine o covariates for the intensity functions: pH, elevation (dem), slope gradient (grad), mu resolution index of valley bottom flatness (mrvbf), incoming mean solar radiation (sol topographic wetness index (twi) as well as soil contents of copper (Cu), mineralized nitro (Nmin) and phosphorus (P). The quasi-likelihood estimation was implemented as in simulation study using a 100 × 50 grid for the numerical quadrature and tapering tun parameter ǫ = 0.01.
For each species we initially fit the following pair correlation functions of normal varia mixture type (Jalilian et al., 2012) :
where the covariance function c(r; ψ) is either Gaussian
Matérn (K ν is the modified Bessel function of the second kind)
These covariance functions represent very different tail behavior ranging from light (G sian), exponential (Matérn), to heavy tails (Cauchy). The pair correlation function obta with the Gaussian covariance function is just a re-parametrization of the Thomas pro pair correlation function (26). For the Matérn covariance we consider three different ues of the shape parameter ν = 0.25, 0.5 and 1. With ν = 0.5 the exponential m c[r; (σ 2 , α, 0.5)] = σ 2 exp(− r /α) is obtained while ν = 0.25 and 1 yields respectively a convex and a log concave covariance function. Backward model selection with significance level 5% was carried out for each spec According to the quasi-likelihood results, potassium (K) is a significant covariate at 5% level for Acalypha, mineralized nitrogen (Nmin) and phosphorous (P) are significant The computing time for the QL estimation depends both on the grid used for numerical quadrature and the tapering tuning parameter ǫ. We also tried out a 150 × grid and ǫ = 0.05 and 0.02 for the QL fitting of the final models. Parameter estimates parameter estimation computing time (system plus CPU time on a 2.90 GHz lap top) all combinations of grid sizes, ǫ and species are shown in Table 2 . The computing t for the parameter estimation depends much on both grid sizes, ǫ and species (i.e. rang spatial dependence). Computing time including computation of standard errors is show Table 3 , together with the computed standard errors for the parameter estimates in Tab The computing time with computation of standard errors is less sensitive to ǫ and spe since in this case the main computational burden arises from the non-sparse matrix in ( For the 100 × 50 grid and ǫ = 0.01, the maximal computing time of 29.1 seconds (includ computation of standard errors) occurs for Capparis. In contrast to large variations in computing time, the parameter estimates and estimated standard errors for each spe are very stable across the combinations of grid sizes and tapering parameter ǫ. 
DISCUSSION
In contrast to maximum likelihood estimation our quasi-likelihood estimation method requires the specification of the intensity function and a pair correlation function. More the estimation of the regression parameters can be expected to be quite robust to misspecification of the pair correlation function since the resulting estimating equat unbiased for any choice of pair correlation function. In the data example we considered correlation functions obtained from covariance functions of normal variance mixture Alternatively one might consider pair correlation functions of the log Gaussian Cox pr type (Møller et al., 1998) , i.e., g(r) = exp c(r) , where c(·) is an arbitrary covar function. If a log Gaussian Cox process is deemed appropriate, a computationally feasible native to our approach is to use the method of integrated nested Laplace approxim (INLA, Rue et al., 2009; Illian et al., 2012) to implement Bayesian inference. Howev order to apply INLA it is required that the Gaussian field can be approximated well Gaussian Markov random field and this can limit the choice of covariance function. example, the accurate Gaussian Markov random field approximations in Lindgren (2011) of Gaussian fields with Matérn covariance functions are restricted to integer ν i planar case. In contrast, our approach is not subject to such limitations and can al applied to non-log Gaussian Cox processes.
We finally note that for the Nyström approximate solution of the Fredholm equatio used the simplest possible quadrature scheme given by a Riemann sum for a fine grid. entails a minimum of assumptions regarding the integrand but at the expense of a typ high-dimensional covariance matrix V. There may hence be scope for further develop considering more sophisticated numerical quadrature schemes. To show that (8) implies non-negative definiteness of (7), letê φ (β) = e f (β)Σ −1 f Σ f φ be optimal linear predictor of e φ (β) given e f (β). Then
is non-negative definite whereby
is non-negative definite too. Hence, (7) is non-negative definite provided
which follows from (8) (in particular, (8) implies Σ φ = Σ φφ = S φ ).
APPENDIX B. SOLUTION USING NEUMANN SERIES EXPANSION
Suppose that T op = sup{ Tf ∞ / f ∞ : f ∞ = 0} < 1 where f ∞ denotes supremum norm of a continuous function f on W . Then we can obtain the solutio of (10) using a Neumann series expansion which may provide additional insight on properties of φ. More specifically,
If the infinite sum in (24) is truncated to the first term (k = 0) then (12) becomes Poisson score. Note that
Hence, a sufficient condition for the validity of the Neumann series expansion is
Condition (25) roughly requires that g(r)−1 does not decrease too slowly to zero and that λ is moderate. For example, suppose that g is the pair correlation function of a Tho cluster process (e.g. Møller and Waagepetersen, 2004 , Chapter 5),
where κ is the intensity of the parent process and ω is the normal dispersal param Then,
and (25) is equivalent to sup u∈W λ(u; β) < κ. In this case, Condition (25) can be restrictive. However, the Neumann series expansion is not essential for our approach we use it only for checking the conditions for asymptotic results; see Appendix C.
APPENDIX C. CONDITIONS AND LEMMAS
To verify the existence of a |W n | 1/2 consistent sequence of solutionsβ n , we assume tha following conditions are satisfied:
T ) where λ(·) > 0 is twice continuously differentiable and sup u∈R 2 z(u) < K 1 for some K 1 < ∞. C2 for some 0 < K 2 < ∞, R 2 g(r; ψ * ) − 1 dr ≤ K 2 . C3 φ n,θ (u, β) is differentiable with respect to θ and β, and for |φ n,θ (u, β)|, |dφ n,θ (u, and |dφ n,θ (u, β)/dθ|, the supremum over u ∈ R 2 , β ∈ b(β * , K 3 ), θ ∈ b(θ * , K bounded for some K 3 > 0, where b(x, r) denotes the ball centered at x with r r > 0. C4 |W n | 1/2 (θ n − θ * ) is bounded in probability. C5 l = lim inf n l n > 0, where for each n, l n denotes the minimal eigenvalue of
Condition C1 and C2 imply L1 and L2 below.
L1 for λ(u; β), λ ′ (u; β) and λ ′′ (u; β), the supremum over
In particular, |W n | −1 Var u∈X∩Wn h(u) is bounded when h is bounded.
The condition C3 is not so easy to verify in general due to the abstract nature o function φ n,θ . However, it can be verified e.g. assuming that φ n,θ can be expressed usin Neumann series. Condition C4 holds under conditions specified in Waagepetersen and (2009) (including e.g. C1 and C2). Condition C5 is not unreasonable sincē
and (I + T s n,θ * ) −1 is a positive operator (see Section 3.1). SinceΣ n =S n,θ * (β * ), C5 implies L3 l = lim inf n l n > 0 where for each n, l n denotes the minimal eigenvalue ofΣ n .
To prove the asymptotic normality of |W n | −1/2 e n,θn (β
, we assume that following additional conditions are satisfied: N1 W n = nA where A ⊂ (0, 1] × (0, 1] is the interior of a simple closed curve w nonempty interior. N2 sup p α(p;k) p = O(k −ǫ ) for some ǫ > 2, where α(p; k) is the strong mixing coeffic (Rosenblatt, 1956) . For each p and k, the mixing condition measures the depende between X ∩ E 1 and X ∩ E 2 where E 1 and E 2 are arbitrary Borel subsets of R 2 e of volume less than p and at distance k apart. N3 for some K 4 < ∞ and k = 3, 4,
where Q k is the k-th order cumulant density function of X (e.g. Guan and Loh, 20 Conditions N1-N3 correspond to conditions (2), (3) and (6), respectively, in Guan and (2007) . See this paper for a discussion of the conditions.
APPENDIX D. EXISTENCE OF A |W
We use Theorem 2 and Remark 1 in Waagepetersen and Guan (2009) to show the existe of a |W n | 1/2 consistent sequence of solutionsβ n . Let A M = sup ij |a ij | for a ma
we need to verify the following results:
converges to zero in probability. R3 J n,θn (β * )/|W n | −S n,θ * (β * ) M converges to zero in probability.
R4 e n,θn (β
n is bounded in probability. R5 lim inf n l n > 0 where
We now demonstrate that R1-R5 hold under the conditions C1-C5 listed in Appendix 
converges to zero in probability. Note
and
and note that h i,n (u) converge to zero as n → ∞. Then
where the right hand side converges to zero by dominated convergence. Moreover,
The first term on the right hand side converges to zero in probability by Chebys inequality and the second term converges to zero by dominated convergence.
R3 [R1, L1, L2, C4]:
|W n | −1 J n,θn (β * ) −S n (β * ) = |W n | −1 J n,θn (β * ) − J n,θ * (β * ) + |W n | −1 J n,θ * (β * ) −S n (β It follows from the proof of R2 that the first term on the right hand side converges to in probability. The last term converges to zero in probability by Chebyshev's inequal R4 [C3, L1, L2, C4]: Since Vare n,θ * (β * )V −1 n is the identity matrix, e n,θ * (β * )V bounded in probability by Chebyshev's inequality. The result then follows by sho that |W n | −1/2 e n,θn (β * ) − e n,θ * (β * ) converges to zero in probability. Let
Then |W n | −1/2 e n,θn (β * ) − e n,θ * (β * ) = |W n | 1/2 (θ n − θ * )f n (t n ) where t n − θ * ≤ θ n − θ * and the factor |W n | 1/2 (θ n − θ * ) is bounded in probabi Further, f n (t n ) = f n (t n ) − f n (θ
where f n (θ * ) converges to zero in probability by Chebyshev's inequality and f n (t n ) − f n ( converges to zero in probability along the lines of the proof of R2. By the proof of R4 it suffices to show that |W n | −1/2 e n,θ * (β * )Σ −1/2 n is asymptotically mal. To do so we use the blocking technique used in Guan and Loh (2007) . Specific Condition N1 implies that there is a sequence of windows W n,θ * (β * ) using techniques in Ibramigov and Linnik ( and secondly applying the mixing condition N2, see also Guan et al. (2004) . 
