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Abstract 
Labelle, G., On asymmetric structures, Discrete Mathematics 99 (1992) 141-164. 
A given structure is said to be asymmetric if its automorphism group reduces to the identity. 
The problem of enumerating asymmetric structures (and, more generally, to count structures 
according to stabilizers) is usually solved by making use of Mobius inversion techniques and 
symmetric functions in the context of group actions. This method of solution was introduced by 
Rota (1964, 1969) who defined special classes of polynomials which may be called asymmetry 
indicator polynomials. Subsequent developments following similar ideas can be found in 
Stockmeyer (1971), White (1975), Rota, Smith and Sagan (1977, 1980), Kerber (1986). We 
present here another approach to this problem within the theory of species of structures in the 
sense of Joyal (1981, 1985, 1986). Every species of structures F contains a sub-species F, called 
the flat part of F, consisting of all asymmetric F-structures. We introduce an asymmetry 
indicator series T,(x,, x2, x3, . ) by means of which we study the correspondence F ++ F in 
connection with the various operations existing in the theory of species of structures. The main 
result is that the F, behaves with respect to the combinatorial operations of sum, product, 
substitution and differentiation as does the classical cycle indicator series 2,. As a conse- 
quence, the asymmetry indicator series can be applied to the systematic classification and 
enumeration of asymmetric F-structures when the species F is defined (explicitly or recursively) 
by combinatorial equations. We illustrate the method on particular species (including enriched 
trees and rooted trees) and a table of F, is given for the atomic species concentrated on small 
cardinalities. Examples show that F, contains information independent of that in Z,. 
1. Introduction 
Consider the two trees (i.e., connected acyclic graphs) s and t given in Fig. 1. 
Both are built on the same underlying set U = {a, 6, c, d, x, y, z} but there is a 
fundamental difference between them: the first tree s possesses a nontrivial 
‘symmetry’ (i.e., automorphism) while the second t is totally ‘asymmetric’. For 
example, a nontrivial symmetry of s is given by the permutation o = 
(c, d, x)(b, y) of U. On the contrary, only the identity (trivial) permutation id, of 
II leaves the second tree t invariant. 
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Fig. 1. A symmetric tree (left) and an asymmetric tree (right). 
For obvious reasons, asymmetric trees are often called identity trees in the 
current literature [4,5, 191. In particular, the solution to the problem of counting 
them can be found in Harary and Prins [5] (see also Section 4.2 below). More 
general asymmetric structures can be enumerated by applying the technique of 
Mobius inversion to the lattice of (conjugacy classes of) subgroups of the 
symmetric group (see, for example, Rota [22-231, Stockmeyer [26], White [27], 
Rota, Smith and Sagan [24-251, Kerber [9]). 
In terms of group actions, the notion of an asymmetric tree can be 
reformulated as follows: Let Y[U] be the set of all trees on an arbitrary finite set 
U and let GU denote the (symmetric) group of all permutations of U. There is a 
natural action 
G,r/ x Y[U]-+ T[U], ((3, t)++a.t (1.1) 
where for any tree t on U, u. t is the tree obtained from t by replacing each 
element u of its underlying set by the corresponding element a(u). The 
permutation o is said to be an isomorphism from t to 0. t. For this reason we say 
that I and o * t are of the same isomorphism type (i.e., they determine the same 
‘unlabeled’ tree). Clearly, a tree t on U is asymmetric if and only if its stabilizer 
(i.e., automorphism group) under action (1.1) is trivial: 
stab(t) = {a E GU ( (T - t = t} = {id,}. (1.2) 
The purpose of the present paper is to generalize the above situation to the 
setting of combinatorial species in the sense of Joyal [6-81 (see also [15,16,18]). 
This setting enables us to develop useful tools and tables for the enumeration and 
classification of asymmetric structures belonging to various species. The context 
of combinatorial species is a good choice because it encompasses the idea of 
labeled structures and of their isomorphisms. Moreover, various operations can 
be applied to species enabling one to build ‘complicated’ species from ‘simple’ 
ones. 
In Section 2 we introduce the notion of the flut part E of any combinatorial 
species F. It is the subspecies of F consisting of all the asymmetric F-structures. 
Although E can be easily computed from the atomic decomposition of F, it turns 
out that the operation F-F does not commute with most of the usual 
combinatorial operations in the theory of species. 
In order to compute E for species that are built from simpler ones, we 
introduce in Section 3 the asymmetry indicator series r, = r&z,, x2, x3, . . . ) of 
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an arbitrary species F. This series can be thought of as an infinite sum of 
asymmetry indicator polynomials in the sense of Rota [23]. It turns out that the 
operation F H r, commutes with sums, products, substitutions, and 
differentiations and satisfies, among other things, P(X) = T’,(X, X2, X3, . . . ). 
Section 4 contains various applications of the method on particular examples of 
species (including enriched trees and rooted trees in the sense of [lo]). A table of 
r, is also given for all atomic species that are concentrated on cardinalities n c 4. 
Finally, to make the text easier to read, the proofs of the main results have all 
been put at the end of the article (Section 5). 
2. Asymmetric structures and the flat part of a species 
We assume that the reader is already familiar with the rudiments of the theory 
of combinatorial species [6,15]. Let us briefly recall here some basic notations, 
notions and facts. 
Given any species F and any finite set (I, F[U] denotes the set of F-structures 
on U. Any bijection u: U 7 V induces a corresponding bijection F[a] : F[U] G 
F[V], called the transportation morphism along o. Given two F-structures 
SEF[U] andtEF[V], we say that o is an isomorphism from s to t iff F[a](s) = t 
(i.e., s is transported on t along a). In the particular situation when U = V, the 
transportation morphisms induce the group action 
6, x F[U]+ F[U], (0, t) * CT. t = F[a](t). 
We are now ready for a first general definition. 
(2-l) 
Definition 2.1. Let F be an arbitrary species and U be a finite set. A given 
F-structure t E F[U] is said to be asymmetric iff its stabilizer under action (2.1) is 
trivial. That is, t is asymmetric iff 
Va E Gu: F[a](t) = t 9 CT= idU. (2.2) 
Recall that a species G is a subspecies of F (this is denoted by G E F) iff 
G[U] E F([U] f or every finite set U and that the transportation morphisms G[a] 
are obtained from F[a] by restriction. 
Definition 2.2. The flat part of a species F is the subspecies I’ c F given by 
F[ U] = {t E F[ U] 1 t is asymmetric} (2.3) 
with transportation morphisms defined by restriction. In particular, F is said to be 
a flat species iff it coincides with its flat part, that is F = i? 
Other important instances of subspecies are described as follows: Given any 
species F and any n E N we can extract a subspecies F, E F by collecting all those 
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F-structures having an underlying set of cardinality II. More precisely, F,[U] = 
F[U] if IUI = n; 0 otherwise. If F = F, we say that F is concentrated, or lives, on 
the cardinality n. In the general situation, we obviously have the following 
canonical decomposition: 
F=E;,+F,+F,+...+F,+... (2.4) 
since any F-structure is an F,-structure for a unique n E N. Moreover, it is 
immediate from Definition 2.2 that 
F=F,+F;+F;+...+F,+... 
constitutes the canonical decomposition of l? 
(2.5) 
Now, a species F can often be explicitly or recursively computed (up to natural 
isomorphism’) by applying various combinatorial operations (sum ‘+‘, product 
‘.‘, Cartesian product ‘x’, substitution ‘0’) differentiation “‘, pointing ‘*‘, etc.) to 
‘simpler’ species A, B, C, . . . . Thus, one might expect that the computation of F 
can be easily reduced to the computation of A, B, c’, . . . . However, the situation 
is not so simple since, as we shall see, the operation F H F does not commute with 
most of the usual operations on species (except ‘+’ and ‘0’). 
Let us look at the situation more closely. The above canonical decomposition 
(2.4) can be further refined by applying sums and products to fundamental 
‘building blocks’ called atomic species [ll-14,16,18,28]. We recall that the 
atomic species constitute a countable set (working up to natural isomorphism) 
J& = {X, E2, E.?, C3, Ed, E:, E20 E2, Py, . . . } (2.6) 
and are defined as being the irreducible species with respect to both sums ‘+’ and 
products ‘.‘. Here Ek (resp. C,) denotes the species of all sets of cardinal& k 
(resp. all cyclic permutations of k points). In particular, E, = C, = X, the species 
of singletons, and E2 = C2. Moreover, d is a ‘graded set’ 
~==~u~aQ,u~~u...u~~u... (2.7) 
where &,, is the finite set consisting of all those atomic species that are 
concentrated on cardinality n. A complete description of Se, for it s 5 can be 
found in [14, 16, 181. It is known (by Yeh’s Theorem [18,28]) that each F, in 
decomposition (2.4) can be written in a unique way as a polynomial (with 
coefficients in lV) in the atomic species that live on cardinalities Gn. 
Stated differently, this means that we have the following half-ring isomorphism 
Yfih = N[[X, Ez, 6, C3, . . . I] = N[[d]], (2.8) 
where 9~ denotes the half-ring of all species (under the operations ‘+’ and ‘e’ 
and where equality ‘=’ means natural isomorphism). 
’ A natural isomorphism (transformation) (Y: F + G between species is a family of bijections 
(functions) (Y~:F[U]+ G[U], where CI runs through the finite sets, that are compatible with the 
transportation morphisms in the following sense: for any CT: U 1 V, cu,F[a] = G[u](Y,. 
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The (unary) monomials belonging to kJ[[a]] (i.e., the finite products of atomic 
species) are called the molecular species and constitute another graded set 
.& = (1, X, X2, E2, X3, XEz, E.l, C3, . . . ) 
=./r&~uJ&u.&u~~~uJ&u~~~ (2.9) 
containing d. Here 4 = (1) where 1 denotes the species of the empty set 
(1 = empty product of atomic species). In fact, the molecular species are precisely 
those species M # 0 that are irreducible under sums ‘+‘. This is equivalent to 
saying that M #O and that any two M-structures are isomorphic (i.e., there is 
exactly one type of M-structure). 
Summing up, any species F possesses unique molecular and atomic 
decompositions 
(2.10) 
where fM, yA(M) E N and yA(M) = 0 for almost all A E ~4. 
Examples. The molecular species X”, n 2 0, is (isomorphic to) the species of all 
linear orders on n points. We obviously have 
F=Xn=Xn, nz0 (2.11) 
since every linear order on n points is asymmetric. The species L = L(X) of all 
linear orders can be written as L = C naO X” = l/(1 - X) (the multiplicative 
inverse of the virtual species 1 -X, see [7]) and we have L = L. Hence, the 
species L and X”, n 2 0, are all flat. 
Elementary examples of nonflat species are given by the species E of all sets, C 
of all oriented cycles, and S of all permutations. Indeed, we have 
E=1+x, C=x, 3=1+x. (2.12) 
A more instructive example of a nonflat species is given by the species 
T =X - E(T) of all rooted trees, whose atomic decomposition reads (up to 
degree 5) as follows 
T=X+X2+X3+XE2+2X4+X2E2+XE3+3X5+3X3E2 
+X2E,+X.(E20X2)+X.E4+- (2.13) 
This can be seen from Fig. 2 which represents the types of rooted trees on n G 5 
points. Note that the first two rooted trees on 4 points in this figure both belong 
to species isomorphic to X4 although they are not isomorphic as T-structures. 
This explains the term 2X4 in (2.13). The terms 3X5 and 3X3E, are explained in a 
similar manner. 
In fact, a closer analysis shows that 
(2.14) 
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which is obtained by taking only those terms in (2.13) that are monomials of the 
form kX” where k, n E N. 
The above example is typical of the general situation. 
Theorem 2.3. The operation F HF constitutes a surjective half-ring homo- 
morphism 
w41 +X3 wfll (2.15) 
which is a projection, i.e., the following combinatorial equations hold 
F+G=F+G, F.G=F.G;, F=E (2.16) 
for any F, G E N[[&]]. In fact, F is obtained from F by taking only those terms in 
the molecular decomposition of F which are of the form kX” with k, n E N. 
Moreover, the following hold: 
GoF=6&G+, (2.17) 
FxGzFxG, (2.18) 
F’ZF’, (2.19) 
and these inclusions ‘2’ are strict in general. 
As stated in the introduction, the proof of this theorem (and of every other 
theorem, lemma, proposition or corollary) can be found in Section 5 of the 
present article. Let us simply mention here that to show that inclusions 
(2.17)-(2.19) are strict in general one need only consider the special cases 
G = EZ, F =X +X2 for (2.17); F = E2, G =X2 for (2.18); F = Ez for (2.19). 
Remarks. (1) Of course, F + G = F + G (resp. F * G = F . G) can be extended to 
arbitrary summable (resp. multiplicable) families of species. Since X”, n 2 0, are 
the only asymmetric molecular species, it follows that X is the only asymmetric 
atomic species (X0 = 1 is molecular but not atomic by convention). 
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(2) Writing A@ = Se\{X} = {&, E3, C3, . . . }, we have the obvious half-ring 
isomorphism 
w41 = mm~“l1~ (2.20) 
This means that any species F can be written in a unique way in the form 
(2.21) 
where A, A * B, A . B . C, . . . run through every possible commutative product of 
elements of &, and the coefficients F,(X), FA B(X), FA. B c(X), . . . are 
ordinary power series in X( i.e., elements of PV[[X]]). Note that F = P(X) is the 
‘constant term’ in expansion (2.21). 
(3) The formula G 0 F = ??? is particularly useful since it reduces the 
computation of the flat part of a substitution to the case where the substituted 
species is a power series in X: 
(2.22) 
where F = Cnal fnX” (h ere we have replaced the coefficients fxn in (2.10) by fn to 
simplify the notation). Moreover, using the right distributivity of substitution over 
sums and products, the bilinearity of the Cartesian product and the chain rule for -- 
species, it is easy to see that the exact computation of G 0 F, F x G and F can be 
ultimately reduced to the computation of 
zz, M x N and A’ (2.23) 
for atomic species A and molecular species M, N. 
In view of the examples and applications given below, we shall find it 
convenient, from a computational point of view, to allow the coefficients fM in the 
molecular and atomic decompositions (2.10) to take arbitrary rational values. 
That is, we shall work within the ring Q[[&]] of the (so-called) Q-species. The 
operation F ++ F can be obviously extended to a surjective ring homomorphism 
(_) : Q[[41++ QHXII (2.24) 
satisfying F = F. The usefulness of Q[[a]] is due to the fact that it constitutes a 
common extension of the half-ring N[[&‘]] of all species, the ring Z[[&]] of all 
virtual species [7] (i.e., formal differences of species), and the ring Q[[X]] of all 
formal power series in X with rational coefficients. Moreover, it has been shown 
[28] (see also [7,18]) that every operation between species (including substitu- 
tion) has a natural extension to Q[[&]]. Finally, the usual series [6] associated 
with arbitrary species F (namely: the generating series F(x), the type-generating 
series g(x) and the cycle index series ZF(.xl, x2, x3, . . . )) all possess, by linearity, 
natural extensions to the case where F is a Q-species. 
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3. An asymmetry indicator series 
The fact that F *F does not commute with the important operations of 
substitution ‘0’ and of derivation “’ obviously restricts the applicability range of 
Theorem 2.3 since many species are built from ‘simpler ones’ by making use of 
these operations (together with sum ‘+’ and product ‘.‘, of course). To eliminate 
this obstacle, we now introduce a new tool: the asymmetry indicator series 
G = G(x,, x2, x3, . . * ) of an arbitrary species F. In the context of asymmetric 
structures, the series F, will play a role similar to the one played by the classical 
cycle indicator series ZF in the enumeration of unlabeled structures (within Polya 
theory [20,6]). 
Before defining F, we need to note that the operation F-F can be extended 
to species F = F(T,, T2, T3, . . . ) that are defined on sets made from a finite or 
infinite supply T,, T,, T?;, . . . of sorts of points. More precisely, the F-structures 
live on finite sets of the form 
U = U, + U, + U3 + * * * (disjoint union) (3.1) 
where the elements in the ith summand Ui are said to be points of sort z, 
i= 1,2,. . . . Each set F[U] is finite and the transportation morphisms 
F[a]: F[U]+ F[V] are made along bijections o: U+ V of the form 
a=a,+a,+a,+--*, a,: ui+ vi, (3.2) 
i = 1, 2, 3, . . . , where U = C Ui, V = C K. 
In this context of a finite or infinite number of sorts of points, molecular (and 
atomic) decompositions still exist: 
F(T, L . . . > = C_hM(T, L . . .I. (3.3) 
Allowing the coefficients fM to run through the rational numbers, we obtain the 
concept of Q-species on these sorts of points. Joyal [7] and Yeh [28] have 
extended the operations + , . , 0, x , and ’ to this context. 
Let F(T,, &, . . . ) be a Q-species on finitely or infinitely many sorts of points. 
We define its fiat part F(T,, T2, . . . ) by taking those terms in the molecular 
decomposition of F that are monomials in T,, T2, , . . : 
F(T,, G, . . . ) = ch&f(&, L . . . ) 
= 2 fn,,n,,.. .T;‘T;‘. . * l Q[[&, G, . . . II. (3.4) 
“,, “2,. .al 
Here, fn,, nz, is shorthand for fT;lTE2 . In fact, the molecular species 
M(T,, G, . . . > are always of the form of a quotient species (see [28,16, 181 for 
the precise details) 
M( T,, G, . . . ) = T;‘Tz2 . . . fH, H 6 G,,,, “*, (3.5) 
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where, given any (finite or infinite) sequence n,, n2, . . . of nonnegative integers 
such that n = n, + n2 + . . . < 00, Gn,, nz, denotes the (Young) group 
G “,, nz.. ={cTEG,, 1 apermutes {nl+...+ni+l,. . . ,nl+*-*+n,+l}, 
i=o, 1,. . . }. (3.6) 
In other words, CJ E G,,, nz,. iff CJ independently permutes the first n1 integers, 
the next n2, the next n3, . . . and so on, from the set [n] = (1, 2, . . . , n}. Of 
course 
Definition 3.1. Let F = F(X) be an arbitrary species (or Q-species) on one sort X 
of points and let T,, T2, T3, . . . be a countable sequence of distinct sorts of points. 
The asymmetry indicator series of F is the unique series 
G = 44x1, x2, x3, . . . 1 E Q[[x,, x2, x3, . . . 11 (3.7) 
characterized by the relation 
F(T,+T,+...) 
=rF(~+T2+...,T:+T22+... ,..., T;+T;+... ,... ). (3.8) 
In other words, T,(x,, x2, . . . ) expresses the symmetric function F(T, + T, + . . .) 
inthebasisofthepowersumsx,=p,(T,,T,,...)=T:+T~+...,k~l. 
In the particular case where F(X) = M(X) = X”/H is a molecular species (H 
being a subgroup of the symmetric Q, the series r, may be computed by 
making use of the following explicit formula. This result is related to the 
enumeration of symmetry classes of mappings [9]. 
Lemma 3.2. Let M = M(X) = X”IH be a molecular species where H s G,. Then 
M(T,+T,+...)= c c~,,~,,...(H)T;~‘T~*... (3.9) 
n,+nz+. =?I 
where 
C n,,nz ,_.. (W=#{~~G,.,, . \%,lH~(~H~-‘)~G,,1,,2 ,.__ ={id}}. (3.10) 
Here, the notation t _E CZn,, nz,. \6,lH means that t runs through a system of 
distinct representatives of the partition of G,, defined by the double cosets of 
G “,, ,,z, and H. 
The next proposition summarizes the fundamental properties that are satisfied 
by the asymmetry indicator series r, = T’&,, x2, x3, . . . ). 
Proposition 3.3. Let F = F(X) and G = G(X) be any two species (or Q-species), 
with F(0) = 0. The fiat part of G 0 F is given by the formula 
G 0 F(X) = T,@(X), &X2), F(X3), . . . ). (3.11) 
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Taking F = X, we have, in particular 
G(X) = r&x, x2, x”, . . . ). (3.12) 
Moreover, the operation G H r, commutes with the combinatorial operations sum 
‘+‘, product ‘m’, substitution ‘0’) and differentiation ‘I’: 
(i) r,,, = r, + ro, (ii) r,, G = r, . r,, (3.13) 
(iii) r,,, = r, 0 r,, (iv) r,. = (a/ax,)rF, (3.14) 
where the right-hand side of (iii) means the plethystic substitution of indicator 
series. 
4. Examples, applications, and a table 
4.1. Illustrations involving some basic species 
We first compute explicit formulas for the asymmetry indicator series of the five 
basic species: X of all singletons, E of all sets, L of all linear orders, C of all 
oriented cycles, and S of all permutations. These formulas (see Theorem 4.2 
below) are a consequence of the following lemma. 
Lemma 4.1. The flat parts of E(T, + T2 + * . . ) and C(T, + T2 + . . . ) are given 
explicitly by the following symmetric functions 
E(T,+T,+.. . ) = knl Cl+ TJ, (4.1) 
z 
C(T,+T,+.. .)= c Ai,,i *,,,. Tf’T2.e. 
O<il+iz+. 
(4.2) 
where Ai,, i2, denotes the number of Lyndon words [21] over the linearly ordered 
alphabet {tI < t2 < * - * }, within each of which the letter tk appears exactly ik times, 
k = 1, 2, . . . . Moreover, 
1 
4,. iz, = c 
’ . . 0)/d 
iI + i2 + * * * d / (iI, iz, ) P(d)((~I~~2i~d, . . . 
(4.3) 
where the notation d 1 (iI, i2, . . . ) means d 1 iI, d 1 i2, . . . . 
Theorem 4.2. The asymmetry indicator series of the species X, E, L, C, S are 
given by 
r, =x1, 
1 r, = - 
l-x,’ 
(4.5) 
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By making use of Proposition 3.3 and Theorem 4.2 (and applying Mobius 
inversion [22]), it is not difficult to prove the following corollary which relates 
explicitly G to F (and vice versa) for certain species G = H 0 F of H-assemblies of 
F-structures. 
Corollary 4.3. Let E, C, and S respectively denote the species of sets, oriented 
cycles, and permutations. Let F be any species (or Q-species) such that F(0) = 0 
and p(X) = EnsI fnX”. Then the following formulas hold: 
(a) (Asymmetric assemblies of structures) Zf G = E 0 F then 
G(X) = exp(P(X) - iF(X’) + +F(X3) - . . . ) 
=fi’ 
1 + Xk)fk, 
where 
P(X) = A(X) + A(X”) + * . . + n(x”*) +. . . 
A(X) = C @ln G(Xk). 
kz=l k 
(b) (Asymmetric circular assemblies of structures) If G = C 0 F then 
ccx) = c ClO ln( 1 _ i(xk))j 
kal k 
E(X) = 1 - exp( - kzl k G(X*)). 
(c) (Asymmetric permuted assemblies of structures) Zf G = S 0 F then 
G(X) = 
1 - F(X2) 
l-F(X) ’ 
E(X) = 1- - 
1 
G(X)G(X2) - . . G(X’“) . . . . 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
We now give a few concrete illustrations of Corollary 4.3 based on particular 
examples. 
Let Inv be the species of all involutions and consider the species .Z = Inv x Inv 
of couples of superposed involutions. This species .Z is closely related to the 
(weighted) species used by Foata [3] and Joyal [6] to study, from a combinatorial 
point of view, the classical Mehler’s formula concerning Hermite polynomials. 
We have .Z = E(K) where K is the species of connected J-structures. To compute 
J we simply need to compute Z?. It can be checked by inspection that Fig. 3 
contains every possible type of K-structures (i.e., asymmetric connected J- 
structures). The continuous (resp. dashed) lines represent the graphs of the first 
(resp. second) involutions put on the underlying set. These sets must contain an 
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Fig. 3. 
odd number of points. Hence K = X + X3 + X5 + . . . and (4.7) gives 
J = Inv X Inv = n (1 + Xzy+‘) = C p*(n)X” (4.14) 
VZO ?I=0 
where p*(n) is the number of (arithmetical) partitions of n into distinct odd parts. 
To illustrate formulas (4.8)-(4.9), take G = %, the species of graphs. Then 
F = 5%“ is the species of connected graphs, and formulas (4.8-4.9) can be used to 
count asymmetric connected graphs in terms of asymmetric graphs. It would be 
interesting to have an explicit formula for the asymmetry indicator series r,. 
Such a formula is well known for the cycle indicator series Z, (see for example 
(4,2,171). 
Formula (4.10) can be applied, for example, to the enumeration of asymmetric 
octopuses in the sense of Bergeron [l]. The species Q of octopuses is defined by 
B=CoL* where L*=X+X2+X3+... is the species of all non-empty linear 
orders. After a few computations (using L* = L*) one obtains 
(4.15) 
Note that the coefficient of X”, II 2 2, in this last formula is the number of 
Lyndon words [21] of length n on a 2-letter alphabet. 
To illustrate formulas (4.12)-(4.13), take the species F = T of all rooted trees 
and the species G = S 0 T = End of all endofunctions. We immediately infer that 
the flat parts End and p are related to each other by the remarkably simple 
formulas 
End(X) = 
1 - T(X2) 1 
l-T(X)’ 
T(X)=l-_ - - 
End(X)End(X2)End(X4) . . . ’ 
(4.16) 
4.2. Asymmetric R-enriched trees and rooted trees 
Let R be any given species. The various formulas contained in Theorem 4.2 
and Corollary 4.3 above can also be used to obtain, in a uniform manner, 
recursive or explicit expressions for the asymmetry indicator series of the species 
TR (resp. YR) of R-enriched rooted trees (resp. R-enriched trees) in the sense of 
Labelle [lo]. These species are characterized (up to natural isomorphism) by the 
two combinatorial equations 
TR =X . R(T,), 3-R =X . R(T,,) + E2(TR’) - T;.. (4.17) 
In the second equation, TRP =X * R’(T,.) denotes the species of R’-enriched 
rooted trees (where R’ denotes the derivative of the species R). The special 
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choice R = E ( = the species of sets) corresponds to the species T (resp. 3) of 
ordinary rooted trees (resp. ordinary trees) and the equations (4.17) take the 
special form 
T=X.E(T), Y=T+EE,(T)-T2 (4.18) 
since R’ = E’ = E in this case. The second equation in (4.18) is due to Leroux [17] 
and his proof can easily be ‘enriched’ to provide a proof of formula (4.17) for YR. 
Applying the operator r to both sides of (4.17) and using Good’s infinite- 
dimensional inversion formula as in [ll], we obtain the following. 
Theorem 4.4. The asymmetry indicator series of the species of R-enriched rooted 
trees TR and R-enriched trees .Yn are characterized by the functional equations 
r,, = ~,G(T,,)~ r,, = x,T,(T,,.) - tG,,. - U,,.), (4.19) 
where ‘& denotes c&k, &, +, . . . ), for any k 2 1 and any indicator series 
a+,, x2, x3, . . . ). Moreover, given an arbitrary species F, the asymmetry 
indicator series of F(T,) Ls given explicitly by 
r-m&l~ x29 X39 . . . ) = x 
nylx,“zx;J. . . 
n,+Znz+3n,+. .<P 
~nl. nz. n,. l,z,n,! 2_2! 3”3n3, . . . (4.20) 
where 
(4.21) 
in which the following notations are used: f = rr, r = rk, p = 1 - x1 . (&/3x,)/r. 
Of course, concrete illustrations of this result may be obtained simply by taking 
particular ‘enriching’ species R. For example, taking R = E we have R’ = E’ = E 
and formulas (4.19) reduce to 
r, =x1 exp(r, - &)2 + 3(r,), - . . .I, 
where T (resp. Y) denotes the species of ordinary 
trees). Using the general formula F(X) = TF(X, X2, 
formulas, due to Harary and Prins [5], 
rz, = r, - $r’, - f(r,), 
(4.22) 
rooted trees (resp. ordinary 
x3, . . . ) we get the classical 
T(X) = X * n (1 + Xk)‘k = X . exp 
kal VSl 
(4.23) 
T(X) = T(X) - ;( T(X))2 - $(X2) (4.24) 
from which the coefficients t,, and r,, in I? = C,,=, t,,X” and 3 = Cnzl r,,X” can be 
recursively computed. Note however that (4.23) and (4.24) denote species, not 
only formal power series. Formulas (4.20)-(4.21) with R = E and F =X lead, 
after few computations (similar to those made in [ll]), to the following new 
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explicit expression for the general coefficient in the asymmetry indicator series I+ 
of the species of ordinary trees: 
Y “1. “1. “3, =It ;‘-ln(enkt-_knke;*-l)ifn,>O;(=Oifnl=O) (4.25) 
k*2 
where 
ok = - 2 (- l)k’d dnd, k = 1, 2, . . . . (4.26) 
An infinite variety of species of R-enriched rooted trees and trees can be dealt 
with in the same manner as above. These include, in particular, 
l homeomorphically irreducible trees [5] YR (taking R = E - E2), 
l nonplane binary rooted trees TR (taking R = 1 + E2), 
l plane (or cyclic) trees FR (taking R = 1 + C), etc. 
4.3. Further examples and counterexamples 
It would be interesting to investigate more closely the relations that exist between 
the series r, and other series and operations in the theory of species. For 
example, for the species E of sets, formula (4.4) shows that the series r’ is 
related to the cycle indicator series ZE = exp(x, +x2/2+x3/3 + . . . ) by the 
identity (compare with [5]): 
I&, x2, x3, x4, . . . )=-c&x1, -x2,x3, -x4,. . . ). 
In fact, for the species E, of sets of cardinality n, we have 
(4.27) 
This suggests the following general question: Can r, be computed from ZF 
alone? The answer is negative, 
r, is not a function of ZF alone. (4.29) 
To see this take, as in [16], the simplest non-isomorphic species having identical 
cycle indicator series, namely 
F=2E3+X3, G = 2XE2 + C3. (4.30) 
Then easy computations (using Table 1) show that ZF = Z, = jx: +x,x2 + ;x3, 
while 
~,=~x:-x~x~+~x~~~x:-x~x~-;x~=~~. (4.31) 
This counterexample ven shows that the flat part F of F is also not a function of 
ZF alone. Surprisingly, the series r, contains, however, complete information 
about the classical exponential generating series F(x) which enumerates the 
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labeled F-structures. In fact, it can be shown from the definition of E, that 
F(x) = c #F[n] f = T,(x, 0, 0, . . . ) = 2,(x, 0, 0, . . . ). 
n*O 
(4.32) 
Note that the substitution of (x, x2, x3, . . . ) into the series E, and Z, gives 
different results: 
T,(x, x2, x3, . . .)=F(x)#F(x)=Z,(x,x2,x3,. . .) (4.33) 
where F(x) (resp. F(x)) counts [6] the types of F-structures (resp. asymmetric 
F-structures). 
Consider now the operation F x G of Cartesian product of two arbitrary species 
F and G. This is the so called superposition product mentioned in Theorem 2.3 
(F x G 2 P x G) but omitted from Proposition 3.3. The reason for that omission 
is the following: the equation E Fxc = E, x r, is not valid in general. In fact 
r FxC is not a function of r, and F, alone. (4.34) 
To see this, take the species 
F=G=X3+XE2+Cg and @= Y=X3+2C3+E3. (4.35) 
Then computations using Yeh’s tables [28] for Cartesian products of small 
molecular species give 
FxG=19X3+XE2+2C3 and @ x Y = 16X3 + 12C3 + E3. (4.36) 
Now, from Table 1 we get, on one hand, 
r, = r, = r, = r, = $: - 3xlx2 - 4x3 (4.37) 
while, on the other hand, 
rFXc = 9~: - 4x1x2 - 3x, z yx: - $xIx2 - +jx3 = rQXlu (4.38) 
thus establishing (4.34). Nevertheless, the computation of &,,, for molecular 
M = X”IH and N = X”IK, H, K =S G,, may be obtained by applying the operator 
r to both members of the following combinatorial equation [18]: 
(X”/H) x (X”/K) = c X”/(nH&) n K. (4.39) 
n_~ K\G,IH 
This decomposition can be effectively computed on particular cases by making 
use of classical methods from the theory of Burnside rings and supercharacter 
tables (see [9, 181, for example). Note that from (4.39) we immediately infer that 
the flat part of M X N is given by 
(X”IH) X (X”IK) = #{z g K\G,,IH 1 (xHn_‘) fl K = {id)} . X”. (4.40) 
Finally, the reader may check that the operator F commutes with many other 
operations in the theory of species. These include directional derivatives, 
infinitesimal generators and Lie brackets of species (see [13, 141 for the precise 
definitions of these concepts). 
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Table 1 
Asymmetry indicator polynomial of all atomic species on 
n < 4 points 
1 
2 
3 
3 
4 
4 
4 
4 
4 
4 
E3 
c3 
Ed 
E: 
bob 
pit 
C” 
E,oX’ 
Xl 
4x: - ix, 
$,x: - $x,x, + fx, 
ix: - fx, 
&x’: - :x:x, + fx,x, + ix; - $x, 
j$x; - ix: - +x,x, + fx, 
ix’: - +x:x, - ix: + ax, 
ix’: - ix; + fx, 
ax: - :x; 
ix:- ax; 
4.4. A table involving the small atomic species 
Table 1 has been made in collaboration with J. Labelle. It contains the 
asymmetry indicator polynomial r, of every atomic species concentrated on 
cardinalities n s 4. The notations and precise definitions for these ‘building block 
species’ can be found in [16, 121. 
It would be very desirable for algebraic combinatorics to extend this table to 
higher cardinalities (using computers for example) and to find explicit (or 
recursive) formulas for the asymmetry indicator series of various other species 
(weighted or unweighted, on one or many sorts of points) that are not directly 
covered in the present work. 
Using Table 1 and computer algebra, the asymmetry indicator polynomials of 
the atomic species for n = 4 can easily be expanded in terms of Schur functions; 
so that a polynomial corresponds to a (nonvirtual) representation if and only if its 
Schur functions expansion has only nonnegative coefficients. In fact, the 
coefficients are sometimes negative. Here the results: 
r,, = 31111, (4.41) 
G, = s211- Sllll, (4.42) 
r EZ”EZ = s2117 (4.43) 
Gp = s?,1 - s22 + ~*I1 - Sllll? (4.44) 
r,, = s31 + s211P (4.45) 
r &“XZ = 2s3i + 2s211. (4.46) 
Mobius inversion [22-27,9] applied to appropriate lattices of subgroups of the 
symmetric groups 6, (n 2 4) could be used as a tool providing an explanation of 
the behaviour of the signs of these coefficients and help to further investigate 
other related topics. 
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5. Proofs of the main results 
For convenience and completeness, this last section contains a more or less 
detailed proof of each lemma, theorem, proposition or corollary that was stated 
explicitly in the the present work. 
Proof of Theorem 2.3. We show first that F + G = E + C?. Indeed, let U be a 
finite set, then by definition, (F + G)[U] = F[U] + G[U], which is a disjoint 
union of sets. The equation (F + G)[U] = F[ U] + G[U] follows from the fact that 
the transportation morphisms 
(F + G)[a] = F(a) + G(a): F[U] + G[U]- F[U] + G[U] 
are defined componentwise for any permutation o: U 7 U. To show that 
F . G = F . c?‘, consider any structure t = (tt, t2) E (F . G)[U]. Here, t, E F[U,] and 
t2 E G[U2] where U, U U, = U and U, fl U, = 0. The automorphisms o of t are 
precisely those of the form o = (ut , CJ*) where oi : Q --, U, is an automorphism of 
Vi, i = 1, 2. So that (F * G)[U] = (P - G)[U] since u = id, iff ai = id,,, i = 1, 2. 
The equation F = F is immediate since every F-structure is asymmetric. 
To prove that fi E N[[X]] f or any FE N[[d]] note first (using (2.5) and (2.16)) 
that 
Now, it is known [12, 16,18,28] that any molecular species M E ,A,, can be written 
(up to natural isomorphism) in the form of a quotient species 
M = X”/H, where H is a subgroup of the symmetric group G,. (5.2) 
In fact, H can be taken as the stabilizer of any M-structure p on the set 
[n] = (1, . . . ) n} and X”IH is defined in terms of generalized cosets, 
(X”IH)[U] = { ZH 1 t: [n] 7 U}, (5.3) 
for any finite set U, with transportation morphisms defined by composition (i.e., 
F[o](tH) = UZH). Now p = tH is an asymmetric structure iff H = {id,}. In which 
case M = X”/{id,} = X”. Hence 
M= 
X” ifM=X”, 
0 otherwise. 
Summing up, we find that 
(5.4j 
(5.5) 
which establishes the fact that (2.15) is a surjective homomorphism obtained from 
the atomic decomposition of F by taking only those terms which are of the form 
kX”, k, n E N. 
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Concerning the behaviour of F HP with respect to the other operations, 
consider first a (Go F)-structure a (i.e., a is a G-assembly of F-structures). If at 
least one member /I of this assembly possesses a nontrivial symmetry o then (Y 
cannot be asymmetric, for o could then be extended to a nontrivial symmetry o* 
of the whole assembly (Y, leaving unchanged the other members of (Y. Hence 
G 0 F = ?%? Now G 2 G, so that mz m= G 0 F, establishing (2.17). This 
last inclusion is strict, in general, as can be seen by taking G = E, and 
F = X + X2. Indeed, 
G~F=E,~(X+X2)=0~(X+X2)=0 
while ?%# 0 since, taking U = {a, b, c}, we find that {a, (b, c)} is a m- _ 
structure (in fact, it can be shown that G 0 F = X” in this case). Consider now an 
F x G-structure t on U. That is t = (t,, t2) where t, E I’[U] and t2 E G[U]. Of 
course, t is an asymmetric (F x G)-structure on U since for any permutation 
a:U<U, 
(F x G)[a](tl, t2) = (F[a](tJ, G[a](t,)) = (t,, t2) iff CJ = id”. 
Hence the inclusion F x G 2 F x G holds. This is a strict inclusion in general 
since, taking F = E2, G =X2, we have 
Finally, consider an F’-structure t on a set U. By definition of derivative, t is an 
asymmetric F-structure on the augmented set U U {p}, where p $ (I. In 
particular, any automorphism of t of the form o* : U U {p} + U U {p}, such that 
o*(p) =p must be the identity. This shows that t must be an F’-structure; so that 
F 2 F’. Again, the inclusion is strict in general since a = X =X #O = 0’ = 
I?;. 0 
Proof of Lemma 3.2. We prove that the full molecular decomposition of the 
species M(T, + T2 + . - * ) is given by the more general formula 
lw(T,+T,+*-*)= c c 
T;‘T;‘. . . 
(5.6) 
rl,+nz+. -=n t_Ee,,,.,, \G.lHw=‘) f-l G”,, ?I*, . 
Let nl, n2, . . . be such that n = n, + n2 + . . . and consider the set (disjoint union) 
U=[n]={l,. . . ,ni}+{ni+l,. . . ,n,+nz} 
+{q+n2+1 )...) n,+n2+n,}+***. (5.7) 
We shall look at the species M(T, + T2 + . . . )In,, n2,. of all M(T, + T2 + . . . )- 
structures that are living on the set (5.7). In fact, we want to split the action 
e n,, nz. x Wnl+ M[nl, (7. s = M[o](s) (54 
into its disjoint orbits. To achieve this take any left coset s = rH E M[n], where 
t E 6,. It is easy to see that the stabilizer of s in Gn,, nz,, is given by 
stab _, WI = st&+W) n 6,. n2,. = Wt-‘1 n 6,. n2,. . (5.9) 
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Hence, s = tH, when interpreted as a M(T, + G + . . . )In,, “2,, .-structure, bel- 
ongs to the molecular species 
Tr;’ T;’ ’ . . /stabs_ “*, (tH) = T;'T;' . + . lW-‘) n C,, “2,. . (5.10) 
Now, the orbit of ZH under action (5.8) is given by the double coset 
G n,, n>, . WI = 6,. nz,. tH. We conclude using the fact that the double cosets 
always form a partition of the ambient group. 0 
Note that there may be repetitions when two distinct representatives T, r’ _E 
G n,, nz, \G,,lH give rise to subgroups (MC’) rl Gn,. nz, and (z’Ht’-I) fl 
G n,. ,,*, that are conjugate in 6,. nz.. . . Of course, the actual molecular 
decomposition of M(T, + q + * . . ) is obtained from (5.6) by collecting such 
repeated terms. Note also that Lemma 3.2 is quite ‘classical’ when interpreted in 
the context of certain general well-known theorems concerning group actions 
(see, for example, Kerber [9] and the references it contains). 
Proof of Proposition 3.3. It is sufficient to prove the results for the case of 
species. The more general case of Q-species will then follow at once by linearity 
and by the fact that substitution has been extended in a coherent manner to 
Q-species. Formulas (3.13(i)) and (3.13(ii)) are obvious from the definition of r,. 
Hence, to prove (3.11) we need only to consider the case of a molecular species 
G = M =X”/H, H =S 6, and a flat species f; = F(X) = CialJXi, f; E N, i = 
1, 2, . . . . We want to show that 
(5.11) 
For this purpose, it is sufficient to prove that for any sequence T,, T2, T3, . . . of 
sorts of points, we have 
(5.12) 
since (5.11) will then follow via the substitutions 7; := Xi, i = 1, 2, 3, . . . . 
Consider an auxiliary doubly indexed family ( q,j) of sorts of points of the form 
T,,,, T1.2,. . . 1 TV,; G.,, T2.2,. . . , T&; T3.1, T3.2,. . . , T3,h;. . . . (5.13) 
Formula (5.6) in the proof of Lemma 3.2 implies that 
(5.14) 
160 G. Labelle 
where (n,,j) denotes the sequence (n,,*, . . . , nl,fi, r~~,~, . . . , r~, . . . ) which is a 
refinement of the sequence (nr, n2, . . . ). Now, making the simultaneous 
substitutions 
K,l := Ti,2:=. . . := 7;,fz := T, i = 1, 2, . . . 
and taking the flat part of the result we obtain, after collecting terms, 
(5.15) 
M”(f,T,+f,T,+---)= c ~~,,,,,...(H)T;‘T~*... (5.16) 
n,+n*+. ‘=n 
where 
Ly n,, n*. .W) = c C(%,,(H). 
n,,,+. .+n,,,,=nL. i=l, 2,. 
(5.17) 
On the other hand, by definition of r,, 
&+.I C Ti,jJ C T&T . . . =,,,,+...+;,,+ ___= nccn,,,)(H)T;li’ . * * TTf. . . . (5.18) 
i.i i,i 
So, making the substitutions (5.15) we get, after collecting terms, 
r,(fiT,+f,T,+...,f,T:+f,T~+...,...) 
= c an,,, *,._. (H)T;‘T;** - *. (5.19) 
n,+n2+. -=?I 
Comparing (5.16) and (5.19), this establishes (5.12), hence (5.11). 
To prove (3.14(iii)), consider the composition G 0 F 0 H where H is an arbitrary 
species (with H(0) = 0). On one hand, we have 
Go(FoH) = &(&(H(X), . . . ), T,(f?(X2), . . . ), . . . ) 
= (& 0 T,)@(X), B(X”), . . . ). (5.20) 
On the other hand, 
(G 0 F) 0 H = I-,,&(X), f?(X2), . . . ). (5.21) 
We conclude by comparing equations (5.20) and (5.21), using the fact that the 
series H(X) is sufficiently general. 
To prove (3.14(iv)) introduce first a new auxiliary sort X0 of points, take the 
two-term To-Taylor expansion of F(To + TI + T2 + . . . ) and take the flat part of 
the result. This gives the symmetric function 
F(T,+T,+T,+...)=F(T,+T,+...)+T,.F’(T,+T,+...)+O(T~), (5.22) 
which can be rewritten as 
T,(T,+T,+...,T~+TI+...,...) 
=rF(TI+-.-, T:+--., . . .) 
+T,-&(T,+-,T;+-,...)+O(T;). (5.23) 
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Hence, the right-hand side of (5.23) constitutes the two-term T,-Taylor expansion 
of the symmetric function T,(T, + TI + T2 + . . . , . . . ). This implies that 
T,(T,+T,+--0, Tf+T;+.-., . . .) 
=$-rF(~“+T,+..., T;+T:+.-., . . .)17;,:_o 
0 
=s(T,+T,C--, T:+T<+-v.,...), 
1 
(5.24) 
where the last equality is easily checked by the chain rule for derivatives. El 
Proof of Lemma 4.1. We obviously have E(T,) = 1 + T,, for k 2 1. Hence (4.1) 
follows from the fact that E(T, + G + * * . ) = E(T,) . E(T,) . . . . TO show (4.2), 
take first an arbitrary integer n and consider any C,(T, + T2 + . . . )-structure y. 
That is, y is an oriented cycle on n 3 1 points, each being a singleton of sort Tk for 
arbitrary values of k > 1. Next, attach the ‘letter’ fk to each point of sort Tk in y, 
k a 1. Then, forgetting the nature of the points in y, we obtain a circular word w 
in the alphabet {tI < t, < . . . }. Consider now the smallest integer d for which 
there exists a (circular) word A. such that o = Anld where d 1 n. Among the 
possible choices for y we can always choose the one which is lexicographically 
smallest. Since d is minimal, il is not itself a nontrivial power of a word. That is, ;\ 
is a Lyndon word [21]. Assume now that the letter tk appears exactly i, times in h 
for every k Z= 1. We obtain that 
o is a C,,,(T’,’ . T? . . . )-structure and ir + i2 + . . * = d 1 n. (5.25) 
There are Ai,, i2, choices for the Lyndon word A, given i,, i2, . . . . Summing 
over n 3 1 and over every possible choice of iI, i2, . . . , we obtain the complete 
atomic decomposition 
Formula (4.2) then follows immediately from the fact that 
C,(T’;T?-.-)=TyT>-.- ifk=l; and =O ifk>l. (5.27) 
To obtain the explicit expression (4.3), we apply the differential operator 
,&r Tk d/dT, to both sides of the combinatorial equation 
C(T, + T2 + . . . ) = C A,,, iz,, .C(TyT$ . * . ). 
O<i,+i*+. .<m 
Since C’ = L, this gives 
(5.28) 
1 - (T, + G + . . . ) = o<j,+iz+. .<m 
C (5.29) 
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Taking the coefficient of T;‘Tz’ . . . on both sides we obtain the family of 
equalities 
nl+n*+“’ 
4, n2, . . . > 
= d, (Jt2 ) ( Izl + n; + .. ‘)d.,,d, nzld, . 
3 2 
Hence, (4.3) follows from (5.30) by Mobius inversion. Cl 
(5.30) 
Proof of Theorem 4.2. The formula for r, is trivial. The formula for r. follows 
easily from (4.1) using the fact that (1 + T) = exp(C,,, (-l)“-‘TV/v). Taking r 
of both sides of L = 1 + X + X2 + * . . gives the formula for r,. Substituting (4.3) 
in (4.2) and collecting terms yields 
C(~+T,+...)=?:~ln(l_(T,+~~+...,). 
ES1 1 2 
(5.31) 
Replacing T; + T!j + . . . by x, in (5.31), for at = 1, 2, 3, . . . , gives the expression 
for &. Finally the simple formula for & can be established by 
==g (1 -x,)“n = (1 -x,)-1(1 -x2), (5.32) 
where the last equality makes use of the following fact involving the Mobius 
function: 
-1 ifn=l, 
1 if II = 2, 0 (5.33) 
0 ifn>2. 
Proof of Corollary 4.3. Formulas (4.6)-(4.7), (4.10) and (4.12) are direct 
consequences of (4.4)-(4.5) of Theorem 4.2 and of (3.11) of Proposition 3.3. To 
obtain (4.8)-(4.9), take first the logarithm of both sides of (4.6), then replace X 
by Xl, multiply by ,~(j)/j and take the sum over j 2 1. This gives, after collecting 
terms, 
~~ln~(Xj)=-~~(~~~8(d)(-l)..‘“)P(x.) (5.34) 
= F(X) - F(X2), (5.35) 
where the last equality makes use of (5.33). Now iterate (5.35) by repeatedly 
replacing X by X2 and summing. This gives (4.8)-(4.9). Note that another 
method can be used to solve for F in terms of C?. It consists of taking the 
logarithmic derivatives of both sides of (4.6) (or of (4.7)). This provides a 
recursive scheme for the computation of the coefficients of F in terms of those of 
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C? when G = Eo F. To obtain (4.11), write B(X) = -ln(l - F(X)) and A(X) = 
C?(X) and use Mobius inversion in the special form 
B(X) = c A(Xk)lk e A(X) = c p(k)B(Xk)/k (5.36) 
ksl kz=l 
where A(X) and B(X) can be any power series (or even Q-species) satisfying 
A(0) = B(0) = 0. Formula (4.13) is easily established by iteration of (1 - E(X)) = 
(1 - F(XZ))/G(X). 0 
Proof of Theorem 4.4. Simply apply the operator r to (4.17). This yields (4.19). 
To establish formulas (4.20)-(4.21), use exactly the same proof as that of 
Theorem A in [ll] but with Z everywhere replaced by r 0 
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