A better understanding of cold regions hydrological processes and regimes in transitional environments is critical for predicting future Arctic freshwater fluxes under climate and vegetation change. A physically based hydrological model using the Cold Regions Hydrological Model platform was created for a small Arctic basin in the tundra-taiga transition region. The model represents snow redistribution and sublimation by wind and vegetation, snowmelt energy budget, evapotranspiration, subsurface flow through organic terrain, infiltration to frozen soils, freezing and thawing of soils, permafrost and streamflow routing. The model was used to reconstruct the basin water cycle over 28 years to understand and quantify the mass fluxes controlling its hydrological regime. Model structure and parameters were set from the current understanding of Arctic hydrology, remote sensing, field research in the basin and region, and calibration against streamflow observations. Calibration was restricted to subsurface hydraulic and storage parameters. Multi-objective evaluation of the model using observed streamflow, snow accumulation and ground freeze/thaw state showed adequate simulation. Significant spatial variability in the winter mass fluxes was found between tundra, shrubs and forested sites, particularly due to the substantial blowing snow redistribution and sublimation from the wind-swept upper basin, as well as sublimation of canopy intercepted snow from the forest (about 17% of snowfall). At the basin scale, the model showed that evapotranspiration is the largest loss of water (47%), followed by streamflow (39%) and sublimation (14%). The models streamflow performance sensitivity to a set of parameter was analysed, as well as the mean annual mass balance uncertainty associated with these parameters.
Introduction
The Arctic is a remote and extremely cold environment that has recently captured the attention of policy makers, engineers and scientists, particularly for the role of Arctic sea ice in global atmospheric and oceanic circulation (Budikova, 2009) , observed climate change (Larsen and Anisimov, 2014) and permafrost degradation (Liljedahl et al., 2016) . Precipitation and temperature changes all over Canada (including the Canadian Arctic) from 1948 to 2012 were studied by Vincent et al. (2015) showing a clear warming (4-6°C) and an overall increase in precipitation with significant spatial variability.
The majority of the surface and subsurface physical processes describing the hydrology of Arctic river basins have been studied in detail, resulting in a good understanding of the main hydrological controls. The water year in the Arctic can be defined after the fall-winter transition (beginning in October), during which temperatures cool rapidly, causing a substantial energy transfer from the relative warmer ground to the atmosphere or the recently formed snowpack (Rouse, 1984) . Snowfall may be intercepted by vegetation (forest or shrubs) and sublimate . If it falls over shrubs, the snow load may bend and bury their branches producing abrupt changes in surface albedo, especially during the quick spring transition, in which branches are re-exposed to the atmosphere (Endrizzi and Marsh, 2010; Ménard et al., 2012; Pomeroy et al., 2006) . Tundra may be subject to significant blowing snow redistribution to vegetated surfaces, such as shrubs and forest edges and to gullies and stream channels, and tundra snowpacks undergo sublimation during blowing snow transport (Essery and Pomeroy, 2004; Pomeroy and Li, 2000) . Spring snowmelt is the major hydrological event of the year, in which over 50% of the annual precipitation melts in a few weeks (Marsh et al., 2002; Marsh and Pomeroy, 1996) . During snowmelt, partially or fully frozen ground with a high ice content can restrict infiltration producing overland flow or shallow subsurface flow (Kane, 1980; Kane and Stein, 1983; Quinton and Marsh, 1999 ) that may be delayed by the formation of snow-dams produced by drifts in the channels (Woo et al., 1980) . Once ground has thawed, infiltration into the highly porous top organic soil layer (20-50 cm) is restricted by the water storage potential above the frozen layer (Gray et al., 2001; Kane and Stein, 1983; Woo and Steer, 1982) , resulting in preferential subsurface flow as the dominant runoff mechanism (Kane et al., 1991; Quinton and Marsh, 1999) . Subsurface runoff occurs as a shallow saturated ''suprapermafrost groundwater" layer perched on top of the frost table Woo and Steer, 1982) . As there is an exponential decline in hydraulic conductivity with depth in organic soils, the depth of thaw has an important control on the rate of subsurface flow Quinton et al., 2000; Woo and Steer, 1983) . The maximum thickness of the thawed layer defines the Active Layer Thickness (ALT) and the boundary with permafrost. The ALT controls both ground heat transfer (Halliwell and Rouse, 1987) and available soil water storage capacity for late summer (Woo, 2012, p. 216) . ALT in regions such as the Boreal forest and tundra environments in northwestern Canada ranges from roughly 0.25-1.75 m (Woo et al., 2007) .
Robust physically based hydrological models that include cold regions processes are required to diagnose the hydrological regimes of Arctic basins under climate change (Woo et al., 2008) , as the complex surface and subsurface energy and mass balance hampers the successful application of conceptual models developed for more temperate regions. The relatively low density of stream gauges in the Arctic means that opportunities for calibration are limited and so model parameters must be identifiable from other observations, including those from remote sensing and research basin field studies (Pomeroy et al., 2013b) . There are several models that have been developed for cold regions hydrology and include processes specific to the climate; however, not all have a strong physical basis. Examples of process-based hydrological models in Arctic environments are presented by Zhang et al. (2010) ; (ARHYTHM model), Kuchment et al. (2000) , Schramm et al. (2007; TopoFlow model) , Endrizzi et al. (2011; GEOtop Model) and Semenova et al. (2013; Hydrograph model) , differentiating by the number of physical processes included and the complexity used to represent them. Although these models have strong physical bases for some hydrological processes, they either lack of a full representation of the hydrological cycle (i.e. summer and winter processes) or a robust physical representation of the key hydrological processes, such as snowmelt, sublimation, ground freeze-thaw or snow redistribution by wind and interception by vegetation.
The Cold Regions Hydrological Modelling platform (CRHM; Pomeroy et al., 2007 ) is a process-based, flexible, modular hydrological modelling platform that allows the selection of different modules from an extensive library to create a custom hydrological model. Each module represents a different approach to simulate hydrological processes. Many of the modules have a strong physical basis and describe the cold regions processes that are found in Arctic environments . CRHM has been applied in different regions, such as China (Zhou et al., 2014) , Patagonia (Krogh et al., 2015) , Canadian Rockies (Fang et al., 2013; Pomeroy et al., 2016) , German Alps (Weber et al., 2016) , northern Canada (Rasouli et al., 2014) and Svaldbard (López-Moreno et al., 2016) .
The purpose of this study is to investigate and reconstruct the dynamics of the water and energy budgets and resulting hydrological regime over a 28-years period for an Arctic basin underlain by permafrost in the tundra-taiga transition region. This investigation involves the implementation and validation of a comprehensive physically based cold regions hydrological model that couples atmosphere, surface and subsurface energy and mass fluxes.
Study site and available data
Havikpak Creek (HPC) was selected for diagnosis as the study basin as it is a relatively small (16.4 km 2 ) taiga-dominated Arctic basin in the transition treeline region, with previous hydrological process studies, good vegetation and topographic characterisation, an active, well-maintained stream gauge and high-quality driving meteorology. HPC is located 2 km north of Inuvik Airport, Northwest Territories (NWT), Canada (68.2°20 0 N 133°28 0 W) and discharges through a culvert under the Dempster Highway, which is the only road linking Inuvik with the airport and southern Canada. This region is underlain by continuous permafrost from 350 to over 575 m deep (Natural Resources Canada, 1995) . HPC has moderate topography (mean slope of approximately 2°) and an elevation range from 60 to 240 m (Fig. 1) , with a primary SW aspect. HPC landcover classification was studied by Marsh et al. (1997) using Landsat Thematic Mapper images and a combination of supervised classification, cluster analysis, transformed thermal and vegetation indexes, and field validation. The result of this analysis was seven landcover classes: water, tundra, sparse shrub, closed shrub, sparse forest, open forest and closed forest, with forest representing over 50% of the HPC basin. The majority of the forest in HPC is comprised of black spruce taiga (Picea mariana) (Eaton et al., 2001 ) primarily restricted to the mid-low elevations (<140 masl); however, a smaller area of forest can also be found on well drained hillsides and both shrub and some sparse tundra cover the highest elevations plateaux and gullies .
According to the Köppen-Geiger climate classification (Peel et al., 2007) the climate in Inuvik is subarctic, meaning cold temperatures, no dry seasons and cold summers. Based on the Canadian Climate Normals , Environment and Climate Change Canada (ECCC)), the mean annual temperature at Inuvik is À8.2°C with a mean monthly temperature below zero from October to May, and a maximum summer temperature of 14.1°C in July. Total mean annual precipitation is 241 mm, which is distributed throughout the year, with peak precipitation during summer between July and September. The mean annual number of days with precipitation above 0.2 mm is 130 (36% of the year), from which 93 days are associated with snowfall. Regional precipitation near HPC has a markedly decreasing South-North gradient. For example, Fort McPherson Airport weather station, located about 120 km southwest from HPC, has a mean annual precipitation of 298 mm and Tuktoyaktuk Airport weather station, located about 160 km northeast from HPC, has a mean annual precipitation of 160 mm (Canadian Climate Normals, 1981 . Precipitation variability within HPC is expected to be minimal as the basin length is only 6.5 km and localized summer convective activity is infrequent.
The location of ECCC weather stations near Inuvik, namely, Inuvik Airport, Inuvik Upper Air and Inuvik Climate, are presented in Fig. 1 . General information about these stations is presented in Table 1 . Inuvik Airport station has been operating for the longest period, and has experienced changes in its location over time. After the 1990s there were changes in the precipitation gauge type and the collection method; from manually emptied, Nipher-shielded Meteorological Service of Canada copper cylinders to automated, Alter-shielded Geonor storage gauges. Both Inuvik Climate and Upper air have had Alter-shielded Geonor with automatic collection; these stations are adjacent to each other. Observed daily streamflow from 1995 to present for HPC basin is available from an ECCC Water Survey of Canada (WSC) hydrometric station downstream from the HPC crossing with the Dempster Highway (see Fig. 1 ). Metadata associated with streamflow records acknowledge the great uncertainty associated with the measurements, particularly during the snowmelt period as ice is found in the cross section of the hydrometric station. Snow water equivalent on the ground has been measured regularly since 1960 to present by ECCC as a sequence of snow depth and density measurements along a sparsely shrub-covered transect surrounded by taiga forest near to the Inuvik Climate station.
Methodology
A flowchart describing input data sources and pre-processing, hydrological model setup, output data, validation and analysis is presented in Fig. 2 to provide guidance to the methodology. In the next sections a detailed description of each of these steps is provided.
Weather forcing time series
To generate a single and continuous time series with weather forcing data for HPC in the period between 1980 and 2009, hourly records of temperature, wind speed and relative humidity from the Inuvik Airport station were used. Gaps in the hourly temperature records were filled using linear interpolation. Missing values for wind speed and relative humidity were filled as follows: (1) onehour gaps were filled by linear interpolation and (2) the remaining gaps were filled with the hourly mean values calculated for each calendar month.
A continuous daily precipitation time series was reconstructed using data from (1) the Adjusted and Homogenized Canadian Climate Dataset (AHCCD; Mekis and Vincent, 2011) for the Inuvik station (station ID: 2202578) during the period between 1980 and 1995, which includes corrections for rainfall (wind speed at the orifice height, wetting of the funnel area, evaporation and wetting of the receiver or container) and snowfall (Nipher-shielded cylinder gauge wind undercatch and trace events); and (2) from a Alter-shielded weighing storage gauge wind undercatch corrected time series using daily and hourly precipitation recorded at Inuvik Upper Air (1995 daily) and Inuvik Climate (2003-2009; hourly) stations.
3.1.1. Correction and temporal disaggregation of daily precipitation Daily and hourly snowfall records from Inuvik Upper Air and Inuvik Climate stations were corrected for wind undercatch using the expression developed by Smith (2008) for the Alter-shielded Geonor gauge. An hourly precipitation time series is preferred to force the hydrological model; therefore, a statistical disaggregation approach was implemented to disaggregate daily precipitation into hourly.
The temporal disaggregation of precipitation has been widely studied in the literature, particularly for hydrological applications (Gupta and Waymire, 1993; Onof et al., 2000) . A common approach to disaggregate precipitation is by random cascade (Licznar et al., 2011; Molnar and Burlando, 2005) . This approach is based on the assumption that over different disaggregation levels (e.g. from 24 to 12 h) some statistical properties are invariant (i.e. multiscaling properties; Gupta and Waymire (1990) ). In this study, the multiplicative microcanonical random cascade model first created by Olsson and Berndtsson (1998) and further refined by Güntner et al. (2001) was used. The approach used in this study is referred as the Practical Experiment E24/0.75/1 by Güntner et al. (2001) . Observed hourly precipitation from Inuvik Climate station was aggregated and used to calibrate the model, and then used to disaggregate daily precipitation from 1995 to 2009.
Spatial distribution of wind speed and temperature
Wind speed in the relatively calm lower elevations of HPC is not representative of the wind-swept upland tundra as noted by . To overcome the misrepresentation of wind speed observation, Walmsley's parametric version of a the Jackson-Hunt boundary layer windflow model (Walmsley et al., 1989 ) that simulates the effect of local topographic features was implemented. This model was developed to be used under moderate-to-high wind speeds, and it assumes a neutral thermal stratification and uniform surface roughness. The coefficients used for the upper tundra and shrubs are associated with a 3D rolling terrain, meaning moderate topographic changes in the three spatial dimensions. Temperature was spatially distributed based on elevation through a lapse rate estimated at 0.0074°C/m.
Atmospheric reanalysis data
Solar radiation records were not available for HPC; therefore, short-and long-wave radiation from atmospheric reanalysis were used to force the hydrological model. Reanalysis data has been previously used to overcome the lack of weather forcing data in remote regions for hydrological applications (e.g. Krogh et al., 2015) . In this study the ERA-Interim (ERA-I; Dee et al. (2011) ) reanalysis was used. Three-hour interval short and longwave radiation from ERA-Interim for the period between 1980 and 2009 was linearly interpolated over time to create an hourly time series. ERA-Interim has a 0.75°spatial resolution; therefore, only one centroid (the closest) was used to extract the weather time series.
Basin delineation and landcover map
The HPC drainage area was estimated based on the Canadian Digital Elevation Model (CDEM -20 Â 20 m); Natural Resources Canada, 2013) using the Topographic Parameterization software (TOPAZ; Garbrecht and Martz, 2000) and the Arc Hydro Tool Version 2.0. Basin delineation was then manually corrected to account for the barrier effect of the highway, resulting in a 16.4 km 2 drainage area. The CDEM was smoothed using the denoise algorithm presented by Johns et al. (2003) to obtain a less disturbed aspect and slope map.
In this study the field-verified landcover classification from Marsh et al. (1997) was modified to include a Wetland class as shown by the landcover classification from the Earth Observation for Sustainable Forest Development (EOSD; Wulder and Nelson (2003) ), which is primarily covered by sparse shrubs. Also, sparse and open forest were merged in a new class called Taiga, and similar to Marsh et al. (1997) a Gully/Drift class is added where the slope is greater than 9°and around Open Water class. The vegetation in the Gully/Drift class is primarily sparse shrubs. Fig. 1 presents the final landcover map used in this study as well as the basin delineation.
Hydrological model configuration
CRHM is a spatially distributed model that uses Hydrological Response Units (HRUs; Kouwen et al., 1993) ) to spatially discretize the basin. HRUs can be computed by grouping different climatological, biophysical and physiographic characteristics, such as landcover, humid or arid areas, slope, aspect and elevation (Krogh et al., 2015; Pomeroy et al., 2007; Pomeroy et al., 2013a,b) and need not be contiguous. HRUs for HPC basin were hierarchically defined by: (i) computing the main physiographic characteristic of the eight landcover classes (i.e. area, aspect and slope); (ii) assessing the need to split each landcover class by slope or aspect; and (iii) splitting the Tundra, Sparse Shrubs and Gully/Drift classes into two elevation bands, as the upper basin has a higher wind speed regime which is critical to properly represent blowing snow sublimation and redistribution . The result of this analysis is 11 HRUs (c.f. Table 2 ). Note that the basin was not discretized on slope or aspect as the slopes are primarily mild (mean and maximum slope of 2.1°and 9°, respectively) and aspect is mostly southwest throughout the basin. The primarily HRU physiographic characteristics are presented in Table 2 . The model was run for the 30-year period between 1980 and 2009; however, the first two years were used to spin-up the model. These two years are relatively normal in terms of mean annual precipitation and temperature; therefore, they are considered as representative of the modelling period.
A schematic representation of the key physical processes and mass fluxes governing the hydrological regime of HPC (and most Arctic basins in this region), classified in winter and summer processes, is presented in Fig. 3 . Key physical processes to simulate in this environment are: precipitation phase, canopy snow/rain interception and sublimation/evaporation, snowmelt energy-balance, blowing snow sublimation and redistribution, evapotranspiration, overland runoff, infiltration into frozen and unfrozen soil, flow through organic terrain and mineral soil, ground freeze and thaw, and streamflow routing. In the CRHM platform, all of these processes are represented by modules that can be included to generate a suitable model for this environment; hereafter this model will be referred as the CRHM Arctic Hydrology Model (AHM).
The approaches used by the CRHM-AHM to simulate each of these hydrological processes in modules are described in Table 3 . In this table these modules are classified into atmospheric, landatmospheric and land processes. A detailed description of the parameters used for each physical process module is provided in Section 3.4. The equations used in the ground and thaw algorithm are detailed next, as this is the first time they are used in the CRHM platform.
In this study, the sub-permafrost groundwater layer is neglected, as the expected shallow active layer (e.g. between 0.4 and 0.8 m for Siksik Creek -50 km from HPC; Quinton and Marsh, 1998) and ice-rich soils restrict percolation and exfiltration of groundwater in the region (Woo and Marsh, 2005) ; however, supra-permafrost groundwater is represented by the soil moisture module. The presence of taliks underneath the lakes and ponds in HPC is unknown and not included in the CRHM-AHM; however, if deep taliks were present they could potentially create zones of connectivity between supra-and sub-permafrost groundwater (open taliks) as have been observed in other continuous and discontinuous permafrost regions (Johansson et al., 2015; Rowland et al., 2011) . To properly assess the presence of taliks, geophysical exploration techniques or ground-based observations are required. Here, the lack of deep groundwater contribution is indicated by the absence of winter streamflow in HPC; however, this could potentially change in the future as groundwater connectivity may increase with decreasing permafrost (Walvoord et al., 2012) .
The new ground freeze/thaw algorithm included in CRHM
A new feature in the CRHM platform is explored and introduced in this study, this is the implementation of the XG-algorithm (Changwei and Gough, 2013) as a module to simulate ground freeze and thaw. The XG-algorithm provides a simplified solution for Stefan's equation (Juminikis, 1977) to represent heat transfer in multi-layered soils with non-uniform soil properties (e.g. thickness, thermal conductivity and porosity). This equation only considers the latent heat of fusion (energy released when freezing or absorbed when thawing) and ignores the volumetric heat capacity of the soil. Stefan's equation for a homogeneous soil is presented in Eq. (1).
where n is the frost/thaw front depth, k is the thermal conductivity of the soil (W/m/K), F is the surface freeze/thaw index (°C degreedays), L is the latent heat of fusion (J/kg), w is the volumetric water content (m 3 /m 3 ), and q is the bulk density of the soil (kg/m 3 ). Changwei and Gough (2013) defined the ratio P 12 : 
where 1 and 2 are two vertically adjacent soil layers. The P 12 ratio is the ratio between the frost/thaw front depth of soil layer 1 and 2, which is defined only by the physical properties of each soil layer, and not by the freeze/thaw index (F). By using a given freeze/thaw index, Eqs. (1) and (2), and the concept of a ''residual freeze/thaw index", Changwei and Gough (2013) deduced a simple relationship to estimate the freezing/thawing depth in a two layered soil system, which can be reduced to the following equation:
where Z 1 is the thickness of the first soil layer (m) and F 1 is the freeze/thaw index required to freeze/thaw the first layer. Eq. (3) can be easily generalized to calculate the freeze/thaw of an nlayered soil system, which has shown good results as demonstrated by Changwei and Gough (2013) . The thermal conductivity of each soil layer is estimated using the expression developed by Johansen (1975, p. 221) for unfrozen and frozen soils, based on their degree of saturation, as presented in Eqs. (4) and (5), respectively.
where k U and k F is the thermal conductivity of unfrozen and frozen soil, respectively, k 0 is the dry thermal conductivity of the soil, k l is the saturated thermal conductivity and S r (m 3 /m 3 ) is the degree of saturation of the soil. The units of the thermal conductivity are (W/ m/K).
CRHM-Arctic hydrology model parameterization
Parameterization was performed using the deduction, induction, abduction (DIA) approach (Pomeroy et al., 2013a) as follows: (1) physiographic and vegetation parameters, such as slope, aspect and vegetation type, were obtained from the DEM and landcover map; (2) parameters from previous studies by Pomeroy and Marsh in HPC basin Marsh et al., 1997) ; and (3) transferring parameters from other basins with similar hydrological regimes (e.g. Trail Valley Creek, NWT and Wolf Creek, Yukon (Carey and Woo, 2005) ), the latter has shown to be a valid and successful parameter transfer approach (Dornes et al., 2008) . Parameters that could not be defined using the DIA approach were calibrated (c.f. Section 3.4.2).
3.4.1. Deduction, induction and abduction approach (DIA) 3.4.1.1. Snow accumulation, melt and distribution. The albedo decay function (Gray and Landine, 1987 ) requires a maximum (fresh snow) and minimum (snow free) albedo, associated with fresh snow and snow free conditions, respectively. The albedo range for Open Water landcover was set to 0.9 for fresh snow (Marsh et al., 2002) and 0.1 for snow free conditions, whereas for Tundra, Tundra Shrubs, Taiga and Forest, fresh snow albedo was set to 0.8 and snow free to 0.15 (Eugster et al., 2000; Ménard et al., 2012) . Snow surface roughness used by SNOBAL was set to 0.001 m similar to the one estimated by Marsh and Pomeroy (1996) and Neumann and Marsh (1998) in this region. The maximum value for the liquid water holding capacity of snow was set to 0.01 mm/mm as recommended by Marks et al. (1998) . Fresh snow density was assumed to be 100 kg/m 3 as presented by Ménard et al. (2012) for Trail Valley
Creek. SNOBAL requires observed ground temperatures to estimate ground heat flux, which are not available for HPC; here, a constant temperature of À4°C at 10 cm from the ground surface is assumed. (Ellis et al., 2010; Hedstrom and Pomeroy, 1998; Parviainen and Pomeroy, 2000; Both models estimate precipitation interception and phase change based on geometric characteristics of the forest cover (leaf area index, vegetation height and maximum canopy interception load) and atmospheric conditions (temperature, wind speed and vapour pressure).
Snow Melt and Accumulation
A Snowcover Energy Balance Model (SNOBAL; Marks et al., 1998) Two-layer energy balance model that allows refreezing and uses the bulk transfer method with stability correction (Monin and Obukhov, 1954) to calculate turbulent heat fluxes. Lower layer snow temperature forms an upper boundary condition for soil freeze-thaw calculations in winter using the XG module. Evapotranspiration Penman-Monteith Algorithm (P-M; Monteith, 1981) for unsaturated surfaces and Priestley-Taylor (Priestley and Taylor, 1972) for saturated surfaces. Jarvis (1976) to estimate stomata resistance changes.
P-M calculates actual evapotranspiration over non-saturated surfaces based on net radiation, stomata resistance and surface roughness. Stomata resistance is calculated based on a minimum resistance and four coefficients (>1) related to atmospheric and ground conditions. Priestley-Taylor is a simplified, net radiation based method for saturated surfaces that includes horizontal advection of energy. Blowing Snow Transport, Sublimation and Redistribution Prairie Blowing Snow Model (PBSM; (Fang and Pomeroy, 2009; Pomeroy and Li, 2000) Steady-state two-phase flow model that calculates snow saltation and suspension based on friction velocity, aerodynamic roughness height, exposed vegetation and fetch distance. A coupled sublimation algorithm integrates the sublimation of a single ice particle over the saltation and suspension layers and rescales this to bulk sublimation.
Land
Ground Thaw-Freeze A simplified solution of Stefan's heat flow equation, the XG -algorithm (Changwei and Gough, 2013) Simplified solution for Stefan's equation that can be implemented for multi-layered soils, based on layer depth and thermal conductivity. It assumes a linear temperature distribution in the thawed or frozen layers. Ground surface temperature Radiative-conductive-convective approach (Williams et al., 2015) Semi-empirical approach that uses air temperature, net radiation and antecedent frost table depth to estimate ground surface temperature as an upper boundary condition for XG in the snow-free period. Water flow through snowpack and organic layer Detention flow layer Water flow detention produced by the celerity of flow through the snowpack or exposed organic layers above soil is calculated as per Pomeroy et al. (2016) based on Colbeck (1975 Colbeck ( , 1972 and relationships between permeability, water pressure and saturation. Soil Infiltration Infiltration into unfrozen soils using Ayers (1959) and into frozen soils using Gray et al. (2001) .
Infiltration into unfrozen soils is based on an empirical relationship between ground cover condition (e.g. bare soil or forested) and soil texture. For frozen soils, infiltration is first classified as unlimited, restricted and limited. For limited infiltration a parameterization of a finite difference heat and mass transfer model is based on initial surface saturation, average soil saturation and temperature, and infiltration opportunity time. Soil Moisture A three-layer soil model (Pomeroy et al., 2007) . Subsurface vertical and lateral drainage controlled by effective hydraulic conductivity using the Brooks and Corey (1964) relationship.
Three-layer model includes a recharge, lower and groundwater layer. Models allows for infiltration excess or saturation-excess overland flow, surface runoff, recharge through macropores and subsurface discharge (Fang et al., 2013) . Here, no sub-permafrost groundwater recharge is allowed due to ice-rich soils and shallow active layer. Lateral and vertical flows are calculated based on Darcy's law using the unsaturated hydraulic conductivity calculated with the Brooks and Corey (1964) relationship. This module is linked to XG and all water and storage capacity in the frozen layer is considered immobile and inaccessible. Liquid water below a frozen layer may drain vertically or horizontally but not be recharged from above. Liquid water above a frozen layer is restricted to the unfrozen layer and may drain horizontally and be recharged or withdrawn by evapotranspiration. Surface and Subsurface Routing Lag and Storage (Clark, 1945) Clark's lag and storage for subsurface routing between HRUs.
Leaf Area Index (LAI) used by the canopy interception module was estimated at 0.25 and 1.2 m 2 /m 2 for shrubs and forest, respectively. The maximum snow load capacity was set to 5.9 kg/m 2 as used by . For the lower elevations, the blowing snow redistribution sequence starts from Lower Tundra and Open Water to Lower Shrubs and then to Lower Gully/Drift HRUs, with fetch values of 40, 500, 1000 and 3000 m for the Gully/Drift, Tundra, Shrubs and Open Water HRUs, respectively, also following observations made by .
3.4.1.2. Surface runoff. Surface runoff in all HRUs except Open Water represents overland runoff, as for ''Open Water" it represents streamflow. This flow occurred through the snowpack as a porous media flow at the Darcy velocity as described in the next section. When snow-free, this flow only occurred when the detention layer did not exist (Open Water) or for runoff in excess of that which could be held in detention in the upper organic layer. For both cases, the routing of surface runoff was modelled using Clark's lag and route hydrograph technique (Clark, 1945) . Two parameters were required: storage and lag constant. These parameters were calibrated and assumed to be constant among HRUs with the same landcover (c.f. Table 6 ).
3.4.1.3. Subsurface and hillslope flow. Many studies have acknowledged the predominance of subsurface runoff and storage in tundra-dominated Arctic environments near Inuvik (Quinton, 1997; Quinton and Marsh, 1999) , especially for the high water holding capacity of these soils . Fig. 4 shows the soil representation used in the CRHM-AHM, which is composed of three-layers representing an upper peat, lower peat and mineral soil layer. This three-layers system has been identified by other studies in similar environments (Carey and Woo, 2005; Quinton and Marsh, 1999) . Carey and Woo (2001) , Quinton and Marsh (1999) and Quinton et al. (2000) present value for the saturated hydraulic conductivity of the upper and lower peat layer in the order of 10 À3 and 10 À4 (m/s), respectively, in Arctic and subarctic environments. These orders of magnitudes are used in the calibration scheme presented in Section 4.2. Soil porosity measured by Quinton (1997, p. 59) shows that the active porosity in the upper organic layer ranges from 0.75 to 0.85 and for the lower organic layer ranges between 0.5 and 0.8. The porosity of the mineral soil layer was measured by Carey and Woo (2005) in a subarctic basin, with an average value of 0.5. In this study, we set the porosity of the upper and lower peat, and mineral soil in 0.8, 0.8 and 0.5, respectively. The thickness of the upper organic layer was estimated at 10 cm and the lower organic layer between 30 and 40 cm (c.f. calibration section) as presented by Quinton and Marsh (1999) . Mineral soil thickness is more uncertain; however, its water storage potential depends on the thaw depth. The velocity at which water moves vertically from the upper recharge layer to the lower layer was estimated using the Darcy's law and the Brooks and Corey (1964) relationship for unsaturated hydraulic conductivity, which depends on the saturated hydraulic conductivity, the pore size distribution index and the degree of saturation of the soil. The pore size distribution for peat was estimated at 5.6 as presented by Zhang et al. (2010) for a subarctic basin (Scotty Creek Peat Plateau) in the Northwest Territories. Lateral flow was simulated using the same method, but with a correction for the ground slope. Subsurface flow routing between HRUs was simulated using Clark's hydrograph (Clark, 1945) , which is based on a lag and a storage coefficient estimated through calibration.
3.4.1.4. Permafrost thaw and freeze. Ten sub-surface layers with a uniform thickness of 10 cm were used to simulate ground freeze/ thaw in the first metre, and ten more layers with a uniform thickness of 20 cm were used for the underneath two meters. The top four layers represent the upper and lower peat layers with a porosity of 0.8, a thermal conductivity for dry unfrozen peat of 0.06 W/ m/K, a frozen saturated hydraulic conductivity of 1.9 W/m/K and a saturated unfrozen thermal conductivity of 0.5 W/m/K (Woo, 2012, p. 48) . The mineral soil layer was represented by the remaining 16 layers with a porosity of 0.5, a thermal conductivity for dry unfrozen mineral soil of 0.25 W/m/K (Woo, 2012, p. 48 ), a frozen saturated hydraulic conductivity of 1.8 W/m/K (Johansen, 1975, p. 222 ) and a saturated unfrozen thermal conductivity of 1.2 W/m/ K (Farouki, 1981, p. 104) .
3.4.1.5. Evapotranspiration. Evapotranspiration was simulated using the Penman Monteith (Monteith, 1981) algorithm except for Open Water and Wetland HRUs, for which the Priestley and Taylor (Priestley and Taylor, 1972) Eugster et al. (2000) . Based on the values compiled by Eugster et al. (2000) , the minimum stomata resistance values of 76, 150, 90 and 90 s/m were set for Tundra, Tundra Shrub, Taiga and Forest HRU, respectively. Ground heat flux for evapotranspiration during the ground thaw season was estimated as 18% and 16% of net radiation based on the observations presented by Rouse (1984) for tundra and forest, respectively.
Calibration
The majority of the parameters required to run the model were set either from field observations or others studies in the region. However, parameters related to subsurface and surface hydraulic and storage were unknown or highly uncertain (see Table 6 ). The Dynamically Dimensioned Search algorithm (DDS) from Tolson and Shoemaker (2007) was implemented to automatically estimate these parameters by maximizing the Nash and Sutcliffe (1970) coefficient. DDS has been implemented in other cold regions hydrology modelling studies (Dornes et al., 2008; Rasouli et al., 2014) 
Model sensitivity and uncertainty analysis
The new state-of-the-art Global Sensitivity Analysis framework (VARS) presented by Razavi and Gupta (2016a,b) was used to assess the sensitivity of the streamflow performance, using the Nash-Sutcliffe coefficient, to parameters uncertainty. The following six parameters were used in the analysis, selected from an informal evaluation of their uncertainty and model process sensitivity to Table 4 and were based on values from the literature for this region and field observations. The saturated hydraulic conductivity of the upper and lower peat layers were varied such that the lower peat layer hydraulic conductivity was always one order of magnitude smaller than the upper layer, in order to avoid a lower peat layer with a greater hydraulic conductivity, which is contrary to observations in the region and soil development principles (Carey and Woo, 2001; Quinton and Marsh, 1999) . The VARS framework uses a sampling strategy called ''star-based" as it requires a number of ''stars" to sample parameter combinations. In this study we used 20 stars, resulting in 1100 combinations; this was considered appropriate for this application (S. Razavi, personal communication, 2016) . As a secondary goal, the uncertainty of the mean annual mass balance associated with these parameters was also assessed using the same ''star-based" sampling strategy used for the sensitivity analysis. This means that the 1100 parameters scenarios were run and the mass balance was computed for each parameters scenario.
Results and discussion

Precipitation correction and temporal disaggregation
Corrected mean monthly precipitation and temperature for the period between 1980 and 2009 is presented in Fig. 5 . Corrected mean annual precipitation is 327 mm/yr as opposed to the 240.6 mm/yr from ECCC Climate Normals, resulting in an increase of roughly 36%. This is consistent with wind undercatch corrections suggested for northern Canada by Pomeroy and Goodison (1997) and more recent corrections by Pan et al. (2016) for relatively open sites. Validation of the temporal disaggregation of precipitation is presented in Table 5 . The disaggregation approach successfully represents the main statistics, where the greatest errors are found for skewness and autocorrelation lag-1 (around 13.2% and 15.5%, respectively). Therefore, this method is considered valid for this region, as the assumption of a fractal behaviour in the frequency distribution function of the weight factors (Güntner et al., 2001 ) was met (not shown here).
Model calibration and validation
Parameter ranges used for calibration and their optimum values after 1000 iterations using the DDS algorithm are presented in Table 6 . Saturated hydraulic conductivity for the upper and lower peat layer show similar values, both close to 1 Â 10 À3 m/s. The conceptual nature of routing parameters (storage and lag) precludes a detailed interpretation of the values obtained through calibration; however, a consistent result is the higher subsurface lag and storage associated with forest, which is likely due to its larger contributing area. Also, open water and wetland have consistent small surface lag and storage parameter, which is in agreement with the faster response expected from a saturated surface. Simulated and observed hydrographs for the calibration and validation periods are presented in Fig. 6a and b , respectively. Nash-Sutcliffe (NS) coefficients for the calibration and validation periods are both 0.41, whereas mean BIAS is 6.8% and 9.1%, respectively. Snowmelt runoff largely dominates the hydrograph; therefore, it is important to capture the timing and magnitude of snowmelt. Peak streamflow timing is generally well represented by the model, as well as the recession limb of the hydrograph. Streamflow from rainfall-runoff events are less frequent and significantly smaller than snowmelt events. Great inter-annual variability in simulated streamflow performance is observed, as years with NS up to 0.79 and down to negative values exist; similar results are observed for the model BIAS. This indicates problems with the modelled streamflows, which may be due to field-observed parameter uncertainty, model structure (e.g. HRU discretization) and weather forcing data uncertainty; however, this can also be partially explained by the significant uncertainty in streamflow observations, particularly in the magnitude of peakflows, as acknowledged by WSC. The quality of observed streamflow is significantly impacted by the formation of ice in the stream cross section, producing a variable cross section that makes the use of previously defined rating curves problematic. Drifted snow in channels can also cause uncertainty in streamflow measurements, particularly at the beginning of the melt season. The model was compared to observed streamflow for all the years with data, including those with acknowledged great uncertainty. Fig. 6c and d present the probability distribution of daily streamflow and the cumulative mean daily streamflow for simulated and observed streamflow during the period of 1995-2009 (excluding 2005) , respectively. The probability distribution of simulated daily streamflow shows a relatively good agreement with observation; however, low exceedance probability streamflows are slightly underestimated, due to the difficulties in simulating peak flows in 2000, 2001 and 2006 . Cumulative mean daily streamflow show an adequate performance, particularly during snowmelt (days of the year between 120 and 160); however, the model slightly overestimates streamflow during summer. Fig. 7 presents a comparison between simulated and observed Snow Water Equivalent (SWE). Simulated SWE shows an adequate performance, especially during the accumulation period; although for some years, such as 2005, SWE is underestimated. Errors in simulating maximum snow accumulation are probably associated with the uncertainty in the precipitation records and local snow redistribution processes that may be over-simplified in the model or not well represented along the snow survey transect due to local site and scale differences. Overall, the model presents a relatively good agreement with observations, especially when considering the uncertainties aforementioned and the complex environment; and therefore, it is assumed suitable to perform further analysis. and sublimation in the upper basin and snow interception and sublimation from canopy. Higher wind speeds in the upper elevations together with poorly vegetated tundra allow significant sublimation and transport of blowing snow. As shown in the upper left panel in Fig. 8 , blowing snow in the Upper Tundra HRU starts in early October and sublimates up to 76 mm/yr by the end of the winter, this is 40% of the average snowfall. Blowing snow transport redistributes 35 mm/yr to the Upper Shrubs HRU. Blowing snow redistribution in the lower basin is much smaller as can be seen in the lower right panel in Fig. 8 ; only 114 mm/yr is transported to the Lower Drift/Gully HRU, as compared to 316 mm/yr transported to the Upper Drift/Gully HRU. This difference is explained by the distinct wind regimes simulated by Walmsley's windflow model (c.f. Section 3.1.2), resulting in wind speeds being 55% higher in the upper basin. Sublimation from canopy interception also plays an important role in the snow mass balance, particularly in the Forest and Taiga HRUs, for which 88 and 25 mm/yr are sublimated, respectively. Sublimation of intercepted snow also occurs from Lower Shrubs, Closed Shrubs and Wetland HRUs, however, these values are small, at 4 to 7 mm/yr, as the maximum canopy snow interception load and LAI are significantly smaller (c.f. Section 3.4.1) than those found in the forested sites. Snow surface sublimation has a lower spatial variability with values ranging from 20 to 35 mm/yr across the basin. The processes result in great spatial variability in SWE, which is also reflected in the snowcovered area during the ablation period. Snowcover in the Upper Gully/Drift HRU lasts until late June, three to four more weeks than in other HRUs. End of the winter mass fluxes are summarized in Table 7 .
Snow accumulation, melt, and redistribution
Winter snow processes in HPC have been previously studied by for the 1992-1993 season, which despite the short period of analysis, provided detailed SWE field observation and analysis. Fig. 12 in shows observed average SWE from snow survey transects of 55, 135, 145, 150, 405 and 155 mm for the Upland Tundra, Lowland Tundra, Shrubs Tundra, Taiga, Drift and Forest, respectively. The CRHM-AHM simulations for the same time period of time show values of 100, 170, 190, 160, 470 and 70 mm of SWE for the HRUs representing those locations. Overall, the CRHM-AHM overestimates the values observed by Pomeroy and Marsh; however, it captures the spatial variability observed by them. Also, it should be noted * Positive value is associated with blowing snow added to the HRU whereas a negative value represents a loss from the HRU.
that the CRHM-AHM model represents the average value within a HRU, and the observations represent a transect through only part of the HRU. The main factors controlling the ALT are ice content, the volumetric water content of the unfrozen soil layers, which impact the heat transfer from the ground surface to the frozen ground, and the surface freeze/thaw index (degree-day); the latter has a direct relationship with the air temperature and the timing of snowcover depletion. As discussed in Section 4.3, the Upper Gully/Drift holds snowcover longer than other HRUs, delaying the initiation of the snow-free period, reducing the surface thaw-index and thus the ALT. Conversely to the Upper Gully/Drift, the snowpack in the Upper Tundra HRU is the first to melt allowing a greater thaw-index; however, other factors such as the lower volumetric water content (resulting in a lower thermal conductivity) and net radiation restrict further ground thawing when compared with Lower Shrubs and Forest HRUs. Overall, simulations of the development of the ALT show a similar behaviour for all HRUs; however, spatial variability exists and it is important that the CRHM-AHM model was able to capture it. Fig. 9b presents a comparison between observed temperature at the organic layer (1-8 cm below the surface; Marsh et al., 2000) in a single location surrounded by Taiga forest and simulated surface temperature at the Lower Shrubs HRU (also surrounded by Taiga forest) during 1999. During the simulated snow-covered period, simulations failed to represent ground surface temperatures accurately, which is likely due to the lack of capability in the model to simulate snow meltwater percolation to the ground surface via preferential flow paths Marsh and Woo, 1984) and refreezing of meltwater on top of the frozen soils . In addition, during the snow-cover season, CRMH-AHM simulates ground temperature using the lower layer temperature and depth as estimated by SNOBAL, which can be problematic for shallow snowpacks (Debeer and Pomeroy, 2009) ; in this case a snowpack of less than 30 cm is simulated during this period. On the other hand, a more adequate representation of ground temperature is achieved during the simulated snow-free period. During this period the diurnal cycle of ground temperature is well represented as well as its main trend; however, a slight overestimation is observed. Fig. 9c presents a comparison between observed and simulated thawing/freezing fronts using observed soil temperature data at 10, 20, 30 and 45 cm depth in HPC . Observations show that ground thaw begins in mid-May (14th), whereas simulations show a 13-day later start of May 27th, which is partly explained by the delay in the snowmelt simulations (Fig. 9b) . By July 22nd, observations show a thaw depth of at least 45 cm whilst simulations predict ground thaw to be 49 cm. The lack of observations deeper than 45 cm preclude a more detailed analysis of deeper ground thaw simulations. The initiation of the ground freeze is well represented by the model (September 28th); however, observations show that 20 cm below the surface, the soil is already at 0°C on that date, a much faster response compared to simulations. During November the simulated ground freeze advanced faster than observed, with the freezing front reaching 60 cm when observations showed 45 cm. Fig. 9d presents a comparison showing good agreement between measured ALT at Havikpak Creek by the Geological Survey of Canada (Smith et al., 2009) and simulations. Mean bias is 12% and the mean of the residuals is 7.5 cm, showing a slightly overestimation by the model, which may be due to the model's neglect of sensible heat (Kurylyk and Hayashi, 2016) . Uncertainties when comparing point measurements against HRU areal averages, along with the assumptions of the permafrost model may explain part of the disagreement between observed and simulated ALT. These analyses suggest that the new XG-algorithm implemented in the CRHM platform is capable of providing adequate simulations of ALT over a continuous permafrost environment. (Wetland HRU) . Standard deviation is included as a shade around the average values to illustrate the inter-annual variability. Water fluxes for rainfall, snowfall, evapotranspiration, sublimation, surface runoff and subsurface runoff are presented as cumulative values, whereas SWE is presented as daily values. Surface runoff represents the excess of infiltration and depression storage, not including incoming surface runoff from upstream areas, whereas subsurface runoff includes subsurface runoff from upstream areas. For example, the average subsurface runoff in wetlands reaches up to 1750 mm/yr, which would be impossible with a mean annual precipitation of 329 mm without the subsurface input from upstream areas. This demonstrates the necessity of an approach Fig. 10 . Line represents the annual mean of daily cumulative water fluxes and daily snow water equivalent for each landcover class and the shadow represents the standard deviation from 1982 to 2009. The water year is defined as starting from October 1st. Note that a different scale is used for the Wetland (mid-right panel); however, the inset has the same scale as the other panels.
Active layer development
Water fluxes and storage
that routes water from HRU to HRU to calculate the water balance of wetlands in this low precipitation environment. Clearly snowmelt runoff is the main mechanism by which surface runoff is produced; nevertheless, surface runoff from rainfall-runoff events during summer also contributes, but with a much smaller fraction that varies between landcover from roughly 4% to 10% of the total surface runoff. In consequence, and as expected, a close relationship exists between the end-of-the-winter SWE and the total surface runoff for all the landcover classes, as frozen ground conditions during spring restrict meltwater infiltration.
Evapotranspiration (ET) exhibits great spatial variability. ET from gullies that are covered with snowdrifts shows the lowest annual cumulative values (96 mm), which can be explained by the three to four weeks shorter snow-free season due to the deeper snowpack. Tundra and shrub ET shows a similar behaviour with average annual values of 117 and 107 mm, respectively; however, the tundra ET exhibits a greater inter-annual variability with an annual standard deviation of 23 mm, as opposed to the 10 mm found for shrub ET. Forest and wetland ET present the largest cumulative annual values at 164 and 218 mm, respectively; both landcovers show similar inter-annual variability with an annual standard deviation of 17 and 23 mm, respectively.
Sublimation as presented in Fig. 10 is the aggregated value of blowing snow sublimation, canopy interception sublimation and sublimation from the snow surface. Annual sublimation in wetlands and gullies with drifts is lowest at 23 mm, which is mostly composed by sublimation from the snow surface, as blowing snow sublimation is suppressed and canopy interception sublimation is very small (c.f. Table 7 ). Tundra and shrubs also present similar annual sublimation losses of 40 and 32 mm, respectively; however, in this case blowing snow sublimation is quite important. For example, blowing snow sublimation from the Upper Tundra HRU is 76 mm/yr. The largest sublimation loss is 123 mm/yr and is associated with the Forest HRU, where sublimation from canopy interception is large (33 mm/yr). Inter-annual variability of annual sublimation ranges between 6 and 9 mm, which for the gully with snowdrifts, tundra and shrubs represents about 29%, 23% and 22% of the mean annual sublimation, respectively; whereas for forests this is only 15%. Table 8 presents HPC modelled seasonal and mean annual water fluxes for the period between 1982 and 2009. Annual precipitation is 329 mm, of which 58% is snowfall and 42% is rainfall, giving a rainfall ratio of 0.42. Mean annual evapotranspiration (ET), including evaporation of intercepted rain, is 156 mm (47% of mean annual precipitation), of which 135 mm (87%) occurs during summer. Mean annual streamflow is 127 mm, resulting on an average runoff ratio of 0.39. The difference in storage includes soil moisture, depression storage and SWE. On average, the interannual difference in storage was positive, at 2 mm/year, meaning a greater value at the end of the period. Seasonal values were much larger, with winter gains of 129 mm/yr due to the accumulation of snow, and summer losses of À63 mm/yr, mostly due to the decrease of soil moisture driven by evapotranspiration and the remaining SWE in the ground. Mean annual sublimation is 47 mm, which includes blowing snow sublimation, canopy interception sublimation and sublimation from the snow surface; this value represents roughly 14% of annual precipitation and 25% of the mean annual snowfall. Marsh et al. (2004) calculated mean annual fluxes for HPC for the period between 1992 and 2000, using a water balance approach based on observations and the Priestley and Taylor (Priestley and Taylor, 1972) method to estimate ET for the entire basin. This ET estimation method contrasts to that applied here, where it was restricted to wetlands with water available at the surface all summer. Table 1 in Marsh et al. (2004) present values for rainfall, snowfall, streamflow, ET and the residual of the water balance of 135, 148, 110, 134 and 37 mm, respectively. Note that the source of meteorological data is not the same, as Marsh et al. (2004) used specialized data collected by ECCC's National Water Research Institute (NWRI), that was not available to this study, as opposed to ECCC's MSC dataset used in the present study. Also note that the period of analysis is not the same, however, there is overlap. Differences exist in the estimation of mean rainfall and snowfall, which could be due to the source of the meteorological dataset, the bias-correction approach used for windundercatch or the method used to partition rain and snow (Marsh et al. (2004) used a simple 0°C threshold, this study used a detailed psychrometric energy balance approach). Consequently differences in annual precipitation, ET and streamflow of 46, 22 and 17 mm, respectively, are found. Interestingly, the residual of the water balance presented by Marsh et al. (2004) (37 mm) is close to the sublimation estimated with the CRHM-AHM model (47 mm), with a difference of 10 mm. The latter emphasizes the need to include sublimation calculations in cold regions studies, to reduce the uncertainty associated with water balance simulations, which has been identified by previous studies (Johansson et al., 2015; . Although values from the present study and those by Marsh et al. (2004) are not the same, they agree in that ET is the greatest loss of water in the basin, followed by streamflow, which is mostly composed of snowmelt runoff. Zhuravin (2004) present a water balance study for the Kontakovi Creek Basin in East Siberia, which has similar features as HPC; this are, drainage area (21.2 km 2 ), underlined by continuous permafrost, and a mix of tundra, shrubs and forest landcover. Results from Zhuravin (2004) that streamflow is the dominant mass flux followed by ET (including sublimation losses), with values of 73 and 34% with respect to the mean annual precipitation, with an error estimated in -7%. Differences with the water balance showed in this study can be attributed to the larger area covered by tundra at the Kontakovi Basin (>30%) and the steeper slope (40%), which reduce evapotranspiration as tundra transpires less than forest, and a steeper slope reduces surface and subsurface water retention, enhancing runoff generation. 4.6. Model sensitivity and uncertainty Fig. 11a shows the result from VARS using values from the Integrated Variogram Across a Range of Scale (IVARS) between 0 and 50% of the parameters range, as suggested in the VARS-Tool Manual for a single global sensitivity metric. This result reveals that vegetation height ('Ht') is the parameter that impacts the simulated streamflow performance the most; therefore, a reliable estimation of vegetation height and potential changes due to a changing environment is advised for future applications. This result is explained as vegetation height impacts vegetation snow interception efficiency, affecting the end-of-the-winter SWE, and therefore, snowmelt runoff. The parameter 'Sbar' is the second in the ranking, supporting the great impact that canopy interception and sublimation have in the model and the need to reliably represent this physical process. The ranking is followed by 'Ks', 'Soil Recharge', 'LAI' and 'rcs' in a decreasing order.
The results from the mass balance uncertainty and the values from the model with the original set of parameters (c.f. Section 3.4), are presented in Fig. 11b . Sublimation from blowing snow and at the snow surface show very little uncertainty <±0.5 and ±2 mm/ yr, respectively, which is somewhat expected as blowing snow has a small contribution to the basin mass balance and sublimation at the snow surface is not directly affected by any of the parameters used in the analysis; however, it is impacted by fluctuations in snow accumulation due to changes in snow interception. Minimum and maximum values for streamflow, evapotranspiration and sublimation from canopy interception are 95-157 mm/yr, 131-168 mm/yr and 11-44 mm/yr. Greater range is observed for streamflow, as this represents the combined overall uncertainty from the other mass fluxes. This analysis is interesting as it shows a range of potential variability that the mean annual mass balance has, which is intended to provide the readers with an estimation of the model uncertainty.
Conclusions
A physically based Arctic Hydrological Model created using the CRHM platform that couples the atmosphere-snowpack-surface-s ubsurface energy and mass fluxes for a small basin underlain by permafrost in the taiga-tundra transition was implemented over a 28 year period and validated using field data. The model showed an adequate performance against continuous daily streamflow, discontinuous SWE and continuous but short records of ground surface temperature and ground freeze/thaw. Problems in capturing the timing and intensity of snowmelt peak flows may be partially associated with the formation of snow dams in the upper basin valleys that were not simulated by the model; however, significant uncertainties in streamflow observation due to ice formation in the cross section also exist. The simulated snow water equivalent distribution and active layer thickness were also compared with observations presented by , Marsh et al. (2000) and the Geological Survey of Canada, showing good agreement with all.
Mean active layer thickness simulations range from about 0.5 m to 0.9 m, depending on the volumetric water content of the soil and the date at which the ground is snow-free; therefore, blowing snow sinks such as upland gullies, which may hold snow up to three to four weeks longer, exhibit the shallower active layer. Evapotranspiration in Havikpak Creek represents the largest mass flux, accounting for roughly 47% of the mean annual precipitation, whereas streamflow is about 39%. Sublimation represents about 14% of the mean annual precipitation, of which about 53% comes from sublimation from the snow surface, 38% from the canopy interception and 9% from blowing snow. Although blowing snow is not very important for basin scale mass balances, at the local upland tundra it comprises up to 33% of its water loss. The sensitivity analysis revealed that from the set of parameter considered, routing parameters were not included as they were not measured and were calibrated, vegetation height is the parameter that most influences the model streamflow performance, as it has a significant impact in canopy interception; and thus, a good estimation of its value is advised. The uncertainty analysis shows that uncertainty in estimates of sublimation from blowing snow and at the snow surface is relatively small (<2 mm/yr). Streamflow shows the largest range of uncertainty (95-157 mm/yr) as this represent the combined effect of the uncertainty from the other mass fluxes.
The effect of the complex interaction between observed trends in climate (Vincent et al., 2015) and shrub cover (Lantz et al., 2013) on the future hydrology of Arctic basins, particularly in the tundrataiga transition region, is inherently uncertain. As a new tool to address this question, CRHM-AHM can be used, to analyse and predict these changes under future climate and vegetation scenarios, for HPC or other basins in subarctic and Arctic environments. The main advantages of using this model are that it includes all the key and complex physical processes found in this type of environments in a relatively simple and efficient way that can be easily duplicated for other basins. Future research aims to investigate past trends and future hydrology for the region using the Arctic Hydrology Model.
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