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Este trabalho mostra os efeitos n~gativos do ajuste de funções quadráticas, 
quando as mesmas são utilizadas na minimização de funções em que suas 
primeiras derivadas não estão disponíveis, e a avaliação da função a ser 
minimizada é obtida experimentalmente, estando portanto, sujeita a erros 
de medição. 
No capítulo 1 fazemos uma descrição de um método para mmJ-
mização de funç(>cs com as características acima, cuja proposta foi defen-
dida <'ID [6), e consiste do ajuste de uma função quadrática a alguns pontos 
da função a ser rninimizada e minirnização da quadrática aproximada: 
No capítulo 2 apresentamos um contra-exemplo mostrando os efeitos 
negativos na abordagem do método proposto em [6]. 
No capítulo 3 formulamos o problema de maneira genérica e apre-
sentamos as experiências realizadas com funções quadráticas como funções 
teste, na intenção de mostrar a confiabilidade do modelo em estudo. 
Com o intuito de realizar experiências com funções tesu~ próximas da 
realidade, ou seja, funções com avaliação contendo certo erro de medição, 
realizamos no capítulo 4 experiências com funções quadráticas com per-
turbação. 
Finalmente, apresentamos no capítulo á as expenencias numéricas 
realizadas com funções não quadráticas encontradas na literatura [8], vi-
sando aproximar o modelo ainda mais da realidade. 
I 
Capítulo 1 
Minimização de funções cuja 
avaliação está sujeita a erros 
1.1 Introdução 
Neste capítulo apresentamos um problema de otimização não linear que foi 
motivado pelo projeto de um difusor contínuo para a extraçào de sacarose 
da cana de açúcar, cujo enfoque é dado por [6]. 
No processo de difusão, a eficiência (percentual de extração de saca-
rase) depende de valores atribuídos às variáveis envolvidas no processo; o 
problema consiste em encontrar valores apropriados para estas variáveis, 
de modo a obter uma extração bastante eficiente de sacarose, pelo processo 
de difusão, no menor número de ensaios possível. 
Em [Gj foi proposto um algoritmo para a resolução deste problema; 
neste trabalho apresentamos o problema corno 5endo de caráter geral, sendo 
que ele pode ser extendido a qualquer processo experimental, assim como 
o algoritmo para a sua resolução, admitindo desta forma qualquer número 
de variáveis que intervém no suposto processo experimental. 
1.2 Descrição do problema 
Genericamente, o problema apresentado consiste na minimização de funções 
de várias variáveis, possuindo as seguintes características: 
1. Suas derivadas não estão disponíveis. 
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2. A avaliação da função não é dada de maneira determinística (através 
de expressão analítica definida), mas através de processo experimental 
observáYel, estando portanto sujeita a erros aleatórios de medição 
ou erros causados pela omissão de certas variáveis que intervém no 
processo. 
3. O custo para avaliar a fuuçào, ou seja, o custo da rcalizaçào do pro-
cesso, é muito alto. 
1.3 Formulação do problema 
Num proce5so experimental pode ocorrer a existência de variáveis indepen-
dent.cs contínuas c discretas. Arranjando-se ackqu<ldarncnte ç:ornbinaçõcs 
das variáveis discretas ern conjuntos, tem-se definido, para cada um desses 
conjuntos, um problema de otimização "contínuo". 
Sejam x 1, ••. , Xn variáveis independentes contínuas e y o valor obtido 
através de processo experimental observável para valores dados a XJ. .•. , Xn, 
distribuídos da seguinte maneira: 
Obs x, xz Xn y 
1 x' l x, x' n y' 
2 x' l x' , x' n y' 
m xm l x2 Xm n ym 
onde: 
• rn é o número de experimentos observáveis; 
• yi é a variável dependente, i= 1, ... , m e representa o valor obtido 
para a função objetivo no experimento;"; 
• :r;· é a variável independente e representa as variáveis contínuas usadas 
no experimento j, i = 1, ... , n, j = 1, ... , m. 
O problema se resume em encontrar valores de xh ... , xn, que forne-
çam um valor ótimo da "função" em questão, no menor número de ensaios 
possível, dado que o custo de cada ensaio é alto. 
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1.4 Modelo proposto 
Em [6] é proposto que funções como aS descritas anteriomcnte são rcprt>-
Sf'ntadas de maneira adequada pelo modelo quadrático seguinte: 
"valor da função" Q(x) 
onde: 
• G é urna. matriz simétrica ( n x n) 
• b é um vetor (n) 
• c Í! urna constante 
• x é o vetor das variáveis independentes. 
G) b e c são determinados em cada passo do algoritmo usando tQdos 
os ensaios precedentes, através do método dos quadrados mínimos lineares. 
Argumenta-se em [üj que a escolha do modelo é razoável, visto que 
as exprcssoes quadráticas são as que melhor se adaptam a problemas de 
otimização. 
1.5 Ajuste do modelo aos dados disponíveis 
Dado um conjunto de m pares de valores (x1, y 1 ), (x 2 , y2 ), ••• , (xm, ym) 
onde: 
• x' E ffi' 11 (vetor das variáveis independentes) 
• yi E lR (variável dependente), 
o modelo quadrático descrito deve ser ajustado aos dados disponíveis 1 de 
maneira que o erro obtido no ajuste seja mínimo. 
Para se encontrar a melhor aproximação quadrática é necessário achar 
os coeficientes de G, b e c que minimizem a seguinte expressão: 
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(1.1) 
Este problema pode ser resolvido pelo método dos quadrados mínimos 
lineares [11[. 
1.6 Algoritmo proposto para a resolução do 
problema 
Em jGJ é proposto um método de resolução que consiste nos seguintes passos: 
lniciahnente simula-se um número de experimentos, atribuindo valo-
TC'S gerados aleatoriamt:'nte para as varíaveis independentes e calculando o 
valor da varíavel dependente para cada experimento. 
A seguir executam-se os seguintes passos: 
1. Ajusta-se o modelo quadrático Q(x) aos pontos gerados, através do 
método dos quadrados rnínirnos lineares; 
2. Minimiza-se Q(x), encontrando o ponto ótimo x·; 
3. Simula-se um novo experimento, calculando o valor da função em x· 
e encontrando o ponto (x·,y·); 
·1. Ajusta-s(' a nova. quadrática, incluindo neste ajuste o ponto (x' ,y*); 
5. Minimiza-se a nova quadrática encontrada em 4.; 
6. Rl:'pete-se o processo até que seja atingido um valor razoável para a 
Yariável dependente. 
Para a otimização da função quadrática nos itens 2. e 5. pode-se usar 
qualquer método de otimização. 
1. 7 Experiências numéricas 
Por SN onHosa a. realização de processos experimentais práticos, é muito 
comum a utilização de funções teste na análise do comportamento de um 
algoritmo, para a simulação de valores da variável dependente. 
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Para analisar o comportamento do algoritmo proposto, foram realiza-
das experiências numéricas em [6] com a seguinte função teste: 
F(x) = (x- x')'G(x- x') +c+ P (1.2) 
Onde: 
• x· é um suposto ponto ótimo 
• :r é o vetor das variáveis independentes 
• G {> uma matriz simétrica 
• c é uma com;tan1.e 
• Jl i> uma perturbação aleatória. 
O valo"r da perturbação P faz com que a avaliação de F(x) fique 
sujeita a erros, simulando desta maneira valores obtidos através de processo 
experiment.al observável. 
' 
Para efeito de análise, levou-se em consideração o número de ava-
liaçÕC's da função, representando o número de experimentos que é necessário 
realizar até ser atingido um valor mínimo da função objetivo em questão. 
Foram realizados testes (num número limitado) com o algoritmo pro-
posto e com o algoritmo de Nelder-Mead [7], variando a perturbação apli-
cada à função teste de zero a 100%. 
As experiências numéricas realizadas em [6] mostraram que o algo-
ritmo proposto é melhor que o algoritmo de Nelder-Mead quanto ao número 
de avaliações da função objetivo em teste , qualquer que tenha sido o valor 
atribuído à perturbação. 
1.8 A proposta deste trabalho 
As ("Xperiências numéricas realizadas em [6] mostram a eficiência do algo-
ritmo proposto; porém, tendo sido realizado um número limitado de testes, 






A validade da proposta de [6] depende de um fato essencial: - é possível 
estimar boas aproximações quadráticas de funções arOitrárias usando so-
mente valores da função? Em particular, funções convexas geram sempre 
aproximações quadráticas convexas? 
Para a obtenção de bons resultados na rninirnização de funções con-
vexas usando o algoritmo proposto é fundamental que a quadráti<'a aproxi-
mada também seja convexa. Neste caso é viável a minimização da mesma 
numa tentativa de busca do ponto de mínimo da função original. 
.Se, ao contrário, a quadrática aproximada não for convexa, l.orna-
se impossível uma minimização irrestrita segundo a proposta de [6]. (o 
mínimo neste caso tende a -oo). Urna solução para este tipo de problema 
seria uma minimização com as variáveis independentes sujeitas a restrições 
canalizadas. Entretanto, o mínimo estaria sempre no limite da canalização 
(cujos valores seriam especificados de acordo com um critério próprio). As-
sim, este ponto de mínimo encontrado pode não esLar próximo do mínimo 
da r unção convexa original. 
Uma questão relacionada é; - existe uma proximidade entre a qua-
drática obtida e a função convexa original? 
É fato que o mínimo da função quadrática só estará perto do mínimo 
da função convexa original se as duas estiverem razoavelmente próximas 
uma da outra. 
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2.2 Um contra-exemplo 
A seguir apresentamos um contra-exemplo que mostra de maneira muito 
clara certas dificuldades na abordagem de /6]. 
Consideremos a S<'guintc função em !R2: 
"( ) _ jxdP + jx2jP p _ In 3 _I ? 
r x - 2 ' - In 2 - ogz " (2.1) 
Podemos verificar facilmente que F(x) é uma função convexa(vide 
figura 2.1). 
Com a intenção de mostrar certos resultados no ajuste, conforme ex-
posição ant.erior, o modelo quadrático do item 1.4: 
Q(x) ~ ~x'Gx + b'x +c 2 
será ajustado a alguns pontos da funçào 2.1. 
Uma breve descrição do modelo utilizado é feita a seguir. 
Definimos: 
• X~ [ :: l ' 
• b ~ U:J. 
(2.2) 





(o, o) o 
(-2c,-c) 2cP 
(-c, -2c) 2lp 
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com f > O, sendo que t mede a proximidade entre os pontos escolhidos. 
2.2.1 Resolução 
O sf'guint.e sist.cma de equaçÕPs lin<'arcs é obtido apl'tcaHdo-se a equação 2.2 
a çada ponto da malha de dados adma: 
~h 11 +2E 2 ht2+2c 2hzz+Ebt+2tb2 +c -· 2cP 
2c 2h11 -12c2h 12 +(22 h22+2cbt-+cb2 -+c -·- 2lP 
''i 21 •'; b ' p 
-i 1n+f tn+-:~ tn-l ~-wz +c -- c 
c o 
2t 2hu+2t2hn+<i-hn-2tbt-ifJ2 +C 2cp 
~hu+2E2 hl2+2c2 hn-cb,-2cbz ·f C =-- 2cp 
Est.e sistema de equações lincares pode ser resolvido pelo processo de 
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2<2 z,2 ! (2 2 z, ' I 
2cP 
! (2 
'2 ! (2 _, _, I (p 2 2 
-o o o o o I o 
z,2 z,2 l (2 2 -2< 
_, 1 2fp 
! (2 2 2<2 2< 2 
_, 
--2f I 2<p 
2E 2 2E 2 ! (2 2 2< ' 
I ZiP 
o ª f_2 15 ~;:2 1, 7 ; ªt:p 2 8 2 4( 
' 
2 
o ! E2 ª (2 -ªf -~( ; lEP 2 8 2 
' ' 
2 
o o o o o 1 o 
o o o -4< -2< o o 
o ª (2 15 1;:2 - ª( 9 3 3(P 2 8 2 -4( 
' 
2 
2<2 2i 2 ! (2 2 2< ' I 2J' 
o ª {2 lif2 1, '!f ª 
;}CP 
2 8 2 
' ' 
2 
o o -! (2 
,, 
-\fc 1 o 4 -3( 2 
o o o o o I o 
o o o -4< -·2( o o 
o o o -2< -4< o o 
g 
2<2 2<2 !(2 2 2< ' 
1 2,P 
o -ª (2 1& (2 ' r, ~ -ª,f 2 8 i! f ..- • • 2 
o o _!_(2 _§f -.!.!f 1 o 
• 3 6 2 
o o o -4< -2< o o 
o o o o -3< o o 
o o o o o 1 o 
Deste modo: 
h 11 = O, h 12 = EP-z, h22 = O, bt = O, b2 = O, c = O 
Oll S('Ja: 
(2.3) 
Podemos verificar que a quadrática ajustada é não convexa qualquer 
que seja a proximidade entre os pontos usados no ajuste. ' 
Em particular, quando E= 1, a quadrática ajustada é: 
(2.4) 
que C'ertamente é não convexa (vide figura 2.2). 
O maior problema encontrado é, portanto, o ajuste de uma função 
quadrática nã.o convexa, uma vez que isto torna o procPsso de rninimização 
impraticável, conforme argumentamos no item 2.1. 
2.2.2 Uma tentativa para melhorar o resultado ob-
tido 
Até então o ajuste foi feito com a malha de dados possuindo um número 
de pontos igual ao número de incógnitas do modelo ajustado. Porém, a 
quadrática 2.3 que foi aproximada aos pontos da malha em questão é não 
convexa. 
Uma tentativa para a obtenção de uma função quadrática convexa 
é acrescentar alguns pontos à malha até então considerada e resolver um 
sistema sobredeterminado de equações lineares através do método dos qua-
drados mínimos lineares. Esta escolha é razoável, urna vez que o método 
10 
dos quadrados mm1mos lineares possui um efeito .suavizador que reduz a 
infuência de algum ponto no valor do ajuste. Assirn sendo, esperamos que 
o uso de quadrados mí11imos leve a urna melhor aproximação da função 
objetivo original, ou seja, que produza.' um modelo mais representativo da 
mesma. 
De fato, acrescentando os pontos (aleatórios): 
(1.195, 2.732) e (1.609, 2.322) 
à malha de dados atual (com f= 1), e resolvendo computacionalmente o 
sistema sobredeterminado de equações lineares, obtivemos a seguinte função 
quadrática: 
Q'(x) 0.3213997xi + 0.1420100x1x 2 -i 0.2!J89851x~ + 
O.Ol301U9x 1 - 0.015201lx2 ·I 0.1210717 (2.5) 
Verifica-se facilmente que a quadrática 2.5 é conV('Xa (vide figura 2.3). 
Tornando como base a experiência numérica realizada, é provavel que 
um melhor ajuste pode ser obtido quando o númPro de pontos usados no 
mesmo for maior que o número de incógnita<> do modelo. 
2.3 Conclusão 
O exemplo apresentado mostra que o ajuste de um mod(do quadrático 
aos pontos de uma função original convexa pode produzir uma função 
quadrática não convexa. Este problema é muito grave, visto que o mo-
delo proposto só pode ser usado se a quadrática ajustada for convexa. 
No entanto, arrescentando-se alguns pontos a essa mesma malha de 
dados, de modo que o número df' pontos da mesma sda maior que o n!Ímero 
de inrógnitas do modelo, a quadrática ajustada podP resultar convexa. 
11 
Figura 2.1: Curvas de nível de F(x) 
Figura 2.2: Curvas de nível de Q{x) 
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Figura 2.3: Curvas de nível de Q'(x) 
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Capítulo 3 
O problema numérico da 
obtenção da quadrática 
aproximada 
3.1 Introdução 
Com base no exemplo do capítulo anterior conjecturamos que ajustando 
a função' por uma quantidade suficientemente grande de pontos a uma 
qu<ldrática, conseguiremos aproximações razoáveis. Em particular, isto de-
veria acontecer no caso (irreal) em que a função original é uma quadrática 
sem ruído. 
Naturalmente, do ponto de vista analítico não há nada para testar 
porque a quadrática ajustada será a mesma que a original. Porém, mostra-
mos neste capítulo, com este tipo de exemplo, que o método usado no ajuste 
é confiável; ou seja, que se em experiências mais realistas (não quadráticas) 
os resultados não forem satisfatórios, isto não deve ser atribuído aos algo-
ritmos usados. 
3.2 Método numérico usado no ajuste 
S0ja uma função analítica f : mn _, !R e f(xi) o valor da função no ponto 
x; para i= l, ... ,M. Ao conjunto de valores (xi,J(x;)), i= J, ... ,M 
chamamos de nwlha de dados. 




( I T t Q x) = -x Gx+bx+ c 
2 
• G {> urna rnat.riz sirní-t.rica 11 x n, 
• b é um vetor de dimensão n, 
• c é uma constante. 
(3. I) 
DeYcmos estimar os coeficientes de G, b e c. Para isso usamos o seguinte 
modelo int.crpolador: 








o X= lJ 




















Quando N = M a malha é dita ser exata. Neste caso as incógnitas 
são estimadas resolvendo-se um sistema de N equações lineares. Quando 
A! > N a malha é dita ser sobredeterminada, e os coeficientes podem ser 
estimados através de quadrados mínimos lineares. 
3.3 Modo de obtenção da malha de dados 
Os pontos da malha de dados a ser usada no ajuste podem ser obtidos de 
diferentes maneiras. Uma exigência na escolha é que a função analítica 
esteja avaliada no ponto escolhido. De um modo geral, é dado um ponto e 
os demais são gerados aleatoriamente através de determinadas rt•gras que 
permitem uma distribuição dos pontos numa região próxima ao ponto dado. 
Sejam: 
• P0 um ponto dado tal que P0 = ( Xor, . .. , Xon), 
• r um número aleatório tal que O::; r::; 1, 
• .6. uma medida da proximidade entre os pontos da malha. 
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Neste trabalho consideramos os seguintes modos de obtenção dos Af- I 
pontos restantes da malha: 
I. Modo 1 - Os pontos são gerados aleatoriameute ao redor do ponto 
dado P0 segundo a regra: 
J',=l'o+2(r-0.5)6, t= l, ... ,AI- I 
(vide figura 3.1). 
2. l\1odo 2 - Pontos obtidos do Simplex de dimensão n formado nas 
coordenadas de acordo com [7j, da seguinte maneira: 
P; = (Xot,X02,····Y••Xo,;fJ, ... ,xon) 
com Yi = Xu; -1· r fl, i = J, ... , n. 
Os demais pontos são obtidos tornando a mediana entre os n pontos: 
P. _ (P, + P;) . ,' . 
ij- 2 ,1) 
totalizando assim (n+'M"+'I pontos (vide figura 3.2). 
3. Modo 3 - Pontos gerados aleatoriamente no espaço entre os eixos 
positivos das coordenadas originárias no ponto dado P0 , ou seja: 
P; = P0 + rfl, i= 1, ... , M- 1 
(vide figura 3.3). 
4. Modo 4 - Pontos gerados <:tlcatoriamente no cnpaço entre os eixos 
positivos e entre os eixos negativos das coordenadas originárias no 
ponto d<Ldo F 0 , ou seja: 
P;=P0 ±r~, i=l, ... ,AJ-1 
(vide figura 3.4). 
3.4 Experiências numéricas com quadráti-
cas sem perturbação 
Com o intuito de mostrar que o modelo descrito no item 3.2 é confiável, 
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Figura 3.4: Pontos gerados segundo o rnodo 4 
usada no ajuste é urna função quadrática sem perturbação. Neste caso 
espera-se que a quadrática ajust.a.da seja a mesma que a original. 
O mdodo usado foi iBlplcrnentado em linguog<'rn de programação 
FORTRAN, utilizando a rotina MlNOR [4] na r!'solução do sistema de 
equações lineares. ' 
A quadrática ajustada foi comparada com a quadrática original atra-
vés da distância suprema entre as suas respectivas hessianas; a convexidade 
da quadrática ajustada foi verificada através do cálculo dos autovalores de 
sua matriz hcssiana, sendo utilizada para isto a rotina EICE::r\ [9). 
O ajuste foi feito de maneira exaustiva, variando os seguintes parâ-
metros: 
• O modo de obtenção da malha de dados; 
• A distância entre os pontos da malha (L\); 
• O número de pontos pertencentes à malha de dados (M). 
As S(~guintcs funções quadráticas foram usadaR no ajuste: 
I. f(x) ~ (x1 - 2)' + (x,- 3)' 
2. f(x) = 2xi + x~ + x1x2 + 2x1 
3. f(x) ~ (2x1 - x,)' + (x3 - 200)' 
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Estas funções foram escolhidas levando-se em conta a convexidade de 
cada uma delas, sendo que as funções 1 e 2 são estritamente convexas, e a 
função 3 é convexa não estrita. 
Para cada função acima foram escolhidos um ou mais pontos dados a 
serf'm usados em cada experimento, conforme vemos adiante. 
3.4.1 Resultados numéricos obtidos 
As tabelas a seguir mostram os resultados das experiências numencas re-
alizadas. Cada tabela mostra a disLáncia suprema entre as hessianas da 
quadrática ajustada e da quadrática original para uma função e um ponto 
dado que foi escolhido aleatoriam<'nte. A cada distá11cia lillprcma apresen-
tada, corr<'sponde um ajuste realizado. 
Além disto, as tabelas destacam os ajustes que produziram funções 
quadráticas nâo convexas, c os ajustes que produziram quadráticas a partir 
de matriz mal condicionada 1• 
A seguir são apresentadas as tabelas. 
1 O mal condicionament.o de uma. matriz esl<Í. relacionado com a proximidade da mesma 
de ~er ~ingula.r. 
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TADELA 3.1- Distância suprema entre as hPssianas ·da quadrática 
ajustada c da função original 
Função original: f(x):.:: (xt- 2)2 + (x2 - 3) 2 
Ponto dado: (2, 3} 
. ,_, _________ 




M "= 1 " - ('-! L>= 
6 ü.5574524E-ü4 o~23o9442E=OZ 0.34319 
i 0.107288·1E-05 0.97,l38G9E-04 0.10035 
8 0.387·1302E-OG 0.85681G8E-04 0.32509 
9 0.1Ja2-188E-05 0.3039837E-04 0.33312 
10 0.56ti2441E-06 0.3594160E-04 0.39705 
0.01 "~ 0.001 4~6=-=---t-cL449726 't 




92E-01 0.4049288 11 I 0.3278255E-06 0.3276765E-04 0.13986. 
12 -~)--~~)~?!_?01~-~- o. !.i3~!~I.?3.~-~~3- o. 9·109(j( JGF:-02 o.1Drl'1362 
MODO 2 
----,---








6 '' 0.001 
6- -------- ----~----O.l·l:WSlll~-05 O.I3575501D-03 
7 0.15G·IG22E-05 0.1176407E-03 
8 0.3110408E-05 0.1708567E-03 
9 0.2980232E-05 0.3413558E-03 
10 OA008412E-05 0.5714744E-03 
11 0.8046627E-05 0.2514612E-03 





~1 "= 1 " = 0.1 
-- -
------
o.1803652E-o2 G 0.2228349E-04 
7 0.4927553E-05 0.1011463E-02 
8 0.1087785E-05 0.5322433E-03 
9 0.2111573E-05 0.1606819E-03 
10 0.2316266E-05 0.4947733E-03 
11 0.8344650E-06 0.2052131E-03 
12 0.305743IE-05 0.7460189E-04 
MODO 4 
I-M L;- I L>- 0.1 
-G- o AI ~7622E~C.l5 o.3709Çf42E-03 
7 0.35G1378E-05 0.50757838-03 
8 0.35D1180E-05 0.2891123E-03 
9 0.7218667E-OG 0.7888079E-03 
10 0.1981854E-05 0.8394046ll-04 
11 0.1952052E-05 O. 77lH082E-04 
12 0.2175570E-05 0.5359948E-03 
-
-
0.57947' 1 jf;()7f:\i-*"f 
















0.01 _ó. ""'0.001 
76E-01 2.137002 't 
93E-01 1.662537 
61E-01 L733942 
0.227071 2E-Ol 1.804926 
81E-Ol 2.055234 
96E-02 2.295557 't 




















--i~ 54-101 i" >t t 
L793S02 t 
1_766173 t 




• Qut<dr:itica ajustada niin convexa 
t Matri& do sistema de equações mr~l condicionad" 
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TABELA 3.2- Distáncia suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = (x1 - z)Z + (xz- 3) 2 
PonLo dado: (1,60) 
·--~~----··- ----------- ----- ~-~---
MODO 1 
- ·---~-M L'> -10 L'> - I L'>~O.I 
·---~~ 
42568E-03 0.6117385E-02 0.227001tl 
10744t•>05 0.102937'2E-03 O.D866327E-0'2 
570698-05 0.4056096E-04 O. I 273319E-.02 
9JG85E-OG 0.1311898E-03 0.2313036E-02 
64622E-OS O. 1 320839E-03 O. 7354319F.,-03 
·18604E-OG 0.8152125E-04 0.7814243E-02 























I M 6.. 
--- -------·- -· -- - ,--,-- --,;-;-~10 L'> = I "'- 0.1 "' CC 0.01 
-
6 0.28 
-- --~ ------·-- -- ~----------
-2 675825 t 75924E-05 0.39917238-03 0.3513479E-OI 
78255E-06 0.2056062E-03 0.2050120E-01 3.782010 t 
67324E-05 0.1155047E-03 0.2017099E-01 1.618390 t 
00056E-05 0.3669858E-03 0.2889651E-01 2.081454 t 
8094IE-05 0.1493615E-03 0.5958083E-.Ol 2.091431 
51698E-05 0.5939603E-03 0.6221393E-01 2.136385 
82209E-05 O .624 2096E-03 0.1078062 2.125132 
3 
-~-- ·-·--------,---
~ 10 L'>~ I L'>~U.I -- . ---,-



























































0.3203487E-OI 5.697177 *t 
0.2208713E-01 3.009755 * 
0.7630065E-01 3.703015 't 




"' -O. I 
"' 
0.01 
~------~-~- .. ·- . ------,--
0.3812085E-01 J7..%0J8t 
0.1316707 5.974771 t 
0.5600411E-Ol 3.782889 t 
0.1130924 5.483113 
0.1024837 7.764077 t 
0.646554IE-01 5.672014 
0.1136916 G_.362696 
• Quadrática ajustada 11f1o convexa 
t Matriz do sist.ema de equa~Ões nml wndicionada 
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' 
TADELA 3.3- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x)::::: (x1- 2)2 + (x 2 - 3) 2 
Ponto dado: ( -98, 103) 
---




MODO 1 ___ , ____ 
------c=-
M 
"' - 10 6 ~ I "'~ 0.1 "'~ 0.01 
6 0.1256466E-03 0.5816489E-02 0.1438801 t 1.389209 t 
7 0.7480383E-05 0.1318127E-02 0.516799JE-Ol 0.23G7215 t 
8 0.6720424E-05 0.7498860E-03 0.1267511 0.8298112 't 
9 0.7629395E-05 0.5993098E-03 0.508257üE-01 2.59(-)527 t 
10 0.4634261E-05 0.5537868E-03 0.1971498E-OI 0.8746351 t 
11 o. 1356006E-03 0.2985746E-03 0.8832857E-01 1.161070 t 
12 o.ii:I370~m-os 0.2121G08E-03 0.1346:\1:1 0.1681154 t 
-------- - ·----- ·------- -~----.. ·- --- --
MODO 2 
--[--=--"--- ------ ---~--.------,-}.-1 .6.::::: 10 .6.- 1 .6.::::: 0.1 .6.::::: 0.01 ----------------c;-;---------"~------ - ----"-'-
6 0.3489852E-04 0.6405346E-03 0.31436:1S 1.3-18714 t 
7 0.2259016E-04 0.3474563E-02 0.2150978 0.6361692 t 
8 0.213962DE-04 0.3556922E-02 O. 94 26959E-O J 3.403299 *t 
9 0.1360216E-04 0.2324075E-02 0.4369492 4.116541 't 
10 0.2068281 E-04 0.4662216E-02 0.3159769 0.922.5506 t 
I I 0.19550328--04 0.6155759E-02 O. 111737:1 1.346763 *t 
~ ~~64!)2203E-05 0.4107004E-02 0.1446025 O.S963ii51 t 
MODO 3 
---- -----------~---- ·:--------- ·---- --
~I .6.:::::10 .6. = I .6. =O. I .ó. .:::::: O.OJ 
6 0.1749195E-03 0.8722278E-03 0.1283995 0.3536430 t 
7 0.3678445E-04 0.6960061E-02 0.2011699 3.027874 ""t 
8 0.5917229E-04 O .1832634E-02 0.3177830 0.435600 t 
9 0.7297954E-04 0.6111831E-03 0.1657759 1.99-:1717 ,..t 
10 0.2211971E-04 0.1181216E-02 0.1915766 4.135437 *t 
I I 0.7648718E-05 0.2394915E-03 0.2595810 2.195526 't 




"'- 10 6 - I 6-0.1 "' = 0.01 
6 O.JOG0516E-03 fo_"954osssg-oz I] 25898~--- ~3f,ozt2 :tt 
7 0.8045137E-04 O.i732302E-02 0.5837619 2 .,,...,rgr: *t , v~v ,, 
8 0.52437 I 9E-04 0.2369612E-02 0.3733679 1.133516 *t 
9 0.1519918E-01 0.273323 I E-02 0.4036065 l.Z-19408 *t 
10 0.1028180E-04 0.3041804E-02 0.199-1955 4.122038 *t 
I I OA2G7693E-04 0.1095D15E-01 0.6540912E-01 3.017571 ,..t 
12 0.5400181 E-04 0.4975051E-02 0.2011712 2.003955 *t 
• qu,.drática ajustada n~o convexa 
f Matri!'; do sist-ema de equações ma! condkionada 
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TADELA 3.4- Distância suprema entre as bessianas da quadrática 
ajustada e da função original 
Função original: f(x) = Zxi + x~ + x1x2 + 2xl 
Ponto dado: (1, 2) 
------ ·----------
MODO 1 
~I L>- 1 
,-~ ------- -
L>- 0.1 L> ~ 0.01 L>- 0.001 
---
..... _ 
6 0.1686811E-04 0.1659593E-03 0.2359688 0.7905734E-Ol 
7 0.7450581E-06 OAI30602E-04 0.110141 !B-02 0.53G9676 
8 o.tl92093E-06 0.2807379E-04 0.6272!07E-02 0.2730549 
9 0.5662111E-OG 0.3fiG2868E-01 o. 707:~s19r~-oz 0.21 [j 1681 
!O 0.5066395E-06 0.•1762411 E-04 0.2334505E-02 0.5764608 
11 O. 7301569E-OG 0.15061 J 1 E-01 0.10680268-02 0.3116342 
~~ O.G854 5:1-1 J<::-OG o .:J~:wr~ 72g-o1 0.265~_7!'81':~~~ 0.2l8k161 
-- -···- ·------- --------· 
MODO 2 
---
- ___ ,. --·· 
---- ··---
M t.~1 "''"0.1 L> ~ 0.01 L>~ 0.001 
--c- ----------- . --- ----------- --- --
-ü.1346833E-Oi- ---- -----,-6 o.:J874302E-OG 0.1218021E-03 0.1875644 t 
7 0.1966953E-05 0.1063049E-03 0.1228885E-01 0.7622533 t 
8 0.1192093E-05 0.8988380E-04 0.1782632E-01 1.059556 
9 0.1370907E-05 0.1111701E-03 0.1808071E-01 0.6763259 
10 0.1728535E-05 0.2113801E-03 0.2075928E-01 0.3928129 
11 0.2294779E-05 0.2323464E-03 0.2187765E-01 0.1154912 
12 0.1102686E-05 0.7107854E-04 0.7294551E-02 0.9369645 
----- - -
MODO 3 
------ ·---- --- -----
M L'.-1 L>- 0.1 L> - 0.01 L>~ 0.001 
0.8791685E-Ó6 --·-6 0.6422400E-04 0.1715469E-01 0.7399738 t 
7 0.85756!8E-05 0.4968047E-04 0.1943224E-Ol 0.6028575 t 
8 0.129G401E-05 0.3440380E-03 0.17891fJ6E-Ol 0.3380840 
9 O.I646578E-05 0.566542IE-04 0.5686194E-Ol 0.9531532 
10 0.3819510E-05 0.2167821E-03 0.8240037E-01 0.4011175 
li 0.4768372E-06 O. 2126396E-04 O.I331925E-Ol 0.3520767 









G 0.6258488E-06 0.4110634E-03 1.028659 t 
7 0.3337860E-05 0.4799G64E-03 0.2295250E-0! 1.71031St 
8 0.3069639E-05 0.1220256E~03 0.1207 495E-Ot 1.241103 
9 0.4470348E-05 0.2347529E-03 0.2896979E-Ol 0.4730235 t 
10 0.3278255E-05 O.I329780E-03 0.1045856E-01 0.4086951 t 
11 0.2652407E-05 0.!132488E-03 0.1048747E-Ol 1.159852 
12 0.69737 43E-05 0.4036427E-03 0.144252SE-01 1.128301 
" 
t Matriz do sistemn de equações mal conrlicionad« 
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TABELA 3.5 - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = 2xi + x~ + XJXz + 2xt 




M L'> ~ I "' ~ [)_) "' ~ 0.0 ( "'= 0.001 
~·-· ---
-o-:3832579!;-o4-
--~---·-- ·- . ·-~-----
6 O .2712011 B-Ot) 0.3702760E-02 1.811 !)93 
7 0.2980232E-06 0.2592802E-05 0.4194975~>03 0.1215819E-Ol 
8 O. 7 450580E-07 0.2101064E-05 0.1615882E-03 0.2155544E-Ol 
9 O .1266599E-06 0.4127622E-05 0.1697540E-03 0.1330055E-01 
10 0.5960464E-07 0.5364418E-06 0.3463030E-04 0.1069364 E-O I 
11 0.4170:l-l8E-07 0.272m12E-05 0.21359:~28-03 O A:~ HH ;,g B-02 




- ···- ... --- ----~~--~~ 
"' ~ 1 "'~ ()_I "' ~ 0.01 "'~ 0.001 
·- ·- ---------···oc T473s5s9É~o5 ---···---·-· -·-·· --6 0.3576279E-06 0.7078052E-03 0.7381073E-01 
7 0.2384186E-06 0.3457069E-05 0.6267726E-03 0.2765009E-01 
8 0.3576279E-06 0.4321337E-05 0.3708154E-03 0.4870644E-01 
9 0.89-10697E-06 0.4231930E-05 0.1888275E-03 o.:{ss:n39E-ot 
10 O .1 07288·1 E-05 O .5G92214 E-05 0.4937053E-03 0.7869491E-Ol 
li 0.7748604E-06 0.6973743E-05 0.6579757E-03 0.1507588 
] 2 0.9834766E-06 0.1865625E-04 0.1258492E-02 0.3,11G398E-OI 
----· 
MODO 3 
M L'> - I L'>-0.1 .6. - 0.01 
---~~-~o--
6 = 0.001 
O.I23IS81E-04 
·----
6 0.8940697E-07 0.2958310E-02 0.6027412 
7 0.3278255E-06 0.1770258E-04 0.6358921E-03 0.1050081 
8 0.275G715E-06 0.1922250E-05 0.4530326E-03 0.7155153E-OI 
g 0.1768372E-06 0.1405180E-04 0.1677871E-03 ' 0.1114975 
lO 0.1 192093E-06 0.1773238E-04 0.1287883E-03 0.1115519 
11 0.1639128E-06 OA798170E-05 0.230729GE-03 0.4079394E-01 
0-2_ _llc~8_74302E-06 
MODO 4 
0.5155802E-05 0.2620220E-03 0.8454922E-01 
-~-'"~ -·---- -- ------- ·-·-~~ L'> ~ I .6.::::-0.1 .6. = 0.01 L', c= 0.001 f---"'-- 6:77.1 S604 E-ií(f O:si95639E-os - ------6 0.1818538E-02 0.3356323E-Ol 
7 0.4470348E-06 0.6675720E-05 0.1752406E-02 0.9721765E-Ol 
8 0.9536713E-06 O .96Z6150E-05 0.4056990E-03 0.1766955 
9 0.5960464E-06 O.Z487004E-04 0.5!09012E-03 0.31 16977E-OI 
lO 0.5364418E-OG O.Z8908Z5E-05 0.8357465E-03 0.2532630 
li 0.1251698E-05 0.3397 465E-05 0.2912909E-02 0.3840047 
12 0.5066395E-06 0.1!02686E-05 0.8908361E-03 0.4457372 
25 
TABELA 3.6- Distância suprema ent.re as hessianas da quadrática 
ajustada e da função original 
Função original: /(x) = 2xi + xª + XtX2 + Zx1 
Ponto dado: (-50,60) 
,-MUDO~--- -
l\1 -----i= ló ·--·-- ---Ll--;;=--j- --Ll = Ü.J -- ------t:.• ~0.61-











O. I 6G893DE-05 


















- -------- - ------- -----. --- ----·. -------
MODO 2 
M -[,.-- 10 ll- 1 ll- o.T- .. -c;~ o:Oi-
6 o.485m9E-05 o.47443siE;:o3 o.ss19s6sE:oi- 2:S77oi:i2'f 
7 0.9357929E-05 0.61646JOE-03 0.4670617E-OI 5.724451 'j 
8 0.7048249E-05 0.8710474E-03 0.1240860 0.8851416 j 
9 0.7927418E-05 0.6106943E-03 0.4782447Fr01 2.876991 't 
10 0.5334616E-05 0.7906407E-03 0.1549734 2.493166 't 
11 O.I290141E-04 0.1958609E-03 0.1133659E-Ol 3.859984 *t 
12 O.I68085IE-04 0.19358IOE-03 0.6459895E-01 2.877382 *t 
MODO 3 
-M "-:;;-'jij- ----" ~ 1---- -" ~o.! ____ - ,i.= o.o1 -· 
f---e -o.I247227E-o4- ·o 3013s64E:-oz+-o:zs99662 - · 2:iii936JT-
7 0.2523512E-04 0.2893895E-02 0.2129697 0.5719160 j 
8 O.:W35883E-05 0.30316fJ6E-02 0.1302438 2.011069 
9 0.9834766E-06 0.2816331E-02 0.9030858TG-01 0.6918766 t 
10 0.7845461E-05 0.1891494E-02 0.626841:1E-Ol 1.304404 t 
11 0.9:l43028E-05 0.1611799E-02 0.7777166E-01 2.731621 t 
12 0.4738569E-05 0.1995131E-02 0.8841266E-Ol 7.045241 t 
'Mono 4 -
M ll-10 Ll- I " - 0.1 " - 0.01 1-.- ----~ -"------····- -----C-f87 853§-"t 6 O.IMIID5E-04 0.1732677E-02 0.2187629 
7 0.2101064E-04 0.2401769E-02 0.6794763Fr01 1.459430 t 
8 0.1516938E-04 0.4110888F:-02 0.8642983F_,..Ol 2.877331 *t 
9 0.1847744E-04 0.3108680E-02 0.1780844 0.4017276 t 
10 0.20:~251 BE--04 O. 7089078E-03 0.44316!4E-01 I .045484 t 
li 0.5215406E-05 O .4079551 E-02 0.5124172FAll 3.740053 ""t 
c!_2_ 0.1507998E-ü4 0.5536422E-02 0.5J18149Fr01 18.9:~980 *t 
. 
~ Quadrátic~ nju8tada niio convexa 
t Matriz do sistema de equações m.U condidonad~ 
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TABELA 3.7- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = (2xt- x2) 2 -+ (xs- 200F 
Ponto dado: (O, O, 200) 
~iiirü~b~o~-~-~~~10~0~==~~-;-,g·~~~~o;;~~;;~,~=-~~;=~~~of-~-~oi.~J==~ 10~ o J5109I8E-~oc;-hoc.;"'~G425GE-04 • u.309270GE-o2 2 9G_J.sn ·t 
11 0.6556511E-06 0.2248578E-04 * 0.376671GE-02 O 4807850 • 
12 0.1341105E-05 0.6464l24E-04 0.4617304E-02 03387012' 
13 U.953G743E-Ot'< O.l1Zl571E-03 0.7476BGGE-02" O.G3Gl77JE-Ol • 
14 0.8642673E-OG O.GIGGJOIE-04 O.J8!J0534E-Ol O !!63042.1" 
15 O.G2\o8488E-06 0.176250!/E-03 0.7fi87271E-02 O 31JG(J91 • 
!G U.8C•46G27E-OG 0.:1U2314GE-U3 O.G18U2721:~-02 O 867214:1 • 
li 0.1579523E-05 0.4521012E-04 0_2300742E-02 0_5774474 • 181 O.G55G5llE-06 0.7894636E-04 0.6768072E-02 0.8742003 • 
19 0.1200\I\14E-05 Q_1Hl07\>F,-fl:l 0.7r>\,9!21Fr02 O.ll793UO • 
211 O. J 87251GE:2~-- __ li.~03170GE-0_4 _____ f!_4_iS_;_l ~~~E-02 ..... 0.3~:!§08(; • 
~IOUO 2 
-,,·o~-To·,-,~~,,=,c,rEoooo·.- ,-, 'o_Bpo:,,~'""s~o-,E-,l~~,-,:--- ,----,,~-.,- --,- - --7..- = ti 1--l " ,_, - ~ -''4 O:fi230~G4E--6:1 ~- -i-_Uii8832.-f--
l i O.G5565llE-06" 0.38li238JE-04 O.J436~08E-01 • 0_5089021l 
1~ O 2G82200E-OG 0.7724762E-O~ !U002734E-Ol • 1 nosonz 'I 
13 O.ll92093E-06 0.3755093E-U4 • 0_1699001E-Ol * 0.3191434 
14 0.7152557E-06 0_2306700E·04 • 0.1680362E-01 ~ 0.3384632 
15 0.6854534E-OG O 4492700E-04 O 173219IE-Ol ~ 1.242358 
10 0.536Hl8E-OG ~ 0.4327297E-04 O 387G388E-02 • O 5088053 
17 O.l430511E-05 0.5567074E-04 0.5680799E-02 • 1.016011 
18 0.7l52557E-06 0.4553795E-04 0.4408330&-02 • 0.9390314 
10 0.5060464E.Q6 0.90479B5E-04 0.3512859E-02" 0_8481039 20 0.7450581E-06 0.6365776E-04 0.308ül89E-02 • 0.\1877880~-===== 
MODO 3 ~: 
M .ó.- 100 1:.~-iú"i:o<>+o-mi=.;o-' -hru;c',,- 0.1 10 t----o:-8i25HIE~~ -·o-:iJ7G715E-02 0.235GG72E-o( 2_01J038~f-
11 0.8344650E-OG 0.4652739E-03 0.2455056E-01 2.000418 'I 
12 O.Hl96756E-05 0.845J939E-04 0.112I020E-Ol 2.000400 "f 
13 0.357G279E-OG O l2!J<J083E-03 O.l494J07E-Ol l.9ll032 
14 0.20563GOE-C~· O 2110103E-03 O ll21244E-Ol O 3489823 ~ 
15 O.G258188E-O<_i O IIJJ9835E-03 0.323683GE-Ol O 0466380 " 
16 0.9536743E-OG 0.4020333E-04 0.2412632E-OI 2.000078 "jj 
li 0.3209420E-06 0.2'l28293E-03 0.1355!17E-Ol O.I<H7:-i32. 
18 ü.J4U0709E~05 0.20~211!8E-03 O.l630971E-Ol O 7834!<5r • 
Hl O.l'll.l0314E-05 0.79V8943E-04 0.8220077E-02 0.357122~' 
20 0.5G62441B-Oll 0.1395345E-03 0.2714843E-02 1.191382 .-·_-·~ 
!\·IODO 4 


























O 1115563E-03 • 
U.I43ro280E-U3 • 
0.1564545E-03 • 
0.518791l4E-OJ " 3.1253(1~1 ') 
0.19957GGE-OJ' l 909322 ·t 
U.4687488E-02 • J.99D35G ·t 
0.15534G2E-Ol • I 999348 "I 
ú.3573414E-02 • 1.999322 •t 
O.l941501E-UJ ' 1.999302 'j 
O 1127Z55E-Ol I 999306 'j 
o 81!l23GOE-02 • I 9')0335 ·t 
0.8993089E-02. 0.7157084 
o.334JGOIE-ü2 -~-999327 "L-~ 
' Quadrática <~justada não convexa 
t Matriz do sistema de equ:«;Ões mal condiciormda 
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3.4.2 Análise das tabelas 
Observa-se nas tabelas que, de um modo geral, a distância suprema entre 
as hiO'ssianas é consideravelmente pequena. Isso mostra, conforme era es-
perado, que a quadrática ajustada é a mesma que a quadrática original, o 
que comprova a confiabilidade do método usado no ajuste. 
De uma análise mais detalhada das tabelas, podemos tirar as seguintes 
conclusões: 
• A qualidade do ajuste é a mesma, quando é aumentado o número de 
pontos na malha de dados; 
• O modo de geração da malha de dados não infuencia no ajuste; 
• À medida que os pontos ::;e tornam mais próximos uns dos outros, ou 
seja, quando o valor de ,6. é muito pequeno, a qualidade do ajuste piora 
df'vido, evidenteml:'nte, a.o mal condicionamento da matriz que dá 
origem ao sistema de Pquações lineares. Nestes casos, alguns ajustes 
produziram quadráticas não convexas; 
• Quanto mais os pontos se distanciam entre si, melhor é o ajuste; 
ou seja, existe um valor de 6 que, conforme podemos constatar nas 
tabelas, é da ordem da norma máxima do ponto dado, cujo valor 
produz um ajuste muito bom. O ajuste continua sendo bom e pode 
aü-' melhorar se aumentarmos o valor de fi a partir deste fi ótimo. 
Uma observação importante a ser feita é que na tabela 3.7 aparecem 
alguns casos de ajustes que produziram quadráticas não convexas, apesar 
da proximidade entre a quadrática ajustada e a original. Isto é razoável, 
visto que a função original não é estritamente convexa, e por erro numérico 
de arredondamento, a quadrática ajustada pode resultar não convexa. 
3.5 Conclusão 
Os rf'sult.ados numéricos obtidos foram, de modo geral, satisfatórios, con-
forme era esperado. Com isto, podemos afirmar que o modelo usado é 
confiável. 
Ent.retant.o, fica C'vidPnt.e que a distância entre os pontos usados no 
ajust.e infuencia de maneira significativa na qualidade do mesmo. Os me-
lhores ajustes são obtidos quando a distância entre os pontos é maior ou 
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igual á norma suprema do ponto dado. Certamente, se os pontos da malha 
estiverem muito próximos uns dos outros, a quadrática ajustada poderá 
resultar de um sistema de equações com matriz mal condicionada, sendo o 
ajuste neste caso não satisfatório. 
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Capítulo 4 
Experiências numéricas com 
quadráticas com perturbação 
4.1 Introdução 
Uma vez comprovada a confiabilidade do modelo usado, torna-se necessário 
mostrar experiências numéricas que se aproximem da realidade, ou seja, 
experiências numéricas com funções cuja avaliação retrata valores obtidos 
através de experimentos práticos observáveis, onde sempre ocorre um certo 
erro de mediçào ou ruído. 
Estes experimentos podem ser simulados computacionalmente através 
dP tPsiPs rom funçÕ<'S quil.dráticas perturbadas. Urna quadrática é dita 
perturbada se sua avaliação em um determinado ponto for diferente da ava-
liação obtida através de sua expressão analítica neste mesmo ponto. Por 
exemplo, se Q(x) é uma função quadrática, a quadrática perturbada pode 
ser expressa por: 
Q'(x) ~ Q(x)(l + p) (4.1) 
ondf' r é um ,·etor pertencente ao l'Rn e p depende do grau de perturbação 
desejado. 
l'\este capítulo mostramos as experJencias numéricas realizadas com 
quadráticas perturbadas. 
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4.2 Experiências numéricas realizadas 
Usamos o mesmo modelo descrito anteriormente no item 3.2 do capítulo 3, 
com a diferença que, aplicamos à função quadrática original perturbações 
em diferentes graus para efeito de cornparacão. 
Da mesma forma que as experiências numéricas do capítulo anterior, 
foram feitos vários ajustes onde foram considerados: 
1. O modo de obtenção da malha de dados (item 3.3 do capítulo 3); 
2. A proximidade entre os pontos da malha (.ó.); 
3. O número de pontos pertencentes à malha de dados (A1); 
4. O grau de perturbação aplicado à quadrática original. 
Nestas experiênc-ias, consideramos apenas o Modo 1 f' o Modo 2 de 
geração dos pontos da malha. 
As seguintes funções quadráticas foram usadas no ajuste: 
1. f(x) ~ (x 1 - 2) 2 + (x 2 - 3) 2 
2. /(:r) = 2xi +X~+ XJX2 + 2Xt 
As duas funções acima sã.o estritamente convexas, e a cada urna delas 
foram aplicadas perturbações geradas aleatoriamente. 
Conforme argumentamos anteriormente, a qualidade do ajuste é me-
dida através da distância suprema entre as hessianas da quadrática ajustada 
e da quadrática original, e pela convexidade da quadrática obtida. 
As tabelas a seguir mostram os resultados obtidos. 
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TADELA 4.1.a- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: /(x) = (x1 - 2)2 + (:i:2- 3F 
Ponto dado: (2, 3) 
2, -;;: 1.0 
-K!Onõ"T __________ --------- ---··--·----














O 5073006E-01 0.1014792 
1 O 0.442Gl22E-02 o 22 J :11J7e-OJ 0.442ü560E-OJ O f<flS2~24E-01 
11 0.70J0748E-02 0.35li8250E-01 0.7016473E-Ol O.l4ll328[) 
12 O.G89J578E-02 ..2.:_~~-~:·786§.::~~ 0.6801586E-Ol _?J3_7_8316 :;:;w-
M Pertl!rb. 30% · Pert.urb. 40% _ _P_!rtl~~~ _ J'e~turl~_. _6_~-
·- G .. --JO.Gü.l92-.-- -insf.87 ,- 11 GG\!83 • 21 zos1s • 
1 11.8163106 1.221747 1.527184 1.83262()-
8 () 1281650 0.1722198 o 2152750 0.25833(1(! 
g 0.1522103 o 20285% 0.2536096 0.3044398 
10 
11 
0.1327881 0.177ü507 0.2213135 O 2Gf>57G2 
o 2104034 o2suc.s77 o.sr.ns221 o 420'J8t,., 
-H- !1.2U(l7475 (I 27roti633 1!.3115702 0.4J:H\.1511 p;;:~Q%- _E_e~~~~r!J __ }Q-'~ ~-:-ei:L\~0_:_9_0%_;_·- ·.ter_!~ir~;.:::-JQ!~ 










o 3013851 o 3444400 o 3874051 
0.3551700 0.~059200 0.4566602 
0.3098300 0.3541017 0.3983644 
11 0.49ll509 
12 0.4824108 








M Perturb. 30% 
0.5613153 0.6314795 
0.55J32íi7 0.6202425 
·-- __ fJ.~80!:_5_~~ --
-l' ... rl.urh. s·;r;·~ l'~rt(,rb. 10%- hrt.llrll. 20%-
-- ··- ... 
O )284714 0.2569411 O fol388U8 
o 1178614 0.2357216 0.4714416 
o 1188715 0.2377402 04754772 
0.9361371E-01 0.1872300 0.3744BS2 
O 7443273E-Ol 0.1488687 0.29i7400 
0.81007GOE-Ol O 1G20132 0.3240241 
0.8863166E-Ol 0.1772655 0.3545335 
Perturb. 40% Perturb. 50% Per!urb. 60% 





1 0.7071621 0.9428823 1.178605 
8 0.7132147 0.9509516 1.186942 
9 0.5617100 0.7489345 0.9361605 
lO 0.4466115 0.5954830 0.7443497 
11 
12 
0.4860352 O.G4804G1 0.8100010 0.9720681 
.o~.t53~1~8~0~15:ZC~+~0~7~0~90~6~·o~7~'[j~0~.8~8(i0~3~3~32:0C"L l.OG3606 -:;~,_-~ _Perturb. 70% Perl.urb. 80% p;;:;l.urb. 90% -~.':.7~~~~b~i"~~ 







1.650043 J 8857G3 2.121483 2.3G72Co4 
1.664163 1 901901 2.138638 2.37737f, 
1.310638 1.497873 I 68&107 1 872342 
1.042098 1.190969 1.339841 1.488712 
I 134U7ll l 2%090 J.4fo8101 1.020112 
_1_.2'!~~,s07"'--~"1.c4,l~~''''--~"1~.5"5"540100:_ _ _lc1c . ._77 .. 20007._s __ ..J 
• Qu:•dr:\tic" ajusl:td;t não convexa 
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TABELA 4.l.b- Distância suprema entre as l1essianas da quadrática 
ajustada e da função origiual 
Função original: f(x) = (xt- 2)2 + (xz- 3)2 
Ponto dado: (2, 3) 
<'>~0.1 
MODO t 
M Perturb. I% 
..... ,-
Perturb. S% Perturb. to% 
o 0.351920~ 1.768846 * 3.540001 • 
' 
0.3Uli4ll80l~-01 o 1528116 0.30fo5258 
8 o.42D737Gg.oz 0.215HJ33E-Ol 0.43ú4G8UE-01 
9 0.~04377f>E-02 0.2534038E-Ol 0.5071121E-01 
10 0.44330llllE-02 D.2~13028E-Ol 0.4427005E-01 















12 --~· 7~~~~~0~~~2- _12:_~~,~0403E;;;;_ ~..:~004_966~>0_1, o 
M Pert.urb. 30';\. Perl.urb. 40% Perlurh. ~O% 
1379S98 
r. lli.G24(>2 • 14.HiG!i4' 
7 O.D1ll3~2G 1 221~11 
8 0.1291508 0.1722117 
9 0.1E"·21D42 0.2(12[)357 
10 0.1327\.177 0177liGIO 
li o 210r,ll4ll 0.2HUG6GJ 
12 O.~OG8G9!\ 0.27577!.19 ___ .. ____ 
.. __ 
-p;M~~_b.J.22L e~ Perturb. 7li'X, 6 24.79387. 28.33618 ' 
7 2.138096 ~ 2.443524 • 
8 0.3013760 0.3444315 
9 0.3551603 0.4059010 
lO 0.3098511 0.354ll45 
11 0.4911523 0.5613144 

















































. -~- '~ -~ ___!'_~turb:..!_'l!í ____ !:.0::~!1~~: 5% _ _!'~rt~~- 1(:!__'JL _ _f 'if~~:~~'tó~ 6 0.2558133E-01 0.1283521 0.2568155 O 
7 0.2377024E-01 0.1180575 0.2359166 
' 
O 240GilOE-Ol O.IH.Jl678 0.23804:15 
o 0.1885775E-01 0.9376010E-Ol O.lt\73879 
10 O J409572E-Ol 0.7455528E-01 0.1490043 
11 0.1630G25E-01 0.8110839E-Ol O.JG2J108 
12 O.l757032E·Ol 0.8847523E-Ol 0.1771[)64 
M Perturb. 30% Pert.urb. 40% Pert.url .. sO%. 
-~-------
6 0.7706093 l 027596 1.2114~23 
7 0.707352:-J 0.9430703 1.1787!!8 
8 0.71354Gtl 0.9512982 1.8i!O.SO 
9 0.5618990 0.7491549 0.9364103 
lO ,, 4468007 0.50!>6087 0.741S'I7fl 
11 0.4861200 O.G41H2f•8 O lllfJJ:Hfl 
12 0.5316313 ;;;.,-- 0.7U81HJ37 0.88(ij!j(\J 
-· -p;~tt;~~8õo/,. -fi~ r·~~~~ •. 90% M --p-;,:t;;rb 70% 
··----G 1.798377 2.055304 2 31 ~231 
7 1.050224 1.885942 2 12H:oo 
8 1.0(14553 I .9023ll4 2 140050 
9 1.310922 1.408177 1 685433 
!O 1.042303 1.191292 1.340190 
11 l 134141 1.296146 1.458151 
12 1.240681 1.417943 1.5!)5206 











































TABELA 4.1.c ~ Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) -- (x1- 2) 2 + (x 2 - 3) 2 
Pooto dado o (2, 3) 
"' ~ 0.01 
'K105o I -- ·----·--· -------
1--if -----p;;~l%-- --- p~;;:~;b.--5%- -PettUtb~O%- --
ü 0.6179199 1:716828. 3.090459. p;. 
7 0.3099450E·01 0.151185íi 0303UR74 OGUGR912 
8 0.6220713E-02 0.2102Hl1E-01 0.425438GE-OI O 8~!',877\JE-01 
9 0.3974020E-02 0.22051['.1E-Ul O.H43432E-Ol O 98J9996E-Ol 
10 0.4422~5GE-02 0.1979453E-Ol 0.4033583E-OI 0-~1n4226E-Ol 
11 O.ll09174E-Ol 0.253147ZE-Ol 0.6093737E-01 0.1321827 
12 0.6849885E-02 0.2542G28~?i-~~02622_2~Q_1 ___ (LJ299342 
~- Perturb. 30% _ _?_~~t_u_r_b.;_~-º1L_ -~e~urb. ~Q__?i_ _f-;;i~~;_E_---ª_0% 
íi ~-58499[-, -,-- 11.33226 o'' 14 07953. )fi.82(i70. 
7 o 0106949 1.214400 1.518302 1822](!6 
8 o 1286316 0.1716755 0.2141193 0.2577633 
9 0.1480655 O 1097311 0_25049G7 O 3011624 
10 01289487 0.1732551 0.2175G15 
ll 0.2034281 O 274ll7:l4 0_345\JlHR 
12 0.1996061 0.26\12780 0.3380499 ~J.F =--p~·,~:'~"~"~b~.~7~o~r,[, :j:~P~'f''(·ct:r-~---2='--80% -~~~;i:~_;E-_6õ_i&~ 
6 19.57406 - 22 32133 • 25.06859 ' 
j 2 125910. 2.429714. 2.733517. 









li 0.4884005 0.5596548 o 6309002 
12 0.4782838 0.5479657 0.6176376 
~iODO 2-·-"-- ----------------- ---
M ---p~~t:~~b~-~%-- -P~rh;~b. 5%- --i;~~t;;~h- 10~(," 
f-"~G 0.24i6ãJ3E:oJ·· ·-o.i225222---u:25uG2il7 ____ _ 
7 Q_3340048E-01 0.1118369 




















() 4 J 71(',41 
0.408G2H.! 
j;~rl.t;f-1~: ÍÕO% 






(! 70"tl 456 
O.fõf\7:10!.!6 
















Perturb_ 50% Perl.urb 60% 
--- --






lO 0.4574401 O.G06Z21f• 






0.8949543 ~- 0.5407504 0.717Br>23 _________ _ 
-~-t-~~~~~~ 7~~h~W~~ -~u1Li ~~ã-;~~-;~-:~-· _\!~':!· __ 
7 1.650140 1.88G802 2 123465 
8 I G17221 1.884G3~ 1 12204!.! 
9 1.2~GOOli 1 440034 1.624004 
10 1052578 1 2013G2 1.350147 
11 l 129403 1.2\!2538 1.455674 
12 1.249159 I 42G2fí1 1.603363 ~~"'=~~-=~~---·---· 








];;.,.1 uri;_- l0Õ'!1". 







TABELA 4.1.d- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = (x1 - 2) 2 + (x2 - 3)2 




6 1.388257 't 









- ·re;:;:urG_-3ll'X: M 
- ----
-1 .70~ i 7{1-·t ___ 
" 7 ~() (;}14!) 'f 




11 O Gll4201 
r#- 0.\1004301 1-'o'- --p;~titrb. 70% 2 852452 ., o 







1\1000 2 h-- ........ ------
M Perturb 1% 
o -1:3:J224\l'l ·--· 
7 1.891230 ·I 








M Perturb_ 30% 
6 1.313959 •t 
7 l 816247 •t 
8 2.097049 'I 
9 1.505190 t 
10 ).662264 ., 
11 J.!l29\126 •t 
" 
l 753198. t 
-M-
"'P:;rturb. 70% 
6 1 .8o8794'1 
7 I il2821 'f 
8 2.253914 •t 
9 1.390815 t 
10 I 632870 'f 
11 1 G855GG 'f 
~- _!_:(336944 •t 
----------·--
Perttl~b. "5'1__ 



























1.5 76671 f 


















t:G078~o '1 __ 
I'ert u--;:b.J(i% ... ,,;rt:;trb:---zO% 
1.509 ~86 ., (65'2578 •t 
2 145 396 ., 2.103272 "I 
0.247 0181 0.281192R 
0.811 2802 0.834~JI87 
fl.4.% :!891 o 4r;p4553 
0.431 4982 0.52145[)1 
0.532 4372 0.5G94381 
--h~ii 
2.rmu 





































































































1 738G78 'f 
2.124271 •t 
J 4189408 t 
1.610223 't 
1.721!;81 •t 
1.GGG008 •t Perturt:-·ioO% 
2 i79920T 
2 013387 "I 
3 132586. I 
1.368392 f 
1610835'1 
I 577521 "I 
1.549753 "1 
• Qllndr!>.tica ajust.ach niío ~nllvextt 
I M~tnz do sisternn de equnçi'Jes mal condicion:.rh 
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TABELA 4.2.a- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = (x1 - 2) 2 + (x2 - 3) 2 
Ponto dado: (1,60) 
~ ~ 1.0 
1\iODOl _________________ -··"-· ······-··- ·----- ------
M- ~;rtU~b:J2:· __ -=~~:~r;.~~: J!.'tL: ~:~~1~~-_--To%- --perturb.-21j'k 
G 30Rl.7G2' 1540R_8C • 30817 70. G1030.G3" 
7 99742~5" 4\J~_7JJ~" !197.4239" Hl91fl47" 
8 25.80220' 129.Ul17' 2fi!'I.024l • 510 0477" 
9 24 179~1' 120.8963 • 241 7927" 483 foH51 • 
"' ll
25 25f>40 • 
42.98040. 
12 40.07387. 




- P~t;;~b. 1ó% 
420.8%4" 
400.740f,. 





















967 1704 • 
1010 227 ~ 
171958G' 
1002.962' ~~-rMoC-I--,Piie;:-:it;;;.j;~·7o~.- re~:t.il~t:-80% 
G 21572::4" 24G541.7' 
7 G981.9ti7 • 7979.391 * 
8 1806 JG8" 2064_HI2 • 
' lO 
154088.4" 




1 84'1(1(;,~ . 
5%4 f·43. 
1548 144' 
1450 755 • 
1515 341 • 
2149.482 w 257[.1 378. 
2003.702- 2404 442. Pertt~r:!?~~ Perturb_ 100'!{ 
277350.8 ~ 308176.13. 
8976.815 ~ 0974 238. 
2322.216. 2580 240. 
2176.133. 2417 920. 
2273 011 • 2525.568 • 









3205.923 w _j_.,so,o~oc.o,o~sc· _ _j_ 4007.404 ' 
~?~~~;r~.=~~~i~~~~~- s%- IJ>;rt;~b~io%·- ~~;(_~~-~ -2~J~--
c 157 1508 785.7538 1571.508 3143.015 
















M --~r, Pert~~~~ "Pei-t.nrt.. 40% 4714 523 G8RG.030 
7 
8 







































































TABELA 4.2.b ~ Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = (xt- 2) 2 + (xz- 3F 
Ponto dado: (1, 60) 
.:, ' (l.J 
-"K-1 o DO 1 ::::::::::;;;;=:::;::::::;;::::::::;::::;::;;::::-~;::::::;;::::::::::::::;;;:::::;::::::;::::::::::::;:;;;;== 
M Perturb. 1% Perturb. s% Perturb. 10%, Perturb. 20% 
G 143759.3 • 718796.1' 1437591 ' 2875185 .• 
7 9078.060. 48300.36. 96780.75" 103561.5. 
8 2620.G53' 13103.28 • 2620G.57 • 52413 12 • 
'} 2484 110 v 12420.60' 24841.21. 4%82 42. 
"' 11 
2575 007. 1287~.ü1' 25750.11. ~150() 22. 
4186.667' 20033 35 ' 418GG.71 • 83733.39 • 
" . ~~~~~:[~Ô::ccb-· 030~%><,- _ __!~~ft-~fb~- 40%-w 











G774G5 I • 7 
8 183445.9. 
9 173888.4 • 



















653 1 940 







19G 046 2 
"' 
]37 5. 
































206000 9 • 








39456.70" 78913.41 • 







P .. rl urb !JO% 















fo!<UG/14 1 • 
lfo723QA" 
14~J047 2 • 
1ro450(J6" 
2fo12(111 2 • 






















• Quadrática ajustnd<t n5o convexa 
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TABELA 4.2.c- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = (x1 - 2) 2 + (X2 - 3) 2 
Ponto dado, (1,60) 
"' ~ 0.01 
1-r;t"ODO)t==:::;;;;:::::;=::;;::;:::;::::;;;;:::::;=::;;::;:::;::::;:;;;:::::;=::::;;::;:~::::;;;;;=~ f--"Kf -·- Perturb. 1% Perturb. 5% Perturb. 10% Per\;,rt.. 20'7o 
6 1686093. 'f 8430456. 't O.lfi8ô09IE+08 ~~ 0.337211HE+08 'f 
7 11376451 'I 838232.3 •t 1676469. •t 3352027 '! 
8 183265.9 'f 916329.3 "I 1832656. "f 3665311 "f 
9 187866.9 'f 939335.1 •t 1878673. ~, 3757340 'f 
10 137(1714 •t 685354.6 •t 1370709. •t 2741419 't 
11 115019 2 575098.1 1150194. 2300:l88 
12 109839 8' 549HJ8.9 • 1098397. ~ 2196793 ' 
M Perl~~~-30% Perturb. 40% Perturb. 50% Pert.;,rb·6~ 
1·-i,--- O:So:.B272Etci8 'T- o.0744:wzE-t os' f o.s430452E+08 •t o IOllGc;4Et 0~ 
7 5ll2\l3D8. "f G70MIC2. 'f 8382332. ~~ O.l00587'JEt08 •t 
8 5497DG7 'I 733liG21. • t 9163277. •t O.l099~93E-t 08 •t 
o 5\130014. 'f 7514680. 'f 9393351. •t o l127202Et08 •f 
10 4112127 ., 5482838. •t 6853552. •t 8224258. •t 
11 34"()583. 1G0077G. 5750973. 6901105 
12 :l~\l5JDI 4:193587.' 5491084. • 6590:181 " 
M --- hi-tttrb:-7êi<X;·- -- -· -- P~~~ ~~b:SO%-- -p;~tu~96% ·-rerturt~ wO% 
--6- Õ ií8õ2l.i3Et09~"f ----cl:J348873E+09 *t 0.1517482E+00 "t 0.1686060E=t:~ 
7 0.1173f>26Et08 'f 0.134ll73E+08 'f 0.1508820Et08 •t 0.1G764GGEt08 'f 
8 O.J282859E+08 ~~ O.l466124E+08 "f O.l649300E+OB •t O.l832G55Et08 "f 
0 0.13150G9Et08 ~~ 0.1502936E+OB •t O.l690804Et08 •t 0.1878G70Et08 "f 
10 I 9594961. •t 0.1096567E+08 •t 0.1233638E+08 ., 0.13707HJE+08 ., 
11 1 8051360. 9201553. 0.1035175E+08 0.1150104E+08 
_!_~_l_7G!l~~J-. 8787174. ,. 9885570. • O.J0~8_l~~f,.j-O!l ::__ 
MODO 2 
M i'é"fi-lli=b--iw- -~,~rttlrb-5% ____ ·cc,,r.,_',-'·',','··'.~.·l.w~ ... -...... -.éc.i's''.,~7i 1ii,,~41_,E·.-+'-'-·0j_'g"8f'---., r---=-t- --9~3597~.2-;r-·0!.__. 4Gi 7õ8Õ-:-·-t -- . ·-·-- ~- .. -- --- . " o li • ; 
7 1071902. "j 5350504 •t 0.1071901E+08 "f 0.21438illE+08 't 
8 1085414. "t 5427050, "t 0.1085410E+08 "t 0217'J819E-t08 "t 
9 193471.4 't 967351.0 "t 1934098. 't 3869401 •t 
lO 492026.0 "t 2460126. 'f 4920251. "t 9840496. ·t 
11 460526.0 •t 2302634 'f 4605267. "t 9210535 't 
12 911031.0 't 4555166. ~~ 9110325. "t 0.182_20G§E+08 _:t 
M Perturb. 30% Pert.urb. 40% Perturh. 50% Perturb. 60'7v 
6 0.27707')1E+08 "t 0.3694388E+08 "f 0.4617985E+08 •t O 55415R~Et08 'I 
7 0.3215702E1·08 'I 0.4287603Et08 "f 0.5359503E+08 ·f 0.643141HE+08 "I 
8 O 325l1229E+08 ~~ 0.4.'141638E+08 'f 0.5427048E+U8 "f O 65121~7E-tú8 "I 
9 5804101 "I 7738!l06."j 967350G. "f 0.116fJ820E+08 "f 
10 0.147G075E+08 'j 0.19G8100E+08 'f 0.2460125E+08 •t 0.295215UE+08 'I 
li 0 13i<J580E+08 "f 0.1842107E+08 'f 0.2302G34E f-08 •t O 27G.11GlE+08 "f 
_ 12 ____QE~~-JQ>l8~j:_~l-~__:__1_ __2_:3(i1_~! 31 E+08 "I 0.4555163E-f 08 •f 0.54G6H~~~_:t-08 "f 
M Perturb. 70% Perturb 80% P.,rturb. 90% Perturb. 100% 
v tuH05I79E+08 ·t -õfHi8775EtoiT o.83t2373E+~fT- o0235870E+Õf~-~ 
7 0.75033il4E+08 •t 0.8575205E+08 ··t 0.9647106E+08 't 0.1071901E+08 •f 
8 0.759i8ll7E+08 •t 0.8tl83277E+08 'f 0.9768G8GE-i·08 •t 0.10841 lOF:tO!l •t 
\1 0.13fi42!!0E+08 "f O 15477GIE+08 "j O.l741231E+08 •f 0.19317')0E+08 •t 
10 0.3444174E-·Oil'f 0.3936Hl9E+08 't 0.4428224E~08 "f 04920249E+08 "t 
li 0.32~:1G8GE-t-08 "f 0.3<l84215g-l OI! 'j 0.4111741E·t0b •t 0.1(;052(i8E+08 •t 
12 D.G3i722DEtlH:l'j _--º.:_!2882G!E+Otl"j 0.8l99294E-t08 "f 0.9ll032iE+08 'f 
- --·-·-····--'-~ 
" Qowdr~Lica t~justada nào convexa 
f Matriz do sistema de equaçôeo mal condicionada 
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TABELA 4.3.a - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = 2xi + xi + XtX2 + 2x1 
Ponto dado: {1, 2) 
" = 1.0 
7 o 2720445 1.360227 2. 7204f>~ ~ 
8 0.235G80ti ].J 78390 2.356799 
o 0.238287:1 1 191432 2.382863 
lO o.n78r>I7 1.130256 2.278512 
li o 2121251 1.060623 2.121246 ~ 
7 ll H113GI' 10.881/ll • 13.60227. 
8 i.07039t' 9.427104. li 78399. 
o 7.148591)' 9.531452. ll.91432. 
10 6.835535 ' 9.114047. ll.39256 • 
11 6.363738. 8.484981 • 10.60623 • 
7 19.04318. 21.76363 - 24.48408. 
8 16.49759. 18 85439" H.2ll19 ,. 
o 16.68004 • Hl.OG290. 2L44S77 * 
10 15.94958' 18.22800' 20.50660 * 
11 14.84872' 16.96997. 19.09121 ' 
12 
7 0.45&2459 2.276245 4.552489 
8 0.4521275 2.260644 4 521290 
o 0.3173351 I .58GG74 3.173351 
1l1 0.1642578 0.8212827 1.642568 
11 0.3'233326 1.616658 3.233320 
12 0.51922ll 
13 65747 18.20996 22.76245 




7 31.86743 36.41993 40 97242 
8 31.64904 36.17032 40.69161 
9 22 21347 25.38682 28.56017 
10 11.49797 13.14054 14.78310 
11 22 63322 :zs.Br;or,r, 20 0908G I' 36.3455D 41.53781 46.73004 







4 242491 • 
113 32272. 
14 14079. 
























TABELA 4.3.b- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) == 2xi + x~ + x1x2 + Zx1 
Ponto dadoo (1,2) 
t> = 0.1 
-Mo oo·c,.------- ~--, ·::· --~--~-:_:-;:::;;=:::;:::;:;;_;::;~-- ~--~-~--"---j 
M Perturb. 1%-IP~rturb._,5.%0,,-+~p;i'"'~'"~'"bc. ~10,%~"-+-êp~~\-':!~---~~-
C 024.8385" 4624.l00' 9248_376 • 184'JG.n. ----
T 20.46950 ' 
8 7.749700. 
9 7.303790' 
lU i.i37U59 • 
11 1344496~ 
12 J25:.!0GG' 
1'.1 ,o.,;:tu~b. 3o% 
t; 2774'•-1:1' 
i 8134.0874' 
f. 232.4905 ' 
\) 219.1126. 
10 232 1382 ' 
11 403.34~1' 
I~ 375_6173 ' 
M -·p~~t~;~i;: 70%--
147.317\J. 




204_6958" 58\.1 3~JJG. 
77 49600 ~ 1fo4 'I'J38 ' 
73.03753" HG ll751 • 
77.37941 * 1~4 7[,88 . 
134 4491 • 268.8\!88 ' 
62.ti0288' 125.2058 ,. 250 411G. 
F;rluf.L;_- 4~'f.·_- ~·_.:;.~;;;:~.:. ~b_% --j _ }~"r_turJ': _r; o r,~ 
36\J~J:l.ro1 4(;211 !1\J' fo54~J(J 27 · 





foOll 8231 ' 
387.4842. 464.9811 . 
305.1876. 438 2252 . 
386.89139 < 464 2763. 
G72.24(i!l' 800 fi!JG2 . 
G2G.0288 ' 751 .2:l4 5 · 
-p;;:-t;;r'b: 80% --p~ftlJTb~9ü% }~~;~r~-j~% 
G (j;j7:~8_(;;j-~--- 736ii7.02-,---- 8323f.:4QT·--.. 9248:178 '--
7 20G2.871' 2357.5G7" 2052.262 * 291G !J5!l. 
~ 542.4779' 619.9747. 007.4716 * 774 9685-
ü 51l.2626' 584.3002" 657.3377 Y 730 3752 • 
lO 54l.6557 • 619.0351' 696.4145' 773 7U39. 
ll 941.1455 T 1075.595 j 1210.044 ~ 1344.494 ° 
~_3_- 876.4404 • 100!_,_46' _!"'~"·c-''5"2c" __ L'l,25_,2, .• o,~---
r MODO 2 -~--~~~Y~1:~UL- -~~~~~~~-tL- -~;~~;;;io% ;~~~f~~k-~~YI--
7 25.64560 128.2280 256.4565 512.9128 
8 23.80872 119 0435 238.0871 4761741 
9 21.52502 107.6257 215.2516 430 502U 
10 13.58460 ~ 67.92264. 135.8453 ~ 271.6906-
11 14.23434 7l 17225 142.3444 284 6888 
12 28.19524 140.9768 281.9535 563.0070 
M Perturb. 30% Perturll. 40% Perturb. 50% Perturb. 00'7. 
-- ·-·---·-6 1468 736 1958.315 2447 803 2937.472 
7 709.3691 1025.826 1282.282 ]5:18.739 
8 714 2G12 9S2.3481 1190.435 1428 522 
9 645.7545 861.0059 1076.257 1291.509 
1\1 40i.53li0' 513.3813" 679.2265' 8H• 0718-
li 427 0333 509.:1773 71 L7219 8~4 Oi;C4 
12 1'45.8605 1127.814 1400.71.7 16\.11 721 
-r..r -Fei:tlifi1-7li~.- --FerturiJ_ ·ao%-- "PêflUfb. UU'X J·~~tn~s.--Juu•i:'-:-
,, 34'27051' _____ 35JG_ii3(j ______ '44üG::iü8_____ -4~05:-787 
7 17%195 2o5I-Gf·1 nos.ws 25G4 504 
8 16GG.609 19114.G9G 2142.7~3 nsu.s7o 
\) 150G 700 1722.012 J\J37 263 21~2 éil5 
lll 050.9170' lli!Hi70Z' 122'2008' l%t!Af;3' 
11 906.4107 1138_755 1281099 1423 444 _j 
L''~'.J-~"~'~'~-6~74"---_.JI---'"' 2~5~5,.6~27,_ __ __L2~5~s-,7 -~5~8l.__.J..cz~s~l ~o ~5'":''-
• Quaddt.ic::~ ajusbda não convexa 
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TABELA 4.3.c - Distância suprema entre as hPssianas da quadrática 
ajustada e da função original 
Função original: f(x):::: 2xj + x~ + XJXz + 2xt 
Ponto dado: ( 1, 2) 
"' ~ 0.01 
IMODõ-,~--·------------· ---···~-.. 
111'1- Per_!urb .. lo/c: Perturb_ 5% Perturb. 10% 
I 6 90998.47' 454D91.1 • ----------
i 3015.597' 15077.99' 
8 789.1421' 3045 728' 
9 738.H51' 3li\11 2liG ~ 
lO 771 27Hl' 38!",l\.3!J5 • 
n I 1315.253 • 6576.285 o 
12 ~ 1223.563' 6117.848. 








li 2729941'1 3G3U03L ' 4!"·40914_' 
7 00467 8R' 120\!23.8' J5077D.R' 
8 13674.38' 315G5 83' 30457.30' 
9 22147.63. 29530 17. 3(-}012.72. 
10 23138.37. 30851 16. 38563.05. 
11 39457.70' f,2GIU2R' cf,7G28f," 
1~ :JG7ll7.12' 4!\\!4282' til17R.53' 
-~~1- -p~;:;:;;rs.-705?. P~rtttl·i-,-80% -~~~~~~~~~>ow.-
6 - 6366870_-.----------72768(;2--,-- 818D845 .• --






f\·1000 2 M Perturb. 1% 






















































26799 60 . 
25686 68 
53025.77 
















188339.4 235424.2 282509.1 
98862 45 123578.0 148203.7 
91405 21 114256.5 137107.8 
83987.62 104984.5 125981.4 
53599.19. 66998.98. 8039!! f!O-
51373 38 (;4216.73 77060 fl6 
10Gfi5Lli 132504 4 15\.1077.3 
Perttiril."BO%- -- re.-t;lrb~ ou~_:: hii_~rb~l QI~_·tr. 



















• Qundrátka ajustada não convexa 
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TABELA 4.3.d ~ Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = 2xi + x~ + XtXz + 2:r1 
Ponto dado: (1,2) 




6 768422.5 ~ 
7 3404.'i3.9. 
8 740HI.l4 ~ 
' 
91013.92 .. 
10 90479.Gl • 
11 1308]7_8. 
-H- 90364.25 • 
- Perturb. 30% 
6 ··uz3or.269E+o"i;--
7 O.JO~I~G3E+08 • 
' 
~22001)4 • 
g 2730422 • 
lO 2714417. • 
11 3924552. • 
" 
2710\132. ' 
-- p;:;.;:\;;:s:-rorr.·-- .. M 
- - ------
G O r.378%1E+08 • 
' 
U.2383179E+08" 
8 5181407 . 
' 
6370983. • 
lO G333G39. . 




-- p.;;t;;~~;_-- 1% M 
'i- 227]24.7 •t 
7 302135.7 
8 260490.6 
o 87213 37. 
10 1188618 ~ 
]] 150943.3 
,, 222270.7 
c-"!, Perturb. 30% 6 6813746 . • t 
7 9064076. 
8 7814774. 
o 2616390. . 




M Perturb. 70% 





11 0_1 O~l1lil3E tO~ 
l2 0.1555V03E+08 
---
l'~J ·turb 6% 
14 ' 384:ll 
17022 71 • 
37UJO 0.5 • 
4~506' 0.0. 
45240 27. 
6540\1 I fi • 
45182 2.0' 
-.-p--;r turb 40% 
(J.:l07. 3G92E1 Oi' • 
11171<: -1 Of; • 
ll1 . 


















-- Fefturb .• I"O~'Yrc· -f-,-,p~,~-'o'icufcb·"-~i~li~';i'-o-·-·-1-
7684233. •- 0.153G846E+08. 
340454.1. • 6809(184. + 
740201 .G ~ 1480102. • 
910140 7. 1820281 -





, ___ PeJ"turb~50% - Perturb 60% 
(1.38421 if.E'Iii~--;--- OAG!0f.-:i8E+õ~-;-
()_ 17112271 g.J 08 · O 20427:/fiE+OI! • 
370100G 4441207 ' 
4G5U702. 5460843. ' 
4ro24029. 5428835. • 
6f>4ll020 7849104 ' 
4fd8220. 5421864 • 
hrturb. ooic.- -- P~rturi,loo%--
o_G9158U7E+08 .--- 0-768423üE-ti5f:.---













-- ---Ferttirb: Jo'Yr .. ~- ~:- -p~~~~rb. 2o% 













Pec turb. 40% 








" 60377 00. 
81!908 75 
PÚr turb RO% 
















1188624. 2377247. . 
1509448. 3018894. 
2222718 4445437_ 
Perturb. 50% Pert.urb 60% 
0.1135G24E:;·Õ~7f ----u:1362749E+08 "f 
0.1510679E+08 0.181281SE+08 






0.111 t35DE+OH ll.l333f:i31E+08 
Perturb.--90%'- ~-PeftUrb JOO%~ 
o.zo44i24E+Ok :r· o·227i249E+os ·t 
0.2719223E+OH n 3021359E+08 
0.2344432E+Ol< O 26fi192SE+08 
7849168 • 
I)_JQ69761E t·OH" 






• Quadrât.ic'l ~ju~l.~dn nii.o ronvex'l 
t Matriz do sistemn. de equações mal condicionada 
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TABELA 4.4.a- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x} = 2xi + x~ + x1x2 + 2xt 
Ponto dado: (0.2, 0.3) 
"' ~ 1.0 
I 
' 
' .5% Pectmb. 10% 
: O 65GH07E-Ol O 32R2354 0.656471 J 
8 0.8184582E-01 0.4092295 0.8184593 
0 0.843581GE-01 0.4217903 0.8435809 
'" 
0.8203U30E-lll 0.410![>2!1 0.8203044 
11 0.7879487E-Ol 0.3939744 o 7879492 
" 
0.7170773E-01 0.3585383 0.7170768 
M 
.... ·' ~"'' il.u"!;l~-ul;i ~0-~·- ""'"" G 7.4\l7fl8[l" ~';~=~:~ 1 1.0004J:l 2 C:2t.~84 3.282355 
8 2.455378 3.273837 4.092297. 
o 2.530742 3.374323 4.217904-
10 2.460\.\13 3 281218 4.101522-
:: ~:~~~~:; 3H>i7%" 3.93!!745. -f!!~;i\;'-,o% 3.585384 • 
'' 
Pect"tb. 70% Pettocb. 90% 
: ~.'5;;;;~' :o,::::;. 5.908239. 
8 5.729216' 6.547675 • 7.360134. 
9 5.ll0506(i. 6.748647. 7.592228. 
lO 5 742131. 6.562436. 7 382740. 




-~~ J ~-tH~~- . .,,, ' . 1 0.7182630 1.556526 
8 0.1553787 0.7708930 1.553787 
9 o 1199840 0.5999202 I 199840 
lO 0.1072747 0.5363731 1.072746 
:: ~ ~:6022020 ~ M . 40% 
o • 
' 7 4.669579 G.22610~ 7. 782631 
8 4.661361 6.215148 7.768935 
9 3.599521 4.799361 5.909202 
10 3.218238 4.290984 5.363729 
:: 3.613213 4817617 -~~~ -j,l-Ç{,f1t!:-w% '"""' M 80% 
o 
7 10.89568 12 45221 14.00874 
8 10.87651 12.43030 13.98408 
9 8.398883 9.598724 10.79856 
10 7.509222 8.581968 9.654714 
ti 8.430830 9.635234 10.83964 
12 









' . ?'" 
"i .u.~!ii->1 1 ; "'---
3.\J:l~M20 ' 
4 '\Jl 0750 • 
5 OC1484" 
4.921827-
4 727(;!.14 . 





























TABELA 4.4.b- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x)::::: 2xi + x~ + x1x2 + Zx1 
Ponto dado: (0.2, 0.3) 
ll = 0.1 
-1\•i"ODO I 
M Perturb. 1% Pertm·b. 5% Perturb. 10% 
G 51.57254 ~ 257.8629. 515.7258. 
7 t.4onn 7.461364. 14.92274 * 
8 1.004790 5.023940 • 10.04788 ~ 
o 1.000712 5.003551 • 10.00710. 
lO 0.955G509 4.778248. 9.55649>1 ~ 
li o 9238388 4.619190. 9.238377 • 
12 o 8558299 4.279141 • 8.558289. 
M Perturb. 30% Perlurb 40% Perturb. 50% 1---.. -·-------... _, __ ., .. _, _____ .. ____ - _____ , __ 
' t1 1547 177. 20fi2.90:l • 2571'! GZ0 • 
7 44 7f·!l2l ' 5\J.GOO!H • 74.613G8' 
8 30 14:~G2' 40.19151J. 50.23937 ~ 
9 30.02128. 40.02837 • 50.0354G • 
10 28 66949" 38.22599 • 47.78241'1. 
li 27 715H' 3G.\J5352 • 1G.l\JI90" 
12 25.G748G' 34.2:~:Jlf,. 42.79145. 




3610080" 4134J.5:H . 
7 104.45lll - llll.38Hl • 134.3046. 
' 
70.33512. 80.38300 • 90 43087. 
o 70.04965. 80.05(;7~ " 90.06384 • 
lO 66.89547. 76.45197. 813.00846. 
11 64 66865. 73.90703 • 83.14541. 
12 59.90802. 68.46632 • 77.024131. 
MODO 2 
M Perturb. 1% Perturh. 5% Pert.urb. 10% 
G 3.301297 16.50643 33.01287 
7 2.066273 ]0.33138 20.66276 
8 2.044938 10.22472 20.H945 
o 1.381790 6.908941 13.81790 
10 0.8497706. 4.248854 ~ 8.497703 • 
11 1.584104 7.920580 15.84ll8 
12 2.605433 13.02718 26.05438 
M Perturb. 30% Perturb. 40% Perturb. 50% 
o 99.03859 132.0514 165.01343 
7 61 .9882G 82.65101 103.3137 
8 61.34835 81.79778 102.2472 
9 41.453B4 55.27l52 69.08939 
lO 25.49312. 33.99082 ~ 42.188~4. 
li 47.52352 63 364W 79.20587 
-~ 78.16311 104.2175 130.2719 Pert~;;:b:-7o% 'PertU;b. 80% Perturb. 90% 
G 231.0900 264 HI2!J 297.1157 
7 144.6393 1135.3020 1135.8647 
8 143.1401 163.5956 184 0450 
' 
96.725Ho 110.5430 124.3609 
!O 5\J.4839f· • 67.\!8167. 76.47937. 
11 I 10.8882 126.7294 142.5706 
12 182.3806 208.4349 2ê;4.4893 




1031 451 • 







- - --- _,-
30\!1 sr,4 • 
8SI53C4l' 
60 2&725 • 
60.04256' 
57 33897. 



































TABELA 4.4.c - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: f(x) = Zxi + x~ + x1x2 + Zx1 
Ponto dado: (0.2, 0.3) 
.:> - (J.Ol 
'MODõ I -· 
--- . -- ---~~ ... ·-.,- Perturb. IOo/, ~ Perturb 1% Pert.urb. 5o/., 
6 583G.711 < 2tm3~59 • 58367.15. 
7 185.5il2. ll27.85fo0" 185/i 710. 
8 40.03991 • 241i.2008' 490 1018. 
Q 15.95944 • 229.79135. 459.5930 ~ 
10 48.36144 • 241 8065. 483 0130. 
]] 83.25385 • HG.2691 ,. 832 5367 • 
12 77.55703 ,. 387.7849. 775.5699. 
M Perturb. 3Õ% ~trb . .!_0.&_ p;;iurb. 50% 
·-· . ---------··-·· 
-i9iil35'9'*_,_ 6 175101.5. 233168.7 • 
7 55G7.129; 7422.839. 9278.549. 
8 1471.204' 19Gl.605 • 2452.006' 
o 1378.778. 1838.371 • 2297.964. 
10 1150.837. 1934.450. 2418.063. 
]] 2197.614 • 3330.153' 4162690' 
_g_ 232G.709. 3J02.279. 3877.848. 
M ~~ti~r_b.:. 1Q~ -pert:ltrb:-80%. ~~rtUrb:"'9o%·-
------·-·-
o 408570.2' 466937.4. 525304.5. 
7 12989.97 ~ 14845.68. l670l.39. 
8 3432.809. 3923.2ll ,. 4413.611. 
o 3ZI7.150 • 3676.742. 4136.335. 
lO 3385.288 • 3868.900 .. 4352.513 * 
]] 5827.767. 6660.305 * 7492.843 * 
ri.~ 5428.988 ~ 6204.558 • 6980.127 .. 
-J\.1000 2 
M' Patll~í% -- _fi~l!.l_G~~~- - Perturb 10% 
-5 289.!JÜíã'~- 1494 551 2989 103 
7 155.6103 778.0512 1556.102 
' 
143.9593 719.7929 1439.585 
0 130 0111 Jit>0.05~li 1300.]()4 
10 84.58739 .. 421.!J3G9' 815.8739. 
]] 80.96785 434.8414 869 6882 
12 173.0102 865.0567 1730.114 
f-"1--- Perturb. 30% Perturb. 40% Perturb. 50% 6 8967.308 ll9S6.4l 11945.51 
7 4668.306 6224.107 7780.509 
8 4318.754 5758.338 7197.923 
9 3900.313 5200.415 6500.520 
10 2537.621 .. 3383.495 • ~229.368 .. 
]] 2609.066 3478.755 4348.441 
" 
5190.342 6920 456 6650.570 
M Perturb. 70% Pertufb. 8Õ% Perturb. 90% 
6 20923.72 23912 82 26901.92 
7 10892.71 12448.81 14004 92 
8 10077.09 ll516.68 12956.26 
9 9100.72G 10400.83 11700.93 
10 5921.116. 6766 990 * 7612.864" 
]] 6087.821 6957.510 7827.198 
12 12ll0.80 13840.91 15571.03 




Perl urb 2~2.:::: 
1Hi734.3. 
3711.4]{,· 
980 8025 • 
919.1855. 
967 .22~4 . 
1665.076. 
1551 139 • 
P~ri;;~b:-GOo/.,-








































4.3 Análise das tabelas 
O principal a ser destacado é o aparecimentq de vanas expenencias que 
resultaram no ajuste de uma quadrática não convexa. Isto ocorre sem um 
critério bem definido, sendo que estes resultados podem ser observados em 
qua.st> todas as tabelas apresentadas. 
Além disto, dependendo do ponto dado considerado, nao existe ne-
nhuma proximidade entre a quadrática ajustada e a quadrátira perturbada 
original, mesmo quando o grau de perturbação é pequeno {l~·b). Esta falta 
de proximidade pode ser verificada mesmo quando a quadrática ajustada. é 
connxa. Conforme o grau de perturbação aumenta, pior se torna o ajuste. 
PodPmos observar que esta piora é diretamente proporcional ao grau de per-
turbação aplicado à quadrática, indepcndentement.e dos outros parâmetros 
l:'lll qu<'fit.âo. 
De maneira geral, o l\fodo 2 de geração dos jJOIJtos f. melhor que o 
Modo 1, rorn a malha de da.dm; ('X ata. Se for <H-rescPnt.ado um ponto a 
esta ma.! h a, vemos que somente o ajuste corn o Modo 1 melhora razoavel-
mente, sendo que a qualidade do mesmo, em termos de proximidade entre 
as quadráticas, se aproxima da qualidade do ajuste com o Modo 2 e malha 
exata. Acrescentando mais pontos, o ajuste se mantém estável, podendo 
eventualmente ocorrer ajustes de quadráticas não convexas. 
llm resultado importante é que, quanto mais próximos estão os pontos 
da malha entre si, pior é o ajuste. Quando a distância entre os pontos 
é muito pequena em relação à norma suprema do ponto que dá origem 
à malha. a matriz que dá Origem ao sistema de f'quações lineares é mal 
condicionada, e consequentemente o ajuste não é confiável. Já com os 
pontos mais distantes entre si, o ajuste é um pouco melhor, embora não 
exista proximidade entre as quadráticas. 
4.4 Conclusão 
O ajuste segundo a proposta de j6] não é confiável quando o mesmo é 
feito através de experiências numéricas simulando experimentos práticos 
observáveis, uma vez que foram constatados vários casos em que foram 
aproximadas quadráticas nâo convexas, embora a quadrática original fosse 
estritamente convexa. 
Além disto, não existe nenhuma garantia da proximidade entre as 
quadráticas. Em particular, se os pontos da malha estão muito próximos 
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uns dos outros, a qualidade do ajuste é muito ruim. 
Constatamos também que quanto maior é o grau de perturbação apli-
cado á quadrática, pior é o ajuste. Isto nos leva à hipótese de que quanto 




Experiências numéricas com 
funções não quadráticas 
5.1 Introdução 
I\' o capítulo anterior foram realizadas experiências numéricas com funções 
quadráticas convexas perturbadas, de modo a obter urna aproximação ao 
que ocorre na prática, quando a avaliação da função nos pontos usados no 
ajuste é obtida através de realização de experimentos reais observáveis. 
Tendo em vista que, nestas experiências, os pi( r·es resultados ocorrem 
quando a funçã.o original usada nos testes está longe de ser uma quadrática 
{quadrática com alto grau de perturbação), e sendo que este tipo de função 
retrata muito bem o que ocorre na prática, mostramos neste capítulo as 
experiências numéricas realizadas com funções teste não quadráticas. 
As experiências foram realizadas de maneira exaustiva, de modo a 
mostrar o comportamento do ajuste a um modelo quadrático wm este tipo 
de função. Foram levados em consideração diferentes parâmetros, vistos a 
seguir. 
5.2 Experiências numéricas realizadas 
De modo similar às experiências numéricas mostradas nos capítulos anterio-
res, nPst.as experiências foi usado o modelo quadrático descrito no item 3.2. 
O ajuste dos pontos pertencentes a uma malha de dados a este modelo 
foi feito variando-se os seguintes parâmetros: 
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1. O modo de obtenção dos pontos da malha de dados (descrito anteri-
ormente no item 3.3); 
2. A proximidade entre os pontos da malha (ô.); 
3. O número de pontos pertencentes à malha de dados (M). 
O número de pontos da malha foi incrementado em cada ajuste, na 
esperança. de se obter, com isso, um ajuste melhor. 
As seguintes funções originais foram usadas nas experiências: 
1. Função Quártica de Powell[8]: 
f(x) = (x1 + !Ox2 ) 2 + 5(x3 - x4 ) 2 + (x2 - 2x3 ) 4 + IO(x1 - x4 ) 4 
2. Função dP R.osenhrock 18]: 
f(x) = IOO(x2 - xi) 2 +(I - xd 2 
3. f(x) = (x 1 - 1)4 + (x 2 -1) 4 
A função 1 é convexa não estrita, a função 2 é nao convexa e a 
função 3 é estritamente convexa. 
Para cada uma das funções acima, foram realizados ajustes com ma-
lhas de dados geradas a partir de diferentes pontos dados, conforme pode 
ser visto nas tabelas a s12guir. De maneira análoga aos capítulos anteriores, 
a escolha destes pontos foi feita de maneira aleatória. 
A qualidade do ajuste foi avaliada através dos seguintes critérios: 
• Pela distância suprema entre a hessiana da quadrática ajustada e a 
hessiana analítica da função original avaliada no ponto dado; 
• Pela convexidade da função quadrática ajustada, verificada através 
dos autovalores de sua matriz hessiana. 
As tabelas a seguir mostram os resultados obtidos. 
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TABELA 5.l.a - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: Quártica d~ Powell 
Ponto dado: ( -4, 2, -1, 3) 
c-u;c·--- '-----~MODO I 
ó. - 0.1 M ó.- 1 
J5 3155.214' -2i)i_1748" 
16 1794.716. 172 8806. 
17 1438.723. HO 3027 • 
18 1337.967. 131.7966. 
1 ~) 1248.097. 124.7904 
20 1251.258. 123.3450 
" 
1064 78[i • 103.1691 
n 1069.311 103.4168 
" 
1097.957 106.7970 
24 !!59 8478 93.89892 
25 GG0.004'J 131.55992 
2G 661.5182 64.94040 
27 665.0142 64.98817 
28 672.4247 66.14554 
29 G17.3446 63.21704 
-~~~~~~Q __ 63.25390 
MODO 2 
M ~ 1 ~ 0.1 
J5 874.9777- 8G.75946 • 
16 860.7071- SG 81445 • 
17 784.01{15 - 82.90466. 
18 82G_0017 80.17181 
19 813.9503 77.58466 
20 793 733fi 77.83459 
21 788.6818 78.29791 
22 787.7236 76.73798 
23 793.4881. 76.15564 
24 792.6414 ~ 75.68811 
25 517.4008. 50.16479 
2G 555.4878. 54.04183 
27 563.1275. 53.69257 
28 561.2050' 54.61200 
20 590.0434 56.93823 
30 489.5543 H.08752 
-- --
- ' --,,~ ó. - 0.01 ó. - U.IJ!J1 
rs4.n9G07hi8z2 s25:1 
49.109~0. 53G1.5~G "f 
160.8\.172 5:!54.[11:1 ., 
81.43167' 15113 79 ., 
140 5134 13082 }I;()., 
240.7766 3181.\H'J "I 
47.70789 4()37.24(1 ., 
51.74567 4445.7H "I 
46.44599 2603.077 "I 
41.32316 * 4~47.6GO "j 
53.99179 45~1.27!.1"1 
70.12634 4603.291 ., 
60.30713 3057.378 ., 
37.12842. 6730.26[1 . t 




--[:, = (Wol ~ 0.01 
63.32751 Sieâtift 
185.1542. 5040 449 ., 
112.0928 n:1sr. 221 •t 
125.6854. 8'J21.:133 ., 
317.7894. 0038 875 "I 
78.33057 y 5516.273 ., 
247.3090" 6007 348 ., 
128.2147 8GGl! 381 'j 
86.18231 1045088"1 
41.23163 16101 27 "t 
43.82226 57:10.888 •t 
74.55927. 7800 821 ., 
91-66827 7286.G79 "f 
80.69946 5105.581 ., 
44.33710 4795.820 •t 
65.08789 4183.808 ., 
• Qundn'itica ajustada não convexa 
t Matriz do sistema de equa~ões mal condicion,.da 
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TABELA S.l.b ~Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: Quártica de Powell 
Ponto dado, (-4,2,-1,3) 
- -----· ---M0003 
.M ------ --Ó :o U.l -·- 6-== o.õl Ll. = 1 
15 1411.95j-;- 14<fi4if-.---- 6j0.8105' 
J6 1176.637' 1162013' 377.5980' 
17 1121.120" 114.0857' 123.970[1. 
18 371 1893. 44.03185 * 269.0675. 
19 398.8[;36 v 40.08320 ~ 290.705~ 
20 419 4845 • 38 G2G05 " 113.5725. 
21 590.6347. 58.69743 • 70.02049 
22 583.1754. (-;0.20705 • 128.3874. 
" 
:-128.1801 34 '72253 178.1365" 
" 
327.2403 :-!4 06471 284 1114' 
25 337.7%8 32.08035 \ll.G(I'.JG8 ' 
2{i 255.1422 26.64314 12>!.5690 ~ 
27 367.7150 :15 15\.167 63.05481 " 
" 
138 6899 14 i7f>G8 51.89749. 
29 11U.43!l5 11 ,[o(\2HJ 14fi.!J3f,J • 








--6-:;-'õ.i -·- ----------M Ll.=o1 Ll. = 0.01 1-jf- 2G2.5350'-- 26.89715 • 1262.440' 
16 319.1044 ~ 34.85382 • 1541.465 • 
17 232.8757. 28.01337 871.4627. 
]8 189.6645 22.71448 803.G470. 
lO 216.4789 24.25244 443.5147 * 
20 189.2684 21.09070 79.48177 
21 183.5431 19.73303 723.1651 
22 183.18Hl 18.38580 547.6452 • 
23 192.0016 19.10899 421.7189 
24 242 7389 22.39581 967.8932 * 
25 202.5993. 20.35473 531.3091 
2G 106.1541' 18.11431 104.8123 
27 213.6213 * 21.25379 330.6827 
28 J 76.1568. 17 70154 227.0460 
'" 
189.8030 ,. 17.70831 95.87337. 
30 184.9923 ' 17.77423 68.47992. 




















lO?. lfl4 •t 







~'JB 77f:l *I 
218 71[, ., 
li43 l;:u; • t 





























053 975 ., 
263.122 •t 
595 107 •t 
f Mntriz do sistemn de eq\lnç(,.,~ mal condicionada 
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TABELA 5.2.a- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Fuuçâo original: Quártica de Powell 
Ponto dado: (3, -1, O, 1) 
!\IODO I 
., · , ~)·Ç~:f!'=hJ·~~~·"o,J.---:::j:~·~,·}" ~ JV L> -;L> Q. L1 <.> -·(I ()[11 
1s G37.r.1GG • si:iiõls4 20.87328 r.ss.n0s •t 
JG 426.1195 • 48.93096' 5 365171 109.1358 •t 
17 3313.5833' 30 10670 5 126695 
18 314.1631' 36.48547 2.280[)56 
l!· 286.3338. 33.84851 2.635410 
20 296.8672. 34.22770 1.108410 
21 262 5794' 29.43159. 2 422[)11 
22 263.4644 • 29.55236 • 2.988211 
23 270.8665 ' 30.33612 v Ul75336 
24 236.0311 ' 26.49375 • 1.986116 
~5 109.0820- 1!1.44087- 1.671667 
26 1@.3572. 18 4694~- 1.707911 
27 170.2505. 18.&7404" 1 812902 
"j 172.7529' 18.80536. 1.542230 
29 163.7182. 18 [12J2fl. 1 181174 
-i~o-5~-~_QQG __:__ 18.QG8!~ ~~-- --~-~~33752 
---------·-------- ---
M .ó. = 1 l'. = 0-1 t:. 0.01 
15 275 Oõli6'7 24AOJi2-_lo.347'~ 
16 276.3218. 24.51113 5.459553-
17 269.3875 23.80351 5.170986 
18 Z29 6884. 22.28035 4.895527 
19 229.4768. 21.99738 6.038082. 
20 186.1993. 21 381305. 6.136822 ~ 
21 18G.89GG ' 21.27025 w 6.181025 • 
22 188.1810. 21.31321 w 3.87\)162 
23 183.1508 • 21 3G261 " 5.461655 • 
24 182.8347. 21.34079 • 6.568302 • 
25 176.3420 15.06662 2.464325 
26 18G.U412 15.07083 3.164734 
27 165.2547. 14.98706 3.880623 
28 163.2435 • 14 99677 4 176220. 
29 150.7373 ' 15.96!31 3.191238 
30 132.3845 • 13.09735 3.104298 










49 67602 • 
230.4536 f 
177 0508 •t 
2411233'1 
451.2410. 







173 105G "I 








f M;~triz do sistema de equações mal condicionada 
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TADELA 5.2.b - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: Quártica de Powel! 
Ponto dado: (3, -I, O, I) 
'Mõoo 3 
M 6- I 6 O I ó. 0.01 
15 358.1132. 41.20108 J2_s;G52 
10 3!2 !1071>' 33.01~11• 4.91!\Gi4 
17 301 0214' 3LG12f>O l 471124 
18 111.5215 lO.G5G05 2.938099 
19 119.UOU7 ll 49098 3.24502>1 
20 l23.7U53 12 02326 2.506639 
21 l8l.G3i9' 16.92620 3.97>1481 
22 180.6640 • 16.68154 3.308235 
23 lJf\_0589' 9.484207 3.011430 
,. 1149525' D.H702~ 2.!13703:! 
25 J04.GOi!l T 9.0fo69G~ 2.2~3:l;l4 
" 
IJ4.42:l 1: 7.4139GG 5 G47G34 
27 86,0505\i T 9.944489 2.1400130 
" 
5fL46492 • 3.920586 2.27022\l 
20 50.IG55G' 3.281!!43 2 '7>10283 
30 53.G3538 y 3.443786 ' 1.349537 
M0004 
M 6 I • 0.1 6 0.01 
15 90.27474 8.218027 8.295071 
16 92.17871 8.328815 11.03397 
17 75.79927 6.803772 3.060846 
18 61.74995 4.823765 2.094885 
19 75.04982 6.143188 1 124104 
20 66.00822 5.676G40 2.78778(i 
21 64.53490 ~.100436 12 88798 
22 04.64342 5 430005 4 204170 
23 73.86934 5.908974 4.330297 
24 83.60900 7.170353 7 502396 
25 72.29830 6.040518 7.975897 
2G 1J.!J242li 5.989332 2.488367 
27 75.28279 6.455721 2.33686G 
28 63.54407 S.:l(i%41 3.6G772ri 
29 69.06886 5.tn34I2 5.4702!)9 
30 67.25705 5.635605 ~-2295 
--- ----- -·--·· 











21 9~ t 
_567G "f 
.3500"1 
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TABELA 5.3.a- Distância suprema entre as hcssianas da quadrática 
ajustada e da função original 
Função original: Quártica de Powell 
Ponto dado: (0.5, O, 1, 0.5) 
IMODõ 1 ----- -- -------·- -
r---M-=- 6"' 1 -~""' 01--.&----;---ooi ·· 
---15 Jrd.4270' 11.44455' 1.659220. 
IG 125.7213. 11 HJ[,f,3 v J .125254 • 
17 II8.3985 ' lO 91968 < 1.090824 • 
18 121.7236; 10.02404' 1.235593 > 
19 J 10.9009. 8 777415. 0.9476828 .. 
20 120.2911 ~ 8.555910 ~ 0.8212118. 
21 126.2265 ' 8.283779 ~ 0.9378287' 
" 
126.2359 v 8.277109. 0.8178190. 
" 
125.2359' 8.219754. 0.8084213 • 
" 
127.4(103' 8.31~423. {I 1\039134 ' 
25 12S.\1[;44 • 8.2foU450 • O 7ROS34H • 
2{i 123 3Gf•4" 8.266452 • 0.7!>41121. 
27 12:! 8560. 8.313302 ' 0.8075506 • 
" 
121.6510. 8.1S42G1 • O 7G08Gfo!l ' 
29 121.!>577. 8.ll1!51 • 0.802931-r. • 
30 99.3835!! • 6.257680 j 0.6669544 ' 
.. Mõ502 
---F'--- ·-
.6.- O I .6. o 01 M ' I 
----- lso133j'-~-15 247.9999 li! 7li740 
16 247.0345 1\1.65592 1.857607. 
17 246.0574 19.5214(\ 1.895752 • 
18 240.8577 19.18950 J. 722225 • 
19 197 9RIJI 15.76936 1.512781. 
zo 198.6054 15.7005ll 1.518652" 
21 ]89.57\.11 15.04791 1.505550 
" 
189.3539 15.00906 1.455587 
23 173.0795 13.82300 1.206551 ~ 
24 173.0517 13.81659 1.341755 
25 173.2279 J3,796ll7 1.363506 
2G 173.1732 13.80302 1.373131 
27 173.2277 13.771]6 1.365480 
" 
170.2359 13.59770 1.323187 
20 170.4543 13.60543 1.390236 
30 170.478'.1 13.60916 1.429419 













































TABELA 5.3.b- Distância suprema entre as lJP.ssianas da quadrática 
ajustada e da função origiJJal 
Função original: Quártica de Powell 
Ponto dado: (0.5,0, 1,0.5) 
IMOD0~3--
M , I , 0.1 
15 118.6Ú7; 0.567013 • 
Hl 105.79(;7. 6.~JZ7\11~1 
17 102.05~4 ; R noor.2 
I> 128.0557; 10.68643 , 
I" 128 73~·6 • 10 7:!722 • 
:w 12~.2947. 1(1 70141 • 
71 133.5041. 1114092' 
, 130.89313. 10.96820. 
73 133.7413' 1126803' 
74 129.7310' 10.03464. 
" 
1280897' 10.74854. 
2G 125.5358 ~ 10.53097 • 
27 125.3062 ~ 10.55207 • 
28 IH 6991' 10.54191 • 
2\l 124 1523. 10.55226 • 







15 95 41099 .. 8.684656 
16 177.5437 * l6.851l0 
17 133.1600 ~ 12.52184 
18 134 0782. 12.80112 
!O 37 98593 .. 2.792576 
20 36.13711 ~ 2.710946 
21 61.55981. 4.805769 
22 60.55003 ~ 4 774877 
23 7272173. 5.606018 
24 79.90226' 6.6051374 • 
25 63.40434 • 5.113877 
2G 63.59216. 5 084085 
27 61.51721 * 4.922861 
28 63.62849. 5.300704 
29 63.07887. 5.356349 









































6 ;;; 0.001 
:H.07863 














-~- .. _2~~ 






54 020f,{l • 
G5 66403 • 
80.282>Jft -
65.20145. 
41 93101 * 
!".4.00016. 
(15.69133. 
32 490G3 " 
30 G7Gl9 • 
51.16431. 
TABELA 5.3 - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função origina!: Rosenbrock 
Ponto dado: (3, O) 
-rv~ooo·i------------------, 
tr--·-~--=-r-·- --ó.·=-cn--- -x-;-o.oi~ ---::-o:õül-
6 8903.294 987.0607 805.0728 ~ 55;;8.378--;-
7 1258.012 140.6277 38.00171 3141.889 
8 237.5123. 23.09576 42.36735 2028 425 
9 230.74ll 23.28714 20.59152 2588 157-
lO 210.9435 21.28964 30.74106 32f·9 205 
11 104.148[; 19.68207 54.54747 650.8418. 
~2 194.5172 19.64177 12.26489 4604.22_1_ 
I MODO 2 
M:..:.. --:r 1 - ó. o.1 ó. om ó. ·o:õoJ 





96 65021 . 556G.2G5j 
8G.88245 51339.417 ·t 
9 3868.24f· • 
10 38G2 G33 ' 
3554797 
355.7609 
113.9420 10li49.67 "t 
62.85Cft8 ;,:,3!1 !!OO"f 
ll 40:\5.Gfi1 • 37! 17:12 
362.8550 
113.474f• lo45GGOI "f 
12 3939.722 * c5c5c.3co_.-,,,7~~c5',~8_!:_818j __ ~0008 --fj,~,:t~"~;~ç:::+~"~~}o[!.(T'ô-= iJ:Oi.. -~ = u.Oul 
1- 6 ns0nG 171.6768 +s;_g;4õu-- +-fs87.270 -;f-· 
7 2179.086 205.0345 115.4695 ~ 6680.994 "1 
8 2441.140 228.5703 123.7933 6271.617 t 
9 3479.513 320.5701 77.30453 6185.128 t 
lO 3460.729 3Hl.l530 87.80643 ~ 6078.749 t 
11 3426.394 315.7896 191.1385. 6022 136 t 
12 31114.747 -~1~~~U~~:__ ~~6~ __ 02_f·L 
-Mo Dõ 4 _, __ _ 
'-'MT-1-c~·','i-~l:,O+c"~ o. l 
I 6 II52.127- 12Úi736 




8 490.0657 • 46.88750 31.98137 
9 ll49.143 100.9636 50.14380 
10 1072.924 93.40967 45.02315 
li 1168.710 102.0253 100.8030 
12 1206.847 105.7813 50.17539 
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TABELA 5.5- Distância suprema entre as hessianas da quadrática 
ajust,ada e da função original 
Função original: RosPnbrock 




,-·-· I L'> 0.1 
" 
0.01 
o 3777.102- 282.6541. 21.64174 
7 551.677fo' 46 60371 - 4.787436 
' 
125 511S 13 22833 1.639526 
' 
51.07330 16.00798 2.26115~ 
lO 81.70795 lll.24577 2.0G711l4 
11 66.60GG4 17.78419 UJG8704 
~~ ~!~~_9375 ____ 17.93184 2.144684 
MOD02 






- . . . ... 
" 
)090 ouu' HU.rou\;7 l1 líl5UI 
7 JU~5 ]\)" ' 1:·1G.4610 14 \.1(1576 
' 
1087 2H " 139.9883 14.5321l1 
o 1076.792. 138.3992 14.2]()91 
10 1076.3tl7 • 138.305[; 13.0822'i 
11 1107.649. 113(\7()4 l4 18012 





-Li.- O. I 
.6. - O.ül 6 ::c 1 
6 849.83113- 03.91469 6.537781 
7 954.0151 o 108.1407 10.88187 
8 1028.715. 117.6707 14.48032 
g 1239.237. 151.0537 14.72693 
10 1237 867- 150.6545 JG.22243 
11 1222.255 " 118.6741 15.50938 
" 
1230.085 • 149.9418 14.93921 
~\l_O,Q~ 4 _ 
M 6 l 
" 
0.1 • 0.01 6 559.8463 54.25533 1.451132 
7 779.9(lfl7 81.30937 4 4foDSI27 
8 65.73158 13.52322 1.327401\ 
' 
327.4975 .. 413.84871 4.91\1110 
10 286.7676. 42.60069 4.895523 
" 
324 2520. 47.06073 5.28(1441 
12 337.3815 • 48.65439 ~ 4.521057 











6 = ()_()()] 








.6. - 0.001 
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TABELA 5.6 - Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: Rosenbrock 
Ponto dado: (2, 4) 
MoDo 1 
M '-1 I:!.- 0_1 
6 5884 304 687.5255 
7 834.JON~ 98.0(}573 
8 192.3413 19.49353 
9 187.9629 19.0G47ü 
J0 J 75.0338 17.68536 
11 163.7812 16.62940 

















··z75ô.üoi - 24:~ 441~ ---- - - ------G HL702(l7 • 
7 2706.070 239.7956 J2.3C3G2 • 
8 2727.908 241.6006 20.94923. 
o 2690.847 • 238.3440 13.53182. 
lO 261:lG.G!IG • 237.9694 • 13.64948. 
11 2!111 OH • 248_0RG8 JB.GI5Jr, • 
-i-~ 2738.28!!" 242.0424 ' 17.18298. 
___;IS>DO 3 
/':,.- 0.1 /':,. - 0.01 M 1':.- 1 
-- ·-----,,~ 51.37!!17 6 115[).034 !07.0013 
7 1432.086 130.9743 57.12949 
8 1614.988 147.0357 21.98045 
9 2356.004 208 5633 44.19822 
10 2342.0ll 207 H 53 30.89822 
11 Z319.575 205.5828 30.94186 
-i-t ?346. 9.'13 207.855! __ 34.75737 
-MODO 4 
M- 6- I /':,.- 0.1 I:!.- 0.01 
G 744.5630 • 75.77307 ]5.17588' 
7 1027.391. 99.27750 6.133095 v 
8 3132.3011 •· 34.06908 • 4.791809 
9 797.5640. 65.84985 v 5.22G227 
lO 749.1873 • 61.075213. 19.16223 v 
11 813.:.!420. 66.73108 • 7.319031 " 
12 839.1715. 69.03732 • 12.82994. 
• Quadrática ajustado não convexa 
I:!. - o 001 
















. --co-/':,. - 0.001 
-··-·;;"o 2118.801 ., 
233!1470 f 
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TABELA 5.7- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: (:ri- 1)4 +- (xz -1) 4 
Ponto dado: (2, 3) 
------· ~ - ----- ----------
M t::. = 1 t::. = 0.1 
-6- -J42 Gl1i0h~.4S~tG 
7 5.911\105 O G8G1544 
8 4 412332 0.5G7531l 
o 2.835714 0.4075770 
10 2.540147 0.3799324 
11 2.32G333 0.3282652 
12 2.205778 0.3096080 
... 
··-·· 
--t. ·;-o :tli 













MODO 2 -<éMi"f=~,~.,--.--.,ccc 'o~_,-r-,;ccc~o"."o ,,--
.. 6 27"5Uoo~- 2.43316ã--õ~2!J2G722- -"' = o:oor-27 s~nôY-
7 27.57574 2 441389 0.7440284 
8 27.3r.700 2 426029 0.75HI121 
9 25.78551 2.303076 1.372404 
10 26 78137 2.371927 0.82CI05Sil 
27.646371 
36 67121 j 
33.60840 t 
35.54200 t 
30 2:\127 j 
35.3~_~4~__1_ 
7 17.51365 1.602608 0.4172754 30.36928 t 
8 17.27845 1.597331 0.21138()0 29.52330 t 
9 17.17534 1.594482 027[)6483 25.42702 t 
lO 17.02836 1.570889 1.648574 27.41727 t 
li IG.94340 1.553702 2.585211 26 46449 t 
12 17 .Oiill14 J.:.?.S..?"l,;26~~0~-~l4~4~7~5~58~=~··2~8-~0~J 6~~J--~j õ Dõ 4 ----- --: 
,-"-"T-t-·.,-,-~""-,.,':,+-."c;- 0.] /::,. - 0.01 /::,. - 0.001 
I 6 23.01377 ' 2.431817 0.8I24304E,Ql 3l.Ol61Jit 
7 18.98232. 1.893973 0.3972057 23.51123 
8 6.057958 0.5152571 0.3881147 33.0625~. 
9 7 323313 0.6213538 0.7751578 15 21986 
10 5.006747 0.4088864 0.6989680 20.80950 
11 4.30681>6 0.2584993 0.1656629 22 76265 t 
12 4.513739 0.2760414 0.3709332 23.02690 t 
~ Quaddtica ajustad;, não convexa 
t Matriz do sistema de equações mal condicionada 
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TABELA 5.8 · Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
Função original: (x1 - 1)4 + (x 2 - 1)4 
Ponto dado: (0.5, 0.3) 
MODO 1 ---
- M-· -~-x ;-r--·---- h.;: u r- -·-·-x ·;;:-·u---:ur--r-- t:. 








7 3.331386 0.1898901 0.1838005E-Ol (1.39 
8 3.509632 O 2260l'47 o.214737tE:.ot 077 
o 2.854613 0.1G18l70 0.1470089E-Ol 0.48 
10 2 820747 o 1563235 0.1402134E-01 037 
11 2.634011 0.13851207 0.1148H45E-Ol 0.10 
12 2.560786 0.1280547 0.116643DE-01 0.12 
---· MODO 2 
- t:.~! 6-0_1 6-0_Õ}~I·t:J-M -- (I(J(Jj 
---
-4-:litlol_iOll- -tl-~ii4G7~:l- -0:82il833E:{iJ 
' 7 4.Dli11U1 0.80G1G34 0.837G455E-01 
8 4 869754 o 8011481 0.8391398E-Ol 
9 
' 716004 J o 75591<0 0.767270\lE-01 
10 4 781149 o 7804320 0.8000493E-01 
11 4 7í8127 o 7811655 O 8fi42228E-Ol 
_!_2_ -~2_8~1463- o 7_8_050:13 __ 0.8213490E-OI 
MODOS _,,~ ------ --.-c '-
M !!:. =I t:. 0.1 o 0.01 
----------· 
6 3.957619 o 5450723 0.5157548E-01 
7 3.924219 0.5364Gfo0 0.5213588E-Ol 
8 3.891918 0.5294995 o.5115849E-Ol 
o 3.887421 0.5483461 0.5746287E-Ol 
10 3 896412 0.5461654 0.5727226E-Ol 
11 3.846204 0.5466448 0.5758557E-Ol 




O I 5, 
o 16 
031 






















M ~ I ~ 0.1 o 0.01 
9.998572 • o 9321527 0.1127579 
7.576061 0.7519376 0.7830162E-Ol 
' 
1.394106 0.1831587 D.1814594E-Ol 
9 1.188537 0.2302917 0.2192333E-Ol 
lO 1.069308 0.1440980 D.1505920E:-Ol 
11 Ll0786G O.II72628 0.1306987E-01 
12 1.047390 o 1249461 0.14059168-01 
~ Qundniticn njustndn niio convexa 
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TABELA 5.9- Distância suprema entre as hessianas da quadrática 
ajustada e da função original 
função original: (x 1 - 1)'i + (x 2 - 1)4 
Ponto dado: (10, 12) 
'MODO I ---- ----
M 6 
' 
/',. UJ~ /',. ·"" 0.016---=-0.oõl-
497.7838 1690.5Ú~--'~t 6 905.8386 60.94887 
7 2b.83!!52 3.461327 99.716G2 079 77r.3 t 
8 32.65923 4.376144 ~2.94916 713.8811 t 
' 
21.960G3 UJ53232 68.56299 1049.0% ., 
" 
21.32924 2 723846 146.8278 948.B814 j 
li 17.68834 1.532722 118.3649 712 4773 I 
~ 16.59045 1.959503 54.44591 631.~8~ 
--~ODO 2 
/',. - 0.1 /',.- 0.01 /',.-- oofil M /',.--I 
-- --- --- -- 1i'i"U7~7 -6 J:J5.4B8ll 342 4072 1lllf, 1[;7 ., 
7 135.0::-19 14 1424(; 2u:uqn 1lOG.10!i "j 
8 134.9273 13.17833 94.11493 856.5033 t 
' 
12(\.5884 11.6189 116.9710 1531.,3(17 ., 
70 1301i4i3 12.3fi7êo7 188.3592 11216í!9"f 
li 130 !)07\J 16.2l-!22\J 228.5957 1080 GH "f 
----!-~ 130~8011 15.09574 171.5957 --~~:~5~'-i ----·-· 
-zr-To 3 ".i--;;-~~- 01 h~ -001 ã -O ·oai"· 
6 ! 89 69835 125õ455 380 3977 893 1808 • t 
7 j 88 07895 " 44476 3270607 974 7061 f 
8 861!2094 9 694717 172 4163 ll06392"f 
9 107 0250 10 46716 238 5882 1106693., 
lO 106 5547 11 85970 110 5137 859.7843 f 
li 106 4352 14 73489 399 5458 2376.684 "f 
f-~~ _197 !523 1135844 7781816 t 1108.08~1 
MODO 4 
-M r=:-6.---1- -:6:-=cu· "'K-o.cii-------:IS.--o.ooi-
G 149.1962 18.88421 893.4024 1429.332 ., 
7 124.4817 J9.120fi7 181.2319 852.4401 I 
8 33 14273 7.063821 546.6176 899.6023 t 
' 
41.68740 2.084154 321.3104 1022 890 1 
10 30.02353 2.717659 577.6201 621.98501 
" 
27.45618 8.672762 326.3543 984.9555 I 
72 28.88073 2.765968 180.2178 1381.676 f 
• Quadrática ajustada nê\1;1 convexa 
I Matril!' do si~t.emn de equa~i:·e~ mal condidon,.da 
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5.3 Análise das tabelas 
Conforme pode ser visto nas tabelas, os piores ajustes foram obtidos quando 
6. = 1 ou .6. = 0.001. lsto significa que, quando os pontos estao muito 
distantes entre si, o ajuste não aproxima uma quadrática com a qualidade 
rksrjada. Também, S<' os pontos <>stilo muito próximos, a qualidade do 
ajust(' é muito ruim, devido, evidentemente, ao mal condicionamento da 
matriz que dá origem ao sistema de equações lineares. 
Os melhores ajustes foram conseguidos quando L'.l.. = 0.1 ou .6. = O.OL 
Se levarmos em consideração apenas os ajustes com estes valores de L'.l.., ainda 
assim podem ser vistos vários casos de ajustes que aproximaram funções 
quadráticas nâo convexas. 
De um modo geral, o aumento de pontos na malha nao melhora o 
ajuste. Existem casos, inclusive, onde este aumento piora a qualidade do 
mesmo. Também existem casos nos quais embora a distância suprema 
diminua quando o número de pontos na malha é aumentado, a função 
quadrática ajustada é não convexa. Podemos observar ajustes que resultam 
quadráticas \Onvexas quando a malha de dados contém um certo número 
de pontos, e no entanto, os ajustes com a mesma malha acrescida de um 
ponto resultam quadráticas não convexas. 
As tabelas também mostram que o modo de obtenção dos pontos da 
malha de dados não influencia na qualidade do ajuste, já que os mesmos 
mostram uma certa uniformidade em relação aos quatro modos aqui apre-
sentados. 
O principal a ser destacado nestas experiências com funções não qua-
dráticas. é o aparecimento de vários ajustes que resultaram funções qua-
dráticas não convexas, ainda que a função original usada fosse estritamente 
convexa (funçã.o 3). Isto acontece sem um critério bem definido, isto é, 
indepPndentemente do ponto dado, da distância entre os pontos da malha, 
e do número de pontos da mesma. Além disto, nos melhores casos, ainda 
assim. não existe proximidade entre a quadrática ajustada e a função teste 
original. 
5.4 Conclusão 
Os ajustes feitos com funções teste não quadráticas {convexas ou não) po-
dem aproximar funções quadráticas não convexas. Isto ocorre sem um 
crit.ério bem definido, e com uma frequência razoavelmente alta. Além 
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disto, as distâncias supremas obtidas, nos melhores casos, ainda são gran-
des, o que mostra a pouca proximidade entre a função teste original e a 
quadrática ajustada. Se os pontos da malha de dados usada estiverem 
muito distantes, ou muito próximos entre si, o ajuste, nestes casos, é ainda 
pior. 
D<'st.e modo, concluímos que os ajustes r<'a.liza.do::; com funções nao 
quadráticas não são confiáveis do ponto de vist.a da obtenção de uma função 
quadrática convexa próxima da função original. 
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Capítulo 6 
Conclusões e comentários 
A~ ('XJH'riências numéricas rea.lizadas mostram de maneira muito evidente 
dificuldades do tipo: 
L Falta df' ronfiabilidade no ajuste quando os pontos da malha estão 
muito próximos entre si, devido, evidentemente, ao mal condiciona-
mento da matriz que dá origem ao sistema de equações lineares; 
2. Pouca proximidade entre a quadrática ajustada e a função teste ori-
ginal; 
3. Casos em que a quadrática ajustada é não convexa, apesar da função 
teste original ser estritamente convexa. 
Das três dificuldades encontradas, a terceira é sem dúvida a ma1s 
agravante, uma vez que compromete seriamente a validade da proposta 
de [6[. 
Paradoxalmente, no decorrer deste trabalho, tomamos conhecimento 
da existência de vários artigos, 1 a literatura, onde métodos análogos ao 
método aqui abordado são propostos e as dificuldades acima não são men-
cionadas [3,7,12]. Mais do que isto, em [7] é proposto um esquema para 
"estimar" a hessiana de uma função qualquer, baseado na interpolação de 
urna quadrática em q = (n + l)(n + 2)/2 pontos, sem a resolução de um 
sistema linear. Todavia, nossos testes com o modo de obtenção de pontos 
sugerido segundo o esquema de [7] (vide item 3.3) mostram a aparição de 
quadráticas não convexas numa frequência muito alta. 
Estamos convencidos de que métodos de minimização baseados no 
ajuste de uma função quadrática usando somente valores da função sofrem 
sérios defeitos numéricos, devido fundamentalmente à dificuldade 3 acima. 
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Assim, confiamos que desses "resultados negativos" aqui apresentados 
surjam fundamentos sólidos para a construção de métodos de otimização 
"sem derivadas'' realmente eficientes. 
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