We have developed a piecewise local (PL) partial least squares (PLS) analysis method for total plutonium measurements by absorption spectroscopy in nitric acid-based nuclear material processing streams. Instead of using a single PLS model that covers all expected solution conditions, the method selects one of several local models based on an assessment of solution absorbance, acidity, and Pu oxidation state distribution. The local models match the global model for accuracy against the calibration set, but were observed in several instances to be more robust to variations associated with measurements in the process. The improvements are attributed to the relative parsimony of the local models. Not all of the sources of spectral variation are uniformly present at each part of the calibration range. Thus, the global model is locally overfitting and susceptible to increased variance when presented with new samples. A second set of models quantifies the relative concentrations of Pu(III), (IV), and (VI). Standards containing a mixture of these species were not at equilibrium due to a disproportionation reaction. Therefore, a separate principal component analysis is used to estimate of the concentrations of the individual oxidation states in these standards in the absence of independent confirmatory analysis. The PL analysis approach is generalizable to other systems where the analysis of chemically complicated systems can be aided by rational division of the overall range of solution conditions into simpler sub-regions.
Introduction
As with other industrial examples, nuclear materials reprocessing is enhanced by in situ analysis. Benefits include increased processing speed and efficiency, enhanced worker safety, reduced waste, and real-time tracking of material inventory. Absorption spectroscopy is a useful tool for monitoring the chemical separation and purification of mixed actinide sources. The actinides have distinctive spectra which are sensitive to oxidation state, complexation (e.g., with NO 3 in nitric acid solutions), temperature, and ionic strength. [1] [2] [3] [4] [5] Both filter photometers (''colorimeters'') and spectrophotometers, coupled with optical fibers, have been used in processing facilities. 6, 7 The multivariate nature of the absorption spectrum suggests the use of principal components analysis (PCA) methods, such as partial least squares (PLS) analysis. The development of these methods for actinide concentration measurements continues worldwide. [8] [9] [10] [11] [12] [13] One example where a multivariate analysis approach is appropriate is an ion-exchange plutonium purification process at the Savannah River Site. 14 On-line, real-time measurements of Pu are used to redirect column eluent to a collection tank and to meet nuclear criticality control levels. To do these tasks, the instrumentation must be able to measure Pu concentration over several orders of magnitude. The multivariate models must handle a number of causes of spectral variability, which are demonstrated in Fig. 1 .
The greatest variability comes from Pu(IV) nitrate complexation. The loading and elution processes occur over a wide range (0.3-9 M) of nitric acid. Up to five different Pu(IV) nitrate complexes (Pu(NO 3 ) n 4-n are present across this range, with typically two to three complexes present at any one time. 15, 16 As acidity increases, and higher nitrate complexes form, significant changes are observed across the entire spectrum. These changes are particularly notable for the strong absorbance peak that appears at 470 nm at low acidity. The peak gradually shifts to longer wavelength and lower absorptivity at higher acidities.
A significant effect occurring below 2 M nitric acid is the disproportionation of Pu(IV) to Pu(III) and Pu(VI), which proceeds according to the summary reaction: 17, 18 3PuðIVÞ $ 2PuðIIIÞ þ PuðVIÞ ð 1Þ
Under the conditions of the process, the Pu(III) and Pu(VI) species should be present in a 2 : 1 ratio, and each will be predominantly present as a single nitrato species. 3, 19 Therefore, the spectral contributions of these products will be correlated and can be treated as a single source of spectral variation.
A third effect is related to the variation of the process temperature, which leads to spectral changes different from those due to acidity or oxidation state. For example, there is a significant decrease of the Pu(IV) 470 nm peak with increasing temperature, but bands at 540, 650, and 800 nm do not change. The effects are largely due to temperature dependence of the nitrate formation constant, with possible contribution from changes in the solvation sphere around the Pu. 20 A global PLS model for total Pu concentration in this system would have a substantial number of latent variables (LVs), at least one for each non-random source of spectral variation. 21 As described above, at least seven such sources can be identified (five Pu(IV) nitrate species, disproportionation, and temperature). However, at any specific set of conditions, not all of the sources will be relevant. A global model, which includes all the LVs required to fit the entire calibration space, may overfit any one sample. For example, in the Pu nitrate system, disproportionation only occurs at lower nitric acid concentrations and not all of the nitrate complexes will be present at for a given acidity. It is known that overfitting increases the variance of prediction results compared to a more parsimonious model. 22, 23 More accurate monitoring may be obtained with a series of local models that are tailored to the specific conditions of the sample. [24] [25] [26] [27] Local modeling can also be used to reduce nonlinear systems to a series of locally linear regimes, which can then be addressed with linear methods such as PLS. 28 The steps performed to implement a local modeling scheme include: identifying the neighborhood within the global calibration space to which the sample belongs; determining the appropriate model for prediction; and applying the model to the sample. 29 Automated techniques for performing the first two steps include locally weighted regression 24, 26 and just-in-time learning, 28, 30, 31 among others. The more sophisticated methods generate a bespoke model for each sample from the subset of the calibration space that is determined to be most representative of the sample. They can also incorporate recent process samples in the bespoke models, thereby adapting to changing process conditions. The potential power of these methods is mitigated in practical applications by several factors. 26, 27 The models must still be well formed and rules must be formulated to determine the number of LVs, which variables to include, and other factors. As the number of potential models may approach the number of samples in the prediction set, 29 it may be difficult to determine an optimal rule set. There may also be an increase in processing time associated with subspace selection and model building that reduces instrument responsiveness.
Herein, we describe a piecewise local (PL) modeling scheme for total Pu measurements which uses several simple measures to assign a sample to one of a small number of predetermined, optimized local models. The measures are the peak absorbances within several wavelength ranges and the result of a global PLS model that estimates nitric acid concentration. The assignment calculations do not add appreciably to the overall processing time and are easy to implement with readily available software. The absorbance measurements assure that instrument response is linear and extend the dynamic range of the measurement. The acidity classification limits the number of Pu nitrate complexes that can influence a local model. The resulting local models are simpler than the global model. We present observations from process runs in which the local models appear to be more tolerant of variations in process conditions than the global model, which we attribute to the relative parsimony of the local models. This approach also has limitations. We can apply the absorbance-based classification in a specific order of operation because the chemistry, and thus the spectroscopy, of the process is restricted. The use of this measure may not apply to all process systems. Also, while we did design individual models to provide some overlap in the calibration sets for adjacent regions, there are still discontinuities between the results obtained using those models on samples which are near the classification boundaries. As we did not try to smooth out those discrepancies, 24 we must consider this scheme to be ''piecewise local. '' In a final section of the paper, we describe the development of PLS models to determine the extent of Pu disproportionation that may have occurred in low-acidity samples. Notably, the standard solutions measured are not at equilibrium with respect to oxidation state distribution and independent confirmatory analysis of the distribution was not possible. We discuss how those concentrations were determined and present several means for validating those results.
Experimental

Calibration Standards
Pu(IV) stock solution in nitric acid was purified and concentrated on an anion exchange column. HNO 3 stock solution was prepared from ACS reagent grade 70% nitric acid. Pu(IV) calibration and validation standards were made gravimetrically from these stock solutions and water. The Pu and nitric acid concentrations in the stock solutions were determined by coulometry and titration, respectively. Pu was confirmed to be present as > 99% Pu(IV) in the stock solution by spectrophotometry, specifically by the absence of absorptions near 830 nm that are characteristic of Pu(VI). After mixing, solutions were transferred to 1 cm quartz cuvettes and sealed with polymer-coated screw caps to prevent evaporation. Total 1s uncertainties of the standard concentrations were 0.54% for [Pu] and $10% for [NO 3 -] . The uncertainties are based on the combined uncertainties associated with the stock solutions and with those of the balance and densitometer used to track dilutions gravimetrically. A total of 27 solutions were prepared, covering a range of 0-7 g/L Pu and 0.3-9 M HNO 3 . As shown in Fig. 2a , 21 of these solutions formed the calibration set for the models. The remainder were made as part of a supplemental performance check, which is described below. Blank solutions were typically distilled water or 1 M nitric acid, which gave equivalent response over the wavelength ranges measured.
Pu disproportionation was observed for standards with acidity 2 M. The spectra for these standards were used as the basis for PLS models for Pu(VI) and Pu(III). For each such standard, multiple spectra were recorded before the solution reached equilibrium. The concentrations of these oxidation states could not be confirmed independently, but were estimated based on an analysis of the evolving solution, as is discussed below. The range of estimated concentrations is 0-0.54 g/L for Pu(VI) and 0-1.08 g/L for Pu(III). The Pu(VI) model was confirmed by analysis of an independent set of 12 Pu-bearing solutions, which had been quantitatively oxidized to Pu(VI) using 0.3 M ceric ammonium nitrate. 32 The concentrations of these solutions are shown in Fig. 2b .
Absorption Measurements
Absorption spectra of the sealed cuvettes are obtained using a custom double-beam diode array spectrophotometer of our design. 33 The instrument contains two spectrometers (AvaSpec-ULS3648, Avantes), which are configured with a 600 mm -1 grating and 10 mm entrance slit, yielding a spectral resolution of 0.25 nm (based on measurements of lines from a Hg emission lamp) and a pixel resolution of 0.15 nm over 356-916 nm. Optical fibers couple the spectrometers to a cuvette holder inside a radiological glove box. Combined tungsten and Xe arc flashlamp sources provide light over the entire wavelength range of the spectrometer and provide continuous real-time wavelength calibration based on positions of selected Xe emission lines. After wavelength calibration, spectra are interpolated to common 0.2 nm spacing. The spectrophotometers were corrected for dark current, stray light, and charge readout nonlinearity. Absorbances are calculated from the wavelength-and intensity-corrected raw spectra. Absorbance accuracy is confirmed by measurement of NIST-traceable metal oxide absorbance standards (Firefly Scientific).
The absorbance response was found to be linear to A > 2.2. This value was chosen as an upper threshold for response linearity for the classification models described below. Temperature dependent absorbance spectra were obtained for 11 solutions (indicated by ÁT in Fig. 2a ) by heating sealed cuvettes to 60 C in a heating block, quickly transferring them to the holder, and recording spectra as the cuvettes cooled until the spectra stopped changing. For solutions where there was no disproportionation, the spectra after cooling were identical to those obtained before heating, indicating that the cuvettes did not leak and that they returned to ambient temperature. The maximum temperature for which spectra were obtained is estimated to be at least 50 C. Spectra for low-acidity heated solutions were obtained for an extended period of time, representing different levels of disproportionation, but were not followed to equilibrium due to time constraints.
Chemometric Analysis
Spectra were analyzed using commercial software (PLS_Toolbox, Version 7.5.2, Eigenvector Research, Inc.; run within Matlab, Release R2013a, The Mathworks Inc.). Partial least squares was used for all quantitation and classification models. The global total Pu PLS model was made using all available calibration standards and temperature-variant data with spectra below the A ¼ 2.2 linearity threshold. Including replicates, the global calibration set included 170 spectra (16 of which were blanks). The wavelength range of the model was 420-850 nm, covering the significant absorbances for the three Pu oxidation states, with second derivative processing using a 10 nm window and a third-order polynomial. For the PL total Pu models, acidity classes were defined as indicated with the dotted lines in Fig. 2a . All standards within an acidity class, including all temperature-variant data, were used for the models associated with the three absorbance classes. The absorbance classes were differentiated by the wavelength ranges of the spectra used, as discussed further below. Including replicates, 70-114 spectra were included in these models (with 16 blanks). All included wavelengths were equally weighted. Except where noted, spectra were transformed to the second derivative using the Savitzky-Golay method. 34 Use of the second derivative addresses potential issues with baseline offsets in the process environment and is consistent with other applications of process absorption spectroscopy at our facility. 7, 8 The window sizes used (10-15 nm) retained the character of the distinctively sharp spectral features present at lower acidities. For all models, both the spectra and concentrations were meancentered.
Several measures were used to determine the number of components in the total Pu models. The root mean square (RMS) error of cross-validation (RMSECV) was calculated based on an eight-way random split of the calibration data. This process was repeated for three iterations and the average RMSECV results were reported. Marginal improvement of the RMSECV with an additional LV was considered indicative of a decreased need for that LV. Also, the ratio of the RMSECV to the RMS error of prediction (RMSEP) for the full calibration set was calculated, with a sharp increase in that value being associated with LVs that were modeling noise instead of signal variation.
Additionally, the signal-to-noise (S/N) ratio for individual LVs was estimated using the NUMFACT algorithm of Spiegelman et al. 35, 36 that compares the LV regression and error sum of squares, with large values representing highsignal content and low values being equivalent to random noise. This quantity was calculated using the commercial software. Where it is reported, the limit of detection (LOD) is based on the ''pseudounivariate (pu) estimate,'' 37,38 e.g., from the regression plot of the PLS concentration estimate versus the expected standard concentrations. As described by Allegrini and Olivieri, 38 this quantity is estimated as
where s pu is the slope of the pu line, var pu is the variance of the pu regression residuals, I is the number of samples in the calibration set, and h 0min is the minimum leverage for solutions when the sample concentration is zero, given by
Performance checks for the models were done in several ways. We retained the original calibration standards in sealed cuvettes and remeasured them with the same spectrophotometer after several months of storage. We also made and measured several new solutions, as indicated in Fig. 2a . We repeated these measurements for three different spectrophotometers of the same design described above, each of which was destined for a different monitoring location in the process. All three instruments were calibrated against wavelength and absorbance standards as described above and were treated as functionally identical. That is, spectra from each were evaluated using the models directly, without performing a calibration transfer. Finally, after the spectrophotometers were installed in the field, we recovered spectra from several stages of the process for further evaluation.
Partial least squares models for nitric acid are developed similarly to those reported for nitric acid in uranyl nitrate solutions. 4, 7, 8 Additional preprocessing is required compared to total Pu models. As the PLS output is proportional to signal magnitude, the spectra must be normalized to Pu concentration in order to isolate the changes due to acidity. Since the Pu concentration will not be determined until after this classification step, a suitable proxy must be found. Here, integrated signal is used as a normalization factor. Nitrate is in great excess (e.g., 2 M versus < 30 mM Pu) and the distribution of the nitrato complexes (and thus the spectral shape) is effectively independent of the actinide concentration for a given acidity. The integration takes place after derivatization and before mean centering. The second derivative (20 nm window, fifth-order polynomial) is used for the low and medium absorbance cases. The first derivative (15 nm window, fifth-order polynomial) is used for the high absorbance case because there are no discrete peaks in that wavelength range and the second derivatives tend to suppress the differences between spectra. Because this method uses the Pu nitrate absorbance to infer nitrate content, it is not possible to use blank solutions in the calibration set.
Partial least squares models for Pu(VI) and Pu(III) were made from spectra of low acid (< 2 M), disproportionated solutions with mixtures of Pu in the III, IV, and VI oxidation states. These are based on seven of the eight solutions in the ''low'' acid regime in Fig. 2a (the 2.5 g Pu/L, 2 M solution did not show appreciable disproportionation). For each solution, multiple spectra were taken while Pu was disproportionating, resulting in a total of 71 spectra. In an individual cuvette, total Pu concentration and acidity were constant, as the cuvette was sealed, but the IV state decreased while the III and VI states increased. This is apparent when looking at the spectra for a single solution, shown in Fig. 3a (in this case at 0.5 M nitric acid). However, it was not possible to independently measure the concentrations of the individual oxidation states during the time that a spectrum was recorded. Thus, another means of estimating these concentrations was required. Unfortunately, we did not have spectra of pure Pu(IV) at all seven of the nitric acid concentrations in this solution set, which would allow us to do a classical regression to estimate that component concentration. Instead, for each spectral set, PCA was done after preprocessing with the second derivative. For all seven solutions, two PCs were indicated, consistent with our chemical expectation of two distinct forms of Pu being present-Pu(IV) and a ''combined'' Pu(III)/Pu(VI) (the concentrations of Pu(III) and Pu(VI) are always present in a 2 : 1 ratio in this system). The PCs for the spectra of Fig. 3a are shown in Fig. 3b . These PCs are linear combinations of the real spectra of the two Pu components of the solution. Equivalently, the spectra of the original components can be expressed in terms of the PCs, i.e.,
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Equations similar to Eqs. 4 and 5, using the scores for PC 1 and PC 2 for a given spectrum, can be used to determine the relative concentrations of the individual components and then compared to the known total Pu concentration to get absolute concentrations for each Pu oxidation state. To determine y and recover the component spectra requires the use of an additional piece of information. In this case, that information is the knowledge that over the range of 800-850 nm, for pure Pu(IV) at low acid, the second derivative of the spectrum should be nearly zero, while for pure Pu(VI) there is a large peak. Therefore, the signal strength function computed for [Pu (IV) ] over the wavelength range 800-850 nm should exhibit a minimum at the value of y corresponding to the pure component spectra: ] are the scalar dot products of the PCs within the restricted wavelength range 800-850 nm. The value for cosy can be obtained analytically by setting the first derivative of Eq. 6 with respect to cosy equal to zero and solving for cosy: Figure 3c shows the estimates of the pure spectra for Pu(IV) and Pu(III/VI) in this example, obtained by substituting y into Eqs. 4 and 5. This figure also shows a reference spectrum of pure Pu(IV) at the same acidity, stabilized chemically. The close overlap between that spectrum and the derived spectrum supports the validity of this approach. We also note that the same Pu component spectra are obtained if the calculation of y is based on minimizing one of the components in the region of 475 nm, where Pu(III) and Pu(VI) have minimal peaks and Pu(IV) has a large peak.
In this way, concentrations of all three Pu oxidation states can be estimated for each of the 71 calibration spectra across the seven solutions. The spectra and concentrations were then analyzed by PLS. Spectra and concentrations were mean centered, and the second derivatives of the spectra were taken. Wavelength ranges were as noted in Table 1 .
Results and Discussion
The remainder of the paper is organized as follows. First, the properties of a global model for total Pu concentration are described. These results represent the benchmark against which the PL models are evaluated. Next, the spectral classification scheme is described, with detailed attention paid to the prediction models for nitric acid concentration. Then, the PL total Pu models are presented and compared to the global model. The comparison includes several examples from process measurements. Finally, results are provided for the oxidation state-specific measurements of Pu(VI) and Pu(III).
Global Model for Total Pu
As described previously, there are seven expected sources of spectral variation for this system, which should ideally lead to seven LVs in a global PLS model. The model obtained for this system meets this expectation. Fit quality parameters are summarized in Table 1 for models using five to eight LVs, bracketing the expected number. The results provide statistical support for the selection of a seven-LV model, in that the RMSECV, RMSECV/RMSEP ratio (abbreviated CV/P in Table 1 ), and S/N ratio degrade substantially between the seventh and eighth LVs.
Within the calibration set, 1s prediction errors were 1.4% for samples ! 6 M, 2.4% for 2-6 M, and 2.9% for samples 2 M. Larger errors at lower acidity could arise from the comparatively small amount of signal associated with the disproportionation-related Pu(VI) peak compared to the entire wavelength range of the model. The LOD is 0.08 g/L and the estimated upper limit is 7 g/L (these solutions resulted in a peak absorption of 2.2 in the 470-490 nm range), yielding a method dynamic range of 7 / 0.08 ¼ 83Â. The model does not display a systematic dependence between prediction error and temperature. In contrast, the prediction of heated solution spectra with a six-LV PLS model based solely on room temperature data yielded errors of -5% to -15% at 50 C, indicating the necessity of including temperature variation in the installed model.
Prediction errors for the performance check solutions are 8.4%, which is substantially degraded compared to the reproduction of the calibration set. The most significant contributions to the error come from two sources. There is an average variation of 4.0% between the three nominally identical, wavelength-and absorbance-calibrated spectrometers used to measure the validation solution spectra. In addition, there are large prediction errors (À10% to À25%) associated with the lowest acidity (0.3-0.4 M) solutions. These dependences are consistent with the possibility of local overfitting leading to larger variances under conditions outside, or at the extreme of, those associated with the calibration.
Spectral Classification
The premise of this work is that the PC-based predictions for total Pu will be simpler and more reliable if the number of sources of variation can be reduced. This reduction can be obtained with the classification scheme shown schematically in Fig. 4 . Classification can be made with three steps: (1) identification of wavelength regions with absorbance < 2.2;
(2) measurement of solution acidity (nitric acid) using a global PLS model based on the wavelengths allowed in the first step; and (3) for samples with ''low'' acidity (<2 M), where Pu disproportionation is possible, a second absorbance linearity check for the strong peak associated with the disproportionation product Pu(VI). The combined outcomes for these steps result in 11 local models for total Pu concentration, supported by three models for solution acidity. Additionally, there are two models that indicate the amount of disproportionation that has occurred. The details for each step are presented below.
The absorbance check in the first step is based on process knowledge and history, in which no more than 25% disproportionation is expected to occur and the majority oxidation state will be Pu(IV). Thus, over the range 400-800 nm, which could potentially be applied to the subsequent acidity model, peak absorbances will always follow the relation A(460-510 nm) > A(600-700 nm) > A(505-530 and 550-600 nm). Checks are made in this order, and when a spectrum passes a check, it is passed to the second step. Samples that pass these checks are classified as low, medium, and high absorbance, respectively. Samples that do not pass any checks are considered ''saturated,'' as they do not have any useable data.
The low, medium, and high absorbance cases have unique PLS models for nitric acid concentration due to the particular range of allowed wavelengths for each case. As is discussed below, the accuracy of the models is sufficient to allow classification into one of three sets: low (<2 M), medium (2-6 M), or high (>6 M) acidity. The boundaries for these local neighborhoods were assigned based on an understanding of Pu nitrate chemistry, which allowed us to remove several sources of spectral variation from each region, simplifying the subsequent total Pu models. For example, as at these Pu concentrations, significant disproportionation only occurs below 2 M acidity, that process will not influence medium and high acidity models. Pu nitrate complexes with higher nitration (n ¼ 4 and 6) will not appear at low acidity, while complexes with lesser nitration (n ¼ 0, 1) will not appear at acidity above 6 M.
The third classification step is related to Pu disproportionation and is only performed for the low acidity cases. It checks the maximum absorbance of the Pu(VI) peak at 830 nm, which will always be stronger than the absorbance associated with the co-product Pu(III). When that absorbance is < 2.2, spectra will be analyzed with the Pu(VI) model, with the Pu(III) concentration assumed to be twice that of Pu(VI). Otherwise, spectra will be analyzed with the Pu(III) model, with the Pu(VI) concentration assumed to be half that value.
Acidity Classification Models
The prediction results for the three acidity models, one for each absorbance case, are shown in Table 2 . All three models were found to work best with seven LVs, in agreement with expectations based on the chemical knowledge of the system. The RMSECV for the low (0.23 M) and medium (0.18 M) absorbances cases are similar. The slightly poorer performance of the low absorbance model may reflect an increased sensitivity of the normalization to disproportionation, which affects the strong 470-490 nm Pu(IV) peak the most. The prediction errors of both models are adequate for the purposes of classification. As expected, the performance of the high absorbance model (RMSECV ¼ 0.52 M) is comparatively poor due to the small amount of spectral information. Within each model, variation due to temperature is suppressed, especially compared to models generated from room temperature data and applied to spectra of heated solutions. In those situations, large errors (nearly þ 3 M) were observed for the hottest (50 C) solutions. The risks associated with misclassifying the acidity of a solution in the PL scheme are discussed in more detail in the next section.
Piecewise Local Models for Total Pu
A total of 11 local PLS models for total Pu were generated, per the scheme in Fig. 2 . The low absorbance cases (high, medium, and low acidity, with low disproportionation in the latter) were processed in the same way as the global PLS model. A comparison of the results of the two methods is presented below. The remaining models were calculated with similar preprocessing, but over a truncated wavelength range appropriate for the absorbance classification, as noted in Table 1 . Standard spectra of the appropriate acidities were used for each model as shown in Fig. 2a . Specifically, acidity was ! 6 M for the high acidity models, between 2-6 M (inclusive) for the medium acidity models, and 2 M for the low acidity models. The spectral sets overlapped at the 2 M and 6 M boundary conditions to limit the effect of misclassification by promoting consistent analysis of ''borderline'' spectra by local models from adjoining classification regions. A summary of the fitting results is shown in Table 1 . Generally, the number of LVs used for each model matches the expected number of sources of spectral variation for the smaller acidity range. For reference, the expected sources of spectral variation for each acidity class, based on the known chemistry, are shown in Table 3 . For illustration of the statistical support of the number of LVs chosen, fit parameters are shown in Table 1 for the low absorbance cases for models using one fewer or one greater LV than the selected number. The same patterns for RMSECV, CV/P ratio, and LV S/N ratio are observed here as were observed for the global total Pu model.
The one case where a different number of LVs might be expected is for low acidity. A PCA analysis by Berg et al. 16 indicates that there are three Pu(IV) nitrate species < 2 M. These species, in combination with temperature and disproportionation, would lead to a total of five LVs for the model (temperature and disproportionation providing the other two PCs). However, in Berg's analysis the third LV is associated with only 0.17% of the spectral variance, suggesting that the third species is only present in trace quantities in this acidity region. In this case, it is reasonable that the small variations associated with the third nitrate species (presumably the dinitrato complex) cannot be extracted from the data. Hence, the dinitrato species is shown in the low acidity case in Table 3 in parentheses to indicate its tentative presence. Table 1 also shows the model performance for performance check solutions, which is close to that for calibration self-prediction. There are several contrasts with respect to the global model. The predictions resulting from using the same model to analyze spectra of the same solution using the three independent process instruments agreed with each other within the uncertainty of the model. There was also no dependence on solution acidity for any of the local models within the range for which they were designed. Note that the same validation spectra were analyzed with each set of models, so the differences are not due to experimental artifacts. Instead, the local models are parsimonious with respect to the number of signal variances present for a given solution, and thus are more robust than the larger global model when analyzing spectra outside the calibration set.
As previously discussed, the uncertainty of the PLS analysis allows for the possibility of misidentifying solutions near the classification boundaries. The consequence of misclassification can be determined by observing prediction errors associated with the total Pu models that would be invoked in such a situation. Table 4 compares the performance of adjacent local models for standards in the calibration set with acidities that are nearest the borders. For the 2 and 6 M standards that are used in the models for adjacent regions, the competing models are indistinguishable. With respect to acidity misclassification, some errors become apparent when applying a model to a solution outside its calibration range. These results are shown in brackets in the table, where the bias, or average offset, is large compared to the standard deviation of the prediction errors. The 2s uncertainty of the acidity predictions indicates that misclassification is possible within $0.5 M of the acidity classification boundary. Therefore, the errors shown in the brackets of Table 4 represent an upper bound to the possible errors that might be observed.
The total dynamic range of the method is determined by comparing the LODs for the low absorbance models and the maximum concentration measurable with the high absorbance models. For example, for 6 M solutions, these quantities are 0.05 and 32 g/L, respectively. This yields a dynamic range of $640 Â (2.8 orders of magnitude). The dynamic range is acid dependent, due to changes in both the LOD and the upper limit. The range is smallest for 6 M solution, and is largest for 1-2 M solutions (33 g/L / 0.02 g/L ¼ 1650Â).
Comparison of the Piecewise Local and Global Partial Least Squares Analyses
When considered in their ability to reproduce the concentrations of the calibration sets, the PL PLS model approach and the global PLS model perform equivalently. This is expected, since the spectra are of high quality (low noise, linear response) and the system is well behaved chemically (absorbances are linear with Pu). One clear advantage of the PL model approach is the expansion of the dynamic range by about one order of magnitude through the systematic exclusion of wavelengths with excessive absorbance. A second advantage is the improved consistency of the results for different spectrometers measuring the same sample, as shown in the last two columns of Fig. 1 . This result suggests that the PL system, combined with intensity and wavelength instrument calibrations, may be an effective path towards instrument standardization. The poorer performance of the global model using the entire data set shows that rigorous instrument calibration by itself does not guarantee optimal calibration transfer. Further support for the PL approach comes from observations made during processing. The effects of instrument noise were explored with the analyses of spectra of the same solutions with different spectrometers. A second analysis more pertinent to field operation gives similar results. Figure 5 shows a simulated data set in which successively larger amounts of white noise are added to a spectrum obtained during column elution (spectra are offset for clarity). These spectra were analyzed with both the global Pu PLS model and the appropriate (low absorbance, low acidity) local Pu model within the PL scheme. For the spectrum with no noise added, the two models give the same result. However, the local model is much more tolerant of the added noise than the global model. The noise is representative of the effects of electrical line noise, lamp instability, and other conditions typical of the process environment. The improved robustness of the local models in the PL scheme is apparent.
Another situation common in process measurements is the presence of unanticipated interferents. Figure 6 shows several spectra in which the Pu nitrate solution also contains unknown amounts of Fe, Cr, and Ni. These spectra were observed during a stage of the process that is outside the scope of the intended use of the process monitor. Thus, the transition metals were not included in the calibration. These spectra are not offset for clarity. Baseline variation is due to different amounts of solution turbulence from entrained air. As in the above example, the robustness of the local model approach is seen in the relative consistency of the output. The comparison of the different measurement results is facilitated by analysis of the spectra shown in the insert. Here, one of the process spectra has been deconstructed to the spectrum of a solution from the calibration set (Pu at 8 M HNO 3 ) and an ''interferent'' spectrum that is the difference of the process and calibration solutions. The global and local Pu models give similar results (within 0.6%) for the calibration solution. However, the global model gives a Together, these examples demonstrate that the PL PLS model approach is equivalent to a single global PLS model for the Pu nitrate system in the laboratory, but is more robust under process conditions. The wavelength range and spectral preprocessing in the involved models are the same and thus the differences can not arise from these modeling choices. Instead, the differences arise from the fact that in this system, the global model has a higher rank than is necessary to describe a specific point within the calibration range. The appropriate local model has the correct rank (consistent with our understanding of the physical/chemical nature of the system), is more parsimonious, and should exhibit less variance when presented with new data. 23 The ranks can be demonstrated for the spectra shown in Fig. 6 by comparing the scores for each LV in the global and local model to the scores generated for the solutions in the calibration set. This is done in Fig. 7 . Here, the scores for each LV for the six process spectra are normalized to the average score in the calibration set for that LV and scaled to the standard deviation of the calibration set scores. Thus, a score that matches the average LV score is plotted at ''0,'' one that is one standard deviation larger is plotted at ''1,'' and so on.
For the local model, the six spectra have consistent scores for each LV and the scores are consistent with those observed for the calibration set. This is true despite the residuals for these fits being $500Â larger than observed for the calibration set. For the global model, the first five LVs for these spectra are also consistent with each other and the calibration set. However, the sixth and seventh LVs are highly inconsistent with each other and with the calibration set (note the scale change on the y-axis for both plots). This behavior is consistent with an overfitting scenario, whereby the remaining spectral variation after application of the first five LVs is not associated with Pu concentration. Thus, the global model is demonstrated to have too high a rank for these samples.
Models for Pu(VI) and Pu(III)
The distribution of Pu between the III, IV, and VI oxidation states is of interest because the column-based separation is specific to the IV state. Conversion to the III and VI states leads to unwanted diversion of Pu to waste streams, and in extreme conditions can lead to issues with criticality safety. Tracking the distribution can be accomplished by measuring either the III or VI state individually, since they will always appear in a 2 : 1 state under the process conditions. The intense Pu(VI) peak at 830 nm provides the best opportunity for a low LOD. The Pu(III) peaks are relatively broad and weak, but are suitable if the Pu(VI) peak exceeds the linearity threshold.
Fit parameters and quality metrics for the Pu(VI) and Pu(III) PLS models are shown in Table 1 . The Pu(VI) model requires only one LV, which is consistent with the known presence of only one nitrato species < 2 M acidity. 3 This particular set of solutions was analyzed at room temperature, so no extra LVs due to temperature variation are expected. The apparent high accuracy of the PLS model may be due to the use of PCA to estimate the standard concentrations. The validation results, produced with an independent data set, will be more representative of the accuracy of the model. The LOD for this model is 0.001 g/L (1 cm path length); the lower number compared to the total Pu models reflects the larger absorptivity for Pu(VI) than Pu(IV). The Pu(III) model requires three LVs, consistent with a greater influence of both acidity and temperature. The higher self-prediction errors observed here are probably more representative of the true predictive capability. Note that neither the Pu(VI) nor the Pu(III) model use the 460-510 nm region of the spectrum. Therefore, these models are applied to spectra that have passed either the first (460-510 nm) or the second (600-700 nm) global absorbance checks.
An independent measure of the accuracy of the Pu(VI) PLS model can be obtained from the analysis of spectra of pure Pu(VI) solutions, prepared by quantitative oxidation with Ce(IV). Application of the PLS model resulted in a standard prediction error of 5.3%, with a bias of -1.9%. Fit errors for spectra of the same solution acquired on different days were the same within $1%. While much larger than the errors from the fit itself, these results are consistent with the known weak dependence of the Pu(VI) absorptivity with nitric acid concentration around 1-3 M ($0.4% / 0.1 M acid 40, 41 ), combined with the 1-2 M acidity range of the check solutions.
A second measure of the accuracy can be made by comparing the deduced molar absorptivity of Pu(VI) to the literature value e $ 550 M -1 cm -1 , obtained for a spectral resolution of 0.2 nm (versus 0.25 nm in this study). 19, 42 (Lower absorptivities reported elsewhere, such as 158 9 or 288 43 M -1 cm -1 , were obtained with lower-resolution instruments and are not suitable comparisons.) In this work, the height of the Pu(VI) peak in each spectrum was determined by subtracting a baseline value (average of $825 and 835 nm) from the peak maximum. As shown in Fig. 8 , peak heights were plotted against the derived Pu(VI) concentration from the PCA analysis; the slope of the linear fit of these points is equivalent to the absorptivity. All standards were pooled for a single fit. Assuming an atomic mass of 239.1 g/mole, the slope yields a molar absorptivity of 542 (14) M -1 cm -1 , which is consistent with the literature value. The relative uncertainty of 2.6% is consistent with the standard prediction errors observed for the pure Pu(VI) solutions. Considering that the original concentration estimates were obtained without any information about the solutions apart from the total Pu concentration, the errors observed for these validation studies confirm that the self-consistent PCA analysis is a suitable method for developing PLS models for Pu disproportionation measurements.
Conclusion
In this paper, we demonstrate a piecewise local series of PLS models that can be applied to absorbance spectra for the determination of total Pu concentration and Pu oxidation state distribution in nuclear processing solutions. The approach classifies spectra based on solution absorbance, acidity, and oxidation state distribution in order to select a relatively parsimonious local PLS model. The approach is generally applicable to scenarios where the full range of solution conditions leads to a large number of sources of signal variation, but not all of those sources will be relevant across the entire range. A global model that includes all the signal variation will overfit any one spectrum obtained within the range, and thus be less robust with respect to signal perturbations than a smaller local model. This behavior was demonstrated for the Pu nitrate system with both laboratory-and process-based validation data.
Furthermore, classification based on solution absorbance assures that the analysis is done on spectra with a linear relationship between absorbance and concentration and supports expansion of the dynamic range of the measurement by using peaks with lower absorptivities when more concentrated solutions are encountered. While prediction accuracy decreases somewhat as less spectral information becomes available, the quality of the predictions is still useful for process analysis measurements for the high absorbance cases.
This work also demonstrates the usefulness of PCA to deduce the concentrations of solution components in evolving systems where representative samples at intermediate times cannot be taken for independent analysis. Pure component spectra are not needed for the analysis to be successful. This method can be applied stepwise to higher 
