We obtain an algorithm computing explicitly the values of the non solvable spectral radii of convergence of the solutions of a differential module over a point of type 2, 3 or 4 of the Berkovich affine line.
Introduction
By a theorem of Young [You92] the small values of the radii of convergence of the solutions of a differential operator are explicit, and coincides with the small slopes of the Newton polygon of a differential operator attached to the module (cf. Prop.2.2). Larger radii are not immediately readable on the coefficients of the operator. This discrepancy is a peculiarity of the p-adic world: only small radii are "visible". To overcome this problem B.Dwork observed that the pull-back by Frobenius functor increase the radii of the solutions, and together with G.Christol [CD94] they constructed an inverse of the Frobenius functor (often called Frobenius antecedent) in order to make the radii of the solutions smaller, and hence explicitly intelligible in a cyclic basis. Although theoretically satisfactory, the inversion of Frobenius is a completely implicit operation. Moreover the antecedent exists only if all the radii of the solutions are not small. So one is obliged to factorize the module by the radii of the solutions if one wants to understand the non minimal radii of the solutions. The factorization is also an implicit operation. Recently in [Ked10] K.Kedlaya observed that the Frobenius Push-forward operation has essentially the same effects as the inversion of the Frobenius on the radii of the solutions, and he is able to control the exact behavior of all the radii of the solutions under this operation (even small radii). 1 Frobenius push-forward functor is completely explicit, and it allows to obtain a concrete algorithm to compute the radii of the solutions that are not maximal (i.e. non solvable). The price to pay is that the dimension of the push-forward by Frobenius is p-times that of the original module, so that the complexity of the algorithm is multiplied by p at each application of the push-forward. 2 Hence more the radius is large, more the complexity increase. Moreover the algorithm admits an end if and only if all the radii are not maximal (i.e. non solvable). Eventually we provide the algorithm, but we avoid to provide a complete formula as one does for rank one equations (cf. [Chr11] 3 ). Indeed the complexity seems so great that the formula would result not useful to be written. Explicit examples are quite complicate even in the rank one case. This note is intended to make explicit the computations, and the link between the different results, in view to make them explicitly calculable by a computer. 0.0.1 Acknowledgements. We thanks Kiran S. Kedlaya for Remark 3.3.
Radii of convergence
Let (K, |.|) be a complete field with respect to an ultrametric absolute value |.| : K → R 0 . Let L/K be a complete valued field extension, let c ∈ L, and ρ > 0. For all polynomial P (T ) : 
We say that R i is solvable if R i = r(ξ c,ρ ). In this paper we provide an algorithm computing non solvable radii. You92] ). Let L be a differential operator as above and let M be the differential module defined by L. Let C := ln(ω · r(ξ c,ρ )), then for all i = 1, . . . , r one has
Remark 2.3. In order to apply (2.1) we need an algorithm to find a cyclic basis of M (cf. section 3). If the absolute value of K is trivial on Z (i.e. if |n| = 1 for all n ∈ Z − {0}), then ω = 1, and Proposition 2.2 allows to find all the radii R i . If the absolute value of K is p-adic (i.e. if |p| < 1), then ω = |p| 1 p−1 < 1. In this case, we also need a technique (Frobenius push-forward) making the (non solvable) radii smaller than ωr(ξ c,ρ ) (cf. section 4).
Explicit Cyclic vector
Let (F, d) be a differential field and let
for all f ∈ F . Finite dimensional differential modules over F are exactly torsion left F d -modules. The so called cyclic vector theorem asserts that all differential module are not only torsion modules over F d : they are cyclic modules i.e. of the form (M, 
Remark 3.2. The explicit base change matrices to the Katz's cyclic basis are quite complicate and have been explicitly computed in [Pul] . On the other hand the proof of the existence of a cyclic vector of Deligne [Del70, Ch.II, Lemme 1.3] proves that the family of cyclic vectors in a given module is the complement of an hypersurface. The base change matrices of Katz's algorithm are quite involved and hard to find by hand even in small examples. It is often convenient to pick an arbitrary vector and test if it is cyclic.
Remark 3.3. One shall avoid the use of a cyclic basis using [Ked10, Lemma 6.7.3, Thm.6.7.4, Conjecture 4.4.9] .
Frobenius Push-Forward and explicit computation of larger radii
In this section we assume that |p| < 1 (cf. Remark 2.3).
is insensitive to scalar extensions of K, and by translations. So in the sequel we will assume c = 0 and replace the indexation (c, ρ) by ρ. In this case one has r(ξ ρ ) = ρ. We then work with |.| ρ , ξ ρ , H ρ , r(ξ ρ ) = ρ with the evident meaning of notation. If the reader needs to preserve the setting (c, ρ), the same computations hold replacing the map ϕ : T → T p by T → (T − c) p + c. Or alternatively one also can preserve ϕ : T → T p , and proceed as in [Pul12, Section 7] to check the behavior of the radii by Frobenius at points that are close enough to the principal branch ρ → |.| 0,ρ (this is often necessary if one search the slopes of R M,sp i along a Berkovich path ρ → |.| c,ρ , with c ∈ K and ρ close to |c|).
Let T , T be two variables, and let ϕ : K(T ) → K( T ) be the ring morphism sending T into T p . This extends into a isometric inclusion ϕ : H ρ p → H ρ of degree p. One has the rule d dT (f (T )) = 3
