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Abstract
Within condensed matter physics, systems with strong electronic correlations give rise
to fascinating phenomena which characteristically require a physical description beyond a
one-electron theory, such as high temperature superconductivity, or Mott metal-insulator
transitions. In this thesis, a class of strongly correlated electron systems is considered. These
systems exhibit fractionally charged excitations with charge ±e/2 in two dimensions (2D)
and three dimensions (3D), a consequence of both strong correlations and the geometrical
frustration of the interactions on the underlying lattices [FPS02].
Such geometrically frustrated systems are typically characterized by a high density of
low-lying excitations, leading to various interesting physical effects. This thesis constitutes a
study of a model of spinless fermions on the geometrically frustrated kagome lattice. Focus
is given in particular to the regime in which nearest-neighbour repulsions V are large in
comparison with hopping t between neighbouring sites, the regime in which excitations with
fractional charge occur.
In the classical limit t = 0, the geometric frustration results in a macroscopically large
ground-state degeneracy. This degeneracy is lifted by quantum fluctuations. A low-energy
effective Hamiltonian is derived for the spinless fermion model for the case of 1/3 filling in
the regime where |t| ≪ V . In this limit, the effective Hamiltonian is given by ring-exchange
of order ∼ t3/V 2, lifting the degeneracy. The effective model is shown to be equivalent
to a corresponding hard-core bosonic model due to a gauge invariance which removes the
fermionic sign problem. The model is furthermore mapped directly to a Quantum Dimer
model on the hexagonal lattice. Through the mapping it is determined that the kagome
lattice model exhibits plaquette order in the ground state and also that fractional charges
within the model are linearly confined [MSC01].
Subsequently a doped version of the effective model is studied, for the case where exactly
one spinless fermion is added or subtracted from the system at 1/3 filling. The sign of the
newly introduced hopping term is shown to be removable due to a gauge invariance for the
case of hole doping. This gauge invariance is a direct result of the bipartite nature of the hole
hopping and is confirmed numerically in spectral density calculations. For further under-
standing of the low-energy physics, a derivation of the model gauge field theory is presented
and discussed in relation to the confining quantum electrodynamic in two dimensions.
Exact diagonalization calculations illustrate the nature of the fractional charge confine-
ment in terms of the string tension between a bound pair of defects. The calculations employ
topological symmetries that exist for the manifold of ground-state configurations.
Dynamical calculations of the spectral densities are considered for the full spinless fermion
Hamiltonian and compared in the strongly correlated regime with the doped effective Hamil-
tonian. Calculations for the effective Hamiltonian are then presented for the strongly corre-
lated regime where |t| ≪ V .
In the limit g ≪ |t|, the fractional charges are shown to be effectively free in the context
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8of the finite clusters studied. Prominent features of the spectral densities at the Gamma
point for the hole and particle contributions are attributed to approximate eigenfunctions
of the spinless fermion Hamiltonian in this limit. This is confirmed through an analytical
derivation. The case of g ∼ t is then considered, as in this case the confinement of the
fractional charges is observable in the spectral densities calculated for finite clusters. The
bound states for the effectively confined defect pair are qualitatively estimated through the
solution of the time-independent Schro¨dinger equation for a potential which scales linearly
with g. The double-peaked feature of spectral density calculations over a range of g values
can thus be interpreted as a signature of the confinement of the fractionally charged defect
pair.
Furthermore, the metal-insulator transition for the effective Hamiltonian is studied for
both t > 0 and t < 0. Exact diagonalization calculations are found to be consistent with the
predictions of the effective model. Further calculations confirm that the sign of t is rendered
inconsequential due to the gauge invariance for g in the regime |t| ≪ V . The charge-order
melting metal-insulator transition is studied through density-matrix renormalization group
calculations. The opening of the energy gap is found to differ for the two signs of t, reflecting
the difference in the band structure at the Fermi level in each case. The qualitative nature
of transition in each case is discussed.
As a step towards a realization of the model in experiment, density-density correlation
functions are introduced and such a calculation is shown for the plaquette phase for the
effective model Hamiltonian at 1/3 filling in the absence of defects. Finally, the open problem
of statistics of the fractional charges is discussed.
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Chapter 1
Introduction
The quantization of charge has been a cornerstone of physics since the beginning of the twen-
tieth century. Excitations with fractional charges are therefore a fascinating anomaly in our
description of nature, compelling us to extend this description which rests overwhelmingly
on the concept of elementary charge. Since their discovery thirty years ago they have been
a subject of intense investigation in condensed matter physics.
This strong interest was initially triggered by the work of Su, Schrieffer and Heeger
[SSH80], who showed that in trans-polyacetylene, such excitations may exist when the system
is doped [SS81]. The fractional charges depend on doping concentration and occur for
certain π band fillings. Their appearance does not require electron-electron interactions,
but rather lattice degrees of freedom, which play a crucially important role via symmetry
breaking. Even prior to the work of Su, Schrieffer and Heeger, it was realized by Jackiw
and Rebbi [JR76], that a system with Dirac particles and a symmetry breaking term gives
rise to excitations with charge e/2. Recently, similar theories have been applied to graphene
[CH+08] and to the so-called ‘kagome’ lattice (depicted in Fig. 1.1) with 1/3 (2/3) filling
[GF09].
A rather different origin of excitations with fractional charges was discovered by Laughlin
[Lau83] with his explanation of the fractional quantum Hall effect. In this case electron-
electron interactions are crucial. In fact, it is required here that the system is in the limit
of strong electronic correlations where the kinetic energy of the electrons is reduced to zero
(except for zero-point fluctuations) and therefore plays a negligible role in comparison to
the Coulomb repulsion. The elimination of the kinetic energy is caused by a strong external
magnetic field which forces the electrons into the lowest Landau level. In distinction to
the former case, lattice degrees of freedom are not important here. Intriguingly, it was also
found that fractional charges obey fractional statistics [ASW84].
Subsequently it was shown that there exists a further class of systems with strong electron
correlations which yield excitations with fractional charges ±e/2. It is this class of systems,
namely those with geometrically frustrated lattice structures, which we study in this thesis.
Fractionally charged excitations in these models appear in the presence of strong short-range
correlations at particular band fillings, in both 3D (e.g. pyrochlore) and 2D (e.g. kagome
and checkerboard lattices). These lattices are presented in Fig. 1.1.
The excitations with fractional charges can be either confined [PF06] or deconfined
[SPS+09]. They are low-energy in nature and due to their complexity are treated here in
the absence of magnetic excitations (for instance through the employment of doped dimer
models, as in [Poi08]). Since we consider charge degrees of freedom, rather than spin degrees
13
14 CHAPTER 1. INTRODUCTION
of freedom, we consider spinless fermions, or their equivalent, fully spin polarized electrons.
Hence, a lattice site is empty or singly occupied but never doubly occupied due to the Pauli
exclusion principle.
It is interesting that a case of deconfined excitations with fractional charges on a three
dimensional (3D) pyrochlore lattice can be identified [SPS+09]. This calls into question
relationships between fractional charges and fractional statistics since in 3D there are only
fermions or bosons possible. However, in contrast, the 2D case readily admits the possibility
of fractional charges with anyonic statistics (anyons, the particles exhibiting such statis-
tics, are explained in Chapter 2; they exhibit generalized statistics beyond the well-known
fermionic or bosonic statistics).
Emerging experimental techniques lead us to consider also how such problems might
be investigated in ultra-cold atomic gases; for example, a recent proposal in the form
of tunable optical lattice schemes would be readily applicable to our model [J.R09]. In
the context of synthesized materials, spinel compounds contain kagome planes and are
therefore natural candidates for possible experimental verification (a material of particular
pertinence here is discussed in Ref. [KMI+04]); there is furthermore already experimen-
tal evidence that electrons in pyrochlore lattices can be strongly correlated [KJS+97,Wal02].
The thesis is organized as follows. In Chapter 2, we begin with a brief review of frustrated
systems, in particular of the kagome lattice. We then review the two historically relevant
models mentioned above, namely the mechanisms of fractional charge in polyacetylene and
in the fractional quantum Hall effect. In Chapter 3, we derive an effective Hamiltonian and
map it to a quantum dimer model. The mapping allows us to conclude linear confinement of
fractional charges in the kagome lattice model. Finally we present a derivation of the model
gauge field theory, and consider how it is closely related to the confining quantum electro-
dynamic in two dimensions. In Chapter 4, we present spectral densities which give insight
into the nature of fractional charges in a doped kagome lattice model at 1/3 filling. We find
an unexpected gauge invariance in the spectra for the hole-doped case, a consequence of
the highly restricted nature of the hole charge degrees of freedom. We furthermore present
numerical signatures of the defect confinement on finite-sized clusters using exact diago-
nalization techniques. In Chapter 5, we discuss the model with a view to its experimental
realization in optical lattices. We also discuss the open problem of the statistics of the
fractional charges. The last chapter provides a summary and outlook.
15
Figure 1.1: a) The checkerboard lattice. b) The pyrochlore lattice. c) The kagome lattice.
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Chapter 2
Theoretical Overview
2.1 Introduction
In this chapter, we give an overview of the theory underpinning the work of this thesis.
We first consider the rich physics of geometrically frustrated geometries. We then provide
a review of fractionalization, with particular regard to the fractionalization of collective
excitations in condensed matter systems.
2.2 Geometric frustration in condensed matter systems
When particular local interactions exist between the lattice sites of a system with a certain
geometry, a competition between the many different interactions can occur. There are
some universal features common to all such so-called ‘geometrically frustrated’ systems.
The competing interactions typically result in macroscopically degenerate ground states and
therefore a nonzero entropy at zero temperature. Geometrically frustrated classical magnets
provide the simplest examples of these systems. Perhaps the most well-known example is
that given by Ising spins on a triangular lattice antiferromagnet. The first two spins, when
placed on one triangular plaquette, anti-align in order to minimize their exchange energy
(see Fig. 2.1 a). The third spin however, in order to minimize its exchange energy with one
of the spins, must necessarily be maximally frustrated with respect to the other spins. This
strong frustration yields rich strongly correlated physics. However, geometric frustration
alone does not necessarily imply the existence of many ground states. For example, both
classical and quantum Heisenberg models on the triangular lattice exhibit Nee´l order in spite
of the destabilizing influence of frustration [LBLP95]. In this case quantum fluctuations are
simply not enough to destabilize the order as one moves away from the classical limit.
The effect of geometric frustration is displayed most strongly within the small set of
so-called ‘corner-sharing’ lattices, such as the kagome, pyrochlore and checkerboard lattices.
These lattices are composed of frustrated units, which have an enhanced number of degrees
of freedom as they are inter-connected by a minimal number of sites (see Fig. 1.1).
Consider for example the kagome antiferromagnet mentioned above, in the classical limit.
A single triangular plaquette with classical Heisenberg spins is minimized if its spins lie in
the same plane making 120◦ angles. Anticlockwise or clockwise chirality can therefore be
defined for each triangular plaquette, depending on the relationship between neighbouring
spins, as in Fig. 2.1 b) - e). Specifically, moving on a plaquette from one site to another
17
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Figure 2.1: a) Ising spins on the triangular plaquette cannot simultaneously satisfy antifer-
romagnetic nearest neighbour interactions. b)-c) show two examples of different plaquette
chiralities. In the former (latter), the chirality vector points into (out of) the plane; moving
clockwise around the triangle sites we see the angle of the spins of the sites varies by 120◦
in the clockwise (anticlockwise) direction. d)-e) illustrate the constraint on the chiralities
imposed by the hexagonal plaquette structure.
in the clockwise direction, one finds the spins rotated by 120◦ in the clockwise (anticlock-
wise) direction, giving the chiralities shown in Fig. 2.1 b) and c). A given spin state for a
triangular plaquette is therefore uniquely determined by exactly one spin and the plaquette
chirality. Two neighbouring plaquettes only share one spin; their chiralities however remain
completely independent (two triangular plaquettes sharing one spin can rotate with respect
to each other and therefore change their chiralities with respect to each other). Moving
around the sites of a single hexagon, the spin transformation due to the chirality must be
equal to the identity, imposing one constraint on the chiralities. As there are only half as
many hexagonal plaquettes as triangular ones, half of the triangular plaquettes have an in-
dependent chirality. It is this independence of the plaquettes that leads to the large classical
ground-state degeneracy [Nik04].
The sheer number and extensive nature of the ground states of frustrated systems makes
them extremely difficult to handle, analytically and even numerically, due to the scale of the
computational power required. One example of such an open problem is that of the spin- 12
kagome antiferromagnet. Here the ground state is believed to be either a spin liquid [SL09]
or a resonating valence bond solid [SH07], although a consensus on the matter is yet to be
reached.
Frustration is most often studied in the context of spin degrees of freedom, although
charge degrees of freedom in frustrated systems, while less well studied, also yield fascinating
phenomena. The effect of frustration on charge degrees of freedom is somewhat subtler. As
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Figure 2.2: a) Charges with strong nearest-neighbour repulsions. Only two ground states
exist for the square lattice at 1/2 filling, independent of system size. b) kagome lattice:
Charges with strong nearest-neighbour repulsions at 1/3 filling on the lattice arrange them-
selves such that there is only one charge per triangle. The number of ground states here
grows exponentially with system size; one possible covering is shown.
spins of local plaquettes subject to local constraints generate degrees of freedom, so too can
charges on a frustrated lattice at a fixed filling, if they have sufficiently strong short-range
interactions.
In this way frustrated systems with charge degrees of freedom have physical properties
analogous to those with spin degrees of freedom, namely, extensive and macroscopic ground
state degeneracies (see Fig. 2.2 for further details).
2.3 Charge fractionalization in condensed matter
Since the early days of quantum mechanics, the indivisibility of an elementary particle has
been a fundamental concept in physical theory. This concept must however be extended
when considering the collective effects of such elementary particles. When these effects are
taken into account the normal constraints applicable to quantum numbers are modified and
phenomena such as fractionalization can occur. Consider the following simple classical
example [Sch86]. Particles of charge q are placed on every second site on an infinite line
marked with the integers (see Fig. 2.3). Starting on an odd site, particles are added, until at
some point, an ‘error’ is made (e.g., a particle is added on site 2). Following the erroneous
placing, the charges are placed on even sites. In this way two phases are created on the
line, where a domain wall (given by the defect at site 2) separates the two phases. Moving
the particle on site 2 to site 3, it is clear that the domain wall with charge Q also moves.
However it moves two units instead of the one moved by the single particle. The charge
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Figure 2.3: A classical example of a fractionally charged excitation, illustrating the domain-
wall interpretation of fractional charges. For every single site moved by a single particle, the
domain wall moves two sites.
of the electric dipole moment p of the system must be equivalently quantifiable in terms
of q and Q. Since p must be independent of how we describe the system we find q = 2Q.
Thus the integer charges q give rise to an emergent excitations Q with charge q/2. This
mechanism can be generalized (for example placing charges on every third site gives charges
Q = 1/3q).
The simplest example of fractionalization in a real system occurs in the linear polymer
trans-polyacetylene [SSH79]. The mechanism is similar to the classical example, although
the system here is quantum in nature. The polymer undergoes symmetry breaking due
to lattice vibrations; this effect is also known as the Peierls instability dimerization and
corresponds to a gap opening in the density of states. This breaking of symmetry gives two
dimerized phases, as seen in Fig. 2.4 a) and b) respectively. In each phase, every carbon
atom is bonded to two neighbouring carbon atoms and one neighbouring hydrogen atom.
A collective excitation is created in the polymer when one carbon-carbon bond is removed
from the system. As the single bond defects created move through the chain, they become
boundaries between the two phases, i.e., domain walls. The domain walls here can be
interpreted as solitons. They form mid-gap states in the density of states (see Fig. 2.4 c).
This model provides a compelling example of spin-charge separation. We find that rather
than the creation of two fractional charges, the domain walls share spin and charge such
that one domain wall is ionized and spinless, while the other is neutral with spin 1/2 [Sch86].
This mechanism can be generalized to other models. Interestingly, in the one-third filled
band case, excitations with fractional charge appear, as solitons carrying charge 1/3e and
2/3e are created [SS81]. In fact, the case of spin-charge separation in trans-polyacetylene is
a special case of a more general effect in 1D systems with long range bond order in which
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the charge quantum number itself is fractionalized.
The beautiful theories concerning long-range bond order in trans-polyacetylene have
never been confirmed experimentally, as in practice the polymer is too defective for the
measurement of such subtle effects to be successful [Lau99]. Thus experimental evidence
of fractionalized charge was not to be seen until the 1980s within a completely different
mechanism of fractionalization, i.e., in the fractional quantum Hall effect (FQHE).
In contrast to the theory of the FQHE, the theory of the preceeding integer quantum
Hall effect (IQHE) is a one-electron theory. Each electron is acted upon by the Lorentz force
F = −e(E+ v×B) (2.1)
Neglecting electron-electron interactions, the system is approximately described by electrons
sitting in Landau levels (which arise from a semiclassical solution of the Schro¨dinger equa-
tion). The classical expression for the conductance σxy is given in a steady state system
by
σxy = −ν e
2
h
(2.2)
The plateaux at ν = 1, 2, 3 arise, as an increasing magnetic field tunes the Fermi level into
a mobility gap between the quantized Landau levels. Any electrons or holes that sit above
the Landau level just below the Fermi surface cannot occupy the Landau level above the
band gap. They instead become localized in bound states due to crystal defects (indeed, the
quantum Hall effect relies on the presence of defects in the crystal structure, as these allow
for the formation of localized states). The fractional quantum Hall effect is seen in samples
with very high mobility. The high mobility leads to a reduction of localized electrons outside
the Landau levels and hence the integer plateaux become narrower. Between these plateaux,
new ones at fractional filling factors appear, as seen in Fig. 2.5. In 1982 quantization of Hall
conductance at non-integer filling factors µ = 1/3 and µ = 2/3 was observed at extremely
Figure 2.4: a) The two dimerized phases of polyacetylene. b) Removing a single bond create
two defects in the chain. c) The density of states (solid lines) is gapped due to dimerization.
After soliton formation, two mid-gap states appear in the density of states (shown by dotted
lines).
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Figure 2.5: Plateaux in the magnetization can be seen at fractional filling levels.
low temperatures [TSG82]. Just as in the IQHE, FQHE plateaux are formed when the
Fermi energy is tuned by the magnetic field into a gap of the density of states. The crucial
difference between the two effects lies in the origin of the energy gaps. While in the integer
effect gaps are due to magnetic quantization of the single particle motion, in the fractional
effect, the gaps arise from the collective motion of all the electrons in the system. The
Laughlin wavefunction, named after its author Laughlin, beautifully describes this collective
behaviour, and accounts for the correlated many-body ground states which have a lower
energy at particular values of the magnetic field than the single-energy counterparts. Along
with the experimental discoverers Laughlin was awarded the 1998 Nobel Prize for this work.
The ground-state wavefunction for N electrons at positions z = x+ iy reads
ψ(z1, ..., zN ) = Πj<k(zj − zk)m exp(− 1
4l2
N∑
j
|zi|2) (2.3)
The first factor clearly takes care of electronic correlations (electrons tend to repel each
other). The second factor ensures an approximately constant density of zero-point fluctu-
ations in the lowest Landau level. The magnetic dependence is incorporated in the factor
l2 = 1eB . The quantized Hall conductance is given by σxy =
e2
h ν, as in the IQHE. In contrast,
here µ = 1/m wherem is an odd integer. The fractional charges produced by this effect have
been observed experimentally. Furthermore they have anyonic statistics [ASW84], which are
discussed below.
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Figure 2.6: a) An extra electron added to an allowed configuration creates two defects that
can separate. b) An electron removed from an allowed configuration creates two hole defects
that can separate, albeit subject to different hopping constraints. NB: The arrow marked t
denotes the direction of time (initial and final configurations are shown for both a) and b).)
2.4 Fractional charges on geometrically frustrated lat-
tices
The previous examples are those of low-dimensional systems in one or two dimensions. In
contrast, the fractionalization of charge in geometrically frustrated systems is independent
of the dimensionality and dependent only on the geometry of the interactions. We can
therefore introduce the ideas introduced for the 3D pyrochlore lattice in [FPS02] and apply
them to the kagome lattice geometry.
Adopting these ideas we begin with a model Hamiltonian of spinless fermions:
H = −t
∑
〈ij〉
(
c†icj +H.c.
)
+ V
∑
〈i,j〉
ninj (2.4)
on a kagome lattice. The operators ci(c
†
i ) annihilate (create) fermions on sites i. The
density operators are ni = c
†
ici. We make the assumption that exactly one third of the sites
are occupied, i.e.,
∑
i ni = N/3 for systems with N sites. 〈i, j〉 refers to pairs of nearest
neighbors. t represents the hopping amplitude and V is the strength of a given nearest-
neighbour interaction We now consider the regime |t|/V ≪ 1. We commence by setting the
hopping integral t to zero. This yields a degenerate ground-state manifold, which consists
of every configuration that has exactly one particle per triangle. From now on we refer
to this local constraint as the ‘triangle rule’. It is a direct result of the 1/3 filling and
the repulsive nearest-neighbour interactions. The configurations which obey this rule are
known as ‘allowed configurations’. This formulation provides another way to understand the
extensive nature of the degenerate ground states. Imagine extending a finite cluster with an
allowed configuration by adding one corner-sharing triangle at a time. Each time a triangle is
added, the charge degrees of freedom of the system are increased (due to the possible ways
that one can fill the new triangle). The ground-state manifold then grows exponentially
with system size. In contrast to other frustrated lattice systems at particular fillings (e.g.
the checkerboard lattice, for which the ground-state manifold grows as W ∼ (4/3)3N/4
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where N is the number of lattice sites [Pol06]), the exact scaling of the configuration space
with system size is dependent on the boundary conditions chosen [Els84]. Importantly, the
classical (t = 0) ground states cannot be transformed into one another without violating the
triangle rule, in the sense that no fermion can hop to another empty site without creating
defects.
Moving on from the classical limit, we consider how fractional charges can be created
against this background (see Fig. 2.6). Placing one additional charge e onto an empty site of
an allowed configuration leads to a violation of the triangle rule on two adjacent triangular
plaquettes. The energy of the system is increased by 2V as the added particle has two nearest
neighbours. There is no way to remove the violations of the triangle rule geometrically by
simply moving the electrons, i.e., the energy increase of 2V is conserved. Hence the number
of triangles on which the triangle rule is violated is a topological invariant of the states that
we consider. Through hopping processes, two local defects (violating the triangle rule) can
separate and each added fermion e breaks into two pieces. These carry fractional charge
e/2 as every electron is shared by two triangles and hence contributes charge e/2 to each
defect. Energy and momentum (as well as topological charge) must be conserved by these
processes. If we associate momentum k and energy E(k) with the added fermion which we
inserted, both must be shared between the free fractionally charged particles into which the
fermion decays:
E(k) = 2V + ǫ(k1) + ǫ(k2) (2.5)
where E(k) is the dispersion of the added electron and k1 + k2 = k.
It is also possible to create ‘hole defects’ by removing one electron e. Here, the overall
energy of the system is not changed but, as with the particle case, two defects (triangles with
no electrons) are created which can move throughout the lattice. As well as the dispersion
relation, the restricted hopping of hole defects through the background differs from that of
particle defects hopping through the background. There is therefore an absence of particle-
hole symmetry.
Physically, the fractionally charged excitations in our model result from a back-flow of
charge. When a fractionally charged particle(hole) hops along a given path, it changes the
background such that a “wake” of modified triangles is left behind. Motion restricted by
the triangle rules takes place such that each hopping of an electron(hole) is accompanied by
a net back-flow of charge -e/2(e/2). In this way a fractional charge of value −e/2(e/2) is
carried by the moving particles. The effect of the moving charges on the background means
that it is useful to consider the two separated defects as being connected by a ‘string’. This
picture is helpful in understanding the underlying topological symmetries of such systems,
as will be discussed in Chapter 4.
Note that quantum fluctuations arise in the regime of a small but finite ratio t/V .
These fluctuations also lead to fractional charges, but do not change the net charge of the
system. They do however allow the many degenerate states to connect and therefore single
out a ground state. Starting from an allowed configuration, the hopping of a fermion to
a neighbouring site increases the energy by V , creating a pair of two mobile charges with
charge−e/2 and e/2 respectively. Such excitations are named ‘vacuum fluctuations’, as they
arise from the manifold in which the triangle rule is obeyed everywhere (the ‘vacuum’ in
this case). This terminology is in direct analogy with that of particle physics, where vacuum
fluctuations of anti-particles and particles also occur in pairs. The energy associated with
such a vacuum fluctuation is
∆Evac = V + ǫ(k) + ǫ¯(−k), (2.6)
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where ǫ(k) denotes the kinetic energy of a fractionally charged particle and ǫ¯(-k) the kinetic
energy of a fractionally charged hole. Interestingly, if the net energy of any vacuum fluctua-
tion is negative, the triangle rule will break down, allowing (in the broadest approximation)
a metal-insulator transition to take place. This will be discussed in Chapter 4.
This mechanism of fractional charge provides one example of a class of microscopic
models which support fractional charge in three dimensions. In polyacetylene and related
1D systems, the prerequisite for the fractionalization of charge is the existence of degenerate
vacua. The crucial prerequisite here for the appearance of fractional charges is the highly
degenerate ground state of the kagome lattice in the absence of kinetic energy terms. In the
1D polyacetylene chain a moving soliton transforms one ground state into the other; here, a
moving fractional charge on the kagome lattice links different degenerate configurations of
the system.
Beyond the world of frustrated systems, another example of electron fractionalization in
2D is given by Mudry et al. [HCM07]. Also, more recently, an investigation of the Witten
effect in topological insulators has led to a new mechanism for the occurrence of fractional
charge, for any dimensionality [RF10].
2.5 Statistics of fractional excitations
Figure 2.7: Panels a) and b) show the exchange of two indistinguishable particles under the
operations R and R−1 respectively.
The notion of statistics is typically related to the sign acquired by a many-body wave-
function when any two particles are interchanged. In particular, a system undergoing such
an interchange is said to possess Bose statistics or Fermi statistics, if the many-body wave-
function acquires a plus or minus sign respectively. A more general definition of such statis-
tics can be given by constructing a two-body wavefunction for a systems consisting of two
identical particles:
Ψ(r1, r2) = e
iνϕΨ′(r1, r2) (2.7)
We can analyze the statistics of the particles by exchanging them.
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We first act on the wavefunction with an operator R which rotates particle 2 anti-
clockwise through ϕ = π radians around particle 1 (see Fig. 2.7 a)). Translating the particles
we see this is equivalent to exchanging their positions. An operator which brings particle 2
clockwise around particle 1 through ϕ = −π radians also exchanges the two particles (see
2.7 b)). Crucially, it also undoes the operation of R and is hence called R−1. In three
dimensions there is no intrinsic difference between the two operations as one can always be
deformed into the other in a continuous way; for example we can lift the path corresponding
to R into the third dimension, fold it back into the plane and finally superimpose it onto
the path corresponding to R−1. Hence, R = R−1 and it follows that R = R−1 ⇒ R2 = 1.
Therefore, any phase ν associated with the exchange operation must satisfy eiνϕ = e−iνϕ
and so necessarily ν = 0 (for bosons) or ν = 1 (for fermions).
However, in two dimensions, R and R−1 cannot be continuously deformed into one
another, since the particles cannot by assumption go through one another. Hence, in this
case, R and R−1 are physically and topologically distinct operations [Ler92]. Thus, the
condition of R = R−1 does not generally apply and so we can intuitively infer that the
phase ν is free to take any real value in this case. This was indeed shown to be the case
in [LM77]; the particles with such phases are called ‘anyons’.
The simple argument above outlines why the 2D dimensionality of the FQHE allows for
anyonic fractional charges in that phenomenon as previously discussed. Collective excita-
tions on geometrically frustrated lattices in 2D constitute excellent candidates for anyonic
excitations. The reason for this is two-fold; both the dimensionality of the lattices and the
emergent nature of the excitations lend themselves to the possibility of exotic statistics.
Having elaborated on the dimensionality, we now consider how the statistics of emergent
excitations can be distinct from the statistics of the constituent particles. An excellent ex-
ample of this is illustrated in [LW03]. In this work, a model with fermionic particles is shown
to have both emergent bosonic and fermionic excitations. Another seminal work in the area
was that of Haldane [Hal91], who showed that it is possible to define particle ‘exclusion’
statistics through a generalization of the Pauli principle. The method is not applicable to
all systems (one requirement is an extensive single-particle Hilbert states), but remarkably
recovers the anyonic statistics of the emergent excitations of the FQHE.
Chapter 3
Analytical studies of a kagome
lattice model at 1/3 filling
3.1 Motivation
In Chapter 2, a mechanism for charge fractionalization on the kagome lattice at 1/3 filling
was outlined. It was shown that emergent fractional charges arise in this model as a result
of charge degrees of freedom. Below we introduce the microscopic model on which this
phenomenon is based. The model is one of spinless fermions, allowing for the investigation
of the charge degrees of freedom of the many-body system. The resulting absence of spin
degrees of freedom drastically reduces the Hilbert space size. Such a model can be employed
to describe a physical system where the spin degrees of freedom are assumed to be fully fixed.
A system of electrons in a sufficiently strong external magnetic field, where all fully polarized
electrons have fixed spins aligned with the field direction, would be one such physical system.
3.2 An spinless fermion model description
We start from an spinless fermion model on a kagome lattice with nearest-neighbor repulsion
V . The absence of spin degrees of freedom means that no on-site repulsion term is necessary.
Using second quantized notation, the Hamiltonian is as given in Eqn. 2.4.
First we consider the case of free fermions in the tight-binding model. If no interactions
are present, i.e., V = 0 in Hamiltonian Eqn. 2.4, we can simply diagonalize the Hamiltonian
in momentum space. The spectrum consists of three bands [GF09]. One of them is the flat
band ǫ1k = 2t and the other two are dispersive:
ǫ2,3k = t
(
−1±
√
4(cos2 k1 + cos2 k2 + cos2 k3)− 3
)
, (3.1)
where kn = k · an are given with respect to the lattice vectors a1 = xˆ, a2 = (xˆ +
√
3yˆ)/2,
a3 = a2 − a1. The lattice vectors are defined as depicted in Fig. 3.1. The three-fold
band structure has a lowest energy level with a minimum energy of −4t. The band picture
demonstrates the nature of the ground state at 1/3 filling; only the first band is filled, so
that the Fermi level sits exactly at the Dirac points. This property can lead to interesting
physics if the Hamiltonian is weakly perturbed as shown in [GF09].
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Figure 3.1: a) The three bands of the kagome lattice are shown in the first Brillouin zone for
t > 0. b) The lattice vectors a1 and a2 are shown on a section of the kagome lattice; they
trace out the unit cell (shaded in pink). c) Here the honeycomb lattice is the medial lattice
that mediates the nearest-neighbor interactions on the kagome lattice. d) For a kagome
model with repulsions on hexagons, the medial lattice is given by the triangular lattice.
We now consider what happens when we include the V term and consider Eqn. 2.4 in its
entirety. This model, unlike the tight-binding model, is unsolvable analytically. As discussed
in Chapter 2, the Hilbert space grows exponentially with system size and so numerical efforts
to solve the Hamiltonian, while tenable for small systems, become unfeasible for larger ones.
A useful approach is to consider specific regimes of the coupling strength.
It is natural to consider the strongly correlated case, where t/V ≪ 1. As shown in
Chapter 2, it is in this limit that fractionalization of charge can occur. Furthermore, it
is possible to derive an effective Hamiltonian which successfully retains the physics of this
regime. This is discussed in the following section.
3.3 Effective Hamiltonian
To study the microscopic model (Eqn. 2.4) an effective Hamiltonian derived from perturba-
tion theory is used. The derivation follows that for the t− J model [Spa07].
The effective Hamiltonian successfully captures the low-energy physics in the strongly
correlated regime as well as reducing the size of the Hilbert space (necessary for numerical
calculations). A similar technique has been applied to the spinless fermion model on the
checkerboard lattice [RF04,PBSF06,TPM08]. The effective Hamiltonian presented here is
for the exactly 1/3 filled case. In the following subsection we will apply this Hamiltonian to
the doped case.
In order to derive an effective model for the quantum strong correlation limit, we start
from the limit in which t = 0. A value of V > 0 will give rise to a local constraint,
the triangle rule. Configurations |C〉 which fulfill this constraint have exactly one fermion
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on each triangle; in this case the mutual repulsion energy is zero. As mentioned earlier,
the number of degenerate ground-states of the system scales exponentially as a function of
system size.
However, as we turn on a small |t| ≪ V , this macroscopic degeneracy is lifted. The
lowest-order term that lifts the degeneracy is of order t3/V 2 and stems from ring-hopping
processes around hexagons (indeed, similar ring exchange processes are found in various
frustrated spin systems [Die05,PF06]). There also exist self-energy terms which lead to a
constant energy shift, contributing only diagonal elements to the Hamiltonian. They thus
do not affect the low-energy physics.
The new model Hamiltonian which approximates the spinless fermion Hamiltonian is
given by
H = HP +Heff, (3.2)
where HP accounts for the ’self-energy’ terms which contribute the constant energy shift.
We find for the kagome lattice at 1/3 filling:
HP = −N
3
(
4
t2
V
+ 2
t3
V 2
)
(3.3)
This constant energy shift is due to particles either hopping to neighboring sites and back,
or around triangular plaquettes of the kagome lattice. The low-energy excitations which lift
the degeneracy are described by the following effective Hamiltonian
Heff = g
∑(
| b
b
b 〉〈 b bb |+H.c.
)
. (3.4)
This Hamiltonian acts within the manifold of configurations which fulfill the triangle rule and
the effective ring-hopping amplitude is given by g = 12t3/V 2. Note that the sum is over all
hexagonal plaquettes and that the symbols within the bra and ket denote hexagon-flipping
processes (equivalently called ’ring-exchange’) on these plaquettes. The hexagonal symbols
are short-hand for the creation and annihilation operators that act on a given plaquette.
The growth with system size here is also exponential, albeit much slower than that in the
case of the spinless fermion model. An approximate formulation of this growth is given in
[Pau60] as (43 )
N
2 where N is the number of occupied sites (particles). This is discussed in
more detail in Section 4.1. Alternatively, an exact value for the bulk entropy per particle
in the thermodynamic limit given in [Els84] can be compared with the corresponding finite
cluster quantities.
3.3.1 Mapping to a quantum dimer model
Having obtained the effective model above, we now map the model to a quantum dimer
model. This is possible as the spinless fermion model can be shown to be equivalent to a
hard-core bosonic one. This equivalence arises because of the following rule for hexagonal
flipping processes in the effective Hamiltonian:
〈C′| b
b
b 〉〈 b bb |C〉 → −1. (3.5)
This remarkable property belonging to all non-vanishing matrix elements of the effective
Hamiltonian can be obtained through a row-wise enumeration of the kagome lattice sites.
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Figure 3.2: a) One possible ring exchange process is shown here, where particles on sites
f , b and c can hop anticlockwise (clockwise) to sites e (d), d (a) and a (e) respectively.
Enumerating row-wise as shown, such a process involves always an odd number of anticom-
mutations between particles. b) Particles (depicted in red) hop around a hexagon on the
kagome lattice. Such particle hopping around a hexagon always results in a change of the
number of particles on the sub-lattice (denoted by the blue sites) by exactly two. The local
gauge transformation derivable from this picture explains the symmetry of Heff.
With such enumeration, we find that an odd number of anticommutations must be performed
by the creation and annihilation operators of Eqn. 3.4 when evaluating the matrix elements,
thus always contributing a negative sign. This can be seen by considering a ring exchange
process on a hexagon as labeled in Fig. 3.2 a). In this case, one particle will always move to
an adjacent site (thereby undergoing no anticommutations which could introduce a sign).
The remaining two particles in the process both anticommute with a nonzero number of
particles. Crucially, one must undergo exactly one more (or less) anticommutation then the
other. Hence, the two particle processes always involve an odd number of anti-commutations
and thus the sign of any such ring exchange process is negative, as in Eqn. 3.5. The argument
holds for any hexagon on a row-wise enumerated kagome lattice. From this observation it
follows that the spinless fermion effective model at exactly 1/3 filling is equivalent to a hard-
core bosonic model. Furthermore, the effective model at 1/3 filling is equivalent to that at
2/3 filling.
A final observation is that the overall sign in Eqn. 3.4 is just a matter of a gauge
transformation. Specifically, the sign of g in Eqn. 3.4 can be changed by multiplying all
configurations with a phase
|C〉 → iν(C)|C〉, (3.6)
where ν(C) is the number of particles on the sub-lattice shown in Fig. 3.2 b). The sign
of g of each ring exchange is changed by the transformation, such that g ↔ −g invariance
exists. This fact might appear surprising since the actual sign of g can typically be gauged
away only for the case of bipartite lattices. However, in this case the sign of g turns out to
be inconsequential due to the constrained nature of the ring exchange quantum dynamics
of Eqn. 3.4, as the hexagon plaquettes upon which the exchanges take place are bipartite.
This is a desirable feature, as a system which can be described by matrix elements which
are all non-positive can be studied through Monte Carlo simulation. It is also interesting
for physical reasons as it implies that the system must have a symmetric eigenspectrum.
We further add to Eqn. 3.4 a so-called ‘Rokhsar-Kivelson’ term, which essentially counts
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all flippable hexagons:
Heff = g
∑(
| b
b
b 〉〈 b bb |+H.c.
)
+ µ
∑(
| b
b
b 〉〈 b
b
b |+ | b bb 〉〈
b b
b |
)
(3.7)
The influence of this term on the effective Hamiltonian is extremely interesting, as it acts
somewhat in competition with the plaquette flipping term [MSC01]. With this extension to
the effective Hamiltonian, we perform the quantum dimer model mapping. The quantum
Figure 3.3: a) The honeycomb lattice (black) comprises of the links of the medial lattice
belonging to the kagome lattice (light grey). Occupied sites of the kagome lattice map to
dimers on the honeycomb lattice. b) Schematic diagram of the dimer representation of the
so-called “plaquette phase” in which dimers resonate around the bold hexagons.
dimer model is constructed by superimposing a medial lattice on the kagome lattice struc-
ture, such that the links of the new lattice connect sites with nearest-neighbor interactions.
The medial lattice mapping therefore gives the honeycomb lattice structure shown in Fig. 3.1
c). Note that the quantum dimer model captures the geometry of the interactions; the same
kagome lattice with repulsive interactions on hexagons would in contrast yield a triangular
quantum dimer model (see Fig. 3.1 d)). In the mapping, occupied sites correspond to the
links in bold (see Fig. 3.3). Eqn. 3.7 therefore maps directly to the following:
HQDM = g
∑(
| 〉〈 |+H.c.
)
+ µ
(
| 〉〈 |+ | 〉〈 |
)
. (3.8)
The above quantum dimer model has been thoroughly investigated in the work of Moess-
ner [MSC01]. It was shown in this work that a ‘plaquette’ phase exists in this dimer model,
precisely for the case of Eqn. 3.4 where µ = 0. When µ = 0, the RK term vanishes and
hence Eqn. 3.8 becomes exactly equivalent to the effective Hamiltonian Eqn. 3.4. Hence, we
can conclude that the kagome lattice model at 1/3 filling possesses degenerate ground states
which are in the plaquette phase. A schematic diagram of the phase is shown in Fig. 3.3
b).
3.3.2 Doping the effective model away from 1/3 filling
Following the above discussion of the undoped case, we turn to the doped case; namely, we
consider what happens to the plaquette-ordered ground-state in the presence of defects.
The first observation follows directly from the above conclusion that the system at 1/3
filling is in the plaquette phase. Importantly, the separation of a pair of defects (as discussed
in Chapter 2, see Fig. 2.6) introduced into this phase tends to destroy the plaquette order.
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This in turn reduces the number of ring exchange processes and hence increases the energy
of the system. Hence, the g term acts on a pair of defects as a confinement potential. This
intriguing feature of the plaquette phase results in a ground state which is both charge
ordered and confined. A classical analysis of the defects within this background is shown
in Chapter 4; this analysis shows the charges to be linearly confined. In that chapter the
dynamical nature of this confinement is also discussed.
The dynamics of the particle or hole doped system is described by the effective Hamil-
tonian Eqn. 3.4 with an added hopping term:
Hdoped = g
∑(
| b
b
b 〉〈 b bb |+H.c.
)
− t
∑
〈i,j〉
P
(
c†i cj +H.c.
)
P (3.9)
Here, the operator P serves to project out high-energy states, i.e., it projects out all con-
figurations with violations of the triangle rule additional to the two which constitute the
fractional charges. For example, particle-hole fluctuations are projected out. We therefore
consider only configurations with exactly one pair of either particle or hole defects. For the
Figure 3.4: a) Each particle or hole excitation creates two defects. Each of these lives on
one of the two sub-lattices formed by triangles which constitute the kagome lattice (that is,
on a triangular sub-lattice, like the example shown). b) Here one sees two configurations
which are connected by a matrix element of the hopping operator. The parity of the particle
number dL(C) on any connecting path L with alternating empty and occupied sites between
the two defects is always even in one case and always odd in the other case (two possible
paths are shown in each case).
effective Hamiltonian of Eqn. 3.4, we showed above that the fermionic sign does not influ-
ence the low energy excitations and that the sign of the effective ring-exchange amplitude g
is inconsequential, a consequence of the bipartite nature of ring-exchange processes. How-
ever, as soon as the system is doped, a fermionic sign problem arises (as the second term in
Eqn. 3.9 does not necessarily preserve the ring-exchange symmetry of the first term).
It turns out that the projected hopping term for defects in the hole doped system (i.e.,
Hamiltonian Eqn. 3.9 with g = 0) has a gauge invariance as it possesses a bipartitioned
Hilbert space. That is, acting with the Hamiltonian on a given eigenstate in one of two
subspaces, necessarily gives a state in the other subspace. This remarkable feature of the
hole-doped hopping counters what we would naively expect. The defects hop on two trian-
gular sub-lattices of the honeycomb lattice (see Fig. 3.4 c) which are not bipartite. However,
the bipartite nature of this hopping term is in fact a consequence of the triangle rule to which
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A
B
Figure 3.5: Weighted arrows are used to represent a dimer configuration on the honeycomb
lattice; dimers are represented by bold arrows (with weight 2) and empty links by small
arrows (weight -1). Arrows of weight 2 (-1) point towards A (B), one of the two bipartite
sub-lattices. A loop with an odd number of alternating occupied and empty links is shown,
along with labels for right and left turning vertices.
hole-defect hopping is subject; the nature of the restricted hopping is clearly distinct from
the free hopping of particles on the triangular sub-lattices. Hence, we find that the sign of t
can be changed by simply multiplying all configurations |C〉 with a phase (as found earlier
for the Hamiltonian of Eqn. 3.4):
|C〉 → (−1)dL(C)|C〉, (3.10)
where dL(C) is the number of particles on an arbitrary path L between the two defects (see
Fig. 3.4 d), which has alternating occupied and empty sites. This extra phase is described
by a “generalized sign rule” for hole doping in the case of an infinite lattice, which we detail
below.
We first show that every loop with alternating occupied and empty sites on the kagome
lattice has a length of L = 2k sites with k being an odd integer if the “triangle rule” is
fulfilled. This fact is then used to directly derive the sign rule Eqn. 3.10. For convenience,
we choose to represent the allowed configurations on the kagome lattice, i.e., those which
fulfill the “triangle rule” in the dimer representation on a honeycomb lattice (see Fig. 3.1
c). Since the honeycomb lattice is bipartite, we can add orientations (arrows) to the dimers,
and consider the lattice in terms of the two bipartitioned sub-lattices A and B. We replace
each dimer with an arrow of weight 2 pointing from sub-lattice A to B and each empty link
with an arrow of weight -1 pointing from B to A (see Fig. 3.5). In this representation, the
“triangle rule” implies that the sum of all arrows at each vertex is zero, in other words,
the “flow” of arrows into and out of a site is always conserved. Every closed loop with
alternating occupied and empty kagome sites corresponds to a loop of arrows pointing in
the same direction with alternating weights 2 and -1, respectively. As illustrated in Fig. 3.5,
a loop involves nl left turns of −60◦ and nr right turns of 60◦ which have to add up to 360◦.
Only at “right turns” does an arrow point either into or out of the surface surrounded by
the loop. Thus, the conservation of the arrows pointing into or out of a site leads to nr
being even-valued. Since we consider loops with alternating weights on the links, the total
number of links (= nr + nl) has to be even. These three conditions for nr and nl can be
expressed as
nr − nl = 6, nr = 2h, nr + nl = 2k (3.11)
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with h and k being integer. The above equations imply that k = 2h− 3 and thus the length
of the loop is L = 2k with k being odd. This concludes the proof.
If we now remove a particle from an allowed configuration, the two defects can only
hop on loops L with alternating occupied and empty links. Since the loops contain an odd
number of dimers in the undoped case (as shown above), the number of particles is now
even. Thus, the number of particles which are in between the two defects is the same in
either direction and is changed by one after each hopping process. The sign of the hopping
term is changed by simply multiplying all configurations |C〉 with a phase, Eqn. 3.6.
Note that if a finite lattice with periodic boundary conditions is considered, the transfor-
mation still holds, as confirmed by numerical calculations (presented in Chap. 4). However,
in the case of periodic boundary conditions, one needs to take into account a further phase
factor which arises when loops wind around the torus. Determining the phase factor in
this case is nontrivial and the phase factor is still unknown, as the loop picture described
above is not applicable to loops wrapping around the torus. Determination of this phase
factor would be very desirable, allowing for the implementation of a quantum Monte Carlo
simulation on periodic clusters for the hole-doped model.
The gauge invariance described by Eqn. 3.6 is a stark reminder of the unusual absence
of particle-hole symmetry in the kagome lattice model at 1/3 filling. This originates from
the fact that restricted hopping of hole and particle defects through the charge ordered
background is fundamentally different. Through inspection, one finds that in general a single
particle defect has exactly four possible hopping possibilities on the lattice, as opposed to a
single hole defect, which has at any site just three possible ways in which it can hop. For a
bound defect pair which is not separated (two adjacent defects) a similar distinction between
hole and particle defect hopping exists. Hence it is not surprising that no analogous gauge
symmetry exists for the case of particle defects.
Another quantity of significance is that of string tension. As discussed, the confinement
of a pair of defects arises from the destruction of the charge-ordered background caused
by the separation of the defects. However, this confinement is quantified not only by the
effective hexagon-flipping coefficient g, but also by the so-called string tension.
As two defects separate from each other through hopping processes, they generate a
“string” connecting them to one another. There is an increase of kinetic energy along the
string locally, as the separating defects reduce the number of flippable hexagons through their
movement through the plaquette-ordered background. The resulting confinement strength
between the two particles is quantified in terms of the string tension, which is the energy
gradient obtained as the defects separate. The potential for a single defect is approximated
in the continuum limit by U(r) = sgr, where s is the string tension, g is the ring-hopping
strength and r is the distance between the two defects.
3.3.3 Gauge invariances in the doped model
We comment briefly on the interplay of the gauge invariances in g and t terms in Eqn. 3.9.
The gauge invariance for the hopping term in the presence of defects is preserved in the
presence of the hexagon-flipping term. That is, changing the sign of t in the presence of
the g term does not affect the eigenspectrum of Eqn. 3.9; if t′ = −t, E(Hdoped, g, t) =
E(Hdoped, g, t
′). However, the contrary does not hold; E(Hdoped, g, t) 6= E(Hdoped, g′, t),
where g′ = −g, as the gauge invariance of the hexagon-flipping term is destroyed when
particles hop. This can be understood by considering the conserved quantities of each term
respectively. Hopping processes due to the t term destroy the conservation of the parity of
the number of particles on the sub-lattice, shown in Fig. 3.2 b), thus destroying the gauge
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Figure 3.6: The green and red sub-lattices are shown on the dual honeycomb lattice; ’electric
field’ lines point from red sites towards green sites. Positive and negative electric charges sit
on the green and red sites respectively, constituting the charge distribution over sites given
by ρi.
invariance of the hexagon-flipping term. In contrast, the conservation of the number of
particles on a loop connecting two defects (as illustrated in Fig. 3.4 c), d)) is not destroyed by
hexagon-flipping processes (as the length of a path L, as defined in Eqn. 3.10, is undisturbed
by such processes). To see this, consider Fig. 3.5; one of four plaquettes within the shown
loop has a flippable-hexagon configuration. Flipping this hexagon plaquette conserves nr
and nl such that the constraints of Eqn. 3.11 are still satisfied. Hence, the hopping term, in
the presence of hole defects, maintains its gauge invariance in the presence of the g term.
3.4 Gauge field description of the model
Through a mapping to a quantum dimer model (and through numerical results presented in
the following chapter), we have found both numerical and analytical evidence for a confining
ground state of our model in 2D. Here we show the similarities of our model to that of the
compact quantum electrodynamic (QED) in 2+1 dimensions, which is also confining. This
is done through the derivation of the gauge field description of the kagome lattice model.
3.4.1 Kagome lattice at 1/3 filling
The gauge nature of our problem is a result of the 2:1 local constraint, i.e., the ‘triangle
rule’ in the particle picture on the kagome lattice (where each triangle has 2 occupied sites
and 1 unoccupied site) and a hard-core dimer constraint in the equivalent hexagonal lattice
picture (where each vertex is touched by two links covered by dimers and one uncovered
link). We therefore map Heff from the dimer language onto a more conventional gauge field
theory [Fra91]. Crucially, we note that the honeycomb lattice is bipartite; we can define two
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sub-lattices ‘red’ (r) and ‘green’ (g) corresponding to neighboring triangles in the original
kagome lattice (see Fig. 3.6 ). With this structure we can define a discrete oriented electric
field which varies on the honeycomb lattice links. The field is chosen to point always from
the red to the green honeycomb lattice. We denote the dimers on the honeycomb links by
a discrete variable nˆi, where i is a link living on the honeycomb lattice. For clarity we
discuss the model in terms of the honeycomb lattice, although a link on this lattice is clearly
equivalent to a site on the kagome lattice.
The Hilbert space must allow links on the honeycomb lattice to be either singly occupied
or empty (i.e., nˆi ∈ 0, 1, while excluding the possibility of ni = (2, 3, 4, ...∞)). A restrictive
term can be added to the system Hamiltonian to ensure this:
Hˆrest = lim
U→∞
U
∑
i
((
nˆi − 1
2
)2
− 1
4
)
(3.12)
In order to recast Eqn. 3.4 in terms of the variables nˆi, we define canonical conjugate
operators of nˆi, φˆj :
[φˆj , nˆi] = iδij (3.13)
where δij is the Kronecker delta symbol. As the spectrum of the number density operators
is equal to the integers, it follows that the spectrum of the operators φˆi is a phase in the
range [0, 2π). To illustrate the properties of the phase operator φˆj , we use the following
identity:
e−imj φˆj nˆjeimj φˆj = imj
∞∑
p=0
1
p!
[nˆj , φˆj ]p = nj +mj (3.14)
Above, [nˆi, φˆj ]p = [nˆj [nˆj...[nˆj , φˆj ]]] (where the iterative process is performed p times). It
can be seen that e±imj φˆj acts like a ladder operator with step size mj , as
nˆje
imj φˆj |nj〉 = eimj φˆj (e−imj φˆj nˆjeimj φˆj )|nj〉 (3.15)
= eimj φˆj (nj +mj)|nj〉 (3.16)
= (nj +mj)e
imj φˆj |nj〉 (3.17)
It follows that eimj φˆj |nj〉 is in fact equal to |nj +mj〉, and therefore,
eimj φˆj |0〉 = |mj〉. (3.18)
With the above result, Eqn. 3.4 can be re-expressed as:
Hring = −g
∑(
e+i(φˆ1−φˆ2+φˆ3−φˆ4+φˆ5−φˆ6) + H.c.
)
(3.19)
Here, the sum in the ring-exchange term, Eqn. 3.19, is over all honeycomb plaquettes;
the indices running from 1 to 6 enumerate the links which denote a single hexagon on a
honeycomb plaquette.
Now, the Hamiltonian can be written as
Hˆtotal = Hˆrest + Hˆring, (3.20)
subject to the 2:1 constraint, which implies that each triangle on the kagome lattice must
include exactly one occupied site:
Qˆν =
∑
i∈ν
nˆi = 1 (3.21)
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where the label ν denotes one honeycomb vertex a or b, and i runs over all honeycomb lattice
links which connect to a given honeycomb vertex ν (i.e., i ∈ {1, 2, 3}). Qˆν is an operator
which acts on all allowed many-body configurations of the Hilbert space, as shown below:
Qˆν |Phys〉 = |Phys〉 (3.22)
where |Phys〉 is any allowed configuration of the Hilbert space. As the above holds, then
Qˆν , for any ν, is a constant of the motion, as it simply counts all dimers around a given
site. It then follows that
[Qˆν , Hˆtotal] = 0 (3.23)
The operator Qˆν then generates a set of local time-independent transformations of the form
ei
P
ν
ανQˆν |Phys〉 (3.24)
Thus, Htotal has a local gauge symmetry and Qˆν is the generator of all local gauge trans-
formations. Expressing the problem in terms of staggered gauge fields, we find that the
constraint equation is another representation of Gauss’ law. The gauge symmetry arises
from the fact the phases can be chosen independently for each site. We show this below,
exploiting the fact that the honeycomb lattice is bipartite. Recall that in Fig. 3.6, we label
red and green sites as belonging to sub-lattices a and b respectively. Thus we can equiv-
alently describe a lattice link i with the notation ab, where a, b pertain to the honeycomb
lattices sites on either side of a link.
The ‘electric’ field varying on a link ab is defined by
Eˆab = ǫanˆab, (3.25)
where
ǫa =
{
+1 a ∈ g
−1 a ∈ r
We further define the vector potential as:
Aˆab = ǫaφˆab (3.26)
The 2:1 constraint gives us
ǫa = div
−→
E (3.27)
as only one of the three sites is occupied, and the lattice divergence is defined as div
−→
E =∑
bEab =
∑
b ǫanˆab = ǫa
∑
b nˆab = ǫa. The ‘charge distribution’ ρˆi is such that there are
alternating positive and negative charges on the honeycomb lattice sites. Positive charges
sit on the green sub-lattice, and negative ones on the red sub-lattice. We can see this in
terms of Gauss’ law, where div
−→
E − ρˆi = 0, and ρˆi = ±1, i.e., the charge density ρˆi always
gives a contribution that negates that of the electric field contribution.
As ǫ2a = 1, the electromagnetic variables obey the same canonical relations as φˆi and nˆi:
[Aˆab, Eˆa′b′ ] = iδa,a′δb,b′ (3.28)
Note that Eˆab is, like its counterpart nˆi, integer valued, and similarly Aˆab has a 2π periodic
phase variable as does φˆi. We recast the ring-exchange term in terms of the new variables:
Hˆring = −g
∑(
e+i(Aˆ1+Aˆ2+Aˆ3+Aˆ4+Aˆ5+Aˆ6) +H.c.
)
= −2g
∑
cos(Aˆ1+Aˆ2+Aˆ3+Aˆ4+Aˆ5+Aˆ6),
(3.29)
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It remains to rewrite Hˆrest in terms of the above variables. We first substitute for nˆab using
Eqn. (3.25):
Hˆrest =
∑
a
b
(
(
Eˆab
ǫa
− 1
2
)2 − 1
4
)
, (3.30)
which can be rearranged to give
∑
ab
(Eˆ2ab − nˆab) =
∑
ab
Eˆ2ab −
N
3
, (3.31)
where N is the total number of links (N =
∑
ab nˆab).
We can now rewrite the Hamiltonian as:
Hˆtotal = lim
U→∞
U(
∑
ab
Eˆ2ab −
N
3
)− 2g
∑
cos(Aˆ1 + Aˆ2 + Aˆ3 + Aˆ4 + Aˆ5 + Aˆ6). (3.32)
This Hamiltonian is closely related to the compact quantum electrodynamic in 2+1 dimen-
sions, which has been thoroughly investigated by Polyakov [Pol77]. Here ‘compact’ refers
to the fact that the exponential factors eiAˆab for the gauge fields Aˆab are elements of the
compact Lie group U(1). They can be similarly verified in our model by inspection of
Eqn. 3.26.
One important distinction between Polyakov’s model and the kagome model is that the
kagome model has finite charges ρˆi. The QED has no charge-ordered background but rather
a vacuum (that is, ρˆ = 0 everywhere). The background charges in the kagome model lead to
a frustration, which is reflected in the macroscopic degeneracy of the ground states [Pol06].
In contrast, Polyakov finds that the compact QED in 2+1 dimensions has a unique ground
state. Lastly, two charges within the QED model are confined, with a confining energy that
scales linearly with separation distance. The fractional defects within the kagome model
discussed here are similarly linearly confined. However, the origin of the confinement in
each case is different, a fact attributable to the distinct charge distributions ρˆi.
Chapter 4
Exact diagonalization studies of
the lattice model
4.1 Introduction
In this section we introduce numerical simulations of the model introduced in Chapter 3.
We discuss our choice of exact diagonalization for the numerical study of the kagome model.
We first perform calculations for static defects on the kagome lattice. Then, further using
the method, we present calculations of ground-state energies as well as spectral densities.
An analysis of spectral functions over a range of finite size scales allows us to determine
signatures of confinement of the fractional charges.
4.2 Choice of method
The simulations of strongly correlated fermions in two dimensions remains one of the biggest
challenges in computational physics. As explained in Chapter 2, the Hilbert space is highly
extensive in nature, scaling exponentially with system size.
To see why the growth is exponential for the effective model Hamiltonian, we can apply
Pauling’s method to the effective model in the undoped case, which is equivalent to the
hexagonal dimer model. The details of the procedure are outlined in [UOH02]. In this
method, an estimate is made for the total number of configurations available that obey the
triangle rule. It is found that an approximate estimate for the entropy per particle is given
by
SPauling
N
=
kB
N
ln(W ) ≈ 0.0719kB (4.1)
where N is the total number of occupied sites and W is the total number of configurations.
While the Pauling estimate is useful, it neglects short-range correlations and hence
underestimates the growth of the number of configurations with system size. An empirical
survey of the actual number of configurations generated for each system size is presented
below:
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Cluster size No. of configurations
12 sites 9
27 sites 42
48 sites 417
75 sites 7623
108 sites 263640
From the above, we find that SN ≈ 0.3467kB, that is the exponential growth of the
Hilbert space of the undoped effective Hamiltonian with system size is significantly faster
than the estimate given by Pauling’s method.
Furthermore, the anticommutation of fermions (upon doping of the model) necessarily
leads to the fermionic sign problem. This is the classic twofold numerical challenge presented
by strongly correlated fermions in 2D. The fermionic sign problem precludes the use of a
quantum Monte Carlo simulation, a very useful technique for bosonic problems, as a sample
of the Hilbert space rather than the whole Hilbert space is required for the simulation.
However, such a simulation can only be implemented for a system with off-diagonal elements
all possessing the same sign [TW05]. Density matrix renormalization (DMRG) methods
successfully model 1D fermionic many-body systems but have limited application in 2D
problems [Whi92].
Exact diagonalization is therefore a good choice for tackling the kagome model with
spinless fermions. The method successfully handles fermionic signs, while finite-size scaling
is employed to mitigate the finite size effects. Furthermore, unlike quantum Monte Carlo
methods, it is numerically exact.
We also note a development in recent years of a new approach borrowing techniques from
quantum information, resulting in new algorithms which both reduce the computational
complexity of such many-body problems, as well as successfully avoiding the fermionic sign
problem. These methods have only recently been extended to 2D fermionic systems [CV09]
but are certainly a promising direction for the future of numerics as applied to problems in
strongly correlated physics.
The exact diagonalization is implemented here using the Lanczos method and the Lanczos
recursion method, both described in Appendix A.
4.3 Static calculations
As explained in Chapter 3, we expect that fractional charges within our model will be linearly
confined. We can recast the matrix Hamiltonian into block diagonal form, taking advantage
of the fact that the undoped Hamiltonian in Eqn. 3.4 can be partitioned into separate
‘subensembles’. This natural partitioning of the Hilbert space arises from the constrained
nature of the hexagonal plaquette flipping, which only allows subsets of configurations to
tunnel into one another. The distinction between the various subensembles can be quantified
through use of a height representation. This is shown in Fig. 4.1 for two configurations.
A discretized vector field f can be defined for a given configuration. The curl of this
vector field always vanishes (the conservative nature of the vector field reflects the particle
number conservation). Hence, for given vector field f we can define a scalar field h, using
f = ∇h. We consider the triangles on the kagome lattice in terms of two sub-lattices A
and B, and assign them clockwise and anti-clockwise orientations respectively (see Fig. 4.1).
For an occupied (unoccupied) site, arrows point in the same (opposite) direction as the
orientation given by the plaquettes. An arrow representing an occupied (unoccupied) site
has weight 2 (1) respectively. The height field is defined uniquely up to an additive constant
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Figure 4.1: The gradient of the height field, on the lattice along the two lines of symme-
try shown, can be seen to be preserved under a hexagon-flipping process (lower left-hand
hexagonal plaquette). Initial and final states of the hexagon-flipping process are shown in
a) and b). The conservation of the height field under ring-exchange processes leads to the
topological categorization of the separate configuration subensembles.
of M , for two lines of symmetry (these lines of symmetry connect the arrows of the vector
fields, as shown in Fig. 4.1 for both configurations). We define two topological quantum
numbers (lx, ly) which denote the global slope in a given direction for a given configuration.
Indeed, all ground-state configurations at 1/3 filling can be described by such a height
representation. As the hexagon-flipping term of Eqn. 3.4 preserves the slope in any given
direction, we can conclude the configurations of a given subensemble are denoted through a
shared set of independent quantum numbers (lx, ly). In Fig. 4.1, lx = 0, ly = 0.
The addition of static defects to the model does not disturb the topological nature of the
subensembles. We therefore employ the topological symmetries in the exact diagonalization
of the Hamiltonian, in the presence of a single static defect.
4.3.1 Calculation of string tension
When a defect fractionalizes as shown in Fig. 2.6 and mentioned in Chapter 2, the effect of
the moving fractional charges on the background means that it is useful to consider the two
separated defects as being connected by a ‘string’. As the defects move apart, the plaquette
order is reduced and hence the overall kinetic energy increases, as one expects for confined
charges. The rate of this increase is related to both the value of g (see Eqn. 3.4) and the
lattice cluster size. The effect of the confinement is quantified in terms of the string tension.
The ground-state energy in the presence of two static defects at 0 and r is given by
Er = 〈ψ0r0 |Heff|ψ0r0 〉 (4.2)
The string tension s is defined through the relation ∂E∂r = gs, or in its discrete form, ∆E =
gs∆r, where r is the distance between fractionalized defects, g is the coefficient for ‘plaquette
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Figure 4.2: a) As one static defect is moved away from the other on a 147-site lattice,
the maximum number of flippable hexagons decreases. b) As one static defect is moved
away from the other on the 147-site lattice, the system energy increases. c) The red defect
represents one fractional charge. The maximum number of flippable hexagons is calculated
when the other fractional charge of the pair is located at various positions on the lattice. The
positions are colour-coded and correspond with those in ‘a)’. d) The red defect represents
one fractional charge. The system energy is calculated when the other fractional charge of
the pair is located at various positions on the lattice. The positions are colour-coded to
correspond with those in ‘b)’.
ordering’ as seen in Eqn. 3.4, and E is the ground-state energy (which is a function of
separation distance). Hence calculating the gradient of E while separating the defects gives
the string tension s. Fig. 4.3 illustrates for a 147-site cluster the effects of defect separation
on the ground state.
In Fig. 4.3 a) and c) we see how the N , the maximum number of flippable hexagons is
plotted (the quantityN is the largest number of flippable hexagons found when considering
all possible configurations allowed by a given defect configuration). As one static defect is
placed away from the other on a 147-site lattice, N decreases. This quantity decreases
upon separation of the two defects because the movement of the defects acts to reduce
plaquette order.
In the calculation, a single defect is held at the centre of the cluster (denoted in red). The
other defect constituting the fractional charge pair is then moved to every possible location
on the lattice. Each calculation for a given defect separation is denoted by the colours of
the lattice triangles as shown in the figure.
Correspondingly, in Fig. 4.3 b) and d), as one static defect is moved away from the other
on the 147-site lattice, the system energy increases, as one would expect from 3.4. From the
gradient of this slope the string tension can be determined. Again, the red defect has a fixed
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location at the ‘origin’; the other colours denote multiple calculations of the ground-state
energy of the system for different defect separations.
Only one plot is shown for each quantity N and E even given the multiple calculations;
due to symmetry there is an equivalence between many calculations (as can be seen from the
colour coding, equivalent values are given the same colour). Recall also from chapter 3 that
each defect ‘lives’ on exactly half of triangular plaquettes. Hence, in c), the white triangles
are those for which no calculation was performed (as here the ‘red’ fractional charge was
fixed in one place). For clarity, in d), only a selection of calculations are shown. The discrete
nature of the lattice means that the string tension calculated is going to quantitatively differ
depending on direction; however, we expect and obtain an increase in system size with defect
separation distance in all directions along by the discrete lattice structure.
4.4 Dynamical Calculations
We now present numerical calculations for the doped Hamiltonian (Eqn. 3.9). The dynamics
of the fractional charges can be studied through calculation of the spectral function A(k, ω) =
A+(k, ω) + A−(k, ω) (see [PFR06] and the Appendix for details). The particle and hole
contributions are:
A+(k, ω) = lim
η→0+
− 1
π
3∑
a=1
Im〈ψN0 |cak
1
ω + iη + E0 −H (c
a
k)
†|ψN0 〉 (4.3)
A−(k, ω) = lim
η→0+
− 1
π
3∑
a=1
Im〈ψN0 |(cak)†
1
ω + iη − E0 +H c
a
k|ψN0 〉 (4.4)
Here, |ψN0 〉 is the ground state of a N particle system with a corresponding energy E0.
The operator cak annihilates a particle with momentum k in band a of the Hamiltonian
in the non-interacting case and is obtained from the corresponding operators in real-space
representation by Fourier transformation. We find that in the interacting case it is also
useful to retain the ‘band’ picture. Even though the band structure in this case is different
from that of the tight-binding one, the band-resolved basis still yields interesting physical
effects as seen later on in the chapter. Spectral functions can be directly measured in
angle-resolved photoemission spectroscopy (ARPES) experiments and are hence a promising
candidate for yielding experimental signatures of fractionalization. Recent studies showed
that the quantity A+(k, ω) for the model considered here may also be accessible through
photoemission spectroscopy undertaken in optical lattice experiments [SGJ08].
The resulting integrated spectral density is
D±(ω) =
1
N
∑
k
A±(k, ω). (4.5)
For a system with a translationally invariant ground state, the quantity D(ω) can be conve-
niently calculated in real-space representation from local creation and annihilation operators.
We first consider the (density of states) DOS for the extended Hubbard model; while
unfeasible for large cluster sizes, this full treatment is possible using a cluster with 27 sites.
Tuning through the various regimes of the model for this quantity, it is possible to follow the
transition from the non-interacting case to the strongly correlated case. We can furthermore
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Figure 4.3: The DOS for several ratios of V and t for the spinless fermion model (Eqn. 2.4).
t = 1 and the corresponding values V = 0,V = 10,V = 25 are noted on the figure. A small
cluster with 27 sites allows for this full treatment. For ease of comparison, the effective DOS
is also plotted for V = 25, i.e., in the strongly correlated regime (shaded in grey, it can be
seen to closely resemble the full DOS as expected).
demonstrate the near equivalence of the effective model in the regime of strong correlations
(V = 25t tunes the model to well within this regime).
In Fig. 4.3 the DOS is thus shown for different values of nearest-neighbor repulsion V .
In the non-interacting case, V = 0, the spectral functions can be calculated analytically
from the dispersion relation Eqn. (3.1). The contributions result from the allowed k-points
in the considered cluster. The bandwidth is 6t, in agreement with the band structure seen
in Fig. 3.1 a).
Moving away from the non-interacting limit, we find that a more complex structure
emerges. A gap opens between the hole and particle contributions; this is due to the 2V
energy contribution the addition of a particle adds to the system. The gap opening signifies
a metal-insulator transition and is estimated to appear at V ≈ 3t [NNOF10]. More about
the gap opening will be elaborated on in the final section of this chapter.
The spectral peaks of the non-interacting limit give way to broadened features, charac-
teristic of the high density of low-lying excitations that arise in the presence of repulsive
interactions. This is shown for V = 10t. This feature as well as a broadened bandwidth, be-
come more marked with increasing repulsion energy strength, until we approach the limiting
case of strong correlations (V is effectively infinite with respect to t within this regime and
hence all values of V/t here yield the qualitative features expected when t/V → 0). Here
the broadened structure in the limit of strong correlations has an enhanced bandwidth much
larger than 6t, indeed it is approximately 12t if one considers just the bandwidth of the two
contributions separately. This can be interpreted as a consequence of the fractionalization
of the hole or particle defects that occurs in the presence of strong repulsive interactions.
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Furthermore, in this limit, the calculated spectral densities for the effective model give a
valid description of the extended Hubbard model, i.e., below the threshold of t/V < 1/25
the effective model closely approximates the spinless fermion model. For V = 25t it can be
seen that the effective and exact (extended Hubbard) models closely resemble each other;
each peak in the exact model has a corresponding feature in the effective one. However, with
respect to each other they are shown to be shifted in energy. This is primarily due to the
self-energy contribution (consisting of all processes where a fermion hops to a neighbouring
site, or around a triangle, then back to its original site) which is absent in the effective model
calculation (the self-energy has been discussed in section 3.3). This discrepancy between the
two spectral functions is of order ∼t2/V and disappears entirely as t/V → 0.
4.4.1 Asymptotically free case (g ≪ t)
We now start by considering the effective Hamiltonian of Eqn. (3.9) in the limit of infinites-
imally small g ≪ t (i.e., in the case of the limit of t/V → 0). Recall from Chapter 3 that
g = 12t3/V 2; hence for t = 1, g ∼ 1/V 2. The limit of infinitesimally small g can be thought
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Figure 4.4: The hole (left panel) and particle (right panel) contribution to the local density
of states D(ω) for g = 0.01 (V = 35) and t = 1 for various cluster sizes.
of as the case where the fractional charges are approximately free, i.e., the spatial extent of
the bound pair is large compared to the cluster size. Note that this effective deconfinement
only arises in the context of finite clusters; in the thermodynamic limit, any finite g results
in a confining phase.
To understand how g is inversely related to the spatial extent of the charges, the in-
fluence of g upon the doped Hamiltonian must be understood. The projected hopping
term projects out any configurations that allow for more defects than the two created from
adding/removing one electron. Due to this implicit preservation of the triangle rule, the
effective model always describes the strongly correlated regime. Thus, g mediates the pla-
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quette ordering compared to the projected hopping t and therefore acts as a parameter for
the strength of the confinement of fractional charges.
Periodic boundary conditions mean that only a certain maximum extent of a bound pair
can be reached before the pair begins to ‘wrap’ around the torus. The point at which this
maximum extent is reached can therefore be considered as a boundary of the finite cluster.
Note that although g tunes the extent of the bound pair either within or beyond these finite
cluster boundaries, this threshold point (between bound pairs ’unwrapped’ and ’wrapped’
around the torus respectively) does not signify a phase transition to a deconfined phase, as
in principle an infinite system would remain in the confined phase for any finite g.
We do, however, speculate that in the presence of certain doping concentrations, (i.e.,
the addition of a finite density of electrons/holes), a transition from the confining phase to a
“fractionally charged defect plasma” phase may occur . Such a transition would take place
when the average distance between the various bound fractionally charged pairs becomes
smaller than the diameter of a single bound pair. With the context given in mind, we return
now to the limit of g ≪ t.
Fig. 4.4 shows the k-integrated spectral density in this limit for various cluster sizes. As
cluster size increases, key features of the density of states (DOS) like bandwidth and spectral
distribution are maintained. This is expected, as the scale of a bound pair is much larger
than that of any of our clusters. We turn now to the angle-resolved spectra. In the following
we present results and an analysis pertaining to these calculations, for the largest accessible
cluster with 108 sites. The hole spectra are almost perfectly symmetric as shown in Fig. 4.5.
This is a numerical manifestation of the local gauge symmetry, presented in Chapter 3, for
the projected hopping of hole defects. As discussed in section 3.3.1,Hdoped does not generally
possess such symmetry, but as the spectra in Fig. 4.5 pertains to the limit of very small g,
the spectral symmetry is nevertheless preserved to very good approximation. Although not
presented here it is also possible within our calculations to observe the symmetry of the
ring exchange term in the undoped case numerically (recall from Eqn. (3.6) that this gauge
symmetry arises from the bipartiteness of the ring exchange processes).
The most prominent feature at the Γ-point in both the hole and particle doped spectral
functions is a sharp peak (see Fig. 4.5, inset). The peaks originate from the fact shown
below that |ψ˜N−1〉 = c3k=0|ψN0 〉 and |ψ˜N+1〉 = (c3k=0)†|ψN0 〉 are approximate eigenfunctions
of the Hamiltonian Eqn. 2.4 in the limit of small |t|/V . The operator c3†k=0 creates a fermion
in the third band with zero momentum, in the non-interacting case; i.e., in the lowest
dispersive band, as given by the dispersion relations in Eqn. (3.1). The k-space and real
space operators for band 3 are related by:
c3k=0 =
1√
3N
∑
j
cj . (4.6)
where c3k=0 annihilates a particle at site j. We now demonstrate in detail that |ψ˜N−1〉 is an
approximate eigenfunction in the hole doped case:
H |ψ˜N−1〉 = Hc3k=0|ψ0〉
=
[
H, c3k=0
] |ψ0〉+ c3k=0H |ψ0〉
=
[
H, c3k=0
] |ψ0〉+ E0|ψ˜N−1〉, (4.7)
where E0 denotes the ground-state energy of the undoped system. For the kinetic energy
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Figure 4.5: The Brillouin zone is shown with distinct k-points for a 108-site cluster, for t = 1,
g=0.01 (V = 35). The particle and hole contributions are shown in red and blue to the left
and right respectively along three lines of symmetry. The k-points have the coordinates
a = (0, 0), b = (0.33π, 0.19π), c = (.66π, 0.38π), d = (π, 0.58π), e = (0.33π, 0.58π), f =
(0.13π, 1.15π), g = (1, 0.78π), in units of 1/a (where lattice constant a = |a1/2| = |a2/2| ,
see Fig. 3.1. Inset: the band-resolved spectral functions are shown for the gamma point; the
delta peaks in both the hole and particle doped cases correspond to the lowest energy band
(band 3). The lower curves represent the contributions of the other two bands 1 and 2.
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contribution to the commutator we obtain the following expression:
[
Hkin, c
3
k=0
]
=
3∑
a=1
∑
k′
[
ǫak′n
a
k′ , c
3
k=0
]
= ǫ3k=0c
3
k=0 = −4t c3k=0, (4.8)
where we have used the dispersion relation Eqn. (3.1). The commutator involving the
repulsion energy is calculated using the real space representation:
[
Hrep, c
3
k=0
]
=
V√
3N
∑
〈ij〉
(cjni + cinj) . (4.9)
In the considered limit, each site has four neighboring sites 〈i, j〉 which are occupied with
probability t/V due to quantum fluctuations in |ψN0 〉 (see Fig. 4.6). Thus the sum over all
nearest neighbors of an arbitrary site applied to the ground state leads to
[
Hrep., c
3
k=0
] |ψ0〉 = V 1√
3N
∑
i
4
t
V
ci|ψ0〉
= 4t|ψ˜N−1〉. (4.10)
Collecting all terms yields
H |ψ˜N−1〉 = (−4t+ 4t+ E0) |ψ˜N−1〉 = E0|ψ˜N−1〉. (4.11)
Thus the peak in the spectral function A−(k = 0, ω) is located near ω = 0 (note that only
corrections of order t/V are taken into account).
An analogous derivation for the particle doped case shows that |ψ˜N+1〉 is an eigenfunction
of H with
H |ψ˜N+1〉 = (ǫ3k + 2V + 2t+ E0) |ψ˜N+1〉 (4.12)
= (2V − 2t+ E0) |ψ˜N+1〉 (4.13)
and thus the peak in the spectral function A+(k = 0, ω) is located near ω = 2V − 2t. These
peaks are signatures of approximate eigenstates of the full Hamiltonian in the limit of small
t and large V and are therefore expected to arise in spectral density results for the spinless
fermion Hamiltonian as well as those for the effective model Hamiltonian. Calculation of
this quantity was also performed for the extended Hubbard model for a cluster with 27 sites.
Calculations for larger clusters are presently not possible because the unrestricted Hilbert
space becomes unmanageable.
As previously mentioned, a discrepancy between the effective and full models, in the
position of the hole and particle peaks of order t2/V , is expected.
4.4.2 Strongly confined case
Consider now the behavior of the effective model where g is significant compared to t.
Crucially, the “plaquette ordering” ring exchange term is now tuned to a value such that
the fractional charges are confined at scales comparable to the cluster size.
In the thermodynamic limit, the confined nature of the defects would always be observ-
able in the spectral densities. However, the energetic confinement of the fractional charges
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Figure 4.6: a) Particle removed at 1/3 filling; due to strong repulsions V , such a particle
is surrounded by unoccupied sites. However, due to quantum fluctuations these sites are
occupied with probability t/V . b) Particle added at 1/3 filling; due to strong repulsions V
any such particle has exactly two nearest neighbours, with the probability t/V of having
extra nearest neighbours due to quantum fluctuations.
Figure 4.7: The spectral function A+(k = 0, ω), is shown over a range of t for clusters with
27 and 48 and 75 sites (shown from left to right respectively). It is estimated that at a
value of g ≈ t the bound pairs are confined just within the cluster boundary. We interpret
the formation of two modes at g ≈ 2t as a signal of this change in behaviour (see text for
details). For the above calculations t = 1.
on the lattice is masked on a sufficiently small cluster with periodic boundary conditions
(this is the case of effectively deconfined fractional charges as discussed in the previous sub-
section). For sufficiently large g this is no longer the case; we observe bound states at the
point at which the confinement strength brings the two defects just within the boundaries
of the cluster. We present numerical results and analyses precisely outlining this behaviour.
Recall from chapter 3 that the confinement strength between the two particles is quan-
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tified in terms of the string tension, which is the energy gradient obtained as the defects
separate. The potential for a single defect is given by U(r) = sgr, where s is the string
tension, g is the ring-hopping strength in Eqn. 3.4 and r is the distance between the two
defects.
An estimate for the discrete energy levels for a bound state of two defects, is given by
the solution of the 1D Schro¨dinger equation with U(r) as the potential energy term. We
begin from the 2D time-independent Schro¨dinger equation, which is given by:
∇2Ψ(r, θ) + U(r)Ψ(r, θ) = EΨ(r, θ), (4.14)
where −~
2
2m is set to 1 and r and θ are radial and angular spatial variables respectively.
Assuming a separable solution Ψ(r, θ) = v(r)f(θ), we consider the solution with the lowest
energy angular mode (which corresponds to the solution with no rotation of the bound
particles). We can therefore consider the radial equation alone:
(
1
r
∂
∂r
(r
∂v(r)
∂r
)) + (U(r) − E)v(r) = 0 (4.15)
Using the substitution v(r) = u(r)√
(r)
, we obtain
d2u(r)
dr2
+ [
1
4
1
r2
+ U(r) − E]u(r) = 0 (4.16)
In the limit of r →∞, the linear term dominates and the radial equation reduces to the 1D
Schro¨dinger equation, as shown below:
d2u(r)
dr2
+ [sgr − E]u(r) = 0 (4.17)
The eigenvalue solutions, subject to appropriate boundary conditions, are given by:
EN = −AN (sg)2/3, (4.18)
where AN is the Nth root of the Airy function Ai(r). Comparing these energy levels with
values of U(r) used in our numerical simulations, we estimate that for g ≈ t, confined defects
in the lowest bound state will be just inside the boundaries of our finite clusters. The string
tension has been estimated through a comparison of ground-state energies for clusters with
static defects separated at various distances. As expected, estimating the value of g at
which the bound states extend beyond the cluster boundaries (using 4.18) agrees in a good
approximation with results in Fig. 4.7. Here at around g ≈ 2t for all three cluster sizes, two
distinct modes appear for the particle contribution to the spectral function at the Γ point.
Within the limits of precision of our method, we do not expect to distinguish between the
three values of g for the respective cluster sizes shown here. However, in principle we expect
the value of g at which the bound states appear decreases with increasing cluster size. We
interpret these modes as quantized bound states that appear as the confinement strength
becomes sufficiently large to confine the two particles within the cluster boundaries. Indeed,
the gap that opens between the two lowest bound states grows as g2/3 between the ranges
of g ≈ 2.1 and g ≈ 4.9. This growth ∼ g2/3 between the bound peaks is seen for three
cluster sizes in Fig. 4.7 and explicitly shown through a fit of Eqn. 4.18 to the spectral peaks
in Fig. 4.8 for the first two bound states, where the red shaded area indicates the opening
of the gap between g = 2.1 and g = 4.9 for the 48-site cluster.
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Figure 4.8: The spectral function A+(k = 0, ω), is shown over a range of t for the 48-site
cluster. The shaded red area indicates the theoretically estimated energy gap between the
first two bound states, which increases as g2/3. For the above calculation t = 1.
The appearance of bound states in the spectra at a critical value of the potential is in
principle observable experimentally. Indeed, analogously, bound states have been recently
observed in Ising chains in experiment [CTW+10].
Lastly we comment on the bandwidths seen for the DOS. From the spectral densities
shown for smallest g in Fig. 4.4 it can be seen that in both cases the bandwidths are
approximately 12t. This holds in the aforementioned limit of infinitesimal g; however, it can
be seen that the bandwidths increase with increasing g, in accordance with the corresponding
relaxation of the restricted hopping constraints (this can be observed in Fig. 4.7, most
prominently for the smallest cluster with 27 sites).
4.4.3 Analysis of charge-ordered states
Fig. 4.3 has been presented as a series of ‘snapshots’ moving from the tight-binding to
the strongly correlated regime. In between the two cases, there exists a metal-insulator
transition as the V increases from 0 such that the system enters into the strongly correlated
regime. In this section we investigate this transition in more detail. Note we consider here
the ‘undoped’ case in the absence of fractional defects as we are concerned with the physics
of model at exactly 1/3 filling.
We also discuss the influence of the sign of t on the characteristic physics of the non-
interacting model Eqn. 2.4. The non-interacting band picture is shown for both cases (see
Fig. 4.10). It is also worth noting that at 1/3 filling the flat band is filled when t < 0 (indeed,
via the particle-hole transformation, the case of 1/3 filling for t > 0 is equivalent to that of
2/3 filling for t < 0).
Since, for t < 0, the filled band is in contact with the next highest band, the system
is metallic; i.e. an applied electric field will induce a current. The density of states at the
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Figure 4.9: Charge-ordering patterns in the 1/3-filled kagome lattice characterized by wave
vectors I (qa,qb) = (0, 0), II (0, π), and III (2π/3, 2π/3). Circles on pattern III correspond
to the ring-exchange process, see Eqn. 3.4.
Figure 4.10: The band structure for kagome lattice fermions for positive and negative t
values.
Fermi level diverges, so that the physical properties in the weak to intermediate-coupling
regime are expected to greatly differ from those at t > 0, where the two Dirac points connect
the filled and unfilled bands.
Let us now consider the case of t = 0 with some finite V > 0. The nearest-neighbor
repulsions V are minimized when each corner-sharing triangle is occupied by exactly one
fermion.
As discussed earlier, the system is in a macroscopically degenerate ground state and
the degeneracy is lifted upon the introduction of finite hopping. The ground-state energy
must be given by a charge-ordered (CO) state which is periodic in nature, as the periodicity
maximizes the amount of kinetic energy gained through hopping processes.
Three candidates of the CO patterns with the least enlargement of the unit cell (and
hence highest periodicity) are presented in Fig. 4.9. The q vectors I-III are the reciprocal
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lattice vectors for each charged-ordered pattern, satisfying eiq·R = 1. Here, the real-space
lattice vectors for the unit cells for the ‘superlattices’ of each charge-ordered pattern are
given by RI = (RIa,RIb) = (a1,a2), RII = (a1, 2a2) and RIII = 3/2a1, 3/2a2. These are
expressed in terms of the lattice vectors for the kagome lattice unit cell, a1 and a2, which
were given at the beginning of Chapter 3 and shown in Fig. 3.1 b)).
From earlier discussions, one knows that the kinetic energy can be gained through a
cyclic hopping process of three fermions on each hexagon and that the lifting takes place
with processes of order |t|3/V 2 (lower order contributions, e.g. t2/V , are the same for
all configurations and therefore contribute a constant energy shift rather than lifting the
degeneracy). The effective model is valid as long as the system is a charge ordered insulator.
We begin the numerical analysis with a consideration of the ground-state energies for the
three CO patterns. We compare the lowest energies of each pattern to confirm that pattern
III is indeed stabilized for V ≫ |t| > 0. Exact diagonalization is applied to systems with
periodic boundary conditions. A 12-(18-)site cluster with periodic boundary conditions is
used to calculate the energy differences EI − EII (EII − EIII), where EI, EII, and EIII are
the energies of the CO patterns I, II, and III, respectively. Specifically, the energy and
wave function of the ground state are calculated as well as for selected excited states. The
corresponding energies for patterns I, II, III are extracted by checking the periodicity of the
wave functions.
As shown in Fig. 4.11, for both signs of t, EIII has the lowest energy while EII is the
second-lowest in the large-V regime; the energy differences scale as EII − EIII ∼ O(V −2).
This is due to ring-exchange processes in the ground state. The second-order contributions
O(t2/V ) provide only a constant self-energy shift and hence the behavior of EII − EIII is
consistent with the existence of an energy gain O(|t|3/V 2) from the ring exchange process
in the effective Hamiltonian (3.4) with increasing V . As expected, EII−EIII is independent
of the sign of t in this large-V region (see Fig. 4.11). This is due to the gauge symmetry of
the ring-exchange term in the effective Hamiltonian (recall from the previous chapter that
the overall sign of Eqn. 3.4 is inconsequential).
Figure 4.11: Energy differences EII − EIII for an 18-site cluster as a function of 1/V 2 in
units of t.
4.5 Metal-insulator transition at 1/3 filling
We consider the behavior of the kagome lattice model when we move out of the strongly
correlated regime. It is known that the system indeed exhibits a CO-melting metal-insulator
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transition (MIT) at a finite critical interaction V = Vc [NNOF10]. To find the MIT critical
point, the single-particle gap is calculated by using the DMRG method.
The single-particle gap is given by ∆ = limLx→∞∆(Lx), the form of ∆(Lx) is given
below:
∆(Lx) = E(Nf + 1, Lx, Ly) + E(Nf − 1, Lx, Ly)− 2E(Nf , Lx, Ly), (4.19)
where E(Nf , Lx, Ly) is the ground-state energy of the corresponding cluster with Nf
fermions [NH09]. This is a standard definition of the charge gap giving the difference in
energy for both adding and subtracting a single particle [MMNS04].
The upper panels of Fig. 4.12 show the extrapolated values of ∆ as a function of V in units
of t. The critical points are estimated as Vc ∼ 2.6 and 4.0 for t < 0 and t > 0, respectively.
The behavior of each gap opening is quite different. The gap for t < 0 increases almost
linearly, while it rises gradually for t > 0 like the Berezinskii-Kosterlitz-Thouless transition.
In order to gain further insight, the order parameter corresponding to the CO pattern
III is calculated. There are in fact several degenerate ground states; one configuration of
the degenerate states is selected as the ground state by an initial condition of the DMRG
calculation, as a consequence of the boundary conditions (which are open in one direction
and periodic in the other direction). The order parameter is now defined as the amplitude
of the charge-density modulation η(Lx) = n1 − 12 (n2 + n3) for a Lx × 3 cluster, where n1
and n2 (= n3) are the charge densities of fermion-rich and fermion-poor sites on a triangle
at the center of the cluster. That is, the order parameter effectively measures ‘obedience’ of
the triangle rule. In the lower panels of Fig. 4.12, we show the extrapolated results of order
parameter η to the thermodynamic limit, i.e., η = limLx→∞ η(Lx), as a function of V . The
estimated critical points are nearly the same as those obtained from ∆ for both signs of t.
Similarly for ∆, the behavior of η differs markedly depending on the sign of t. For t < 0,
the transition appears to be nearly discontinuous, similar to a melting MIT observed in
hard-core bosons on the triangular lattice [WT05]. This is caused by a rapid suppression of
charge fluctuations at the onset of CO, a consequence of the small charge transfer. For t > 0,
it looks continuous, rather like a weakly first-order phase transition for hard-core bosons on
the kagome lattice [IWM+06]. Hence, we conclude that the criticality for positive t is in
stark contrast to that for negative t, as observed for both ∆ and η.
Now, we comment on the difference in values of the MIT critical points between t < 0
and t > 0. As mentioned above, in a CO state all triangles are allowed to be singly occupied
only. Therefore, if we regard each triangle of the kagome lattice as a single site, the system
can be mapped onto a single-band half-filled Hubbard model on the honeycomb lattice, with
on-site Coulomb interaction O(V ). The single-particle gap is then expected to be given by
∆ ≈ V −Weff in the large-V region, where Weff is the effective bandwidth. By inspection of
Fig. 4.12, specifically through estimating a best fit of ∆ ≈ V −Weff for the free parameter
Weff , a rough estimate for the effective bandwidths is given by ∆ ∼ V −5t and ∆ ∼ V −8|t|
for t < 0 and t > 0, respectively. In general, the MIT critical strength is roughly scaled by
the bandwidth, i.e., Vc ∝ Weff . The assumption of the effective bandwidths Weff ∼ 5t for
t < 0 and ∼ 8|t| for t > 0 are qualitatively compatible with the obtained critical points.
Lastly, we note that an analytical analysis of the transition using the random phase
approximation yields values for Vc in good agreement with those above (specifically Vc = 3
for t < 0 and Vc = 4.5 for t > 0 respectively) [NNOF10].
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Figure 4.12: (a) Single-particle gap ∆ and order parameter η as a function of nearest-
neighbor repulsion V for (a) t = −1 and (b) t = 1. Insets: Extrapolation of finite-size
results to the thermodynamic limit Lx →∞ for (a) V = 2, 3, 4, and 5; and (b) V = 2, 3, 4, 5,
and 6, from bottom to top.
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Chapter 5
Extensions of the fractional
charge study
5.1 Experimental realizations of the model
For an experimental realization of the theoretical model, a material possessing the kagome
lattice structure or an experimental setup simulating a kagome lattice (e.g. through the use
of ultra-cold atoms) is required. First, we consider materials which possess kagome lattice
structure. Indeed, candidates exhibiting such structure do exist. For example, the planes
of the pyrochlore lattice possess a kagome structure [UOH02].
The class of materials most applicable to our model are given by the hydrogen-
bonded crystals of alkali-hydrosulfates or hydroselenates M3H(XO4)2 (M=Cs,
Rb,K,Tl,X=S,Se) [KMI+04]. These materials exhibit an abrupt change in electrical
conductivity above Tc = 400K. Above Tc, the conductivity within the a − b plane is
very high and seems to be related to the hopping motion of protons, i.e., super proton
conductivity. However, below Tc, the protons appear to be organized in an ordering
pattern, which satisfies the condition that each tetrahedron of XO−4 must have exactly
one hydrogen bond. In this proton-ordering regime, protons occupy exactly one third of
Figure 5.1: Lattice structure of hydrogen-bonded crystals where the proton sites form the
kagome lattice (right-hand side). The figure to the left illustrates proton ordering below the
critical temperature, where red lines denote hydrogen bonds.
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Figure 5.2: Atoms occupy three electronic ground states with a common excited state.
Atoms in each of these three internal levels experience an equilateral lattice potential, giving
the kagome lattice structure seen to the right.
the sites, in analogy with the theoretical model. The successive breaking and formation of
hydrogen bonds at different positions in the material results in the protonic transport. A
schematic of the model material is shown in Fig. (5.1).
With such a model materials at hand, an experimental method is required with the po-
tential to yield signatures of fractional charge. Angle-resolved photoemission spectroscopy
(ARPES) is one of the most direct methods with which one can experimentally study the
structure of solids in reciprocal space. It can be used to measure the spectral density
A(k, ω) (discussed in the previous chapter) in a given material [Dam04].
However, it should be noted that the low-energy nature of the fractionally charged
excitations means that they would be difficult to detect through spectroscopy of such a
material using ARPES, due to the extremely high-energy resolution required.
We outline below an very different experimental approach, whereby a kagome lattice is
simulated using an ultra-cold atom scheme.
5.1.1 Application to an optical lattice scheme
The use of cold atoms in optical lattices to study many-body phenomena is currently a
rapidly growing field, which began with the observation of the Mott-Hubbard transition for
bosonic atoms in 2002 [BDZ08]. The first proposal for an optical kagome lattice scheme was
put forward in 2004 [SBC+04]. Recent work extended this proposal to a simpler scheme
which is particularly applicable to the case of 1/3 filling [J.R09]. In the scheme, a triangular
lattice potential is created. An atom in one of these sites possesses three internal levels which
experience an equilateral triangular lattice potential. Hence, a kagome lattice is formed at
exactly 1/3 filling, as shown in Fig. 5.2.
It is also possible within this optical lattice scheme to add an extra atom to the lattice
so that the system is at 13N + 1 filling. In this case, fractional charges are possible within
such an experimental setup [Sha10].
An analogue of ARPES in optical lattice setups means that spectral densities are a
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Figure 5.3: Density-density correlation functions shown for the undoped ground-state of
the effective model Hamiltonian for a 108-site cluster. The plaquette-ordering can be seen.
Red and blue dots correspond to positive and negative correlations respectively and are
proportional in size to the amplitude of the correlations.
quantity which can in principle be measured in an optical lattice experiments, although this
is yet to be done experimentally [SGJ08]. Density-density correlation functions can also be
measured in optical lattice experiments [BDZ08]. These correlations are defined by
Cij = 〈ψ|ninj |ψ〉 − 〈ψ|nj |ψ〉〈ψ|ni|ψ〉, (5.1)
where i, j are two given lattice sites and |ψ〉 is the system eigenstate.
An interesting study would be to calculate spectral densities and density-density corre-
lation functions for open boundary conditions over a range of t and V which is accessible in
experiment. Such a study might yield signatures of fractional charges observable in an op-
tical lattice setup. Density-density correlation functions for a site on a finite kagome cluster
are shown in Fig. 5.3 for the case of the undoped plaquette phase at 1/3 filling in the limit
of large V (i.e. in the limit of strong correlations). The plaquette order expected in this
phase is seen by inspection.
5.2 Statistics of the fractional charges
As discussed in Chapter 2, collective excitations such as fractional charges in two dimensions
are possible candidates for anyonic excitations. The difficulty in determining the statistics
of the collective excitations arises from the complicated nature of their hopping. Levin and
Wen have successfully derived a general relation between the statistics of constituent lattice
particles and the algebra of the hopping operators of the resulting collective excitations and
applied it to the Kitaev model [LW03]; an application of this relation to the defects arising
in the kagome lattice model remains an open problem.
A similar approach is to attempt to generalize the change in phase that occurs when one
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Figure 5.4: The spectral densities for zero momentum are shown for a) hard-core bosons
and b) fermions.
defect is moved around the other. The phase ν picked up in such a process is 1 or 0 for
fermions and bosons respectively (as discussed in section 2.5). For anyons, ν takes on some
other value (e.g., for semions, ν = 1/2). At the end of this section we discuss a conjecture
for the statistics of hole defects in the effective kagome lattice model, employing such an
approach.
Lastly we mention that insight into the defect statistics may come from a comparison of
the statistics of the constituent lattice particles. In this thesis, spinless fermions have been
considered. However, it is straightforward to extend our numerical methods to hard-core
bosons by simply removing the signs that arise due to anticommutation relations. In this case
we find that the spectral densities, for example, are qualitatively distinct from the spinless
fermion counterparts. The influence that the underlying constituent particle statistics have
on the collective particle statistics is another tool with which to attack the problem.
A numerical example of the difference in the spinless fermion and hard-core boson case is
shown in Fig. 5.4 for the particle and hole spectral functions at k = 0.
5.2.1 Proof for the number of dimers in a loop encircling one defect
In order to introduce the conjecture for semionic statistics, we first present the proof on
which it is based. This proof shows that every loop encircling one defect with alternating
occupied and empty sites on the kagome lattice has a length of L = 2k sites with k being an
even integer, if the “triangle rule” is fulfilled everywhere on the lattice except at the location
of the defect pair.
This proof is analogous to that in Section 3.3.2, where it was shown that a closed loop
with no defects has a length of L = 2k sites with k being odd.
Again, we choose to represent the allowed configurations on the kagome lattice, i.e.,
those which fulfill the “triangle rule” in the dimer representation on a honeycomb lattice.
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Since the honeycomb lattice is bipartite, we can add orientations (arrows) to the dimers,
and consider the lattice in terms of the two bipartitioned sublattices A and B. We employ
the same height representation used in subsection 3.3.2 and illustrated in Fig. 3.5. That
is, we replace each dimer with an arrow of weight 2 pointing from sublattice A to B and
each empty link with an arrow of weight -1 pointing from B to A. In this representation,
the “triangle rule” implies that the sum of all arrows at each vertex is zero, in other words,
the “flux” of arrows into and out of a site is always conserved. Every closed loop with
alternating occupied and empty kagome sites corresponds to a loop of arrows pointing in
the same direction with alternating weights 2 and -1, respectively.
As illustrated in Fig. 3.5, a loop involves nl left turns of −60◦ and nr right turns of 60◦
which have to add up to 360◦. Since we consider loops with alternating weights on the links,
the total number of links (= nr + nl) has to be even.
As the loop surrounds exactly one defect, we expect that the total flux out of the surface
of the loop is not conserved. Indeed, the hole defect contributes a net flux of -3 to the loop.
We have
nr = nr(green) + nr(red) (5.2)
The difference between the two must be exactly 3, to preserve to net flux:
|nr(red) − nr(green)| = 3. (5.3)
Hence, one of nr(green) and nr(red) must be even and the other must be odd. The total, nr,
is therefore odd-valued.
These three conditions for nr and nl can be expressed as
nr − nl = 6, nr = 2h+ 1, nr + nl = 2k (5.4)
with h and k being integer. The above equations imply that k = 2h− 2 and thus the length
of the loop in terms of occupied and unoccupied dimers is L = 2k with k being even. Hence
L ∈ {12, 16, 20, 24, ...}.
From Fig. 5.5, we see by inspection that one defect can move around the other in the
loop to its original site. This can be done through a ring-exchange process, whereby all
dimers on the loop of length L move exactly one link clockwise or anti-clockwise. From the
above, we know that the system must undergo an even number of such ‘dimer flips’ for this
to happen, in either the clockwise or anticlockwise direction.
5.3 A conjecture for semions on the kagome lattice
It is conjectured that two hole defects within a plaquette-ordered background on the kagome
lattice at 1/3 filling have semionic statistics. Specifically, the conjecture is that when one
defect entirely circles the other, a phase of -1 is picked up (due to the fermionic anticommu-
tation relations of the underlying particles).
Using a row-wise enumeration, we speculate that the number of ‘dimer flips’ (fixed by the
proof presented above) can be directly related to the number of anticommutation processes
and hence the overall phase change encountered when one defect is moved around the other.
The particular hexagonal geometry for such loops gives a phase of -1 for the entire ring
exchange, for both examples shown here (L = 12 and L = 16). If this could be shown to hold
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Figure 5.5: a) L = 16: using dimer flips to move the cyan hole defect around the lilac one
to its original site, we pick up a sign on -1, regardless of direction chosen. b) L = 12: using
dimer flips to move the cyan hole defect around the lilac one to its original site, we pick up
a sign on -1, regardless of direction chosen.
by induction for all such loops, with a length given by L ∈ {12, 16, 20, 24, ...}, we would con-
clude that in this case ϕ = 1/2 and so the fractionally charged hole defects would be semions.
Hence, we conjecture that the statistics may be semionic in nature for the hole defect
case.
Chapter 6
Conclusion
6.1 Summary
The goal of this thesis is to gain insight into a recently proposed class of models that exhibit
fractional excitations [FPS02]. A systematic study of this class of excitations on the kagome
lattice was carried out. The primary focus of the work is the strongly correlated limit, where
the nearest-neighbour repulsions V are large when compared with the hopping elements t.
In this regime, at particular fillings, it is possible to have ± e2 excitations.
In chapter 2, an discussion of geometrical frustration and charge fractionalization was pre-
sented. In the context of these two phenomena the mechanism for fractional charge on
frustrated lattice structures was introduced. A brief overview of two-dimensional statistics
was given.
In chapter 3, a full spinless fermion Hamiltonian on the kagome lattice with hopping be-
tween nearest neighbours and nearest-neighbour repulsions was introduced. An effective
Hamiltonian was derived, in which a local constraint minimizing nearest-neighbour repul-
sion interactions is obeyed for the case of 13 filling. This effective Hamiltonian captures
the low-energy physics of the model and has a greatly reduced Hilbert space size, which
is advantageous for numerics. It was found that ring-exchange processes around hexagons
constitute the lowest order excitations to lift the ground-state degeneracy, in similarity with
previous studies of fractional charge [RF04].
Mapping this model to a quantum dimer model via a non-local gauge transformation showed
that the ground-state of the effective Hamiltonian was equivalent to the plaquette phase in
the quantum dimer model [MSC01]. Hence at 1/3 filling the spinless fermion model was
shown to be equivalent to a hard-core boson model. The ability to avoid the fermionic sign
problem at 13 filling allows for the possibility of Monte Carlo simulation in future.
Two gauge invariances were found for the two terms of the doped effective Hamiltonian
respectively. Of particular interest was the gauge invariance found for the hole-doping term
of the Hamiltonian. This invariance is a direct consequence of the restricted nature of the
hopping of hole defects and implies a fully symmetric eigenspectrum for the hopping term
in the presence of hole defects. Finally, a gauge field description of the effective model un-
earthed similarities between the QED in two dimensions and the effective kagome lattice
model.
In Chapter 4, an overview of numerical methods for strongly correlated systems was given
as well as arguments for the choice of exact diagonalization. The exponential growth of the
effective model Hilbert space size was discussed, as were the topological symmetries inherent
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in the effective Hamiltonian (illustrated by way of height representations). Calculations of
the string tension on the lattice illustrated the qualitative connection between the number
of flippable hexagons and the linear confinement of the fractional charges. Spectral density
calculations for both the full spinless fermion model and the effective model showed good
agreement between the two models for large V . We found that the large peaks of the spectral
densities in the hole and particle contribution can be attributed to approximate eigenstates
of the full Hamiltonian.
We then considered the regime in which the fractionally charged pairs are sufficiently con-
fined to sit within the finite cluster boundaries and found evidence of the confined fractional
charges. This was done by solving the Schro¨dinger equation in the radial limit for a particle
in a linear potential. It was found that the double peaks that occur at k = 0 in this confined
case for large g can be described by the lowest excited states given by the solution for the
linear potential, hence giving a qualitative signature of fractional charge [OPF10].
Aside from the consideration of fractional charge, we turned to the study of the metal-
insulator transition of the spinless fermion model in the case of 1/3 filling. We presented
first an exact diagonalization study of the lowest-energy charge-ordered states for the un-
doped effective model. DMRG calculations illustrated the stark difference in criticality for
the two transitions. This is a reflection of the absence of particle-hole symmetry in the
model, or equivalently, of the difference in the band structure at the Fermi level in each
case [NNOF10].
In chapter 5, we briefly reviewed relevant experimental literature. A proposal for an optical
lattice simulation of the effective kagome model was discussed and density-density corre-
lation functions were introduced. Finally, a conjecture for the statistics of the fractional
charges was outlined.
6.2 Outlook
The results of this thesis encourage us to address further details concerning the connection
of the model system to experiment. The development of numerical signatures of fractional
charge as observable in optical lattices is one promising direction for future research.
The problem of the fractional charge statistics remains an open one which may yet be ad-
dressed by the analytical approach outlined in Chapter 5. A complementary numerical
method involving the calculation of the Berry phase would also be useful.
Another interesting extension of numerical work would be to include spin. This would pro-
vide a stronger link to experiment and quite probably introduce novel low-energy excitations
as a result of the interplay between spin and charge degrees of freedom.
Finally, the recent development of tensor network algorithms, which can be used to sim-
ulate systems that possess a fermionic sign problem, provides a promising new numerical
method with which one could go beyond the cluster sizes allowed by exact diagonalization
techniques.
Chapter 7
Appendix A
7.1 Numerical details
In this appendix, we detail the numerical algorithms used in this thesis. We discuss the
Lanczos algorithm, which generates a tridiagonal basis for the Hamiltonian in an iterative
manner. This method is extended in the Lanczos recursion method, from which spectral
densities can be calculated.
7.1.1 Lanczos method
We give an overview here of the standard Lanczos method. Further details can be found in
[Lan50]. Commencing without any information about the exact ground state, we choose an
arbitrary initial state |φ0〉 to begin the iteration. The first iteration is generated by applying
the Hamiltonian to the initial state. The component of the new state which is a projection
onto the initial state is subtracted, so that the new state |φ0〉 is orthogonal to the initial
state |φ1〉:
|φ1〉 = H |φ0〉 − 〈φ0|H |φ0〉〈φ0|φ0〉 |φ0〉. (7.1)
We then construct a state that is orthogonal to both |φ0〉 and |φ1〉:
|φ2〉 = H |φ1〉 − 〈φ1|H |φ1〉〈φ1|φ1〉 |φ1〉 −
〈φ1|φ1〉
〈φ0|φ0〉 |φ0〉. (7.2)
Continuing this method, we define a new orthogonal basis recursively:
|φn+1〉 = H |φn〉 − an|φn〉 − b2n|φn−1〉 (7.3)
Here n = 1, 2, ... and the coefficients an and bn are given by
an =
〈φn|H |φn〉
〈φn|φn〉 , b
2
n =
〈φn|φn〉
〈φn−1|φn−1〉 (7.4)
As well as selecting an initial state |φ0〉, we initially set b0 = 0, |φ−1〉 = 0. In the new
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basis |φn〉 the operator H is tridiagonal in form:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 b1 0 0 . . .
b1 a1 b2 0 . . .
0 b2 a2 b3 . . .
0 0 b3 a3 . . .
. . . .
. . . .
. . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(7.5)
For a complete tridiagonalization of the matrix, a number of iterations equal to the dimension
of the Hilbert space is required. The Lanczos method gives extremely accurate results for
the ground states and lowest excited states of a system. Note that according to 7.3,
only three states must be stored at any one time during the iteration. Thus the iterative
process together with the diagonalization of the tridiagonal Hamiltonian imply a much
smaller memory requirement than that required by a full diagonalization.
7.1.2 Lanczos recursion method
The Lanczos recursion method goes beyond the Lanczos method, as it not only provides a
tridiagonal basis, but also allows for the efficient calculation matrix elements of the form
〈φ0|(z ±H)−1|φ0〉. Matrix inversion, especially for large systems, is extremely heavy com-
putationally in terms of both time and memory consumption. The approach outlined here is
presented in the following [Ful95,Dag94,PW85]. We begin from the tridiagonal form of an
operator H , as given by the Lanczos method described in the previous subsection. H ± z is
of the form of H but with z added to each diagonal element. There exists then an identity,
following directly from the inverse property of matrices:∑
n
(z ±H)mn(z ±H)−1np = δmp (7.6)
The matrix element x1 = (z±H)11 corresponds to the expectation value 〈φ0|(z±H)−1|φ0〉.
Rather than calculate this value explicitly through matrix inversion, we derive an alternative
expression for x1 using Cramer’s rule. We first define the matrix A with the matrix elements
Amn = (z ±H)mn(1 − δn1) + emδm1 (7.7)
Following Cramer’s rule, x1 is given by
x1 =
detAˆ
det(z ± Hˆ) (7.8)
The matrix representation of the two matrices, in the Lanczos basis |φn〉 of H , have the
following forms: ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
z ± a0 ±b1 0 0 . . .
±b1 z ± a1 ±b2 0 . . .
0 ±b2 z ± a2 ±b3 . . .
0 0 ±b3 z ± a3 . . .
. . . .
. . . .
. . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(7.9)
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and ∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 . .
0 z ± a1 ±b2 0 . .
0 ±b2 z ± a2 ±b3 . .
0 0 ±b3 z ± a3 . .
. . . .
. . . .
∣∣∣∣∣∣∣∣∣∣∣∣
(7.10)
The determinants of 7.8 can be expanded by taking advantage of the tridiagonality of the
matrices above, as det(z ±H) = (z ± a0)Dˆ1 − b21Dˆ2 where det(A) = Dˆ1. This leads to
x1 =
1
z ± a0 − b21 detDˆ2detDˆ1
(7.11)
We can decompose the above further:
detDˆ2
detDˆ1
=
1
z ± a1 − b22 detDˆ3detDˆ4
(7.12)
The decomposition process is continued until the matrices are completely decomposed. One
hence obtains a continued fraction as a solution of the equation system:
x1 =
1
z ± a0 − b21 1z−a1−b22 1z−a2...
(7.13)
With the above expression, matrix elements of the form can be calculated efficiently as a
continued fraction, in terms of Lanczos tridiagonal matrix elements.
68 CHAPTER 7. APPENDIX A
Chapter 8
Appendix B
8.1 Analytical details
8.1.1 Green’s functions and spectral functions
In this subsection we derive the spectral function A(k, ω) for a one-dimensional system from
the single-particle time-dependent Green’s function:
G(k, t) = −i〈ψN0 |T (ck(t)c†k(0))|ψN0 〉, (8.1)
where T is the time-ordering operator and ψN0 is the ground state of the system. Spectral
functions are useful as they allow for the detection of quasiparticle excitations. For example
in a Fermi liquid, the spectrum is dominated by the well known ‘Fermi-liquid peak’ at
ω = ǫ(k).
The spectral function consists of A+(k, ω) for ω ≥ 0 and A−(k, ω) for ω ≤ 0. We consider
first A+(k, ω). Let ψNn = |n,N〉 be the exact eigenstate of the Hamiltonian operator H , for
a system with N particles, where ENn , n = 0, 1, ... are the energies of the n excited states.
The eigenstates of the Hamiltonian constitute an orthonormal basis for the Hilbert space.
The Green’s function G+(k, t) is given by
G+(k, t) = −iΘ(t)〈ψN0 |ck(t)c†k(0)|ψN0 〉, (8.2)
where Θ(t) is the Heaviside function. We recast the time-dependent c-operators
in the Heisenberg picture,i.e., ck(t) = e
iHtcke
−iHt. Using the projection operator∑
n,N ′ |ψN
′
n 〉〈ψN
′
n | = 1 and keeping in mind that only contributions where N ′ = N + 1
will be nonzero:
G+(k, t) = −iΘ(t)
∑
n
〈ψN0 |ckeiHt|ψN+1n 〉〈ψN+1n |e−iHtc†k|ψN0 〉
= −iΘ(t)
∑
n
〈ψN0 |ck|ψN+1n 〉〈ψN+1n |c†k|ψN0 〉e−i(E
N+1
n −EN0 )t
= −iΘ(t)
∑
n
|〈ψN+1n |c†k|ψN0 〉|2e−i(E
N+1
n −EN0 ) (8.3)
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where above we have used the relations eiHt|ψN0 〉 = eiE
N
0 t|ψN0 〉, e−iHt|ψN+1n 〉 =
e−iE
N+1
n t|ψN+1n 〉. A Fourier transformation to frequency space gives
G+(k, ω) =
∑
n
|〈ψN+1n |c†k|ψN0 〉|2
1
ω − (EN+1n − EN0 ) + iη
(8.4)
From the above it can be seen that a pole exists at ω = EN+1n − EN0 . The value of this
quantity can be expressed in terms of the chemical potential:
EN+1n − EN0 = EN+1n − EN+10 + EN+10 − EN0 , (8.5)
where EN+1n − EN+10 = ωN+1n0 , EN+10 − EN0 = µN+1. For large N we can take the approxi-
mation:
µN+1 ≈ µN = µ (8.6)
ωN+1n0 ≈ ωNn0 = ωn0 (8.7)
We can recast the Green’s function in terms of the chemical potential:
G+(k, ω) =
∑
n
|〈ψN+1n |c†k|ψN0 〉|2
1
ω − (ωn0 + µ) + iη (8.8)
The Lorentz functions in the above equation can be re-expressed using the identity:
lim
η→0
1
x+ iη
=
P
x
− iπδ(x), (8.9)
where P is the principal Cauchy value.
Hence the Green’s function can be re-expressed as:
G+(k, ω) = lim
η→0
∑
n
−iπδ|〈ψN+1n |c†k|ψN0 〉|2(ω − (ωn0 + µ)) (8.10)
The spectral function A+(k, ω) is defined in terms of the imaginary part of the Green’s
function:
A+(k, ω) = lim
η→0
− 1
π
ImG+(k, ω) (8.11)
Hence, A+(k, ω) can be expressed as:
A+(k, ω) = lim
η→0
∑
n
|〈ψN+1n |c†k|ψN0 〉|2δ(ω − (ωn0 + µ)) (8.12)
The form of the above equation nicely illustrates the physical nature of the spectral
function; poles at positions ω = (ωn0 + µ) are weighted by
∑
n |〈ψN+1n |c†k|ψN0 〉|2 . However,
in practice, as the values of the eigenstates are not known, it makes sense to use the
related formulation presented in Chapter 4, Eqn. 4.4 for numerical implementation. Note
that A−(k, ω) is defined similarly as A−(k, ω) = limη→0
∑
n |〈ψN+1n |c†k|ψN0 〉|2δ(ω+(ωn0+µ)).
8.1. ANALYTICAL DETAILS 71
8.1.2 Basis transformation
The following outlines the basis transformation used in Chapter 4. In that section, spectral
densities for the effective model Hamiltonian are presented in terms of a three-fold band-
resolved picture. Specifically, we can describe an interacting model (the effective model
Hamiltonian), in terms of a band-resolved basis which is derived analytically for the signif-
icantly simpler non-interacting model (in this case the tight-binding model for the kagome
lattice). We begin by outlining the derivation for the tight-binding model.
In the real-space representation we commence with
Htb = −t
∑
〈ij〉
(c†i cj +H.c.) (8.13)
A Fourier transform to momentum-space gives the following:
cr =
1√
N
∑
k
e−ikrck, (8.14)
where k = 2piN l.
From the above we obtain
c†rcr+δ =
1
N
∑
k,k′
eikre−ik(r+δ)c†kck’ =
1
N
∑
k,k′
δk,k′e
−ikδc†kck’ =
1
N
∑
k
e−ikδc†kck (8.15)
Similarly,
c†r+δcr =
1
N
∑
k,k’
eik(r+δ)e−ikrc†kck’ =
1
N
∑
k,k′
δk,k′e
ikδc†kck’ =
1
N
∑
k
eikδc†kck’ (8.16)
We can then recast the tight-binding Hamiltonian in the k-space representation:
Htb = −t
∑
k
([ei
kx
2 + e−i
kx
2 ]c3†k c
2
k + [e
i( kx
4
−
√
3ky
4
) + e−i(
kx
4
−
√
3ky
4
)]c2†k c
1
k... (8.17)
...+ [ei(
kx
4
+
√
3ky
4
) + e−i(
kx
4
+
√
3ky
4
)]c3†k c
1
k +H.c.)
where the indices 1, 2, 3 refer to the three unique sites of the kagome lattice unit cell.
Using the above equations,
Htb = −t
∑
k
(2 cos(
kx
2
)[c3†k c
2
k + c
2†
k c
3
k] + 2 cos(
kx
4
+
√
3ky
4
)[c3†k c
1
k + c
1†
k c
3
k]... (8.18)
...+ 2 cos(
kx
4
−
√
3ky
4
)[c2†k c
1
k + c
1†
k c
2
k])
which in matrix form becomes:
Htb = −2tv†

 0 cos(
kx
4 −
√
3ky
4 ) cos(
kx
4 +
√
3ky
4 )
cos(kx4 −
√
3ky
4 ) 0 cos(
kx
2 )
cos(kx4 +
√
3ky
4 ) cos(
kx
2 ) 0

v
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where v = (c1kc
2
kc
3
k).
The eigenvalues of Htb give the dispersion relations for the three tight-binding bands
(see Chapter 3, Eqn. 3.1). The three resulting eigenvectors of Htb, V1, V2, V3, provide a
basis transformation for a given operator as outlined below.
For a creation operator c†k defined in momentum space, the transformation to band-
resolved operators in k-space are given by:
cb†k =
1√
Nk
∑
Si,b
eirikicb†r , (8.19)
where Nk is the total number of k-points for a given cluster, and Si,b sums over one third
of the lattice sites i, which correspond to a given band b. Three bands arise due to the fact
that there are three unique sites in the kagome unit cell. Hence, Si,1,Si,2,Si,3 sum over all
sites 1, 2, and 3, belonging to each unit cell respectively.
We now project the above operators onto the band basis given above. This gives:
cb
′†
k = V1(1)c
b†
k,1 + V1(2)c
b†
k,2 + V1(3)c
b†
k,3 (8.20)
That is, in the new basis which is diagonal in k (in which we consider the bands b′), the
creation operators are described by the three operators weighted by the components of
the eigenvector Vb for a given band b. Similarly, annihilation operators can be defined as
cb
′
k = V1(1)c
b
k,1 + V1(2)c
b
k,2 + V1(3)c
b
k,3.
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