In the last two decades, there has been much progress on model checking of both probabilistic systems and higher-order programs. In spite of the emergence of higherorder probabilistic programming languages, not much has been done to combine those two approaches. As a first step towards model checking of probabilistic higher-order programs, we introduce PHORS, a probabilistic extension of higher-order recursion schemes (HORS), as a model of probabilistic higherorder programs. The model of PHORS may alternatively be viewed as a higher-order extension of recursive Markov chains. We then investigate the probabilistic termination problem -or, equivalently, the probabilistic reachability problem. We prove that almost sure termination of order-2 PHORS is undecidable. We also provide a fixpoint characterization of the termination probability of PHORS, and develop a sound (but possibly incomplete) procedure for approximately computing the termination probability.
I. INTRODUCTION
Computer science has interacted with probability theory in many fruitful ways, since its early days [1] . Probability theory enables state abstraction, reducing in this way the state space's cardinality. It has also led to a new model of computation, used for instance in randomized computation [2] or in cryptography [3] . The trend of a rise of probability theory's importance in computer science has been followed by the programming language community, up to the point that probabilistic programming is nowadays a very active research area. Probabilistic choice can be modeled in various ways in programming, and fair binary probabilistic choice is for instance perfectly sufficient to obtain universality if the underlying programming language is universal itself [4] , [5] . This has been the path followed in probabilistic λ-calculi [5] - [11] .
In the present paper, we are interested in analysis of probabilistic, higher-order recursive programs. Model checking of probabilistic finite state systems has been a very active research field (see [12] , [13] for a survey). Over the last two decades, there has also been much interest and progress in model checking of probabilistic recursive programs [14] - [17] , which cannot be modeled as finite state systems, and thus escape the classic model checking framework and algorithms. None of the proposals in the literature on probabilistic model checking, however, is capable of handling higher-order functions, which are a natural feature in functional languages. This is in sharp contrast to what happens for non-probabilistic higher-order programs, for which model checking techniques can be fruitfully employed for proving both reachability and safety properties, as shown in the extensive literature on the subject (e.g. [18] - [26] ). There have been some studies on the termination of probabilistic higher-order programs [27] , but to our knowledge, they have not provided a procedure for precisely computing the termination probability, nor discussed whether it is possible at all: see Section VI for more details. Summing up, little has been known about the decidability and complexity of model checking of probabilistic higher-order programs, and even less about the existence of practical procedures for approximately solving model checking problems.
One may think that probabilistic and higher-order computation is rather an exotic research topic, but it is important for precisely modeling and verifying any higher-order functional programs that interact with a probabilistic environment. As a simple example, consider the following (non-higher-order) OCaml-like program P 1 , which uses a primitive flip for generating true or false with probability 1 2 .
let rec f() = if flip() then () else f() in f()
The program almost surely terminates (i.e., terminates with probability 1), but if we ignore the probabilistic aspect and model flip() as a non-deterministic (rather than probabilistic) primitive, then we would conclude that the program may not terminate. The following program makes use of an interesting combination of probabilistic choice and higherorder functions: The function listgen above takes a generator f of elements as an argument, and creates a list of elements by calling f . Thus, the whole program generates a list of lists of Booleans. We may then wish to ask, for example, (i) whether it almost surely terminates, and (ii) what is the probability that a list of even length is generated. Generating random data structures, by the way, is not at all an artificial task, being central to, e.g., random test generation [28] , [29] .
As a model of probabilistic higher-order programs, we first introduce PHORS, a probabilistic extension of higher-order recursion schemes (HORS) [18] , [30] . Our model of PHORS is expressive enough to accurately model probabilistic higherorder functions, but the underlying non-probabilistic language (i.e., HORS, obtained by removing probabilistic choice) is not Turing-complete; thus, we can hope for the existence of algorithmic solutions to some of the verification problems-in fact, we can decide whether the termination probability of PHORS is 0, by reduction to a model checking problem for nonprobabilistic HORS. Through the well-known correspondence between HORS and (collapsible) higher-order pushdown automata [19] , [30] , PHORS can be considered a higher-order extension of probabilistic pushdown systems [16] , [17] and of recursive Markov chains [31] , the computation models used in previous work on model checking of probabilistic recursive programs. We can also view PHORS as an extension of the λY -calculus [32] with probabilities, just like HORS can be viewed as an alternative presentation of the λY -calculus. The correspondence between HORS and the λY -calculus has been useful for transferring techniques for typed λ-calculi (most notably, game semantics [18] , intersection types [21] , [33] and Krivine machines [26] ) to HORS; thus, we expect similar benefits in using PHORS (rather than probabilistic higherorder pushdown automata) as models of probabilistic higherorder programs.
As a first step towards model checking of probabilistic higher-order programs, the present paper studies the problem of computing the termination (or equivalently, reachability) probabilities of PHORS. Note that, as in a non-probabilistic setting, one can easily reduce a safety property verification problem to a may-termination problem (of checking whether a program may terminate), by encoding safety violation as termination. We can also verify certain liveness properties, by encoding a good event as a termination and checking that the termination probability is 1. As we will see in Section II, the two questions above on the listgen program can also be reduced to problems of computing the termination probability of a PHORS. Note also that computing the termination (or equivalently, reachability) probability has been a key to solving more general model checking problems (such as LTL/CTL model checking) for recursive programs [17] , [31] .
As the first result on the problem of computing termination probabilities, we prove that the almost sure termination problem, i.e., whether a given PHORS terminates with probability 1, is undecidable for order-2 or higher. This contrasts with the case of recursive Markov chains, for which the almost sure termination problem can be decided in PSPACE [14] . The proof of undecidability is based on a reduction from the undecidability of Hilbert's tenth problem (i.e. unsolvability of Diophantine equations) [34] . The undecidability result also implies that it is not possible to compute the exact termination probability. More precisely, for any rational number r ∈ (0, 1], the set {G | Pr(G) ≥ r} (where Pr(G) denotes the termination probability of G) is not recursively enumerable. Note, however, that this negative result does not preclude the possibility to compute the termination probability with arbitrary precision; there may exist an algorithm that, given a PHORS G and > 0 as inputs, finds r such that the termination probability of G belongs to (r, r + ).
As a positive result towards approximately computing the termination probability, we show that the termination probability of order-n PHORS can be characterized by fixpoint equations on order-(n − 1) functions on real numbers. The fixpoint characterization of the termination probability of recursive Markov chains [14] can be viewed as a special case of our result where n = 1. The fixpoint characterization immediately provides a semi-algorithm for the lower-bound problem: "Given a PHORS G and a rational number r ∈ [0, 1], does Pr(G) > r hold?" Recall, however, that {G | Pr(G) ≥ r} is not recursively enumerable, so there is no semi-algorithm for the variation: "Given a PHORS G and a rational number
The remaining question is whether an upper-bound on the termination probability can be computed with arbitrary precision. We have not settled this question yet, but propose a procedure for soundly estimating an upper-bound of the termination probability of order-2 PHORS by using the fixpoint characterization above,à la FEM (finite element method). We have implemented the procedure, and conducted preliminary experiments to confirm that the procedure works fairly well in practice (see [35] ): combined with the lowerbound computation based on the fixpoint characterization, the procedure was able to instantly compute the termination probabilities of (small but) non-trivial examples with precision 10 −2 . We also briefly discuss how to generalize the procedure to deal with PHORS of arbitrary orders. This paper's contributions can thus be summarized as follows: (i) Formalization of probabilistic higher-order recursion schemes (PHORS) and their termination probabilities. (ii) A proof of undecidability of the almost sure termination problem for PHORS (of order 2 or higher). (iii) Fixpoint characterization of the termination probability of PHORS, which immediately yields the semi-decidability of the lower-bound problem. (iv) A sound procedure for computing an upper-bound to the termination probability of order-2 PHORS, accompanied by an implementation and preliminary experiments with promising results (to be found in [35] ).
The rest of this paper is structured as follows. Section II formalizes PHORS and their termination probabilities. Section III proves the undecidability of almost sure termination of order-2 PHORS. Section IV provides fixpoint characterizations of the termination probability of PHORS. Section V proposes a sound procedure for computing an upper-bound of the termination probability. Section VI discusses related work, and Section VII concludes the paper. The elided details can be found in a longer version of this paper [35] .
II. PROBABILISTIC HIGHER-ORDER RECURSION SCHEMES AND TERMINATION PROBABILITIES
This section introduces probabilistic higher-order recursion schemes (PHORS 1 ), an extension of higher-order recursion schemes [18] , [30] in which programs can perform discrete probabilistic choice and proceed according to its outcome. Higher-order recursion schemes are usually treated as generators of infinite trees, but as we are interested only in the termination probability, we consider only nullary tree constructors e and Ω, which represent termination and divergence respectively.
We first define types and applicative terms. The set of types, ranged over by κ, is given by:
Intuitively, o describes the unit value, and κ 1 → κ 2 describes functions from κ 1 to κ 2 . As usual, the order of type κ is defined by:
We often write o → o for o → · · · → o → o, and abbreviate
The set of applicative terms, ranged over by t, is given by:
where e and Ω are (the only) constants of type o and x ranges over a set of variables. Intuitively, e and Ω denote termination and divergence respectively (the latter can be defined as a derived form, but assuming it as a primitive is convenient for Section IV). We consider the following standard simple type system for applicative terms, where K, called a type environment, is a map from a finite set of variables to the set of types.
Definition II.1 (PHORS). A probabilistic higher-order recursion scheme (PHORS) is a triple G = (N , R, S), where: 1) N is a map from a finite set of variables (called nonterminals and typically denoted F, G, . . .) to the set of types.
2) R is a map from dom(N ) to terms of the form
3) S ∈ dom(N ), called the start symbol, is a distinguished non-terminal that satisfies N (S) = o. The order of a PHORS (N , R, S) is the highest order of the types of its non-terminals. We write P k for the set of order-k PHORS.
When R(F ) = λx 1 . · · · λx k .t L ⊕ p t R , we often write F x 1 · · · x k = t L ⊕ p t R , and specify R as a set of such equations. The rule F x 1 · · · x k = t L ⊕ p t R intuitively means that F t 1 · · · t k is reduced to [t 1 /x 1 , . . . , t k /x k ]t L and [t 1 /x 1 , . . . , t k /x k ]t R with probabilities p and 1 − p respectively. We sometimes write just F
Definition II.2 (Operational Semantics and Termination Probability of PHORS). Given a PHORS G = (N , R, S), the rewriting relation
Note that n may be 0, so that we have t 1
By definition, for each π ∈ {L, R} * , there exists at most one p such that S π,p = = ⇒ G e. For an applicative term t, we define P(G, t, π) by: P(G, t, π) = p if t π,p = = ⇒ G e 0 if t π,p = = ⇒ G e does not hold for any p .
We write P(G, t) for π∈{L,R} * P(G, t, π). Finally, we set P(G) = P(G, S) and call it the termination probability of G.
We often omit the subscript G below and just write d,p − − → and π,p = = ⇒ for d,p − − → G and π,p = = ⇒ G respectively.
Example II.1. Let G 1 be the order-1 PHORS (N 1 , R 1 , S), where:
The start symbol S can be reduced, for example, as follows.
Thus, we have S LRLL,p 2 (1−p) =========⇒ e. As we will see in Section IV, the termination probability P(G 1 ) is the least solution for r of the fixpoint equation: r = p + (1 − p)r 2 . Therefore, P(G 1 ) = p 1−p if 0 ≤ p < 1 2 and P(G 1 ) = 1 if 1 As the previous example suggests, there is a relationship between recursive Markov chains and order-1 PHORS. In fact, there is a mutual translation between recursive Markov chains and order-1 PHORS; see [35] for more details.
Example II.2. Let G 2 be the order-2 PHORS (N 2 , R 2 , S) where:
2 Ω, F g = (g e) ⊕ 1 2 (F (D g)), D g x = (g (g x)) ⊕ 1 Ω}. The start symbol S can be reduced, for example, as follows.
Contrary to G 1 , it is quite hard to find an RMC which models the behavior of G 2 . In fact, this happens for very good reasons, as we will see in Section III.
Example II.3. Recall the list generator example in Section I, whose termination is equivalent to that of the following program, obtained by replacing the output of each function with the unit value (). Boolgen k = k ⊕ 1 2 k Listgen f k = k ⊕ 1 2 (f (Listgen f k)) It is not difficult to confirm that P(G 3 ) = 1 (using the fixpoint characterization given in Section IV).
In [35] , we provide more examples of PHORS and show how termination probabilities can also be used to reason about probabilistically generated data structures. The following result is obvious from the definition of P(G).
Theorem II.1. For any rational number r ∈ [0, 1], the set {G | P(G) > r} is recursively enumerable.
Proof. This follows immediately from the facts that P(G) > r if and only if P(G, n) = π∈{L,R} ≤n P(G, S, π) > r for some n, and that P(G, n) is computable.
In other words, whether P(G) > r is semi-decidable, i.e., there exists a procedure that eventually answers "yes" whenever P(G) > r. As we will see in Section III, however, for every r ∈ (0, 1], {G | P(G) ≥ r} is not recursively enumerable.
Remark II.1. Given a PHORS G, by replacing each probabilistic operator ⊕ p s.t. 0 < p < 1 with a binary tree constructor br and replacing t L ⊕ 1 t R (t L ⊕ 0 t R , resp.) with t L (t R , resp.), we obtain an ordinary HORS G . Then P(G) = 0 if and only if the tree generated by G has no finite path to e. Thus, by [36] (see the paragraph below the proof of Theorem 4.5 about the complexity of the reachability problem), whether P(G) = 0 is decidable, and (n − 1)-EXPTIME complete. Note, on the other hand, that there is no clear correspondence between the almost sure termination problem P(G) ? = 1 and a model checking problem for HORS G . If the tree of G has neither Ω nor infinite path (which is decidable), then P(G)=1, but the converse does not hold.
Remark II.2. The restriction that a probabilistic choice may occur only at the top-level of each rule is not a genuine restriction. Indeed, whenever we wish to write a rule of the form
Keeping this in mind, in examples, we sometimes allow probabilistic choices to occur inside terms. In fact, a PHORS can be considered as a term (of type o) of a probabilistic extension of the (call-byname) λY -calculus [32] . We define the set of probabilistic λY terms by:
Here, ⊕ p is a probabilistic choice operator of type o → o → o, and other terms are simply-typed in the usual way. Then, PHORS and probabilistic λY terms can be converted to each other. We use PHORS in the present paper for the convenience of the fixpoint characterizations discussed in Section IV.
Remark II.3. We adopt the call-by-name semantics, and allow probabilistic choices only on terms of type o. The call-byvalue semantics, as well as probabilistic choices at higherorder types can be modeled by applying the CPS transformation. Moreover, a PHORS does not have data other than functions, but as in ordinary HORS [20] , elements of a finite set (such as Booleans) can be modeled by using Church encoding.
III. UNDECIDABILITY OF ALMOST SURE TERMINATION OF ORDER-2 PHORS
We prove in this section that the almost sure termination problem, i.e., whether the termination probability P(G) of a given PHORS G is 1, is undecidable even for order-2 PHORS. The proof is by reduction from the undecidability of Hilbert's 10th problem [34] (i.e. unsolvability of Diophantine equations). Note that almost sure termination of an order-1 PHORS is decidable, as order-1 PHORS are essentially equi-expressive with probabilistic pushdown systems and recursive Markov chains [14] - [17] . In fact, by the fixpoint characterization given in Section IV-C, the termination probability of an order-1 PHORS can be expressed as the least solution of fixpoint equations over reals, which can be solved as discussed in [14] . Thus, our undecidability result for order-2 PHORS is optimal.
We start by giving an easy reformulation of the unsolvability of Diophantine equations in terms of polynomials with nonnegative coefficients, which follows immediately from the original result. (Observe that D(x 1 , . . . , x k ) = 0 if and only if (D(x 1 , . . . , x k )) 2 − 1 < 0, and (D(x 1 , . . . , x k )) 2 − 1 can be w be rewritten as P (x 1 , . . . , x k ) − Q(x 1 , . . . , x k ), where P (x 1 , . . . , x k ) and Q(x 1 , . . . , x k ) are polynomials with nonnegative integer coefficients.)
Lemma III.1. Given two polynomials P (x 1 , . . . , x k ) and Q(x 1 , . . . , x k ) with non-negative integer coefficients, whether P (x 1 , . . . , x k ) < Q(x 1 , . . . , x k ) for some x 1 , . . . , x k ∈ Nat is undecidable. More precisely, the set of pairs of polynomials:
Roughly, the idea of our undecidability proof is to show that for every P and Q as above, one can effectively construct an order-2 PHORS that does not almost surely terminate if and
Henceforth, we say t is non-AST if t is not almost surely terminating. For ease of understanding, we first construct an order-3 PHORS G P,Q 3 that satisfies the property above in Section III-A and then refine the construction to obtain an order-2 PHORS G P,Q 2 with the same property in Section III-B.
A. Construction of the Order-3 PHORS G P,Q 3 Let P (x 1 , . . . , x k ) and Q(x 1 , . . . , x k ) be polynomials with non-negative coefficients. We give the construction of G P,Q 3 in a top-down manner. We let G P,Q 3 enumerate all the tuples of natural numbers (n 1 , . . . , n k ), and for each tuple, spawn a process Lt (P (n 1 , . . . , n k )) (Q(n 1 , . . . , n k )) with non-zero probability, where Lt m 1 m 2 is a process that is non-AST if and only if m 1 < m 2 . Thus, we define the start symbol S of G P,Q 3 by:
Here, for readability, we have extended the righthand sides of rules to choices on n terms: Here, the types of the non-terminals above are given by:
Note that the order of Church numerals is 2, and those of operations Succ, Add , and Mult are 3. By using them, we can also define P and Q as order-3 non-terminals. By abuse of notation, we often use symbols P and Q to denote both polynomials and the representations of them as non-terminals; similarly for natural numbers.
It remains to define an order-3 non-terminal Lt, so that Lt m 1 m 2 is non-AST if and only if m 1 < m 2 . Since G P,Q 3 runs Lt (P n 1 · · · n k ) (Q n 1 · · · n k ) for each tuple of Church numerals (n 1 , . . . , n k ) with non-zero probability, G P,Q 3 is non-AST if and only if P (n 1 , . . . , n k ) < Q(n 1 , . . . , n k ) for some natural numbers n 1 , . . . , n k . The key ingredient used for the construction of Lt is the function CheckHalf of type (o → o → o) → o, defined as follows:
.
which chooses the first argument with probability p and the second one with 1 − p) corresponds to F . As discussed in Example II.1, F e is non-AST if and only if p < 1 2 . Thus, CheckHalf g = F g e (which is equivalent to F e when g = ⊕ p ) is non-AST if and only if the probability that g chooses the first argument is smaller than 1 2 . Let CheckLt (which will be defined shortly) be a function which takes Church numerals m 1 and m 2 , and returns a function of type o → o → o that chooses the first argument with probability smaller than 1 2 if and only if m 1 < m 2 . Then, Lt can be defined by:
Finally, CheckLt can be defined by: . Thus, the probability that CheckLt m 1 m 2 x y chooses x is
which is smaller than 1 2 if and only if [m 1 ] < [m 2 ], as required. This completes the construction of G P,Q
3
. From the discussion above, it should be trivial that
B. Decreasing the Order
We now refine the construction of G P,Q Based on the idea above, we replace Lt with LtPr , which now takes probabilistic functions of type o → o → o as arguments:
LtPr g 1 g 2 = CheckHalf (CheckLtPr g 1 g 2 ).
CheckLtPr g 1 g 2 x y = (g 1 x y) ⊕ 1 2 (g 2 y x). Here, CheckLtPr is an analogous version of CheckLt, and CheckHalf is as before: CheckHalf g is non-AST if and only if the probability that g chooses the first argument is smaller than 1 2 . Then, LtPr (NatToPr (P n 1 · · · n k )) (NatToPr (Q n 1 · · · n k )) is non-AST if and only if P (n 1 , . . . , n k ) < Q(n 1 , . . . , n k ).
It remains to modify the top-level loop Loop, so that we can enumerate (terms equivalent to) LtPr (NatToPr (P n 1 · · · n k )) (NatToPr (Q n 1 · · · n k )) for all n 1 , . . . , n k ∈ Nat, without explicitly constructing Church numerals. Instead of using Church encodings, we can encode natural numbers and operations on them (except multiplication) into probabilistic functions as follows.
ZeroPr x y = y
SuccPr g x y = x ⊕ 1 2 (g x y) OnePr x y = x ⊕ 1 2 y AddPr g 1 g 2 x y = g 1 x (g 2 x y). Basically, a natural number m is encoded as a probabilistic function of type o → o → o, which chooses the first and second arguments with probabilities 1 − 1 2 m and 1 2 m respectively. Notice that AddPr (NatToPr m 1 ) (NatToPr m 2 ) is equivalent to NatToPr (Add m 1 m 2 ), because the probability that AddPr (NatToPr m 1 ) (NatToPr m 2 ) x y chooses y is 1
. We call this encoding the probabilistic function encoding, or PF encoding for short.
The multiplication cannot, however, be directly encoded. To compensate for the lack of the multiplication operator, instead of passing around just n 1 , . . . , n k in the top-level loop, we pass around the PF encodings of the values of n i1 1 · · · n i k k for each i 1 ≤ d 1 , . . . , i k ≤ d k , where d 1 , . . . , d k respectively are the largest degrees of P (x 1 , . . . , x k ) + Q(x 1 , . . . , x k ) in x 1 , . . . , x k . We thus define the start symbol S of G P,Q 2 by:
Here, x denotes the sequence of (d 1 + 1) · · · (d k + 1) variables x (0,...,0) , . . . , x (d1,...,d k ) , consisting of x (i1,...,i k ) for each i 1 ∈ {0, . . . , d 1 }, . . . , i k ∈ {0, . . . , d k }. Each variable x (i1,...,i k ) holds (the PF encoding of) the value of n i1 1 · · · n i k k . The functions P and Q are the PF encoding version of the polynomials P and Q. Since P and Q can be represented as linear combinations of monomials x i1 1 · · · x i k k for i 1 ≤ d 1 , . . . , i k ≤ d k , P and Q can be defined using ZeroPr and AddPr . For example, if P (x 1 , x 2 ) = x 2 1 + 2x 1 x 2 , then P is defined by: P x y z = AddPr x (2,0) (AddPr x (1, 1) x (1,1) ) y z. The function Inc j,(i1,...,i k ) x represents the PF encoding of n i1 1 · · · (n j + 1) ij · · · n i k k , assuming that x represents (the PF encoding of) the values n 0 1 · · · n 0 k , . . . , n d1 1 · · · n d k k . Note that Inc j,(i1,...,i k ) can also be defined by using ZeroPr and AddPr , since x i1 1 · · · (x j +1) ij · · · x i k k can be expressed as a linear combination of monomials x 0 1 · · · x 0 k , . . . , x d1 1 · · · x d k k . For example, if k = 2, then Inc 2, (1, 2) can be defined by Inc 2, (1, 2) x y z = AddPr x (1, 2) (AddPr x (1, 1) (AddPr x (1, 1) x (1,0) )) y z, because x 1 (x 2 + 1) 2 = x 1 x 2 2 + 2x 1 x 2 + x 1 . This completes the construction of G P,Q 2 . By the discussion above, we have:
Theorem III.2. The almost sure termination of order-2 PHORS is undecidable. More precisely, the set {G | P(G) = 1, G is an order-2 PHORS} is not r.e.
Proof. By the construction of G P,Q 2 above, P(G P,Q 2 ) = 1 if and only if P (x 1 , . . . , x k ) ≥ Q(x 1 , . . . , x k ) holds for all x 1 , . . . , x k ∈ Nat. By Lemma III.1, the set of pairs (P, Q) that satisfy the latter is not r.e., hence neither is the set {G | P(G) = 1, G is an order-2 PHORS}.
As a corollary, we also have:
Theorem III.3. For any rational number r ∈ (0, 1], the followings are undecidable: 1) whether a given order-2 PHORS G satisfies Pr(G)≥r. Remark III.1. Let us write Ψ ∼r for the set of order-2 PHORSes G such that Pr(G) ∼ r where ∼∈ {<, ≤, =, ≥, >}. By Theorems II.1 and III.2, we have: (i) For any rational number r ∈ [0, 1], Ψ >r is r.e. (ii) For any rational number r ∈ (0, 1], Ψ ≥r is not r.e.
(whereas Ψ ≥0 is obviously recursive). (iii) For any rational number r ∈ (0, 1], Ψ =r is not r.e.
(whereas Ψ =0 is recursive; recall Remark II.1). It is open whether the following propositions hold or not. (iv) Ψ <r is r.e. for every rational number r.
(v) Ψ ≤r is r.e. for every rational number r. (vi) There exists an algorithm that takes an order-2 PHORS G and a rational number > 0 as inputs, and returns a rational number r such that | Pr(G) − r| < . Propositions (iv) and (vi) are equivalent, and Proposition (v) implies (iv) (and hence also (vi)) [35] . Remark III.2. Theorem III.2 implies that, in contrast to the decidability of LTL model checking of recursive Markov chains [16] , [37] , the corresponding problem for order-2 PHORS (of computing the probability that an infinite transition sequence satisfies a given LTL property) is undecidable and there are even no precise approximation algorithms: see [35] .
Remark III.3. The PHORS G 2 obtained above satisfies the so called "safety" restriction [38] , [39] . Thus, based on the correspondence between safe grammars and pushdown systems [38] , the undecidability result above would also hold for probabilistic second-order pushdown systems (without collapse operations [19] ).
IV. FIXPOINT CHARACTERIZATION OF TERMINATION PROBABILITY
Although, as observed in the previous section, there is no general algorithm for exactly computing the termination probability of PHORS, there is still a hope that we can approximately compute the termination probability. As a possible route towards this goald, this section shows that the termination probability of any PHORS G can be characterized as the least solution of fixpoint equations on higher-order functions over [0, 1]. As mentioned in Section I, the fixpoint characterization immediately yields a procedure for computing lower-bounds of termination probabilities, and also serves as a justification for the method for computing upper-bounds discussed in Section V. We first introduce higher-order fixpoint equations in Section IV-A. We then characterize the termination probability of an order-n PHORS in terms of fixpoint equations on order-n functions over [0, 1] (Section IV-B), and then improve the result by characterizing the same probability in terms of order-(n − 1) fixpoint equations for the case n ≥ 1 (Section IV-C). The latter characterization can be seen as a generalization of the characterization of termination probabilities of recursive Markov chains as polynomial equations [14] , which served as a key step in the analysis of recursive Markov chains (or probabilistic pushdown systems) [14] - [17] .
A. Higher-order Fixpoint Equations
We define the syntax and semantics of fixpoint equations that are commonly used in Sections IV-B and IV-C. We first define the syntax of fixpoint equations. A system E of fixpoint equations is a set of function definitions of the form f ( x 1 ) · · · ( x ) = e, where the syntax of expressions e is given by e ::= r | x | f | e 1 + e 2 | e 1 · e 2 | e 1 e 2 . Here, r ranges over the set of real numbers in [0, 1], and ( x) represents a tuple of variables (x 1 , . . . , x k ). In the set E of equations, we require that each function symbol occurs at most once on the lefthand side. The expression e 1 · e 2 represents the multiplication of the values of e 1 and e 2 , whereas e 1 e 2 represents a function application; however, we sometimes omit · when there is no confusion (e.g., we write 0.5x for 0.5 · x). Expressions must be well-typed under a simple type system; as it is standard, we defer it to the longer version [35] . The order of a system of fixpoint equations E is the largest order of the types of functions in E, where the order of the type R of reals is 0, and the order of a function type is defined analogously to the order of types for PHORS in Section II. Example IV.1. The following is a system of order-2 fixpoint equations:
It is well-typed under f 1 : R, f 2 :
The semantics of fixpoint equations is defined in an obvious manner. Let R ∞ be the set consisting of non-negative real numbers and ∞. We extend addition and multiplication by: x+∞ = ∞+x = ∞, 0·∞ = ∞·0 = 0, and x·∞ = ∞·x = ∞ if x = 0. Note that (R ∞ , ≤, 0) forms an ω-cpo, where ≤ is the extension of the usual inequality on reals with x ≤ ∞ for every x ∈ R ∞ . For each type τ , we interpret τ as the cpo τ = (X τ , τ , ⊥ τ ), defined by induction on τ :
. , x k ), (y 1 , . . . , y k )) |
x i τi y i for each i ∈ {1, . . . , k}}.
By abuse of notation, we often write τ also for X τ . We also often omit the subscript τ and just write and ⊥ for τ and ⊥ τ respectively. The interpretation of base type R can actually be restricted to [0, 1], but for technical convenience (to make the existence of a fixpoint trivial) we have defined X R as R ∞ . For a type environment Γ, we write Γ for the set of functions that map each x ∈ dom(Γ) to an element of Γ(x) . Given ρ ∈ Γ and e such that Γ e : τ , its semantics e ρ ∈ τ is defined by: r ρ = r x ρ = ρ(x) f ρ = ρ(f ) e 1 + e 2 ρ = e 1 ρ + e 2 ρ e 1 · e 2 ρ = e 1 ρ · e 2 ρ e 1 e 2 ρ = ( e 1 ρ )( e 2 ρ ) (e 1 , . . . , e k ) ρ = ( e 1 ρ , . . . , e k ρ ).
Given E such that Γ E, we write ρ E for the least solution of E, i.e., the least ρ ∈ Γ such that f ( x 1 ) · · · ( x ) ρ{ x1 → y1,..., x → y } = e ρ{ x1 → y1,..., x → y } for every equation f ( x 1 ) · · · ( x ) = e ∈ E and ( y 1 ) ∈ τ 1 , . . . , ( y ) ∈ τ with Γ(f ) = τ 1 → · · · → τ → R. Note that ρ E always exists, and is given by
B. Order-n Fixpoint Characterization
We now give a translation from an order-n PHORS G to a system of order-n fixpoint equations E, so that P(G, S) = ρ E (S). The translation is actually straightforward: we just need to replace e and Ω with the termination probabilities 1 and 0, and probabilistic choices with summation and multiplication of probabilities. The translation function (·) # is defined by:
We write E G for R # . We define the translation of types and type environments by:
The following theorem states the correctness of the translation (see [35] for a proof).
Theorem IV.1. Let G be an order-n PHORS. Then P(G) = ρ E G (S).
We now characterize the termination probability of order-n PHORS (where n > 0) in terms of order-(n − 1) equations, so that the fixpoint equations are easier to solve. When n = 1, the characterization yields polynomial equations on probabilities; thus the result below may be considered a generalization of the result on the reachability problem for recursive Markov chains [14] .
The basic observation (that is also behind the fixpoint characterization for recursive Markov chains [14] ) is that the termination behavior of an order-1 function of type o → o can be represented by a tuple of probabilities (p 0 , p 1 , . . . , p ), where (i) p 0 is the probability that the function terminates without using any of its arguments, and (ii) p i is the probability that the function uses the i-th argument. To see why, consider a term f t 1 · · · t of type o, where f is an order-1 function of type o → o. In order for f t 1 · · · t to terminate, the only possibilities are: (i) f terminates without calling any of the arguments, or (ii) f calls t i for some i ∈ {1, . . . , }, and t i terminates (notice, in this case, that none of the other t j 's are called 2 ). Thus, the probability that f t 1 · · · t terminates can be calculated by p 0 + p 1 q 1 + · · · p q , where q i denotes the probability that t i terminates. The termination probability is, therefore, independent of the precise internal behavior of f ; only (p 0 , p 1 , . . . , p ) matters. Thus, information about an order-1 function can be represented as a tuple of real numbers, which is order 0. By generalizing this observation, we can represent information about an order-n function as an order-(n − 1) function on (tuples of) real numbers. Since the general translation is quite subtle and requires a further insight, however, let us first confirm the above idea by revisiting Example II.1. Example IV.3. Recall G 1 in Example II.1, consisting of: S = F e and F x = x ⊕ p F (F x). Here, we have two functions: S of type o and F of type o → o. Based on the observation above, their behaviors can be represented by S 0 and (F 0 , F 1 ) respectively, where S 0 (F 0 , resp.) denotes the probability that S (F , resp.) terminates, and F 1 represents the probability that F uses the argument. Those values are obtained as the least solutions for the following system of equations.
To understand the last equation, note that the possibilities that x is used are: (i) F chooses the left branch (with probability p) and then uses x with probability 1, or (ii) F chooses the right branch (with probability 1 − p), the outer call of F uses the argument F x (with probability F 1 ), and the inner call of F uses the argument x. By simplifying the equations, we obtain:
The least solution is the following: F 0 = 0 and
. The translation for general orders is more involved. For the technical convenience in formalizing the translation, we assume below that the rules of PHORS do not contain e; the start symbol S (which is now a non-terminal of type o → o) takes e from the environment. Thus, the termination probability we consider is P(G, S e), where e does not occur in R. This is without any loss of generality, since e can be passed around as an argument without increasing the order of PHORS.
To see how we can generalize the idea above to deal with higher-order functions, let us now consider the following example of an order-2 PHORS:
. Suppose we wish to characterize the termination probability of S e, i.e., the probability that S uses the first argument. (In this particular case, one can easily compute the termination probability by unfolding all the functions, but we wish to find a compositional translation so that it can work in the presence of recursion.) We need to compute the probability that F (H x) x reaches (i.e., reduces to) x, which is the probability p 1 that F (H x (1) ) x (2) reaches x (1) , plus the probability p 2 that F (H x (1) ) x (2) reaches x (2) (we have added annotations to distinguish between the two occurrences of x). What information on F is required for computing it? To compute p 2 , we need to obtain the probability that F uses the formal argument y. Since it depends on f , we represent it as a function F 1 defined by F 1 f 1 = f 1 · f 1 . Here, f 1 represents the probability that the original argument f uses its first argument. We can thus represent p 2 as F 1 (H 2 ), where H 2 is 1 4 , the probability that f = H x uses the first argument, i.e., the probability that H uses the second argument. Now let us consider how to represent p 1 , the probability that F (H x (1) ) x (2) reaches x (1) . We construct another function F 0 from the definition of F for this purpose. A challenge is that the variable x is not visible in (the definition of) F ; only the caller of F knows the reachability target x. Thus, we pass to F 0 , in addition to f 1 above, another argument f 0 , which represents the probability that the argument f reaches the current target (which is x in this case). Therefore, p 1 is represented as
2 . In f 0 + f 1 · f 0 , f 0 on the lefthand side represents the probability that the outer call of f in f (f x) reaches the target (without using (f x)), and f 1 · f 0 represents the probability that the outer call of f uses the argument f x, and then the inner call of f reaches the target. Now, the whole probability that S uses its argument is represented as S 1 , where
with F i 's and H i 's being as defined above. Note that the order of the resulting equations is one. In summary, as information about an order-1 argument f of arity k, we pass around a tuple of real numbers (f 0 , f 1 , . . . , f k ) where f i (i > 0) represents the probability that the i-th argument is reached, and f 0 represents the probability that the "current target" (which is chosen by a caller) is reached.
A further twist is required in the case of order-3 or higher. Consider an order-3 function G defined by:
and H is as defined above. Following the definition of F 1 above, one may be tempted to define G 1 (for computing the reachability probability to z) as G 1 h 1 = · · ·, where h 1 is a function to be used for computing the probability that h uses its order-0 argument. However, h 1 is not sufficient for computing the reachability probability to z; passing the reachability probability to the current target (like f 0 above) does not help either. We thus need to add an additional argument h 2 for computing the probability to a target that is yet to be set by a caller of h. Thus, the definition of G 1 is: 3
Here, h 2 (H 1 , H 2 ) and h 1 (1) respectively represent the probabilities that G (H z (1) ) z (2) reaches z (1) , and z (2) . The first argument of h 2 (i.e., H 1 ) represents the probability that H z reaches z, and H 2 represents the probability that H z reaches its argument (the second argument of H).
We now formalize the general translation based on the intuitions above. We often write κ 1 → · · · → κ k ⇒ o → o for κ 1 → · · · → κ k → o → o when either order (κ k ) > 0 or k = 0. We define ar(κ) as the number of the last order-0 arguments, i.e., ar(κ 1 → · · · → κ k ⇒ o → o) = .
Given a rule F z 1 . . . z m = t L ⊕ p t R of PHORS, we uniquely decompose z 1 , . . . , z m to two (possibly empty) subsequences z 1 , . . . , z and z +1 , . . . , z m so that the order of z is greater than 0 if > 0 (note, however, that the orders of z 1 , . . . , z −1 may be 0), and z +1 , . . . , z m are order-0 variables (in other words, z +1 , . . . , z m is the maximal postfix of z 1 , . . . , z m consisting of only order-0 variables). Since (the last consecutive occurrences of) order-0 arguments will be treated in a special manner, as a notational convenience, when we write F y x = t L ⊕ p t R for a rule of PHORS, we implicitly assume that x is the maximal postfix of the sequence y x consisting of only order-0 variables. Similarly, when we write F s t for a fully-applied term (of order 0), we implicitly assume that t is the maximal postfix of the sequence of arguments, consisting of only order-0 terms.
Consider a function definition of the form:
where (following the notational convention above) the sequence x 1 , . . . , x k is the maximal postfix of y 1 , . . . , y m , x 1 , . . . , x k consisting of only order-0 variables. We transform each subterm t of the righthand side t L ⊕ p t R by using the translation relation of the form:
K; x 1 , . . . , x k t : κ (e 0 , e 1 , . . . , e +k+1 )
where K is the type environment for non-terminals and y 1 , . . . , y m , and κ is the type of t with ar(κ) = . The output of the translation, (e 0 , e 1 , . . . , e +k+1 ), represents the following information.
• e 0 : the reachability probability (or a function that returns the probability, given appropriate arguments; similarly for the other e i 's below) to the current target (set by a caller of F ). • e i (i ∈ {1, . . . , }): the reachability probability to t's i-th argument. • e +i (i ∈ {1, . . . , k}): the reachability probability to x i . • e +k+1 : the reachability probability to a "fresh" target (that can be set by a caller of t); this is the component that should be passed as h 2 in the discussion above. In a sense, this component represents the reachability probability to a variable x k+1 that is "fresh" for t (in that it does not occur in t). In the translation, each variable y (including nonterminals) of type κ ⇒ o m → o is replaced by (y 0 , y 1 , . . . , y m , y m+1 ), which represents information analogous to (e 0 , e 1 , . . . , e , e +k+1 ): y 0 represents (a function for computing) the reachability probability to the current target, y i (i ∈ {1, . . . , m}) represents the reachability probability to the i-th order-0 argument (among the last m argument), and y m+1 (which corresponds to h 2 in the explanation above) represents the reachability probability to a fresh target (to be set later). In contrast, the variables x 1 , . . . , x k will be removed by the translation.
The translation rules are given in Figure 2 . In the rules, to clarify the correspondence between source terms and target expressions, we use metavariables s, t, . . . (with subscripts) also for target expressions (instead of e). We write e k for the k repetitions of e.
We now explain the translation rules. In rule TR-OMEGA for the constant Ω, all the components are 0 because Ω represents divergence. There is no rule for e; this is due to the assumption that e never occurs in the rules. Rule TR-GVAR is for order-0 variables, for which only one component is 1 and all the others are 0. The (i + 1)-th component is 1, because it represents the probability that x i is reached. In rule TR-VAR for variables, the first + 1 components are provided by the environment. Since y (that is provided by the environment) does not "know" the local variables x 1 , . . . , x k (in other words, y cannot be instantiated to a term that contains x i ), the default parameter y +1 (for computing the reachability probability to a "fresh" target are fresh ) is used for all of those components; here, note that x 1 , . . . , x k are "fresh" for y. Rule TR-APP is for applications. Basically, the output of the translation of t is passed to s i ; note however that t 0 is passed only to s 0 ; since s 1 , . . . , s +k should provide the reachability probability to order-0 arguments of s or local variables, the reachability probability to the current target (that is represented by t 0 ) is irrelevant for them. For s +1 , . . . , s +k , the reachability targets are x 1 , . . . , x k ; thus, information about how t reaches those variables is passed as the first argument of s +1 , . . . , s +k . For the last component, s +k+1 and t +k+1 are used so that the reachability target can be set later. In rule TR-APPG, the reachability probability to the current target (expressed by the first component) is computed by s 0 + s 1 · t 0 , because the current target is reached without using t (as represented by s 0 ), or t is used (as represented by s 1 ) and t reaches the current target (as represented by t 0 ); similarly for the reachability probability to local variables. TR-RULE is the rule for translating a function definition. From the definition for F , we generate definitions for functions F 0 , . . . , F k+1 . As the body of F i (i ∈ {1, . . . , k}), t d,i is chosen as the body of F i , as it should represent the reachability probability to x i . The body of F k+1 is the same as that of F 0 ; no target is actually set yet in F 0 . (Thus, we can actually eliminate the definition of F k+1 by replacing all the occurrences of F k+1 with F 0 ; F k+1 has been introduced just for technical convenience). Rule TR-GRAM is the translation for the whole PHORS; we just collect the output of the translation for each rule.
For
. Such E is actually unique (up to α-equivalence), given N , R. Note also that by the definition of the translation relation, the output of the translation always exists.
Example IV.4. Recall the order-2 PHORS G 2 in Example II.2, which can be modified to the following rules so that e does not occur.
Here, e can be passed around through the variable z. Consider the body F H z of S. F and H are translated as follows.
By applying TR-APP, we obtain: H 1 , H 2 ) ).
Using TR-GVAR, z can be translated as follows: N ; z z : o (0, 1, 0). Thus, by TR-APPG, F H z is translated to:
Thus, we have the following equations for S 0 , S 1 , and S 2 .
By applying the translation to the other non-terminals and removing redundant arguments, we obtain:
The following is the main theorem of this section, which states the correctness of the translation. V. COMPUTING UPPER-BOUNDS OF TERMINATION PROBABILITY Theorems IV.1 and IV.2 immediately provide procedures for computing precise lower-bounds on the termination probability (cf. Theorem II.1). The termination probability, in other words, is a recursively enumerable real number (see, e.g. [40] ), but it is still open whether it is a recursive one. Indeed, computing good upper-bounds is non-trivial. For example, an upper-bound for the greatest solution can be easily computed, but it does not provide a good upper-bound for the least solution, unless the solution is unique. Take, as an example, the trivial PHORS consisting of a single equation S = S: the greatest solution is 1, while the least is 0.
In this section, we discuss how upper approximations to the termination probability can be computed in practice. For the space restriction, we provide only a brief summary of our results in this section; a more thorough description is given in the longer version [35] .
Below we focus on order-2 PHORS, whose termination probability is captured by order-1 fixpoint equations. We summarize important properties of the fixpoint equations obtained K; x1, . . . , x k Ω : o (0 k+2 ) (TR-OMEGA) K; x1, . . . , x k xi : o (0 i , 1, 0 k−i+1 ) (TR-GVAR)
. . , t , t +k+1 ), s1(t1, . . . , t , t +k+1 ), . . . , s (t1, . . . , t , t +k+1 ), s +1 (t +1 , t1, . . . , t , t +k+1 ) . . . , s +k+1 (t +k+1 , t1, . . . , t , t +k+1 )) (TR-APP)
N , y1 : κ1, . . . , y : κ ; x1, . . . , x k t d : o (t d,0 , . . . , t d,k+1 ) for each d ∈ {L, R} yi = (yi,0, . . . , y i,ar(κ i ) ) yi = (yi,1, . . . , y i,ar(κ i ) ) N (F y x1 · · · x k = tL ⊕p tR)
{Fi y1 · · · y = ptL,i + (1 − p)tR,i | i ∈ {1, . . . , k}} ∪{F0 y1 · · · y = ptL,0 + (1 − p)tR,0, F k+1 y1 · · · y = ptL,0 + (1 − p)tR,0}
Ei, (F y x1 · · · x k = tL ⊕p tR) ∈ R} (N , R, S) (E, S1) (TR-GRAM) Fig. 2 : Translation rules for the order-(n − 1) fixpoint characterization from PHORS in Section V-A, We then digest our method in Section V-B. We have implemented the proposed method for approximately computing termination probabilities, and confirmed that the method works well for various examples, as reported in [35] .
A. Properties of the Fixpoint Equations
Before discussing how to compute an upper-bound of the termination probability, we first summarize several important properties of the (order-1) fixpoint equations obtained from an order-2 PHORS (by the translation in Section IV-C), which are exploited in computing upper-bounds.
1) As formalized in Section IV-A, each fixpoint equation is of the form f ( x 1 ) · · · ( x ) = e, where x i is a sequence of variables x i,1 , . . . , x i,ki , and e consists of (i) non-negative constants, (ii) additions, (iii) multiplications, and (iv) function applications. Furthermore, each sequence of variables x i ranges over {(x i,1 , . . . , x i,ki ) ∈ [0, 1] ki | j x i,j ≤ 1}.
2) The functions f 1 , . . . , f k defined by fixpoint equations can also be partitioned to several groups (f 1 , . . . , f j1 ),(f j1+1 , . . . , f j2 ), . . . , (f j −1 +1 , . . . , f j ), so that the sum f jm−1+1 ( x) + · · · + f jm ( x) of the return values of the functions in each group ranges over [0, 1] (assuming that the arguments x are in the valid domain, i.e., the sum of x ranges over [0, 1]).
3) The least solution for each function in the fixpoint equations is monotonic and pointwise convex, i.e., convex on each variable, i.e., f (x 1 , . . . , (1 − p)x + py, . . . , x n ) ≤ (1−p)f (x 1 , . . . , x, . . . , x n )+pf (x 1 , . . . , y, . . . , x n ) whenever 0 ≤ p ≤ 1 and 0 ≤ x, y.
B. Our Method for Upper-Approximations
Inspired by the Finite Element Method, we discretize domains of functions, and approximate the least solution by stepwise linear functions. For the sake of simplicity, we discuss below only the case of a single fixpoint equation f (x) = e where x ranges over [0, 1] and e is an expression that may contain f (see [35] for the general case). The above equation can be rewritten in the form f = F (f ), where F = λf.λx.e. The goal is thus to compute an upper-bound of the least fixpoint of F .
We take discrete points x 0 = 0, x 1 = 1 n , . . . , x i = i n , . . . , x n = 1 (for some fixed integer n > 0), and consider the following abstraction function α ∈ ([0, 1] → [0, 1]) → [0, 1] n+1 , which abstracts each function to the values at the discrete points: α(g) = (g(x 0 ), . . . , g(x n )). Conversely, we define the concretization function γ ∈ [0, 1] n+1 → ([0, 1] → [0, 1]), which recovers (an approximation of) a function by linear interpolation:
. For convex functions, α and γ above almost 4 form a Galois connection. In particular, γ(α(g)) ≥ g holds for any convex function g ∈ [0, 1] → [0, 1], and α(γ( r)) = r holds for any r ∈ [0, 1] n+1 . These properties (along with some additional properties) allow us to prove lfp(F ) ≤ γ(lfp(F ))
The least fixpoint lfp(F ) can be computed exactly by appealing to the decidability of theories of real arithmetic, or approximately by further discretizing the codomain [0, 1]. We took the latter approach in the implementation reported in [35] . Example V.1. Consider f (x) = 1 4 x + 3 4 f (f (x)) and let n = 2. Suppose also that the codomain is also discretized to 0 = Thus, the upper-bound obtained for f (1) is 0.5. The exact value of f (1) = 1 3 . A more precise upper-bound is obtained by increasing the values of n and m. For example, if n = 16 and m = 256, the upper-bound is 0.3398 · · ·.
In the general case where we have mutually recursive function equations and each function is of arity greater than one, we need to take the first and second properties in Section V-A into account, to obtain a precise upper-bound: see [35] for details.
VI. RELATED WORK
As already mentioned in Section I, this work is intimately related to both probabilistic model checking, and higher-order model checking. Let us give some hints on how our work is related to the two aforementioned research areas, without any hope to be exhaustive.
Model checking of probabilistic recursive systems. Model checking of probabilistic systems with recursion (but not higher-order functions), such as recursive Markov chains and probabilistic pushdown systems, has been actively studied [14] , [15] , [17] . Our PHORS is strictly more expressive than those models, as witnessed by the undecidability result from Section III, and the encoding of recursive Markov chains into order-1 PHORSs [35] . Our fixpoint characterization of the termination probability of PHORS is a generalization of the fixpoint characterization of the termination probability for recursive Markov models [14] to arbitrary orders.
Termination of probabilistic infinite-data programs. Methods for computing the termination probabilities of infinitedata programs (with real-valued variables, but without higherorder recursion) have also been actively studied, mainly in the realm of imperative programs (see, as an example, [41] - [47] ); to the best of our knowledge, none of those methods deal with higher-order programs, at least directly. All these pieces of work present sound but incomplete methodologies for checking almost sure termination of programs. Incompleteness is of course inevitable due to the Turing completeness of the underlying language considered. In fact, Kaminsiki and Katoen [48] have shown that almost sure termination of probabilistic imperative programs is Π 0 2 -complete. Since their proof relies on Turing completeness of the underlying language, it does not apply to the setting of our model PHORS, which is a probabilistic extension of a Turing-incomplete language, namely that of HORS.
Model checking of higher-order programs. Model checking of (non-probabilistic) higher-order programs has been an active topic of research in the last fifteen years, with many positive results [18] - [26] , [30] . Strikingly, not only termination, but also a much larger class of properties (those expressible in the modal µ-calculus) are known to be decidable for ordinary (i.e. non-probabilistic) HORS. This is a stark contrast with our undecidability result from Section III: already at order-2 and for a very simple property like termination, verification cannot be effectively solved.
Probabilistic functional programs. Probabilistic functional programs have recently attracted the attention of the programming language community, although probabilistic λ-calculi have been known for forty years now [6] , [7] . Most of the work in this field is concerned with operational semantics [5] , denotational semantics (see, e.g., [8] , [9] , [49] - [51] ), or program equivalence (see, e.g., [10] , [52] , [53] ), which sometime becomes decidable (e.g. [54] ), but only when higher-order recursion is forbidden. The interest in probabilistic higherorder functional languages stems from their use as a way of writing probabilistic graphical models, as in languages like Church [55] or Anglican [56] . There are some studies to analyze the termination behavior of probabilistic higherorder programs (with infinite data) by using types. Dal Lago and Grellois [27] generalized sized types [57] , [58] to obtain a sound but highly incomplete technique. Breuvart and Dal Lago [59] developed systems of intersection types from which the termination probability of higher-order programs can be inferred from (infinitely many) type derivations. This however does not lead to any practical verification methodology. Relevant proof techniques. Our technique (of using the undecidability of Hilbert's 10th problem) for proving the undecidability of almost sure termination of order-2 PHORS has been inspired by Kobayashi's proof of undecidability of the inclusion between order-2 (non-probabilistic) word languages and the Dyck language [60] . Other undecidability results on probabilistic systems include the undecidability of the emptiness of probabilistic automata [61] . Their proof is based on the reduction from Post correspondence problem. The technique does not seem applicable to our context.
VII. CONCLUSION
We have introduced PHORS, a probabilistic extension of higher-order recursion schemes, and studied the problem of computing their termination probability. We have shown that almost sure termination is undecidable. As positive results, we have also shown that the termination probability of ordern PHORS can be characterized by order-(n − 1) fixpoint equations, which immediately yields a method for computing a precise lower-bound of the termination probability. Based on the fixpoint characterization, we have proposed a sound procedure for computing an upper-bound of the termination probability, which worked well in preliminary experiments.
It is left for future work to settle the question of whether it is possible to compute the termination probability with arbitrary precision, which seems to be a difficult problem. Another direction of future work is to develop a (sound but incomplete) model checking procedure for PHORS, using the procedure for computing the termination probability as a backend.
