Abstract. An interior point method is proposed to solve variational inequality problems for monotone functions and polyhedral sets. The method has the following advantages. 1. Given an initial interior feasible solution with duality gap 0 , the algorithm requires at most O n log( 0 = )] iterations to obtain an -optimal solution. 2. The rate of convergence of the duality gap is q-quadratic. 3. At each iteration, a long-step improvement based on a line search is allowed. 4. The algorithm can automatically transfer from a linear mode to a quadratic mode to accelerate the local convergence.
Introduction
Given a function F : I R n ! I R n and a nonempty polyhedral convex set P I R n ; consider the problem of nding a vector u 2 P such that F(u ) T (u ? u ) 0 8u 2 P; (1.1) where the superscript \T " stands for the transpose. Assume that F is continuously di erentiable in a neighborhood of the nonnegative orthant of I R n (denoted by I R n + ) and is monotone, i.e. the Jacobian F 0 (u) of F satis es x T F 0 (u)x 0 8u 2 I R n + ; x 2 I R n :
Problem ( Problem (1.2) is quite general because it includes as special cases some convex programming problems, some convex-concave saddle point problems, the monotone complementarity problem and some Nash equilibrium problems 11]. Solution techniques for (1.2) have been extensively studied in the literature, but only few of them are based on interior point (IP) methodology, see 1, 5, 11, 13, 17, 19] for examples.
IP methods have been successful in solving linear programming and linear complementarity problems. It is therefore reasonable to expect IP methods to perform well in solving (1.2) because the latter problem is a natural extension of the former problems.
Possible advantages of applying IP methodology to (1.2) include global polynomial-time convergence and local superlinear convergence; both are very desirable features in numerical optimization.
Of particular interest to us among possible IP methods for MVIP is the long-step pathfollowing algorithms developed by Kojima et al. 7, 8] and Mizuno et al. 10] , which were originally designed for linear programming problems. The long-step methods usually have an O n log( 0 = )] iteration complexity, namely that starting from an initial feasible solution of duality gap 0 , they nd an -optimal solution in at most O n log( 0 = )] iterations. Moreover, unlike the short-step path-following algorithms, they allow the next iterate to be determined through a line search procedure in a large neighborhood of the current iterate. Therefore they perform much better than short-step methods in practice. By our computational experiences, long-step methods are generally three to ve times faster than short-step methods in solving quadratic saddle-point problems arising from stochastic optimization 14, 15] .
In this paper we develop an O n log( 0 = )] long-step interior point method for (1.2). In our analysis, the global convergence of the algorithm requires a certain condition on F Wu 19] for solving monotone variational inequality problems. But they did not analyse the complexity in their papers. Besides, our algorim is di erent from theirs. ******* An attractive feature of the proposed algorithm is the quadratic rate of convergence. We show that, under simple assumptions such as the existence of a strictly complementary solution and the invertibility of a certain basic matrix, the duality gap converges qquadratically and the sequence fu k ; s k ; v k g converges r-quadratically. Compared to other IP methods for (1.2), our results are new in the following aspects. First, ***** (this part may be eliminated) there is no assumption on the convergence of the sequence produced by the algorithm. The convergence of the sequence is a natural result in the analysis.
Second, ******* we prove q-quadratic convergence instead of superlinear convergence.
Third, as explained in the next paragraph, the algorithm automatically transits from a linear mode to a quadratic mode to accelerate the local convergence.
So far all superlinearly convergent IP methods developed for MVIP need to change their search directions in order to achieve the superlinear rate of convergence when the iterates are su ciently close to the optimal solution. However, the switching time from the regular direction to the accelerating direction is only shown to exist in theory.
Often there is no clear criterion as to when the change should be made in a practical implementation of the algorithms. To solve this problem, Ralph and Wright 13] and Tseng 18] suggest some novel strategies. In the algorithm of Ralph and Wright every iteration consists of a fast step and a safe step; if the fast step fails, the algorithm reverts to a safe step. The method of Tseng uses a convex combination of the fast and the safe directions, in the spirit of Gonzaga's longest-step method for the linear complementarity problem 2]. In this paper we o er a di erent approach. Our algorithm consists of two modes, a linear mode and a quadratic mode. At each iteration the algorithm automatically selects a mode without reverting from the current computation. We show that the algorithm will permanently switch to the quadratic mode when the duality gap is small. To our knowledge, the proposed algorithm is the rst one for problem (1.2) that combines all: The long-step property, the self-adaptive mode change, the polynomial complexity and the quadratic rate of convergence. To make the paper concise, we consider a \feasible version" of the algorithm, that is, we assume an initial interior feasible solution is available.
We shall adopt the standard notations used in the literature of IP methods. For example, for any vector x, the corresponding capital letter X will denote the diagonal matrix whose (i; i)-th entry is given by the i-th component of x (denoted by x i ). In addition, for any real number ; x (X , respectively) will represent the vector (the diagonal matrix) whose i-th ((i; i)-th) entry is x i : If a vector, a scalar or a matrix has to carry an index, then we put the index as a superscript in the case of vectors and as a subscript for scalars and matrices. The Euclidean norm and the in nity norm of x will be kxk and kxk 1 , respectively. Also, we shall use the letter e to stand for the vector of ones: e = (1; 1; ; 1) T .
2 The Algorithm 
The Algorithm
Step 0 (Initialization) Let Step 1 (Computing the Search Direction) If k < 1 and k = 1, then go to
Step 1.2; otherwise go to Step 1.1.
Step 1.1 (The Linear Mode) Solve the equation system (2.1) with (u; v; s) = (u k ; v k ; s k ) and = k . Go to Step 2.
Step 1 Step 2 (The Line Search) Let
1 ( ) and (1) (1 ? 1=n) k , then set k+1 = 1. Otherwise, de ne k+1 by minimizing u( ) T v( ) for all 2 0; 1] such that (u( ); v( )) 2 N ?
Step 3 (Optimality Test) Set (u k+1 ; s k+1 ; v k+1 ; k+1 ) = (u( k+1 ); s( k+1 ); v( k+1 ); ( k+1 )).
If k+1 , stop, otherwise, set k := k + 1 and go to Step 1.
The constant in the algorithm determines the search direction of the linear mode. At the extreme cases, if = 0 the direction is the Newton direction for the problem Au = b; v = F(u) ? A T s; u T v = 0; which is called the a ne scaling direction in the terminology of IP methods; if = 1, the direction is the so-called centering direction.
The fact 2 (0; 1) indicates that the search direction for the next iterate is between the a ne scaling and the centering directions. ****** Similar to the algorithms of Luo and Ye 9] for linear programming and complementarity problems, the algorithm uses an accelerated update of the parameter (i.e. = O( 2 k )) to achieve quadratic convergence. ****** The criterion for transferring to the quadratic mode is fairly simple (i.e. k < 1 and k = 1). The algorithm starts from the linear mode, perhaps occasionally jumps between the linear and the quadratic modes and, as we shall show, eventually switches to the quadratic mode when k is small enough. ***** The line search at Step 2 for the determination of k+1 is not necessarily exact. As a matter of fact, we shall show that there is a simple threshold steplength^ , as long as ( ) (^ ), all results on global and local convergence will still hold. Hence k+1 can be any 2 ^ ; 1] such that 2 N ? 1 ( ). ******
Analysis of the Polynomial Complexity
The purpose of this section is to obtain an O n log( 0 = )] estimate for the iteration complexity of the algorithm, where 0 is the initial duality gap de ned in Step 0 of the algorithm. For a given iteration of the algorithm, if the search direction is computed by Step 1.1 (the linear mode), then we call this iteration a linear iteration; otherwise, we call it a quadratic iteration. The analysis is made for problems that satisfy the following scaled Lipschitz condition (SLC).
The SLC Assumption
There exist constants 2 (0; 1) and M > 0 such that the inequality kU
holds for any vectors u > 0 and u satisfying kU ?1 uk . Note that the set of functions satisfying SLC is a convex cone, i.e. any positive linear combination of such functions still satis es SLC.
The following lemma shows that we can concentrate on the analysis of a linear iteration, as far as the global convergence is concerned. The last inequality above is due to (3.8), (3.10) and (3.9).
We now give a bound for w:
Lemma 3. Thus we obtain (4.2).
We now prove (4. Proof. (i) Similar to the proofs of (3.6) and (3. The second inequality above uses Lemma 4.5 and the last inequality is due to the condition Let k be such that k = . Then Theorem 4.6 ensures that the algorithm will be in the quadratic mode for all k > k and the duality gap f k g k k converges q-quadratically if . Since cannot be evaluated (we only proved its existence), we cannot designate a number a priori. This, however, is automatically done by the algorithm. Suppose now that < and k is su ciently small with k < = . If k+1 = 1, then by Theorem 4.6 (ii), k+1 ( + c 2 ) 2 k converges quadratically. If k+1 < 1, then = k+1 will be set at the next iteration. By Theorem 4.6 (i) we have k+2 = 1. Then the algorithm will switch to quadratic mode and will set = = k+2 . Thus = k , hence will be xed at all subsequent iterations and quadratic convergence is achieved from then.
The following theorem is concerned with the r-quadratic convergence of the sequence fu k ; s k ; v k g k k :
Theorem 4.7 Suppose that f k g converges quadratically, i.e. k+1 c 3 2 k for k k and some c 3 1, and suppose that c 3 k < 1. Then the sequence f(u k ; s k ; v k )g k k converges to a strictly complementary solution of (1.2) with r-order at least 2. This shows that f(u k ; s k ; v k )g k k converges to (u ; s ; v ) with r-order at least 2.
Final Remarks
The main condition for global convergence of the proposed algorithm is the scaled Lipschitz condition. In a paper of Anderson and Ye, it is shown that, under such a condition, if problem (1.2) is polynomial solvable with an interior feasible starting point, then it can be polynomially solved without knowing such information at all by using a homogeneous self-dual reformulation of the problem. It is, therefore, a reasonable conjecture that the obvious infeasible version of the algorithm will have similar convergence properties.
The major purpose of this paper is to provide a concise analysis on global and local convergence of a typical long-step interior point approach which is initiated from linear programming and now applied to nonlinear monotone variational inequality problems. The results are now well known for linear problems but have been less well known for nonlinear problems. A novewlty of the proposed algorithm is its self-adaptiveness in accelarating convergence, which, of course, is also applicable to solve linear problems.
In order to make our analysis streamlined, we have made a strong assumption (Assumption 2) in the analysis for local convergence. The assumption states that the Hessian matrix of the augmented Lagrangean with respect to the basic variables at each point of the set F is invertible. The set F is known to contain the sequence fu k g generated by the algorithm. Thus, the assumption can be thought of as a global invertibility condation rather than a local requirement near the solution point u : An interesting problem for future research is then how this assumption can be relaxed so as to make the algorithm applicable to a wide class of problems.
It is not an essential restriction to assume only linear constraints in the de nition of set P: We point out that by appropriate reformulation of the problem, it is possible to introduce smooth convex constraints into problem (1.1) as well.
