The adaptive market hypothesis (AMH) supplies a convincing motivation for why market efficiency should not be regarded as a stable property in time. This paper explores a Bayesian methodology for estimating weak-form market efficiency under the AMH using a test of evolving efficiency (TEE). More precisely, a generalized TEE (GTEE) approach is proposed in which the conditional first moment of a time series is assumed to be a nonlinear function of its conditional second moment, i.e., a nonlinear feedback term is present in the conditional mean equation. We then discuss a maximum likelihood estimation procedure for the resulting nonlinear model using the state-space approach and extended Kalman filtering. This methodology is used to estimate time-varying, weak-form market efficiency in four, specifically chosen, markets over a timeperiod that includes the global financial crisis of 2007/2008.
A generation of research has been written about the efficient market hypothesis (EMH), introduced by Eugene Fama [7] in the late 1960s. Fama defined an efficient financial market as one in which 'security prices at any time 'fully reflect' all available information' and introduced a classification that included three levels of market efficiency [8] : the weak-form, semi-strong-form and strong-form. The weak-form version of the EMH has a number of statistically testable consequences, which forms the bulk of these investigations. Most mature markets can be shown in one way or another to be at least weak-form efficient, but the diversity of tests employed means that disputes have often arisen that cannot be easily resolved.
Testing for efficiency hinges on the predictability of the market. The less predictable it is, the more efficient. Freely available information is being assimilated into prices immediately. One of the foundational assumptions of option pricing theory is that of market efficiency. This translates into the use of Markov processes in the continuous-time, stochastic framework of Black-Scholes [3] and Merton [26] , and, in fact, a test of market efficiency formed the backdrop to their model (see [2] ).
In 2004, a variant of the EMH, dubbed the adaptive market hypothesis (AMH), was introduced by Andrew Lo in [24] and 'reconciled' with behavioural finance in [23] . The AMH suggests that market efficiency is not a stable property, but evolves over time [27, p. 3154] : 'The true underlying market structure of asset prices is still unknown. However, we do know that, for a period of time, it behaves according to the classical definition of an efficient market; then, for a period, it behaves in such a way that researchers are able to systematically find anomalies to the behaviour expected of an efficient market'. The natural consequence of this is that the predictability of the market will also vary with time.
An excellent and systematic review of the AMH and weak-form market efficiency literature may be found in [22] . Herein, the authors emphasize that 'the bulk of the empirical studies examine whether the stock market under study is or is not weak-form efficient in the absolute sense, assuming that the level of market effi-ciency remains unchanged throughout the estimation period. However, the possibility of time-varying weakform market efficiency has received increasing attention in recent years'. Rather predictably, a key quantitative test of 'evolving efficiency' was already in place before the AMH was proposed in 2004. Under the AMH, one assumes a time-varying level of market efficiency, which suggests using models with time-dependent coefficients. In this paper we focus on a Bayesian methodology for estimating the resulting time-varying models under the AMH that is in contrast to a non-Bayesian approach discussed recently in [15, 16] . Publication of the AMH in [24] was preceded by a number of innovations in the examination of risk premia in [12] , the use of the (G)ARCH-M model in [6, 10] , its extension to the stochastic GARCH-M model in [11] , the development of the concept of evolving efficiency in [5] , and, finally, a test for evolving efficiency (TEE) in [34] . Prior to this, 'major event'-based tests of weak-form market efficiency and rolling estimation windows with a fixed parameter in each window (see [22] , and references therein), as opposed to the traditional absolute tests using full sample analysis with a fixed parameter, hinted that weak-form efficiency as a stable property has been queried.
In [17] the authors claimed that 'there is little literature that studies the relative market efficiency through time based on time series data', except for [23, 24] . This appears not to be true, beginning with the literature described above and continuing with [9, 18, 19, 21] . Post the global financial crisis, interest in adaptive market efficiency has increased dramatically (see, for example, [1, 20, 25, 28-30, 33, 35] ). Many of these studies have concentrated on emerging and 'infant' markets in Europe, Africa, and the Middle East where weak-form inefficiency is expected to be present. Often the aim is to determine whether an increase in weak-form efficiency implies a gradual maturing of the market and a consequential decrease in predictability. These studies also form the basis for strong arguments concerning the level of regulation necessary in these markets to ensure efficient capital transfer.
The purpose of our study is three-fold. Firstly, inspired by [6] , we extend the TEE approach to the case of (possibly) nonlinear variance feedback in the conditional mean equation where the conditional second moment, in turn, follows a stochastic or standard GARCH process. Second, we apply the state-space approach to estimate the resulting model. For this we design an adaptive filtering scheme that consists of a recursive optimization procedure to identify the model parameters by maximizing the likelihood function, and a nonlinear filter for estimating the underlying hidden process. Our new adaptive estimator is based on the extended Kalman filter (EKF), which is one of the simplest but most successful state estimators in use. Finally, this new methodology is applied to the estimation of changing levels of weak-form efficiency for four distinct markets: the London Stock Exchange (LSE), the Johannesburg Stock Exchange (JSE), the Moscow Exchange (ME), and the Nairobi Stock Exchange (NSE). These have been chosen to reflect a developed, mature emerging, immature emerging, and illiquid emerging market perspective, respectively. Estimation takes place over a period that includes the global financial crisis of 2007/2008. We anticipate that weak-form efficiency of these markets may vary quite considerably over this period, although previous studies have suggested that this should not be the case for a fully developed market such as the LSE. The JSE has already been shown to be weak-form efficient and the NSE to be weak-form inefficient in [19] over the period January 1990 to June 2001, prior to the global financial crisis.
Testing for weak-form market eflciency
Following [7] , a market is weak-form efficient when there is no predictable profit opportunity based on the past movement of asset prices (an efficient market is unpredictable). One of the most common and simple tests for the presence of weak-form efficiency is given in [19] . Assume that
where ε k is a model uncertainty and y k is the log-return of the asset price calculated on a continuously compounded basis, i.e., y k = ln S k −ln S k−1 , where S k is the closing price at t k . Deciding whether or not the market is weak-form efficient over some time period hinges on the model estimation of the slope coefficient β 1 . If β 1 is zero in (1.1), then the market is weak-form efficient according to this test, and the returns process follows a random walk (RW): ln S k = β 0 + ln S k−1 + ε k . This means that historical price information cannot provide profit opportunities. In [4] , the following three variants of the test above are distinguished, depending on the assumptions made about the noise term: the random variables {ε k } are (i) independently and identically distributed with zero mean and constant variance, i.e., ε k ∼ IID(0, σ 2 ); (ii) independently but not identically distributed, which allows for unconditional heteroscedasticity; (iii) uncorrelated but neither independently nor identically distributed.
Empirical tests for weak-form efficiency within the second variant are investigated in [5] . The variance is assumed to follow a generalized autoregressive conditional heteroscedasticity (GARCH) process:
where a 0 > 0, a 1 ⩾ 0, b 1 ⩾ 0, and a 1 + b 1 < 1 ensures that the GARCH(1,1) process in equation (1.3) is stationary. The {y k } N k=0 = {y 0 , . . . , y N } are the log-returns of the asset prices and the ε k denote the error terms (i.e., the return residuals). The process {h k } N k=0 (where h k = σ 2 k ) is the hidden variance process, which needs to be estimated from the data. Model (1.2), (1.3) is, in fact, a GARCH-in-Mean(1,1) model, first introduced in the form of an ARCH-in-Mean model for risk-return tradeoffs in the term structure of US interest rates in [6] . The main feature of these models is that the conditional first moment of some time series is assumed to be a function of its conditional second moment, which in turn follows an ARCH/GARCH process. In other words, the conditional variance h k is included in equation (1.2), and its coefficient δ is interpreted as a measure of the strength of risk aversion. The standard GARCH process corresponds to δ = 0. It is also worth noting here that a stochastic GARCH-in-Mean process has been used to model risk premia in the London Metal Exchange in [10, 11] where the following extended GARCH variant is employed instead of equation (1.3):
The tests for weak-form efficiency conducted in [5] are based on GARCH-in-Mean(1,1) estimation. If the resultingβ 1 is zero (within some confidence interval), this may indicate the presence of weak-form market efficiency. It should be emphasized that this methodology is incompatible with the AMH because it assumes the efficiency to be constant over the time period. To account for changes in weak-form efficiency over time, a test for evolving efficiency (TEE) was developed in [34] , which includes coefficients β 0,k , β 1,k in equation (1.2):
where the conditional second moment, h k , follows the GARCH(1,1) process in (1.3). Thus, the evolution of the slope coefficient β 1,k reflects the time-varying change in weak-form market efficiency and allows for detecting time periods where the market may be weak-form efficient ( β 1,k = 0) as well as when it is not. The goal of this paper is to study an extended TEE model generalized in two ways. Firstly, we note that the conditional mean equations (1.2), (1.5) in all of the above models imply only linear variance feedback. However, nonlinear functions of the conditional variance can be included. In fact, the ARCH-in-Mean model first introduced in [6] includes a nonlinear variance feedback term f d (h k ) = √h k . Motivated by previous studies, we investigate the generalized TEE (GTEE) approach given by equations (1.3), (1.6) and the first moment equation defined by:
where f d (⋅) is a known function of variance (volatility feedback). The unknown dynamic state vector 
State-space approach for estimating market eflciency process
An excellent and comprehensive survey of applications of the Kalman filter (KF) in econometrics has been published recently in [32] . Within this survey, it is stated that one important research line of the past 20-25 years has focused on representing a wide variety of structural econometric models in the state-space form. The main reason given is that the Markovian nature of the models makes them attractive for econometricians because of efficient recursive computations [13] : 'If a model can be put in state space form, a number of powerful statistical results immediately become available . . . optimal prediction via the Kalman filter, optimal estimates of unobserved components via smoothing, and estimation of unknown model parameters in the model, because it enables the likelihood function to be broken down in terms of one-step-ahead prediction errors'.
The TEE model we examine, summarized by equations (1.3), (1.5), and (1.6), integrates the two innovative applications mentioned in the survey: (i) time-varying coefficient regression models, and (ii) time-varying variance models. The generalized TEE version given by equations (1.3), (1.6), and (1.7) or by formulas (1.4), (1.6), and (1.7) has a more sophisticated structure than the original TEE, mainly because of the nonlinear volatility feedback term. In general, the related state-space model representation is given by a nonlinear system of discrete-time stochastic equations:
where F(⋅) is a nonlinear vector-function that describes the dynamics of the unknown state vector x k , G(⋅) is a nonlinear vector-function of the measurement equation, and u k represents explanatory variables in econometrics. In engineering applications u k is interpreted as a controllable input [32] . The measurement noise {ξ k } and the process noise {ω k } are assumed to be uncorrelated Gaussian white-noise processes with covariance matrices R(ϑ) > 0 and Q(ϑ) ⩾ 0, respectively. The random variables have known mean values, which we can assume, without loss of generality, to be zero. The initial state x 0 ∼ N (x 0 , Π 0 ) is uncorrelated with {ω k } and {ξ k }. The initial error covariance matrix is
The goal of any filtering technique is to recover an unknown (hidden) random process
As is obvious, model (2.1), (2.2) is also parameterized by an additional, unknown set of system parameters ϑ. Consequently, both the dynamic state and the unknown system parameters must be estimated from only the observed (noisy) signal. This problem can be resolved by adaptive filtering techniques where both the states X = {x k } N k=0 = {x 0 , . . . , x N } and the system parameters ϑ are simultaneously estimated. Initially, we should choose a performance index (cost function) that reflects the difference between the actual system and the filter associated with the model. The method of maximum likelihood is a general method that can be successfully applied here. The resulting maximum likelihood estimateθ * has some attractive properties. It is an asymptotically unbiased, consistent and efficient estimate. For state-space models, the log likelihood function (LF) is given as follows [14] :
where Y N 0 = {y 0 , . . . , y N } is the measurement history, and the e k are the innovations generated by the associated filter with covariance matrix R e,k .
Any adaptive estimator consists of two parts summarized in Table 1 : (i) the filtering method for estimating the unknown state vectorx k|k , and (ii) the optimization method for finding theθ * that maximizes the performance index, e.g. the log LF. In practice, these two parts are implemented in parallel: running the chosen nonlinear filter at each iteration step with respect to the unknown system parameters ϑ to generate {e k , R e,k } for the log LF evaluation (2.3) and optimizing the log LF. A detailed derivation of the EKF equations can be found in [31, pp. 226-227] . Finally, in our empirical study we use the built-in MATLAB function 'fmincon' for optimization purposes with the default stopping criterion ‖ϑ n − ϑ n−1 ‖ ⩽ 10 −6 .
Tab. 1:
A general scheme of adaptive filtering using the EKF.
Algorithm 1 (Adaptive scheme) Algorithm 2 (Extended KF)
Input Data: Initial value ϑ 0 . Input Data: Initialx 0|−1 , P 0|−1 and current ϑ n . Process: Substitute current approximation ϑ n into the state-space model. Process available measurements {y 0 , . . . , y N } as follows: -Set the initial valuesx 0|−1 =x 0 , P 0|−1 = Π 0 of the filter to be used. -Apply the underlying filtering method (e.g. EKF given by Algorithm 2) for current approximation ϑ n . This allows calculation of the cost function at the point ϑ n , e.g. the log LF in (2.3), and for recovering the state estimates {x k|k } N 0 . -Use the chosen optimization method to find the next point ϑ n+1 . Repeat the process for the approximation ϑ n+1 (n = 0, 1, . . .) until the chosen stopping criterion is satisfied. N) . Compute the estimatex k|k and error covariance matrix P k|k = E{(x k −x k|k )(x k −x k|k ) T } as follows:
Time Updates. Propagate the estimate and covariance as follows:
Output Data: Optimal system parametersθ * and state estimates {x k|k } N 0 from the filter that is tuned to the resulting optimalθ * . One-step-ahead predicted estimates {x k+1|k } N 0 are also available from the filter.
Output Data: Log LF (2.3). Notation used:
In summary, the GARCH-in-Mean(1,1) model given by equations (1.2), (1.3) with nonlinear volatility feedback and a stochastic GARCH process (1.4) can be represented in the state-space form as follows:
where the state vector is denoted as x k := h k , the matrix H k required in the EKF method (see Table 1 = [a 0 , a 1 , b 1 , δ, β 0 , β 1 , σ 2 w ]. We also stress that the process equation is linear, and the vector of explanatory variables u k−1 denotes the error term in the GARCH process (the return residuals), i.e., at each time point t k it is defined as follows [12] :
is the return residual at time t k . When the model is expressed in the state-space form, the implementation of the adaptive scheme presented in Table 1 is straightforward and yields an estimation of the unknown dynamic stateĥ k|k and system parametersθ * from the observations. Similarly, we extend the TEE specification given by equations (1.3), (1.5), and (1.6) to the GTEE in the following two directions: (i) a nonlinear volatility feedback is included in (1.5), i.e., it has the form of equation (1.7) and (ii) the stochastic GARCH process (1.4) is implemented instead of (1.3). In general, it can be represented in the state-space form as follows:
where the state vector is denoted by x k := [h k , β 0,k , β 1,k ] T , the matrix H k required in the EKF method (see Table 1 ) is given by
is the chosen volatility feedback function and G k = I. The covariance matrix of the process noise is diagonal: 
Empirical results

Market data and summary statistics
We consider data from four international markets: the United Kingdom, South Africa, the Russian Federation, and Kenya. The data we examine are the FTSE 100 index from the London Stock Exchange, the JSE Top 40, which comprises the 40 largest and most liquid stocks listed on the Johannesburg Stock Exchange, the RTSI, which is the Russia Trading System Index containing 50 Russian stocks traded on the Moscow Exchange, and the NSE 20, which comprises the 20 largest and most liquid stocks listed on the Nairobi Stock Exchange. Model estimation is based on daily closing prices from 8 March 2002 to 6 March 2012. We use daily log-returns calculated on a continuously compounded basis and expressed in percentages, i.e., y k = 100(ln S k − ln S k−1 ).
The summary statistics in Table 2 leads to the following conclusions. Bearing in mind that these are daily log-returns, the minimum and maximum values for all four indices are startling. The skewness of the FTSE 100, Top 40, and RTSI return data is negative. The negative skewness indicates that the density function has either a longer or fatter left tail than right tail. Interestingly, the NSE 20 is positively skewed, indicating a preponderance of positive movements in the data, and either a longer or fatter right tail. The sample mean is slightly less than the median for the Top 40 and substantially less for the FTSE 100 and RTSI. This confirms a left-skewed shape for their distributions and is the result of the mean being pulled down by the long left tail. The opposite holds for the NSE 20 because of the positive skewness. All series have positive excess kurtosis, suggesting that the tails of their distributions are fatter than the normal distribution.
Tab. 2:
Summary statistics of the daily log-returns of the data. 
Series
S-GARCH Best-fitted f d (⋅) f d = h k f d = h k f d = log(h k ) f d = h k = logGARCH Best-fitted f d (⋅) f d = h k f d = h k f d = √h k f d = log(h k ) = log(√h k )
Testing for absolute, weak-form market eflciency
Firstly, weak-form efficiency is tested under the EMH methodology, i.e., in an absolute sense over the time period under examination. Following [5] , we estimate the GARCH-in-Mean(1,1) model for each data set by using the adaptive filtering methodology presented in Section 2 and summarize the resulting Akaike information criterion (AIC) values in Table 3 . The model with the lowest AIC value is preferred. Special interest is paid to an investigation of various nonlinear volatility feedback variants that might provide a better goodness-of-fit.
We choose a few nonlinear functions that are most often encountered in econometrics. It should be stressed that, because of the properties of the logarithm function and its derivative, the GARCH-in-Mean(1,1) models with f d (⋅) = log(h k ) and f d (⋅) = log(√h k ) provide the same maximum likelihood estimates and, hence, AIC values. Thus, we use only one row in the table for both, thereby indicating that either is possible. We also consider a stochastic GARCH process (1.4) instead of the standard GARCH equation (1.3) in all models.
Having analyzed the results in the columns of Table 3 that are associated with the GARCH equation (1.3), we arrive at the following conclusions. Firstly, it seems that for immature emerging and illiquid emerging markets, the models with nonlinear volatility feedback are preferable. Conversely, a linear volatility feedback seems to be the best suited model for mature emerging markets. Both the FTSE 100 and JSE Top 40 series favour a linear relationship in the GARCH-in-Mean(1,1) model. Meanwhile, a nonlinear feedback function provides the best-fit for the RTSI and NSE 20 series, although the nonlinear functions are different for each. For the RTSI, the GARCH-in-Mean(1,1) with f d = log(√h k ) or f d = log(h k ) are the models of choice, while the GARCH-in-Mean(1,1) with f d = √h k fits the NSE 20 series best.
Next, we compare the stochastic GARCH-in-Mean(1,1) model with the standard GARCH-in-Mean(1,1). For this, the AIC values should be compared in the rows of Table 3 . As can be seen, the stochastic GARCH-inMean(1,1) has a higher AIC value than the standard GARCH-in-Mean(1,1) for the FTSE 100, JSE Top 40, and NSE 20 series, but not for the RTSI. This implies that using the stochastic GARCH equation (1.4) instead of the standard GARCH process (1.3) in our GARCH-in-Mean(1,1) model does not yield any improvement in goodnessof-fit and can be rejected for the FTSE 100, JSE Top 40, and NSE 20 series, but not for the RTSI. The lower AIC values of the stochastic GARCH-in-Mean(1,1) for the RTSI sample indicates that the standard GARCH-inMean(1,1) might be restrictive when compared to its stochastic counterpart. To make a choice, a likelihood ratio (LR) test has been performed. More precisely, the hypothesis H 0 : σ 2 w = 0 has been tested against the alternative H a : σ 2 w ̸ = 0 at a 1% confidence level. The resulting test statistic is 2(−5027.94 − (−5029.45)) = 3.02, which is less than the critical value χ 
RTSI series. We conclude that the GARCH-in-Mean(1,1) model is not restrictive (at a 1% confidence level) when compared to its stochastic counterpart and is preferable for practical use since it contains fewer parameters.
In summary, all return series we examined favour the standard GARCH process in the GARCH-in-Mean(1,1) specification, where linear volatility feedback provides the best choice for the FTSE 100 and JSE Top 40 while nonlinear volatility feedback is best suited for the immature emerging markets RTSI and NSE 20. Finally, we use the resulting best-fit model to decide about the weak-form efficiency of each market assuming that this property is constant over the time period. The estimates we obtained are given in Table 4 with standard errors in parentheses. For convenience, we also provide the resulting 99% confidence interval forβ * 1 that indicates the possibility of weak-form efficiency when the interval includes zero.
Having analyzed the results in Table 4 , we note that both the FTSE 100 and RTSI confidence intervals do not include zero, but they are very close to this critical level. This may imply that during the global financial crisis of 2007/2008 these markets adhere to the classical definition of weak-form efficiency despite anomalies appearing for some periods of time. It would be unreasonable to conclude from these results that either market displays absolute, weak-form inefficiency. The TEE approach considered in the next section allows some insights into the evolving weak-form efficiency process. The best-fit model for the JSE Top 40 yields a 99% confidence interval forβ * 1 with a lower bound very close to zero as well. However, in contrast to the FTSE 100 and RTSI series, it includes zero. Hence, we may conclude that the market may be absolutely, weak-form efficient with 99% confidence, but that it may also have some time periods with anomalies. Finally, the best-fit model of the NSE 20 yields a 99% confidence interval that is far from zero. Even if the test is contestable, these values suggest a level of absolute, weak-form inefficiency that is hard to ignore.
Testing for adaptive, weak-form market eflciency
To gain more insight into the weak-form efficiency over the examined period of time, we use the proposed GTEE approach and recover the hidden {β 1,k } N 0 process from the observed return series. The estimated trajectory illustrates the evolution of weak-form efficiency under the AMH methodology. As in the previous section, we estimate the GTEE model for each data set by using the adaptive filtering methodology presented in Section 2 and summarize the resulting AIC values in Table 5 . Again, the original TEE model from [34] is generalized in two directions: (i) various nonlinear volatility feedback variants are included in the mean equation, and (ii) the stochastic GARCH process (1.4) is tested against the standard GARCH equation (1.3) in all GTEE models.
Having analyzed our results obtained using the GARCH equation (1.3) and collated in the columns of Table 5 , we conclude that all return series under examination favour the standard GARCH process in the TEE 
Finally, the best-fit TEE specification is used to recover the hidden dynamic process of weak-form efficiency evolution, {β 1,k } N 0 , from the observed returns series. Figure 1 illustrates the TEE results obtained for the FTSE 100 and RTSI indices. The findings in Section 3.2 indicated that the FTSE 100 may have exhibited a slight inefficiency in the absolute sense over the time period considered. For the FTSE 100 index the estimated time-path ofβ 1,k is very close to zero. In March 2002 we estimateβ 1,k = −0.08, with the upper and lower bounds of the resulting 99% confidence interval being −0.16 and 0.0008, respectively. Although the upper bound is very close to zero, the interval contains the critical value of zero. At the end of the period we see thatβ 1,k = −0.01, with upper and lower bounds of 0.06 and −0.09, respectively. Thus, we conclude that the 99% confidence interval of the FTSE 100 series contains the critical value of zero for the entire time period, implying that the market may be weak-form efficient.
For the RTSI series, theβ 1,k value in March 2002 is 0.12 and this level remains unchanged throughout the entire time period considered. The resulting 99% confidence interval is far beyond the critical level of zero. Hence, we conclude that the Russian market may be adaptive, weak-form inefficient throughout this time period at a 99% confidence level.
The results for the Top 40 index corroborate the absolute efficiency test in Section 3.2, and clearly show that the estimated evolution ofβ 1,k encompasses the critical value of zero at a 99% confidence level for the entire period. Its value in March 2002 is about 0.07 and trends gradually downwards towards zero. In March 2012, the optimal estimate isβ 1,k = 0.01. We conclude that the South African market may be adaptive, weakform efficient throughout the time period examined at a 99% confidence level. This is in line with an empirical study of seven African stock markets conducted in [19] , in which it was shown that the South African market [19] , where the market was found to be inefficient for the period from January 1990 to June 2001, andβ 1,k = 0.39 was estimated for June 2001. During the global financial crisis the path increases and reaches a maximum value of β 1,k = 0.60 in the period from November 2008 to March 2009 and than starts to decay slightly. We conclude that the Kenyan market may be adaptive, weak-form inefficient throughout the time period examined at a 99% confidence level.
Conclusion
In this paper adaptive, weak-form efficiency changes in four, specifically chosen markets have been estimated over a period that includes the global financial crisis of 2007/2008. We have applied a generalization of the test for evolving efficiency (TEE) to this end, which includes both the possibility of nonlinear volatility/variance feedback and stochastic GARCH processes. The resulting models are estimated under the nonlinear Bayesian filtering approach based on the extended Kalman filter. Our empirical study suggests that only the JSE (the Johannesburg Stock Exchange) was markedly weak-form efficient in the absolute sense during the period analyzed. In the adaptive setting, only the South African and UK markets (the London Stock Exchange) were weak-form efficient. The Russian market (the Moscow Exchange) was markedly weak-form inefficient during the entire time period examined, and the weak-form inefficiency of the Kenyan market (the Nairobi Stock Exchange) was significantly exacerbated by the global financial crisis of 2007/2008.
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