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An approach for registration of sparse feature sets detected in two stereo image pairs taken from two different
views is proposed. Analogously to many existing image registration approaches, our method consists of initial
matching of features using local descriptors followed by a RANSAC-based procedure. The proposed approach is
especially suitable for cases where there is a high percentage of false initial matches. The strategy proposed in this
paper is to modify the hypothesis generation step of the basic RANSAC approach by performing a multiple-step
procedure which uses geometric constraints in order to reduce the probability of false correspondences in generated
hypotheses. The algorithm needs approximate information about the relative camera pose between the two views.
However, the uncertainty of this information is allowed to be rather high. The presented technique is evaluated
using both synthetic data and real data obtained by a stereo camera system.
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Registracija stereo slika postupkom zasnovanim na RANSAC strategiji s geometrijskim ogranicˇenjem na
generiranje hipoteza. U radu je predložen jedan pristup registraciji skupova znacˇajki detektiranih na dva para
stereo slika snimljenih iz dva razlicˇita pogleda. Slicˇno mnogim postojec´im pristupima registraciji slika, predlo-
žena se metoda sastoji od pocˇetnog sparivanja znacˇajki na temelju lokalnih deskriptora iza kojeg slijedi postu-
pak temeljen na RANSAC-strategiji. Predloženi je pristup posebno prikladan za slucˇajeve kada rezultat pocˇetnog
sparivanja sadrži veliki postotak pogrešno sparenih znacˇajki. Strategija koja se predlaže u ovom cˇlanku je da
se korak RANSAC-algoritma u kojem se slucˇajnim uzorkovanjem generiraju hipoteze zamijeni postupkom u ko-
jem se hipoteza generira u više koraka, pri cˇemu se u svakom koraku, korištenjem odgovarajuc´ih geometrijskih
ogranicˇenja, smanjuje vjerojatnost izbora pogrešno sparenih znacˇajki. Algoritam treba približnu informaciju o re-
lativnom položaju kamera između dva pogleda, pri cˇemu je dopuštena nesigurnost te informacije prilicˇno velika.
Predstavljena strategija je provjerena korištenjem sinteticˇkih podataka te pokusima sa slikama snimljenim pomoc´u
stereo sustava kamera.
Kljucˇne rijecˇi: registracija slika, stereo vizija, prac´enje znacˇajki, RANSAC
1 INTRODUCTION
Registration of data obtained by viewing a scene from
two or more different views is a fundamental problem in
computer vision. The solution to that problem provides a
means for motion estimation and 3D scene reconstruction
by integration of the data obtained from multiple views. In
this article, the registration of the data obtained by stereo
vision is addressed. Stereo vision is a powerful tool for
obtaining 3D information from camera images. The stereo
vision system considered in this paper consists of two cal-
ibrated cameras and appropriate software which uses the
images taken by both cameras to perform 3D reconstruc-
tion of a set of left camera image points. A pair of images
taken by a the two calibrated stereo cameras is referred to
in this paper as a stereo image.
The most often used approach to registration of the data
obtained by stereo images taken from two different views
is to perform stereo reconstruction for each view thus ob-
taining two sets of 3D points and then to perform regis-
tration of these two feature sets. This can be achieved by
extracting from image a sparse set of distinguishable points
which can be reliably tracked across a sequence of images.
By matching the local descriptors [1] assigned to each ex-
tracted point, a set of pairs is obtained, where the first el-
ement of the pair is a 3D point from the first stereo im-
age and the second element is a 3D point from the second
stereo image. A pair whose both elements represent the
same 3D point in the scene is a correct correspondence.
Assuming that the correct correspondences between the
3D point features in two sets are available, the registration
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of those two sets can be obtained by the closed-form so-
lution presented in [2, 3]. That approach, however, fails
to give optimal solutions because it does not consider the
uncertainty of the stereo reconstruction caused by non ho-
mogenous and non isotropic noise. The methods that deal
with non homogenous and non isotropic noise are pre-
sented in [4, 5]. The same problem is solved in [6] by a
maximum-likelihood estimator used later in [7] for navi-
gation of a mobile robot.
Nevertheless, all these methods assume that correct fea-
ture correspondences are available or that the percentage of
possible false correspondences is relatively low. However,
matching methods based on local descriptors can result in
a significant number of false correspondences, referred to
in this paper also as outliers. Therefore, the set of the point
pairs obtained by matching their descriptors, which is re-
ferred to in this paper as initial correspondence set, must
be pruned before using it for estimation of the motion pa-
rameters.
One approach which can be used to deal with false cor-
respondences is RANSAC.
RANSAC (RANdom SAmple Consensus) [8] is a very
popular method widely used in robotics to fit a model to
a set of data corrupted by outliers. Among other appli-
cations, it has been used for registration of image data
obtained by a single camera [9] or a stereo camera sys-
tem [10, 11]. The idea of RANSAC is to generate a set
of model hypotheses by selecting randomly subsets of the
given data set containing the minimum number of data
points sufficient to define a model. For each hypothesis a
set of data points which fits the hypothesized model within
a certain tolerance is determined, called the consensus set.
The hypothesis corresponding to the greatest consensus set
is considered to be the most probable one. The probability
of generating a false hypothesis from a randomly selected
data set increases with the number of outliers in the input
data set as well as with the size of the selected set.
The strategy proposed in this paper is to modify hypoth-
esis generation step of the basic RANSAC approach by
performing a multiple-step procedure which uses geomet-
ric constraints in order to reduce the probability of false
correspondences in the hypothesis. The procedure starts
with a prior information about the relative camera pose be-
tween the two views whose uncertainty is allowed to be
rather high. This information can be estimated e.g. from
the motion commands given to the robot. Alternatively,
the initial translation and rotation of the robot can be set to
zero, and the uncertainty of the change in robot’s pose can
be estimated from the known maximum translational and
rotational velocity of the robot. This initial camera pose
together with its uncertainty is corrected recursively by the
information provided by a feature pair randomly selected
from the input set of match candidates. The corrected pose
and its uncertainty are used to formulate geometric con-
straint for the selection of the next match candidate. The
procedure is repeated until a sufficient number of matches
are considered in the hypothesis. Recursive pose estima-
tion from a set of feature pairs, where the selection of the
next data is constrained by currently computed pose and
its uncertainty, is already applied in the approaches pre-
sented in [12] and [13] which use Kalman Filter formal-
ism. In this paper, the pose refinement is performed using
a version of the Levenberg-Marquardt algorithm ( [14]) de-
scribed in [15].
The article is structured as follows. In the next sec-
tion, the problem of stereo image registration given a set
of features and a set of possible feature matches is defined.
In Section 3, a geometrically constrained RANSAC algo-
rithm for solving the considered problem is proposed. The
presented technique is evaluated using both synthetic data
and real data obtained by a stereo camera system. The re-
sults of these experiments are reported in Section 4.
2 PROBLEM DEFINITION
A common approach to the problem of registration of
two sets of 3D points obtained from two different views
of a scene is to determine the correspondences between
the features detected in the stereo image pairs taken from
these two views and then to compute the relative camera
pose between the views.
Let Pi, i = 1, . . . , N be a set of 3D points observed
by a stereo camera pair, as shown in Fig. 1, and let QL,i
and QR,i be the points representing the projections of Pi
onto the left and right camera image respectively. Each
Fig. 1. A set of points observed by a moving stereo camera
system
camera is assigned a reference coordinate frame centered
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in the optical center of the camera with z-axis identical to
the optical axis. Let SL and SR be the reference frames of
the left and right camera respectively.
The 3D coordinates pi = [ xi yi zi ]T of each
point Pi relative to the camera frame SL can be com-
puted from the image coordinates of its projections QL,i
and QR,i by triangulation.
In this work, the uncertainty of stereo reconstruction is
modeled by 3D Gaussian distribution as proposed in [16].
The point coordinates pi obtained by stereo reconstruction
are regarded as random variables with mean pi and co-
variance matrix Cp,i. Let F = {pi, i = 1, . . . , n} repre-
sent the set of all features detected in the scene and recon-
structed by stereo vision from a stereo image pair. Note
that, in general, n ≤ N since the vision system can some-
times fail to detect some of the features Pi. Let us now
consider the case where the same scene is observed by the
stereo camera system from another viewpoint, as shown in
Fig. 1. Let S′L and S′R be the reference frames of the left
and right camera respectively corresponding to the second
view and let F ′ =
{
p′j, j = 1, . . . ,m
}
be a set of vec-
tors p′j defining the positions of 3D points reconstructed
from the second stereo image pair relative to S′L. The un-
certainties in the coordinates p′j are described by the co-
variance matrices C ′p,j . Let the pose of S′L relative to
SL be described by vector w = [ φT tT ]T , where
φ = [ α β θ ]T is a vector of three angles defining
the orientation and t = [ tx ty tz ]T is a vector defin-
ing the position of S′L relative to SL.
Two features pi ∈ F and p′j ∈ F ′ which represent the
same point Pi in the scene are referred to herein as corre-
sponding features. In the ideal case, for two corresponding
features pi and p′j the following holds
pi −R(φ)p′j − t = 0, (1)
where R(φ) is the rotation matrix whose elements are
functions of φ. In reality, however, due to the uncertainty
in stereo reconstruction, the term
eij(w) = pi −R(φ)p′j − t (2)
mostly differs from 0.
The correspondence between the features detected in
the first stereo image pair and the features detected in the
second stereo image pair can be defined by a set T of pairs
(i, j) where pi and p′j are corresponding features. Find-
ing correct feature correspondences is critical for precise
estimation of the relative camera pose w.
If the features are detected using the Scale Invariant
Feature Transform (SIFT) proposed by [17] or Speeded
Up Robust Features (SURF) proposed by [18] their corre-
spondences can be obtained by searching for feature pairs
with similar local descriptors. Although the correspon-
dences obtained using the descriptors of the detected fea-
tures provided by SIFT and SURF are very reliable, there
is still possibility of false correspondences, especially in
the scenes in which a number of features with similar de-
scriptors are detected.
Let Tini be the set of correspondences (i, j) obtained
e.g. by comparing the local descriptors and let us assume
that Tini contains a significant number of false correspon-
dences. The problem considered in this paper is to prune
the set Tini in order to obtain the largest possible set Tfin
containing only correct correspondences. A set of corre-
spondences T such that for any two pairs (i, j) ∈ T and
(i′, j′) ∈ T holds i′ 6= i and j′ 6= j is referred to herein
as a set of unique correspondences. The set Tfin must be
a set of unique correspondences.
One approach to solve the considered problem is to
search for the largest set T ⊆ Tini for which a pose
w exists such that eij(w) is sufficiently small for all
(i, j) ∈ T . The terms eij(w) can be assessed by a mea-
sure r(pi,Cp,i;p′j ,C
′
p,j;w) which takes into account the
uncertainties of the coordinates pi and p′j .
Let us define the consensus set as the set W (w) of
unique correspondences (i, j) assigned to a pose w such
that for every pair (i, j) ∈W (w)
r(pi,Cp,i;p′j ,C
′
p,j;w) ≤ ε0 (3)
where ε0 is a predefined threshold. The problem of reg-
istration of two 3D point sets can thus be formulated as
the search for the pose w with the greatest consensus set
W (w) ⊆ Tini. This consensus set can be considered as
the most probable set of correct correspondences.
3 RANSAC WITH GEOMETRICALLY
CONSTRAINED HYPOTHESIS GENERATION
A straightforward approach to apply RANSAC to the
problem described in Section 2 would be the following.
Let the feature sets F and F ′ obtained from two views be
the input data set and a relative camera pose w between
these two views the model which is fitted to that data set.
Let us assume that an initial feature correspondenceTini is
available, although it is allowed to be corrupted by a sig-
nificant amount of false correspondences. Since three 3D
points are sufficient for constraining the camera pose, a set
U of three pairs of corresponding points is randomly se-
lected from Tini for generating a hypothesis. The pose w
computed from these three points can then be used to trans-
form all features p′j ∈ F ′ to the reference frame SL of the
first view and the hypothesis can be evaluated by the size
of the corresponding consensus set W (w). The distance
measure used herein to define the consensus set is the Ma-
halanobis distance. Let pi be the coordinates of a 3D point
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relative to the reference frame SL and let p′j be the coor-
dinates of a 3D point relative to the reference frame S′L.
Furthermore, let w = [ φT tT ]T be the pose of SL rel-
ative to S′L. The Mahalanobis distance between the first
point and the second point whose coordinates are trans-







Cij(φ) = Cp,i +R(φ)C ′p,jR
T (φ). (5)
In that case, condition (3) becomes
eij(w)
TC−1ij (φ)eij(w) ≤ ε0. (6)
A pseudocode of an algorithm for registration of 3D
point sets based on the standard RANSAC approach (std.
RANSAC) is given in the following.
Algorithm 1 RANSAC-based stereo image registration
Parameters: ε0, kmax
Input: F , F ′, Tini
Output: wfin, Tfin
1. Tbest ← ∅
2. k← 0
3. repeat
4. Generate pose hypothesis: Select randomly a sub-
set U of 3 unique correspondences from the set Tini








where f is a function defining the contribution of
one feature pair to the overall cost. If the obtained
pose w is invalid, repeat this step.
5. Determine the consensus setW (w) according to the
condition (3).
6. if |W (w)| > |Tbest| then
7. Tbest ← W (w)
8. wbest ← w
9. end if
10. k← k + 1
11. until k = kmax
12. Determine the pose wfin which minimizes (7) over
the set Tbest.
13. Determine the consensus set W (wfin).
14. Tfin ←W (wfin)
15. return wfin, Tfin
A pose hypothesis is generated by determining the pose






a closed-form solution to this problem exists [2, 3], which
enables very efficient computation of the pose w. This
approach, however, does not consider the uncertainty of
the stereo reconstruction caused by non homogenous and






can be used which takes into account the uncertainty of pi
and p′j . Nevertheless, to the best of our knowledge, the
closed-form solution to minimization of (9) does not ex-
ist, which means that w must be computed by an iterative
approach such as Levenberg-Marquardt algorithm. There-
fore, the hypothesis generation using (9) is much slower
than the one based on minimization of (8).
The probability of generating a false hypothesis from a
randomly selected set U of feature pairs increases with the
percentage of outliers in the input data set as well as with
the number of pairs in U . In the case of a high percentage
of false correspondences in Tini, the number of random
samplings for a reliable performance can be large.
The strategy proposed in this paper is to perform a
multiple-step hypothesis generation, which uses geomet-
ric constraints in order to reduce the probability of false
correspondences in the hypothesis. Instead of randomly
selecting a minimum data set U needed to define camera
pose (see step 4 of Algorithm 1), set U is formed sequen-
tially by taking u pairs from Tini one by one in such a way
that the information provided by the feature pairs currently
contained in U is used to formulate a geometric constraint
for selection of the next pair.
The proposed algorithm needs a prior information about
the relative camera pose between the two views. However,
this information is allowed to have a rather high uncer-
tainty. Let w be the pose of S′L relative to SL and let the
uncertainty of this information be described by covariance
matrix Cw. This information can be used to reject false
correspondences in Tini. Assuming that w, pi and p′j are
statistically independent, selection of the pairs from Tini
can be reduced to only those pairs (i, j) which satisfy the
following condition
eij(w)TΣ−1ij (φ)eij(w) ≤ ε0, (10)
where
Σij(φ) = Cij(φ) +Jj(φ)CwJ
T
j (φ), (11)
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Let the prior pose be denoted by wini and let its uncer-
tainty be described by covariance matrixCw,ini. First pair
in U can be selected from Tini according to the constraint
(10), where w = wini and Cw = Cw,ini. Assuming that
this pair (i, j) represents a correct match, the coordinates
pi and p′j as well as the initial pose wini can be used to
update the pose information. The pose consistent with this





+ (wini −w)T C−1w,ini (wini −w) .
(13)
and the uncertainty of the obtained pose w can be de-











as proposed in [6]. Selection of the next pair of the set
U is constrained to the pairs (i, j) ∈ Tini which satisfy
(10), wherew is the pose obtained in the previous step and
the covariance matrix Cw used in computation of Σij is
given by (14). This geometrically constrained hypothesis
generation reduces the probability of selecting a false cor-
respondence in the set U . Algorithm 1 with Algorithm 2
used instead of step 4 is referred to in this paper as geo-
metrically constrained RANSAC (GCRANSAC).
4 TEST RESULTS
The proposed GCRANSAC has been tested on both
synthetic and experimental data. The benefits of the in-
troduced geometrically constrained hypothesis generation
have been shown by the performance of GCRANSAC to
the performance of std. RANSAC. All experiments pre-
sented herein are performed using a 3.40GHz Intel Pen-
tium 4 Dual Core CPU with 2GB of RAM.
In the experiments reported in the following, the num-
ber u of pairs used to generate a pose hypothesis in
GCRANSAC is chosen to be 5. The reason for using ex-
actly that number of pairs is that five pairs of point features
detected in the images taken from two distinct viewpoints
by a single calibrated camera is sufficient for determining
the relative camera pose [19].
The optimization in Step 12 of Algorithm 2 and Step
12 of Algorithm 1 is performed by a method based on
the equations proposed in [6]. We have slightly modified
Algorithm 2 Geometrically constrained hypothesis gener-
ation
Parameters: ε0, u
Input: F , F ′, Tini, wini
Output: w
1. repeat
2. w ← wini
3. V ← F
4. V ′ ← F ′
5. U ← ∅
6. repeat
7. Select randomly p′j ∈ V ′ and remove it from V ′.
8. Form the set X ⊆ V containing all pi such that
(i, j) ∈ Tini and the condition (10) is satisfied.
9. if X 6= ∅ then
10. Select randomly pi ∈ X and remove it from
V .
11. Insert (i, j) into U .
12. Determine the pose w which minimizes (13).
13. Compute Cw by (14).
14. if U *W (w) then continue from line 1.
15. end if
16. until |U | = u or V ′ = ∅
17. until |W (w) ∩ U | = u
18. return w
those equations and reformulated them in the form of the
Levenberg-Marquardt (LM) algorithm [14]. Since the op-
timization is performed u times for each hypothesis, its ef-
ficiency influences the performance of the GCRANSAC
algorithm significantly. Efficient execution of Step 12 is
achieved by stopping the optimization process when the
condition (6) is satisfied. Only after the last pair is inserted
into the set U , the optimization is allowed to proceed un-
til the vicinity of a local minimum of the cost function is
reached.
4.1 Evaluation on Synthetic Data
In order to quantitatively evaluate the proposed method,
a set of synthetic data with appropriate properties was
generated and used as input to both std. RANSAC and
GCRANSAC. A set of 3D points Z = {zi, i = 1, . . . , 3n}
was generated using a pseudorandom number generator.
All points were inside the field of view of the left cam-
era of a virtual stereo camera system. The resolution of
the camera was 320 × 240 pixels. The camera was as-
signed a reference frame SL centered in the optical cen-
ter of the camera with z-axis identical to the optical axis.
The z-coordinate of the points zi with respect to the ref-
erence frame SL was uniformly distributed over the range
of 2 to 6 meters. The first 2n points from the set Z were
then projected onto the stereo image. The image coordi-
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nates of the obtained image projections were perturbed by
Gaussian noise with zero mean and variance δ = 1pix2.
After performing stereo reconstruction, a set of 3D point
features F = {pi, i = 1, . . . , 2n} was obtained, where pi
was computed from the perturbed stereo image projection
of zi by triangulation. Each feature pi was assigned a co-
variance matrix Cp,i describing its uncertainty due to the
influence of the noise to the stereo reconstruction. This
uncertainty was determined using the approach proposed
in [16].
The pseudorandom number generator was also used to
generate a vector w = [ φT tT ]T representing the
pose of the second view camera reference frame S′L rel-
ative to the reference frame SL. The discussed algorithm
assumes that the pose of S′L relative to SL is a random
variable having Gaussian distribution with mean wini and
covarianceCw,ini. If this was the case, the probability that
the condition
(w −wini)TC−1w,ini(w −wini) ≤ χ2.99, (15)
is satisfied would be 99%, where χ2.99 = 16.81 is the
value of the Chi-Square distribution with 6 degrees of free-
dom [20]. In order to demonstrate that the performance
of the proposed approach does not depend significantly on
that assumption, in the experiments with synthetic data a
uniform distribution of the pose w was used. Poses were
randomly selected from the set of vectors w ∈ R6 which
satisfy (15) where wini = 0 and
Cw,ini =
[
(4◦)2 · I3×3 0
0 (0.2m)2 · I3×3
]
.
By transforming the first n and the last n points from Z
to the reference frame S′L, projecting them onto the second
stereo image and performing stereo reconstruction using
the procedure described above, a second view feature set
F ′ was obtained.
Notice that the first n points from the total of 3n points
in Z were projected onto the stereo images of both views,
the secondn points were projected only onto the first stereo
image and the last n points were projected only onto the
second stereo image. This way, we wanted to simulate sit-
uations in which 50% of the features detected in the first
view are not detected in the second view and vice versa. In
the experiments reported in this paper, n = 100.
As explained in Section 3, feature-based image registra-
tion considered herein starts from preliminary information
about the correspondence between the features detected in
two views. The feature correspondence is in this article
represented by a set Tini of pairs (i, j) where pi and p′j
are corresponding features. In order to compare the perfor-
mances of the considered algorithms in the case of highly
ambiguous feature correspondences, the experiments were
performed with Tini containing intentionally introduced
false feature correspondences. All false correspondences
were selected among the pairs (i, j) for which the condi-
tion (10) is satisfied where w = wini and Cw = Cw,ini.
Hence, the prior pose information did not help in selecting
the first feature pair in hypothesis generation procedure. In
the experiments reported below, wini = 0.
In the case of GCRANSAC, the threshold for evalua-
tion of the conditions (6) and (10) was set to ε0 = 11.34
which is the 99% value of the Chi-Square distribution with
3 degrees of freedom [20]. Since computation of the pose
in the step 4 in the case of std. RANSAC is performed by
minimization of a criterion which does not consider direc-
tional uncertainty of 3D points obtained by stereo recon-
struction, the uncertainty of the obtained pose is expected
to be relatively high. A proper way of dealing with this un-
certainty would be to use the condition (10) instead of (6),
where Cw is computed from the uncertainties of the posi-
tions of the considered points. However, the computation
of Σij would increase the computational cost of the step 5
of Algorithm 1. Instead, we chose to relax the condition
(6) by multiplying Cij by a factor of 4. This modification
has shown to improve the performance of std. RANSAC
significantly.
Let r be the percentage of false correspondences in Tini.
GCRANSAC is expected to have better performance than
std. RANSAC for higher values of r. In order to estimate
for which r is advantageous to use GCRANSAC, the com-
parison of the two algorithms was performed for the values
of r between 20% and 80% with step of 10%. For each
of these values, 1100 input data sets were generated using
random number generator as explained above. The first
1000 of these 1100 data sets were used for the evaluation
of the algorithm performance and the last 100 were used to
determine the execution time of the compared algorithms,
as explained in the following.
The hypothesis generation step of GCRANSAC is much
more computationally expensive then the hypothesis gen-
eration step of std. RANSAC. On the other hand, the prob-
ability of making a correct hypothesis by the proposed ge-
ometrically constrained procedure is much higher then by
purely random sampling. In order to make a ’fair’ compar-
ison of GCRANSAC and std. RANSAC, Algorithm 1 is
modified so that the main loop (steps 3 - 11) is exited af-
ter a limited time tloop has elapsed. That time is set to the
same value for both algorithms. Determining the optimal
tloop by a theoretical analysis would be a rather difficult
task. Hence, we performed an experimental estimation of
this parameter. During the experiments with GCRANSAC
it has been noticed that in most cases it gives a good re-
sult when 3 or more correct hypotheses, i.e. the hypothesis
based on 5 correct matches, are posed. The time needed
200 AUTOMATIKA 50(2009) 3–4, 195–204
R. Cupec, E. K. Nyarko, A. Kitanov, I. Petrovic´ RANSAC-Based Stereo Image Registration with Geometrically Constrained Hypothesis Generation
Table 1. Results of the experiments on synthetic data
eφ,99.5%(◦) et,99.5%(m) n99.5%r(%) STD GC STD GC STD GC tloop(s)
20 0.8 0.6 0.05 0.04 95 95 0.020
30 0.8 0.6 0.06 0.05 95 95 0.025
40 1.2 0.6 0.08 0.04 90 96 0.032
50 7.2 0.6 0.44 0.04 40 95 0.043
60 2.9 0.6 0.22 0.04 76 95 0.087
70 19.2 0.6 1.35 0.05 18 94 0.084
80 37.7 0.7 2.59 0.07 5 91 0.160
to obtain a correct hypothesis increases with the percent-
age of false matches r. Therefore, for each considered r,
GCRANSAC was applied to the last 100 of the total of
1100 generated data sets and the maximum time needed to
obtain 3 correct hypotheses is considered to be a suitable
choice for tloop.
The performances of the evaluated algorithms were as-
sessed by considering the orientation error eφ and the posi-
tion error et defined as follows. The orientation error rep-
resents the angle for which the reference frame Sˆ′L, whose
pose relative to SL is computed by the considered algo-
rithm, must be rotated around a particular axis in order to
fit the true reference frame S′L. The position error rep-
resents the Euclidean distance between the estimated and
the true reference frame S′L. Another performance index
used in this evaluation is the number of correct matches.
Tab. 1 contains the error limits and the minimum num-
ber of correct matches for the best 99.5% results of each
algorithm. For example, the values in the row denoted
by r = 60% and the columns denoted by et,99.5% in-
dicate that for r = 60% the position error obtained by
GCRANSAC was below 0.04 m and the position error ob-
tained by std. RANSAC was below 0.22 m in 99.5% of
trials. Analogously, the values in the same row and the
columns denoted by n99.5% indicate that for the same per-
centage of false correspondences, GCRANSAC provided
at least 95 and std. RANSAC at least 76 out of 100 pos-
sible correct matches in 99.5% of trials. From the experi-
mental results presented in Tab. 1 it can be concluded that,
under the conditions considered in the conducted experi-
ments, GCRANSAC performs noticeably better than std.
RANSAC when r > 50%.
4.2 Experiments with a Stereo Vision System
Two experiments with images taken by a camera system
Videre design STH-MDCS2-VAR were performed. In the
first experiment, the aforementioned stereo camera system
was mounted on a mobile robot P3DX navigating in in-
door environment and in the second experiment, the im-
ages were taken by the hand-held camera system in an
outdoor environment. Two sample images, one from each
experiment, are shown in Fig. 2. A total of 395 samples
were acquired during the first experiment and 97 during
the second experiment. Features were detected by the
Fig. 2. Sample images from the indoor and outdoor exper-
iment
SIFT-algorithm [17] and a Small Vision System (SVS) [21]
was used to compute the disparity map of the first and the
second stereo image. The disparities assigned to the an-
chor points of the features detected by SIFT were used
to determine their 3D coordinates. This way, the feature
sets F and F ′ were obtained for each two consecutive
stereo image pairs. The initial feature correspondences
Tini were obtained by comparing the local descriptors as-
signed to the detected features by the SIFT-algorithm. This
method showed to be very reliable and resulted in a rela-
tively low percentage of false correspondences. Neverthe-
less, its computational cost was rather high.
In order to obtain reference data to be used as the ground
truth, std. RANSAC with tloop set to 5 seconds was ap-
plied to the sets F , F ′ and Tini. Such a long execution
time was expected to provide highly reliable stereo image
registration. The feature correspondences obtained by this
procedure were considered to be correct, since they were
confirmed by both SIFT matching and mutual geometri-
cal consistency. This way a reference set of feature corre-
spondences Tref is created for each two consecutive stereo
images.
The evaluation of GCRANSAC algorithm as well as
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std. RANSAC was performed by applying these algo-
rithms to the sets F , F ′ and Tini obtained from all con-
sidered stereo images and comparing the obtained feature
correspondences to the ground truth. A correspondence
obtained by one of these two algorithms was considered
correct if it was contained in the reference set Tref .
The performance index used to compare the considered
algorithms is the percentage of missed correspondences
computed by
µ = 100
|Tref | − |Tfin ∩ Tref |
|Tref | ,
where | · | denotes the number of elements in a set and Tfin
is the set of correspondences obtained by the evaluated al-
gorithm. Lower value µ indicates better matching result.
If µ = 0, then all correct feature pairs are successfully de-
tected. The number of false matches was insignificantly
low. Time tloop was set to 20 ms.
The experimental results are presented by the normal-
ized cumulative histograms shown in Fig. 3, where each
value µ0 on the x-asix is assigned the percentage of sam-
ples for which µ ≤ µ0. In the first experiment, both algo-
rithms had similar performance. In this case, GCRANSAC
showed no improvement over std. RANSAC. This can be
explained by a very low percentage of false correspon-
dences in Tini. On the other hand, GCRANSAC gave
slightly better results in the second experiment. It can be
seen that in the case of GCRANSAC for more than 97%
of samples µ was at most 10%, while in the case of std.
RANSAC, the same upper bound of µ was achieved for
approximately 91% of samples.
It should be mentioned, that the false feature pairs were
not always the result of the limitations of the applied SIFT-
based matching. It can also happen that one of two fea-
tures which are correctly matched according to their SIFT-
descriptors is assigned a false disparity by the applied
stereo reconstruction method and therefore this feature pair
does not satisfy the geometric constraint.
5 CONCLUSION
In this paper, an approach for registration of sparse fea-
ture sets detected in stereo images taken from two differ-
ent views is proposed. The special focus of this work is
robustness in presence of high ambiguity in feature corre-
spondences in the input data set which is achieved by ap-
plying a geometrically constrained form of the RANSAC
procedure.
In the experiments with a stereo vision system, the fea-
ture detection and matching was implemented by SIFT re-
sulting in a relatively low percentage of false correspon-
dences and therefore the benefits of the proposed strategy
Fig. 3. Normalized cumulative histograms of the percent-
age of missed correspondences for the indoor and outdoor
experiment
could not be clearly demonstrated. Nevertheless, although
in most cases the performance of the proposed method was
similar to the performance of the standard RANSAC, for
particular samples, where the input data contained a rela-
tively high percentage of false feature correspondences, the
proposed approach showed to be more reliable. The signif-
icant advantage of the proposed geometrically constrained
hypothesis generation over purely random sampling in the
case of multiple possible correspondences and very high
percentage of false feature correspondences was clearly
demonstrated by the experiments on synthetic data. This
indicates the possibility of using the proposed geometri-
cally constrained RANSAC approach for tracking of fea-
tures which are less distinctive in comparison to those ob-
tained by SIFT, but which can be extracted from the image
much faster.
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