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ARCS AND RESOLUTION OF SINGULARITIES
JOHANNES NICAISE†
Abstract. For a certain class of varieties X, we derive a formula for the
valuation dX on the arc space L(Y ) of a smooth ambient space Y , in terms of
an embedded resolution of singularities. A simple transformation rule yields a
formula for the geometric Poincare´ series. Furthermore, we prove that for this
class of varieties, the arithmetic and the geometric Poincare´ series coincide.
We also study the geometric valuation for plane curves.
1. Introduction
Let k be a field of characteristic zero, and let kalg be an algebraic closure. Let X
be a subvariety of affine space Adk, defined by polynomial equations fj(x) = 0, j =
1, . . . , r.
We can describe jets on X in terms of the coordinate system (x1, . . . , xd) on A
d
k.
An n-jet on X is a tuple of truncated power series
a = (a1,0 + a1,1t+ . . .+ a1,nt
n, . . . , ad,0 + ad,1t+ . . .+ ad,nt
n)
with coefficients in kalg, such that fj(a) = 0mod t
n+1 for each j. Jets can be
considered as approximate solutions for the system fj = 0. Using the ak,l as affine
coordinates, we give the set of n-jets the structure of a subvariety Ln(X) of A
d(n+1)
k .
There are obvious truncation maps
pimn : Lm(X)→ Ln(X)
for m ≥ n. Similarly, the set of arcs on X , that is, d-tuples ψ of power series over
kalg satisfying fj(ψ) = 0 for each j, can be seen as the set of closed points of a
k-scheme L(X), which comes with truncation maps
pin : L(X)→ Ln(X) .
Exact constructions and definitions are given in the next section.
We can attach three motivic generating series to the variety X . The Igusa
Poincare´ series Q(T ) counts all n-jets in Ln(X), using the universal Euler charac-
teristic, taking values in the Grothendieck group of varieties over k. The geometric
Poincare´ series Pgeom(T ) only takes n-jets into account which can be lifted through
pin to an arc on X . Finally, the arithmetic Poincare´ series Parith counts, for each
field K containing k, the K-rational n-jets that can be lifted to a K-rational point
of L(X). All three series are rational (over the appropriate coefficient rings), see
the work of Denef and Loeser, in particular the survey article [4].
While the Igusa Poincare´ series can easily be expressed in terms of a resolution
of singularities, the geometric and arithmetic series are very hard to compute in
general. The proof of their rationality is a qualitative proof, using results from
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model theory like quantifier elimination, and does not yield quantitative results.
Up to now, the series had only been computed for analytic branches of plane curves,
and for toric surfaces [7][17][18], using Puiseux pairs and a specific representation of
arcs on toric varieties. In this paper, we present a formula for both series in terms
of a resolution of singularities satisfying certain conditions, provided that such a
resolution exists. In fact, we will prove that in this case, the series coincide. This
opens a whole new realm of varieties X for which the series can easily be computed,
including the toric surfaces. In particular, our results imply the rationality of the
geometric and arithmetic series. Furthermore, our methods leave much room for
generalization, unlike the methods used to compute the cases mentioned above.
We believe that, at least in theory, you can use similar arguments to compute the
geometric Poincare´ series of any variety, the only restriction being the combinatorial
complexity.
To be precise, we determine the maximal truncation of an arc ψ in smooth
ambient space that can be lifted to an arc on X , and we construct an optimal
approximation in L(X), all in terms of the exact location of the lifting of ψ through
the resolution morphism on the exceptional locus.
Sections 2 and 3 contain some preliminaries on jets and motivic integrals, and
section 4 deals with the plane curve case. In section 5, the general formulae for
Pgeom are established. Section 6 partially answers a question from [17], concerning
quasirational singularities. In section 7, we give a very short computation of the
geometric series of a toric surface. Finally, in Section 8, we discuss the arithmetic
series.
2. Motivic integration and the geometric Poincare´ series
Until further notice, k is an algebraically closed field of characteristic zero.
Let X be a variety over k, that is, a reduced and separated scheme of finite
type over k, not necessarily irreducible. For each positive integer n, the functor
from the category of k-algebras to the category of sets, sending an algebra R to the
set of R[[t]]/tn+1R[[t]]-rational points on X , is representable by a variety Ln(X).
Since the natural projections pin+1n : Ln+1(X)→ Ln(X) are affine, we can take the
projective limit in the category of schemes to obtain the scheme of arcs L(X). This
scheme represents the functor sending a k-algebra R to the set of R[[t]]-rational
points on X , and comes with natural projections pin : L(X)→ Ln(X), mapping an
arc to its n-truncation. For a subvariety Z of X , we define L(X)Z to be the closed
subscheme pi−10 (Z) of L(X). When X is smooth, the morphisms pi
n+1
n are Zariski-
locally trivial fibrations with fiber Adk, where d is the dimension of X . A morphism
h from X to Y induces a morphism h from L(X) to L(Y ) by composition.
We now introduce the Grothendieck ring K0(V ark) of varieties over k. Start
from the free abelian group generated by isomorphism classes [X ] of varieties X
over k, and consider the quotient by the relations [X ] = [X \ X ′] + [X ′], where
X ′ is closed in X . A constructible subset of X can be written as a disjoint union
of locally closed subsets and determines unambiguously an element of K0(V ark).
The Cartesian product induces a product on K0(V ark), which makes it a ring. We
denote the class of the affine line A1k in K0(V ark) by L, and the localization of
K0(V ark) with respect to L by Mk. On Mk, we consider a decreasing filtration
Fm, where Fm is the subgroup generated by elements of the form [X ]L−i, with
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dimX − i ≤ −m. We define Mˆk to be the completion of Mk with respect to this
filtration.
The geometric Poincare´ series, a formal power series over K0(V ark), is defined
to be
Pgeom(T ) =
∑
n≥0
[pin(L(X))]T
n .
Denef and Loeser [5] proved that it is rational inMk[[T ]]. The series is well defined,
since Greenberg’s theorem [13] states that we can find a positive integer c such that,
for all n, and for each field K containing k, pin(L(X)(K)) = pi
nc
n (Lnc(X)(K)). So
it follows from Chevalley’s theorem [15] that pin(L(X)) is constructible, and hence
determines an element [pin(L(X))] in K0(V ark). One can define local variants of
this series, e.g. by only considering arcs with origin in a fixed point x of X .
Let X ⊂ Y be varieties over k, with Y smooth and of dimension d. We define a
valuation dX on L(Y ) as follows: dX(ψ) = s if pis−1(ψ) ∈ pis−1L(X), but pis(ψ) /∈
pisL(X), where we consider L(X) as a subspace of L(Y ). We define dX(ψ) to be
∞ when ψ ∈ L(X), and to be 0 if ψ(0) /∈ X . When X is smooth, ψ is a k-rational
arc on Y with origin at x, and I is the defining ideal sheaf of X in Y ,
dX(ψ) = ordt I(ψ) := min{ordt f(ψ) | f ∈ Ix} .
In general, we will call ordt I(ψ) the order of contact between ψ and X , and we
will denote this by c(ψ,X).
For each positive integer s, and each point x on X , we define Dx(X, s) by the
motivic integral
Dx(X, s) =
∫
L(Y )x
L−dX(ψ)sdµ(ψ) .
We refer the reader to [5][6][9][18] for an introduction to motivic integration. The
normalization of the motivic measure we use is the same as in these articles.
When it is clear which point x and which variety X the integral Dx(X, s) is as-
sociated to, we omit the subscript x and the variable X from our notation. Observe
that Dx(X, s) also depends on the ambient space Y . Putting L
−s equal to T , the
following simple formula relates the local geometric Poincare´ series Pgeom of X at
x to Dx(s).
Lemma 1.
Pgeom(L
−dT ) =
1− LdDx(T )
1− T
in Mˆk[[T ]] .
Proof. The general T n-term of the right side can be written as
1− Ld
n∑
i=1
Dx(T )[i]
where Dx(T )[i] denotes the coefficient of T
i in Dx(T ). Now it suffices to observe
that Pgeom(L
−dT )[n] equals Ld times the motivic measure of the arcs ψ in L(X)x
satisfying dX(ψ) > n, while 1 is equal to L
d times the total measure of L(X)x, and∑n
i=1Dx(T )[i] is the measure of the cylinder of arcs ψ satisfying dX(ψ) ≤ n. The
lemma now follows from the additivity of µ. 
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3. Computing motivic integrals
This section contains some trivial remarks, concerning the computation of mo-
tivic integrals, using blow-ups and the change of variables formula.
Let X1, . . . , Xt be smooth subvarieties of a smooth d-dimensional ambient space
Y , intersecting transversally along a subvariety Z. Let ci be the codimension of Xi
in Y . We suppose that the sum of the ci does not exceed the dimension d of Y .
One can check immediately that
(1)
∫
L(Y )Z
L−
∑
αic(ψ,Xi)dµ(ψ) = [Z]L−d
t∏
i=1
(Lci − 1)
L−αi−ci
1− L−αi−ci
,
where the coefficients αi are positive integers. In practice, one reduces to this
situation using resolution of singularities and the change of variables formula for
motivic integrals.
Now suppose that t = 2, and let A be the measurable subset of L(Y ) consisting
of all arcs ψ, satisfying ψ(0) ∈ Z and c(ψ,X1) ≥ c(ψ,X2). We can easily compute
the motivic integral
I =
∫
A
L−α1c(ψ,X1)−α2c(ψ,X2)dµ(ψ)
by blowing up Z, and applying the change of variables formula. Let ψ be an arc on
Y , with origin in Z but not entirely contained in Z, and let ψ′ be its lifting through
the blow-up h : Y ′ → Y with center Z and exceptional divisor E. Let X ′i be the
strict transform of Xi. It is clear that ψ belongs to A if and only if ψ
′(0) /∈ X ′2.
The change of variables formula yields
I =
∫
L(Y ′)E\X′2
L−α1c(ψ
′,X′1)−(α1+α2+c1+c2−1)c(ψ
′,E)dµ(ψ′)
= L−d(L− 1){[E \ (X ′1 ∪X
′
2)]
L−(α1+α2+c1+c2)
1− L−(α1+α2+c1+c2)
+[E ∩X ′1](L
c1 − 1)
L−(2α1+α2+2c1+c2)
(1− L−(α1+α2+c1+c2))(1− L−α1−c1)
} .
Of course, analogous statements can be formulated for t > 2, or more complicated
sets A.
As a final example, we compute the motivic integral
I =
∫
L(Y )Z
L−⌊c(ψ,X1)/2+c(ψ,X2)/2⌋dµ(ψ) ,
where ⌊x⌋ is the largest integer smaller than or equal to x. Blowing up Z, as before,
we get
I =
∫
L(Y ′)E
L−(c1+c2)c(ψ
′,E)−⌊c(ψ′,X′1)/2+c(ψ
′,X′2)/2⌋dµ(ψ′) .
The advantage of this method is that X ′1 ∩ E and X
′
2 ∩ E are disjoint. A straight-
forward computation yields
I = L−d(L− 1)
L−(c1+c2+1)
1− L−(c1+c2+1)
{[E \ (X ′1 ∪X
′
2)]
+[E ∩X ′1](L
c1 − 1)
L−c1 + L−2c1−1
1− L−2c1−1
+ [E ∩X ′2](L
c2 − 1)
L−c2 + L−2c2−1
1− L−2c2−1
} .
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These and similar methods will allow us to compute the geometric Poincare´ se-
ries from the formula for dX , that we will establish in a subsequent section. As
horrifying as the computations may look, they are all based on the same basic prin-
ciples: blowing up in order to obtain transversal intersection, and to simplify the
integration domain, and applying the change of variables formula.
4. Plane curves
Let k be an algebraically closed field of characteristic 0. Let X be a formal
branch of a plane algebraic curve over k, with Puiseux expansion{
x = tm
y =
∑
p apt
p ,
where we suppose m < min{p | ap 6= 0}. Let (pi, qi), i = 1, . . . , s be the char-
acteristic pairs, and let c1t
k1 + . . . + cst
ks be the corresponding essential terms
in the expansion of y. As is explained in [3], the knowledge of the characteristic
pairs suffices to construct the resolution graph of the minimal embedded resolution
h : Y˜ → Y = A2k of X . We will derive a formula for the valuation function dX ◦ h
in terms of the contact of an arc on Y˜ with the exceptional locus of h, and with
the strict transform X˜ of X .
Let us recall what the resolution graph of h looks like. In addition to the nu-
merical data (Nj , νj), we attach to each irreducible exceptional divisor Ej a couple
(Mj, µj). Let Ek, k ∈ K(j), be the exceptional divisors containing the point that
was blown up in the creation of Ej ; thus K(j) has at most two elements, and may
be empty. We define the multiplicity Mj to be equal to Nj , subtracted by the sum
of the Nk, k ∈ K(j), and we put µj equal to the sum of the µk, where the divisor
emerging in the first blow-up gets initial value µ = 1.
For each index i = 1, ..., s, we get a chain Pi of exceptional divisors. In order to
describe what Pi looks like, we first introduce some new invariants. Consider the
following Euclidean algorithm:
κi = ai,1ri,1 + ri,2
ri,1 = ai,2ri,2 + ri,3
. . .
ri,w(i)−1 = ai,w(i)ri,w(i) ,
where κ1 = k1, κi = ki−ki−1, r1,1 = m, and ri,1 = ri−1,w(i−1). Given P1, . . . , Pi−1,
the resolution process runs as follows: first, we get a chain of divisors Ei,1,j ,
j = 1, . . . , ai,1, each with multiplicity ri,1. Thereupon, ai,2 divisors Ei,2,j with
multiplicity ri,2 emerge, each of them separating the previous one from Ei,1,ai,1 .
This process continues, so at the end, Pi is the chain starting with
Ei,1,1, . . . , Ei,1,ai,1 , Ei,3,1, . . . , Ei,3,ai,3 , . . .
and ending in
. . . , Ei,4,ai,4 , . . . , Ei,4,1, Ei,2,ai,2 , . . . , Ei,2,1 .
Denote Ei,w(i),ai,w(i) by Fi. If i < s, the divisor Ei+1,1,1 intersects Fi in a smooth
point of Pi, and X˜ intersects Fs in a smooth point of ∪Pi.
Let ψ be a non-constant k-rational arc on A2k, with ψ(0) = (0, 0), and let ψ˜ be
the unique lifting of ψ through h. By a lifting ϕ′ of an arc ϕ on a variety Z through
a proper birational morphism f : W → Z, we mean the following: suppose that f
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is an isomorphism over a Zariski-open neighbourhood in Z of the generic point of
ϕ. Applying the valuative criterion for properness to the morphism f , we see that
there exists a unique arc ϕ′ on W such that the composition h ◦ ϕ′ is equal to ϕ.
We call this ϕ′ the lifting of ϕ through f .
We will give a formula for dX(ψ) in terms of the contact of ψ˜ with the excep-
tional locus and X˜. This is possible because this contact information allows us to
reconstruct the relevant part of the power series expansion of ψ.
If x = ψ˜(0) is a smooth point of ∪Pi, contained in E1,1,1, the constant arc at
the origin of A2k is an optimal approximation for ψ in L(X) (with respect to the
valuation ordt), so dX(ψ) equals the multiplicity n of ψ. If not, we may assume
ψ(s) to be of the form {
x = sn
y =
∑
p bps
p ,
with n < min{p |bp 6= 0}. In both cases, it is easily verified that the multiplicity
n is equal to
∑
µkγk, where the sum is taken over the exceptional components Ek
containing x, and γk is the order of contact of ψ˜ with Ek. If n is not a multiple of
m, the constant arc at the origin will again be an optimal approximation for ψ, so
dX(ψ) = n. From now on, we suppose that n = λm, λ ∈ N.
First, suppose that x /∈ X˜ is contained in Ei,j,k 6= Fi, with j even. This implies
that ψ agrees with the Puiseux expansion of X , modulo a reparametrization t = sλ,
up to the essential term cit
ki , so dX(ψ) = λki. If j is odd, Ei,j,k is the only
exceptional component containing x, and x /∈ X˜, it is easy to see that
λ−1dX(ψ) = ki−1 + ai,1ri,1 + ai,3ri,3 + . . .+ k ri,j ,
where we put k0 = 0. Next, assume that x /∈ X˜ is the intersection point of Ei,j,k
and Ei,j,k+1, where j is odd. In this case,
λ−1dX(ψ) = ki−1 + ai,1ri,1 + ai,3ri,3 + . . .+ k ri,j + λ
−1γ,
where γ is the order of contact of ψ˜ with Ei,j,k+1. If x is the intersection point of
Ei,j,ai,j and Ei,j+2,1, where j is odd, then
λ−1dX(ψ) = ki−1 + ai,1ri,1 + ai,3ri,3 + . . .+ ai,j ri,j + λ
−1γ,
where γ is the order of contact of ψ˜ with Ei,j+2,1. And if x is the intersection point
of Ei,j,ai,j and Fi, where j is odd, and w(i) even,
λ−1dX(ψ) = ki−1 + ai,1ri,1 + ai,3ri,3 + . . .+ ai,j ri,j + λ
−1γ,
where γ is the order of contact of ψ˜ with Fi. Finally, if x ∈ X˜, dX(ψ) equals λks+γ,
where this time γ is the contact order of ψ˜ with X˜.
This analysis allows one to compute the geometric Poincare´ series of Y - which
was already computed in a much more elementary way in [7] - using the motivic
change of variables formula∫
L(Y )
L−dXdµ =
∫
L(Y˜ )
L−dX◦h−ordt Jachdµ .
One can use the same techniques to compute the geometric Poincare´ series for plane
curves which are not necessarily analytically irreducible.
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5. General results
Let X ⊂ Y be varieties over an algebraically closed field k of characteristic zero,
with Y smooth and of dimension d, and X of dimension m. Let h : Y ′ → Y be a
composition hr ◦ · · · ◦ h1, where each hi is the blow-up of a point, and, if i > 1, this
point lies on at most one exceptional divisor of hi−1 ◦ · · · ◦ h1. Let X
′ be the strict
transform of X under h, and suppose that X ′ is smooth. Assume furthermore that
X ′ and the exceptional locus E intersect transversally, and that each exceptional
component Ei of E contains a point of X
′ that does not lie on any other exceptional
component. Let ψ be k-rational arc in L(Y )X \ L(X), and let ψ
′ be the lifting of
ψ through h. If ψ′(0) /∈ E, put λ = 0. If ψ′(0) lies on precisely one exceptional
component Ei of E, we define λ to be equal to c(ψ
′, Ei), multiplied by the order νi
of the Jacobian of h on Ei, divided by d− 1. This latter factor νi/(d− 1) indicates
the depth ei of Ei in the composition of blow-ups. Finally, if ψ
′(0) lies on two
exceptional components Ei+1 and Ei, where Ei+1 was created by blowing up a
point of Ei, we put λ equal to
c(ψ′, Ei)ei + c(ψ
′, Ei+1)ei+1 .
With this notation, we can formulate the following theorem.
Theorem 1. Under the conditions explained above,
dX(ψ) = dX′(ψ
′) + λ .
Proof. The fact that we are considering arcs, allows us to work locally with respect
to the e´tale topology. Using our assumptions on h, the following lemma is easily
verified.
Lemma 2. We can find local coordinates (y1, . . . , yd) on Y at ψ(0), and local coor-
dinates (y′1, . . . , y
′
d) on Y
′ at ψ′(0), such that the following properties are satisfied:
• If ψ′(0) is contained in exactly one exceptional component Ei, the morphism
h is given by
h(y′1, . . . , y
′
d) = (y
′
1, (y
′
1)
eiy′2, . . . , (y
′
1)
eiy′m, (y
′
1)
eiΦm+1, . . . , (y
′
1)
eiΦd) .
If ψ′(0) is contained in two distinct components Ei and Ei+1, h(y
′
1, . . . , y
′
d)
is equal to
(y′1y
′
2, (y
′
1)
ei (y′2)
ei+1, (y′1)
ei(y′2)
ei+1y′3, . . . , (y
′
1)
ei(y′2)
ei+1y′m,
(y′1)
ei(y′2)
ei+1Φm+1, . . . , (y
′
1)
ei(y′2)
ei+1Φd) .
Here Φ = (Φm+1, . . . ,Φd) is a tuple of power series in the maximal ideal
M of k[[y′1, . . . , y
′
d]], such that the determinant of [
∂Φi
∂y′
j
]di,j=m+1 is a unit at
the origin. Furthermore, in the first case, each Φj is contained in the ideal
(y′j)+M
2, and in the second case, each Φj is contained in (y
′
1, y
′
2, y
′
j)+M
2.
• Either ψ′(0) /∈ X ′, and in this case we can choose Φj = y
′
j for all j; or X
′
is locally defined by
y′m+1 = . . . = y
′
d = 0 .
Proof of the lemma. We prove the lemma when ψ′(0) ∈ Ei ∩ Ei+1; the other case
is easier. Choose local coordinates (yi) on Y at ψ(0) such that the order of
y1(ψ) is minimal among {ordtyj(ψ)}. It follows from Hensel’s lemma that we
can reparametrize ψ, that is, compose ψ with an automorphism of Spec k[[t]], such
that y1(ψ) = t
c for some positive integer c. After choosing new coordinates on our
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ground space Y , we may assume that c does not divide the order of yj(ψ) if j 6= 1.
Let c′ be the minimum of {ordtyj(ψ) | j = 2, . . . , d}. We may assume, changing co-
ordinates if necessary, that ordtyj(ψ) = c
′ iff j = 2. Since we never blow up points
that belong to two distinct exceptional components, it is clear that ei is equal to
⌊c/c′⌋, and that we can find local coordinates (z′i) at ψ
′(0) such that h is given by
h(z′1, . . . , z
′
d) = (z
′
1z
′
2, (z
′
1)
ei(z′2)
ei+1, (z′1)
ei(z′2)
ei+1z′3, . . . , (z
′
1)
ei(z′2)
ei+1z′d) .
Since X ′, Ei and Ei+1 intersect transversally at ψ
′(0), we can choose, after per-
mutating the z′j if necessary, new local coordinates (y
′
i) at ψ
′(0), with y′j = z
′
j for
j = 1, . . . ,m, such that X ′ is defined by y′m+1 = . . . = y
′
d = 0. The part about the
Φj is obvious. 
If ψ′(0) ∈ X ′, it is clear that ϕ = h(ϕ′) is an optimal approximation for ψ in
L(X), where y′i(ϕ
′) = y′i(ψ
′) for i = 1, . . . , r − 1, and y′i(ϕ
′) = 0 if i ≥ r, and
that the postulated formula for dX(ψ) holds. For suppose that η is an optimal
approximation, and that η is a better approximation than ϕ. The fact that η lies
at least as close to ψ as ϕ does (with respect to the valuation ordt), guarantees
that the lifting η′ of η through h has its origin at ψ′(0). It is clear that y′j(η
′) = 0
for j = m+ 1, . . . , d. Suppose that the minimum of {ordty
′
j(ψ
′) | j = m+ 1, . . . , d}
is realized for j = d.
If ψ′(0) is contained in exactly one exceptional component, the fact that η is a
better approximation than ϕ implies that
y′1(ψ
′) ≡ y′1(η
′)mod teiordty
′
1(ψ
′)+ordty
′
d(ψ
′)+1 ,
and that
Φd(y
′
1(ψ
′), . . . , y′d(ψ
′)) ≡ Φd(y
′
1(η
′), . . . , y′d(η
′))mod tordty
′
d(ψ
′)+1 .
Since Φd ∈ (y
′
d) +M
2, and ∂Φd∂y′
d
6= 0, and y′d(η
′) = 0, we see that ordt(y
′
j(η
′) −
y′j(ψ
′)) < ordty
′
d(ψ
′) for some j ∈ {2, . . . ,m}, which makes ϕ a better approxima-
tion than η.
If ψ′(0) ∈ Ei ∩Ei+1, we can follow similar arguments: we see that
y′1(ψ
′)y′2(ψ
′) ≡ y′1(η
′)y′2(η
′)mod teiordty
′
1(ψ
′)+ei+1ordty
′
2(ψ
′)+ordty
′
d(ψ
′)+1 ,
y′1(ψ
′)eiy′2(ψ
′)ei+1 ≡ y′1(η
′)eiy′2(η
′)ei+1mod teiordty
′
1(ψ
′)+ei+1ordty
′
2(ψ
′)+ordty
′
d(ψ
′)+1 ,
Φd(y
′
1(ψ
′), . . . , y′d(ψ
′)) ≡ Φd(y
′
1(η
′), . . . , y′d(η
′))mod tordty
′
d(ψ
′)+1 .
These observations again lead to the conclusion that ordt(y
′
j(η
′)−y′j(ψ
′)) < ordty
′
d(ψ
′)
for some j ∈ {2, . . . ,m} (use the fact that for units u, v in k[[t]], the congruence
u ≡ vmod ta implies u−1 ≡ v−1mod ta, where a ∈ N) .
Now assume that ψ′(0) /∈ X ′, and that ψ′(0) is contained in exactly one ex-
ceptional component Ei. Let hi be the blow-up of the point x, creating Ei, and
decompose h as h = h˜ ◦ hi ◦ h
′, where h and h′ are compositions of blow-ups. It
follows from the structure of the resolution h of X that there exists an arc ϕ′ on
X ′ such that hi ◦ h
′ ◦ ϕ′(0) = x and y1 ◦ h(ϕ
′) = y1(ψ), and such that Ei is the
only exceptional component containing h′ ◦ϕ′(0). Let η be a non-constant optimal
approximation of ψ in L(X). An argument similar to the one used above, shows
that the lifting of η through h˜ has its origin at x. If the distance from η to ψ
were strictly smaller than the distance from ϕ = h(ϕ′) to ψ, this would imply that
the lifting of η through h˜ ◦ hi would lie in X
′, which contradicts our assumptions.
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Hence, the formula for dX(ψ) holds in this case also. An analogous reasoning can
be used when ψ′(0) is contained in Ei ∩Ei+1 \X . 
Using this formula, and the expression 1 in Section 3, it becomes very easy to
compute the geometric Poincare´ series for singularities with an embedded resolution
satisfying the conditions of Theorem 1 .
Now suppose that X is a surface, and all conditions for Theorem 1 are satisfied,
except that we allow E and X ′ to intersect non-transversally in a finite number of
points xi, each of which has to be a smooth point of E, at which the intersection
multiplicity is two. We suppose that locally around xi (with respect to the e´tale
topology), the intersection of E and X ′ consists of two smooth prime divisors F1
and F2, meeting transversally at xi (the obvious generalizations hold when the pair
(X ′, E) is locally a product of a pair of the required form with a smooth space).
The proof of Theorem 1 remains valid for each arc ψ whose lifting ψ′ does not have
its origin at one of the xi.
We obtain transversal intersection by blowing up one of them, say F1. Let
h′ : Y˜ → Y ′ be the blow-up morphism, with exceptional divisor E′i, and let X˜ be
the strict transform of X ′. Suppose that the arc ψ lifts to an arc ψ˜, with origin on
E, through the composition h′ ◦ h. Put ψ′ equal to h′(ψ˜). Let F˜ be the inverse
image of xi under the projection E
′
i
∼= F1 × P
d−2
k → F1. Blowing up F2 yields an
exceptional divisor E′′i , and a strict transform X¯. Denote by ψ¯ the lifting of ψ˜
through this blow-up morphism.
Let x˜i be the intersection of X˜ with F˜ . By arguments similar to the ones in
Lemma 2, we can find local coordinates (y˜1, . . . , y˜d) on Y˜ at x˜i, local coordinates
(y′1, . . . , y
′
d) on Y
′ at xi, and local coordinates (y1, . . . , yd) on Y at ψ(0), such that
• the morphism h is given in local coordinates by
h(y′1, . . . , y
′
d) = (y
′
1, (y
′
1)
eiΦ2, . . . , (y
′
1)
eiΦd) ,
where Φj ∈ (yj) +M
2 for each j, with M as in Lemma 2.
• the morphism h′ is given in local coordinates by
h′(y˜1, . . . , y˜d) = (y˜1y˜2, y˜2, y˜3, y˜2y˜4, . . . , y˜2y˜d) ,
• the strict transform of Ei under h
′ is defined by y˜1 = 0,
• X˜ is defined by y˜3 = y˜1 and y˜4 = . . . = y˜d = 0.
• The smooth germ X ′ is locally defined by the equations y′1 − y
′
2 y
′
3 = 0 and
y′4 = . . . = y
′
d = 0.
Let H ′i be locally defined by y
′
2 = 0, and H
′′
i by y
′
3 = 0. We use the same notation
for their strict transforms under any blow-up.
First, we suppose d = 3. It follows from the expression for h, and an argu-
ment similar to the one used in the proof of Theorem 1, that we find an optimal
approximation ϕ = h(ϕ′) by maximizing
d(ψ′, ϕ′) := min {ordt (y
′
1(ϕ
′)− y′1(ψ
′)), ordt ((y
′
1)
ei(ϕ′)y′2(ϕ
′)− (y′1)
ei(ψ′)y′2(ψ
′)),
ordt ((y
′
1)
ei(ϕ′)y′3(ϕ
′)− (y′1)
ei (ψ′)y′3(ψ
′))} .
After a suitable reparametrization, we may suppose that y′1(ψ
′) = tN . If the
leading terms of y′1(ψ
′) and y′1(ϕ
′) differ, it is clear that we can replace ϕ′ by
another arc on X ′ whose image lies at least as close to ψ as ϕ does, whose leading
y′1-term agrees with that of ψ
′. Hence, we might as well assume that they agreed
all along.
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Lemma 3. It suffices to maximize
min {ordt (y
′
1(ϕ
′)− y′1(ψ
′)), ei ordt y
′
1(ψ
′) + ordt (y
′
2(ϕ
′)− y′2(ψ
′)),
ei ordt y
′
1(ψ
′) + ordt (y
′
3(ϕ
′)− y′3(ψ
′))} .
This can always be achieved without modifying y′1, i.e. we can put y
′
1(ϕ
′) = y′1(ψ
′).
Proof of the lemma. Given an approximation ϕ′ in L(X ′)xi , with y
′
1(ϕ
′) 6= y′1(ψ
′) =
tN , we construct an arc η′ in L(X ′)xi , such that y
′
1(η
′) = tN , and such that
d(η′, ψ′) ≥ d(ϕ′, ψ′).
We already noticed that we may suppose y′1(ϕ
′) = tN + tN+1φ′. Now define
an arc η′ by y′1(η
′) = tN , y′2(η
′) = y′2(ϕ
′)(1 + tφ′)−1, and y′3(η
′) = y′3(ϕ
′). Since
d(ψ′, ϕ′) is at most N + 1+ ordt φ
′, it is sufficient to show that d(η′, ϕ′) is at least
N + 1 + ordt φ
′. However, this is clear from the definition. 
If ψ˜(0) /∈ X˜, the order of y′2(ψ
′) is larger than, or equal to the order of y′1(ψ
′). If
ordt y
′
3(ψ
′) is smaller than ⌈ordt y
′
1(ψ
′)/2⌉, we define y′2(ϕ
′) to be y′1(ψ
′)(y′3(ψ
′))−1.
In the other case, we take for y′2(ϕ
′) and y′3(ϕ
′) two power series of order ⌊ordt y
′
1(ψ
′)/2⌋,
resp. ⌈ordt y
′
1(ψ
′)⌉/2, whose product equals y′1(ψ
′). So
dX(ψ) = eic(ψ˜, E
′
i) + max {⌊c(ψ˜, E
′
i)/2⌋, c(ψ˜, E
′
i)− c(ψ˜,H
′′
i )} .
Suppose that ψ˜(0) is contained in X˜ . If the leading terms of y′1(ψ
′) and y′2(ψ
′)y′3(ψ
′)
differ, analogous arguments yield
dX(ψ) = eic(ψ
′, Ei) + max {min{⌊c(ψ
′, Ei)/2⌋, c(ψ
′, H ′i), c(ψ
′, H ′′i )},
min{c(ψ′, H ′i), c(ψ
′, Ei)− c(ψ
′, H ′′i )}, min{c(ψ
′, H ′′i ), c(ψ
′, Ei)− c(ψ
′, H ′i)} } .
When the leading terms of y′1(ψ
′) and y′2(ψ
′)y′3(ψ
′) coincide,
dX(ψ) = eiordt y
′
1 + dX′(ψ
′)−min {c(ψ′, H ′i), c(ψ
′, H ′′i )}
= eic(ψ˜, Ei) + (ei + 1)c(ψ˜, E
′
i) + dX˜(ψ˜)− c(ψ˜, F˜ ) .
Blowing up F2, we see that the following formula holds in general:
dX(ψ) = dX¯(ψ¯) + eic(ψ¯, Ei) + eic(ψ¯, E
′
i) + eic(ψ¯, E
′′
i )+
+max {min{⌊c(ψ¯, Ei)/2 + c(ψ¯, E
′
i)/2 + c(ψ¯, E
′′
i )/2⌋,
c(ψ¯, E′i) + c(ψ¯,H
′
i), c(ψ¯, E
′′
i ) + c(ψ¯,H
′′
i )},
min{c(ψ¯, E′i) + c(ψ¯,H
′
i), c(ψ¯, Ei) + c(ψ¯, E
′
i)− c(ψ¯,H
′′
i )},
min{c(ψ¯, E′′i ) + c(ψ¯,H
′′
i ), c(ψ¯, Ei) + c(ψ¯, E
′′
i )− c(ψ¯,H
′
i)} } . (2)
Now suppose d > 3. Let Z¯ be the strict transform of the e´tale germ Z ′ at
xi, locally defined by y
′
1 − y
′
2y
′
3 = 0, and let W
′ be the germ at xi defined by
y′4 = . . . = y
′
d = 0. Provided that we replace dX¯(ψ¯) by dZ¯(ψ¯), our formula remains
valid, unless eic(Ei) + ordt y
′
j is smaller than the above expression (2), for some j
in {4, . . . ,m}. If this is the case, dX(ψ) will be equal to eic(ψ
′, Ei) + dW ′(ψ
′).
We’ve proven
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Theorem 2. The valuation dX(ψ) is the minimum of
dZ¯(ψ¯) + eic(ψ¯, Ei) + eic(ψ¯, E
′
i) + eic(ψ¯, E
′′
i )+
+max {min{⌊c(ψ¯, Ei)/2 + c(ψ¯, E
′
i)/2 + c(ψ¯, E
′′
i )/2⌋,
c(ψ¯, E′i) + c(ψ¯,H
′
i), c(ψ¯, E
′′
i ) + c(ψ¯,H
′′
i )},
min{c(ψ¯, E′i) + c(ψ¯,H
′
i), c(ψ¯, Ei) + c(ψ¯, E
′
i)− c(ψ¯,H
′′
i )},
min{c(ψ¯, E′′i ) + c(ψ¯,H
′′
i ), c(ψ¯, Ei) + c(ψ¯, E
′′
i )− c(ψ¯,H
′
i)} } .
and dW ′(ψ
′) + eic(ψ
′, Ei).
Let us compute the motivic integral
D(ei)(X, s) =
∫
L(Y ′)xi
L−dX◦h(ψ
′)s−ordt Jachdµ(ψ′)
=
∫
L(Y˜ )
h′−1(xi)
L−dX◦h◦h
′(ψ˜)s−ordt Jach◦h′dµ(ψ˜) .
You can visualize the situation by taking E′i and E
′′
i to be two walls making a
rectangular corner, and by imagining X¯, Ei and H
′′
i to be horizontal shelves. The
fiber over x˜i is equal to (E
′
i ∩E
′′
i ). To simplify notation, we denote ei(d− 1)+ 1 by
ν1, and (ei+1)(d− 1) by ν2. The order of the Jacobian of the resolution morphism
on Ei is ν1, and on E
′
i, as well as on E
′′
i , it equals ν2.
First, suppose d = 3. The easiest way to compute D(ei) would be to take
a shortcut and use the formula in [17] for the geometric Poincare´ series for toric
surfaces. The minimal resolution of the toric hypersurface defined by xz−y2ei+1 = 0
has a point of non-transversal intersection at depth ei. Computing the contribution
of the remainder of the exceptional locus to Pgeom, as is done in Section 7, allows us
to derive the contribution of this point, hence the motivic integral D(ei). However,
we prefer a direct computation, in order to obtain a shorter and more elementary
method to compute the geometric Poincare´ series of a toric surface singularity.
First, we take care of arcs ψ for which ψ˜ /∈ X˜. Their contribution equals L−2(L−
1) times
(L− 1)L−(3ei+2)s−3ν2−1
(1 − L−(ei+1)s−ν2)(1− L−(2ei+1)s−2ν2−1)
+ L−eis−ν2
1 + L−(ei+1)s−ν2
1− L−(2ei+1)s−2ν2−1
.
The integral over (E′i ∩ E
′′
i ) \ (Ei ∪H
′′
i ) is equal to L
−3(L− 1)2 times
(L− 2 +
(L− 1)L−s−1
1− L−s−1
)
L−(2ei+1)s−2ν2
1− L−(2ei+1)s−2ν2
1 + L−(ei+1)s−ν2
1− L−(ei+1)s−ν2
.
We blow up E′i ∩E
′′
i to compute the contribution of H
′′
i ∩E
′
i ∩E
′′
i . Let G be the
exceptional divisor. We denote the strict transforms of E¯i, E
′
i and E
′′
i again by the
same symbols. The question is how
max {min{⌊c(ψ¯, E′i)/2 + c(ψ¯, E
′′
i )/2⌋, c(ψ¯, E
′
i), c(ψ¯, E
′′
i ) + c(ψ¯,H
′′
i )},
c(ψ¯, E′i), c(ψ¯, E
′
i)− c(ψ¯,H
′′
i ) }
behaves on G.
Straightforward computation shows that the term associated to H ′′i ∩E
′
i ∩E
′′
i is
equal to
L−3(L− 1)2
L−(2ei+1)s−2ν2
1− L−(2ei+1)s−2ν2
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times
1 +
L−(ei+1)s−ν2
1− L−(ei+1)s−ν2
+
(L − 1)L−(3ei+2)s−3ν2−1
(1 − L−(ei+1)s−ν2)(1− L−(2ei+1)s−2ν2−1)
+L−eis−ν2
1 + L−(ei+1)s−ν2
1− L−(2ei+1)s−2ν2−1
.
Finally, we compute the contribution of Ei ∩E
′
i ∩E
′′
i . Our expression for dX(ψ)
reduces to
eic(ψ¯, Ei) + eic(ψ¯, E
′
i) + eic(ψ¯, E
′′
i ) + max{c(ψ¯, E
′
i), c(ψ¯, E
′′
i )} .
Hence, we get
L−3(L− 1)3
L−(3ei+1)s−2ν2−ν1
(1− L−(2ei+1)s−2ν2)(1 − L−eis−ν1)
1 + L−(ei+1)s−ν2
1− L−(ei+1)s−ν2
.
Bringing all these terms together, we see that
D(ei)(X, s) = L−3(L−1)
1 + L−(ei+1)s−ν2
1− L−(2ei+1)s−2ν2
{
(L− 1)2L−(2ei+1)s−2ν2
(1 − L−s−1)(1 − L−eis−ν1)
+L−eis−ν1} .
The contribution of xi to Pgeom, i.e.
−
L3D(ei)(L3T )
1− L3T
,
is equal to
−
(L− 1)(1 + Lei+1T ei+1)
(1− L3T )(1− L2ei−1T 2ei+1)
{
(L− 1)2L2ei−1T 2ei+1
(1− L2T )(1− Lei−1T ei)
+ Lei−1T ei} .
Now suppose d > 3. Consider the singular surface U in A3k, defined by yz −
x2ei+1 = 0. We consider Adk as the product of A
3
k and A
d−3
k , and we identify A
3
k with
A3k × 0. The minimal toric resolution of U is induced by a succession g
′ : A′ → A3k
of blow-ups of points in A3k, see Section 7. Blowing up the same points in A
d
k
yields a morphism g : A → Adk. The geometric Poincare´ series P˜U,geom(T ) of U at
the origin O is defined intrinsically, hence does not depend on the embedding in
ambient space. It is computed in Section 7, only using our formula for d = 3.
Applying the change of variables formula to the proper birational morphism g,
we write DO(U, s) as D
(ei)(U, s)+R(s), where D(ei)(U, s) is, of course, the integral
over the arcs in the resolution space with origin at the unique point where the strict
transform of U and the exceptional locus intersect non-transversally. The term R
is the motivic integral over the remainder of the fiber of g over the origin.
It follows immediately from our formula that D(ei)(U, s) = D(ei)(X, s). The
formula in Lemma 1 yields
PU,geom(T ) =
1− Ld(D(ei)(LdT ) +R(LdT ))
1− LdT
.
The term LdR(LdT ) can be easily computed, as is done for d = 3 in Section 7.
Writing ei as 2mi + 1, and d as t+ 2, we see that
LdD(ei)(LdT )
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is equal to
−(1− Lt+2T )
(L− 1)
∑mi−1
j=1 L
jT j
(1− L2T )(1− Lmj−1Tmj)
+ (1− Lt+2T )
(L− 1)LT
(1− T )(1− L2T )
+
L2(Lt − 1)(L− 1)T 2
(1 − T )(1− L2T )
−
(L− 1)2([Pt]− 2)
∑mj−1
i=1 L
iT i+1
(1− T )(1− Lmj−1Tmj)
−2
(L− 1)2(Lt − 1)L2T
∑mj−1
i=1 L
iT i+1
(1 − T )(1− Lmj−1Tmj)(1− L2T )
.
6. Quasirational singularities
The theorems in the previous section allow us to give a partial answer to the
question raised by Lejeune-Jalabert and Reguera-Lopez in [17].
Lemma 4. Let C be an irreducible curve over k. If the class [C] of C in the
Grothendieck ring belongs to Z[L], then C is rational.
Proof. It follows from Riemann-Roch that a smooth projective curve of genus 0 is
rational [15]. The Poincare´ polynomial P (u) is an additive invariant, i.e. it is well-
defined on K0(V ark), since it is obtained from the Hodge polynomial by identifying
the two variables. For a complete smooth curve X , the polynomial P [X ] is equal
to u2 − 2g(X)u+ 1, where g(X) is the genus of X .
A curve C is rational if and only if its projective smooth birational model C¯
is. Furthermore, [C] ∈ Z[L] implies [C¯] ∈ Z[L]. It follows from the identities
P (L) = u2 and P (1) = 1 that the linear term of P [C¯] is zero, hence C¯ is rational,
and so is C. 
Theorem 3. Let x be an isolated singularity of a surface X ⊂ Y , with Y smooth,
and assume that there exists an embedded resolution of the germ of X at x, satisfying
the conditions of Theorem 1 or 2. The local Poincare´ series of X at x can be written
as a rational function with numerator and denominator in Z[L][T ], if and only if x
is a quasirational singularity.
Let us recall that a surface singularity (X, x) is quasirational if ”only rational
curves can come out of the singularity, no matter how we blow it up birationally”
[1]. Rational surface singularities are quasirational.
Proof. One implication is straightforward: suppose that x is a quasirational sin-
gularity. It suffices to write Pgeom in terms of the motivic integral D(s), and to
observe that the quasirationality of x implies that all Grothendieck brackets of the
strata of the exceptional locus, emerging in the expression for Pgeom, belong to
Z[L].
Let ei be the minimal depth of a global exceptional component Ei in the reso-
lution of (X, x), at which a non-rational exceptional component appears. We will
prove that the coefficient Ai of T
ei in Pgeom is not contained in Z[L].
It is clear from our formulae that Ai is equal to the sum of a term in Z[L]
with (L − 1)
∑
Lµi [Ci], where the µi are positive integers, and we take the sum
over all non-rational exceptional components Ci on X
′ which are contained in an
exceptional divisor Ei of depth ei. Since the coefficient of the linear term of P [Ci]
is strictly greater than zero, this sum can not be contained in Z[L], for its Poincare´
polynomial will contain a term of odd degree. 
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7. Toric surfaces
Theorem 1 provides an elementary method to compute the geometric Poincare´
series of a toric surface singularity, which is substantially shorter than the techniques
used in [17].
Throughout this section, X is a singular affine toric surface, defined by a cone
σ generated by (1, 0) and (p, q), where 0 < p < q and p, q are relatively prime.
Let (b1, . . . , bs) be the entries occurring in the Hirzebruch-Jung continued fraction
associated to q/(q − p), and (c1, . . . , ct) the components of the continued fraction
of q/p [12][19]. The relation between the bi and the cj is explained in [18]. Let
furthermore Θ be the union of compact faces of the convex hull of σ ∩N \ 0, and
Θˇ be the union of compact faces of the convex hull of σˇ ∩M \ 0.
The minimal resolution of X is a toric modification induced by a subdivision
of σ into simple cones. The vectors occurring in this subdivision can be listed as
follows:
v0 = (1, 0), v1 = (1, 1), . . . , vj+1 = bjvj − vj−1, . . . , vs+1 = bsvs − vs−1 = (p, q) .
The exceptional divisors Dj ∼= P
1 of this resolution correspond to the newly intro-
duced vectors vj , j = 1, . . . , s, and Dj is known to have self-intersection number
−bj.
The cj have a geometric significance of their own: subdividing σˇ into simple
cones, i.e. taking the minimal set of generators for the semi-group σˇ∩M , yields an
embedding of X into affine (t+2)-space; the ideal of X is generated by xi−1xi+1−
xcii , i = 1, . . . , t.
We will factor the canonical toric resolution into a sequence of blow-ups of zero-
dimensional orbits, which can be immediately extended to an embedded resolution
for X using the embedding in affine space mentioned above. Blowing up the unique
zero-dimensional orbit O of V corresponds, by [16], to the toric modification corre-
sponding to the subdivision Σ of σ introducing all primitive vectors normal to the
edges of Θˇ. This comes down to inserting v1, vs−1, and all vi determining vertices
of Θ, i.e. the vi for which bi 6= 2. Let a be the number of vectors introduced in Σ,
i.e. the number of elements in {b2, . . . , bs−1} differing from 2 augmented by two,
and let b = a− r− 1 be the number of pairs of adjacent vectors in Σ, that is, pairs
of vectors in Σ with multiplicity 1. The number b is equal to the number of cj equal
to 3, while r is equal to the cardinality of {cj > 3}.
The singularities left after blowing up O are all rational singularities of type
Ac. In fact, they are recovered from the bi by omitting b1 and bs, and isolating all
sequences of 2’s in the remaining bi. Let c be the number of 2’s in such a sequence.
This number c can be recovered from the cj : it is equal to cj − 3, with j chosen
such that the vertex of Θˇ corresponding to xj lies on the two edges whose normal
directions determine the cone in our fan Σ corresponding to this sequence of 2’s.
Moreover, each of the cj which is bigger than 3 will induce a singularity in this
way. The singularity will be resolved after blowing up the zero-dimensional orbit
corresponding to the associated singular cone (thus inserting 2 vectors, or 1 if c = 1)
and repeating this procedure ⌊c/2⌋ times. If c is even, we get a chain of exceptional
divisors intersecting X˜ transversally; if dk is odd, we get an intersection point of
multiplicity 2 in the last stage of the resolution process.
This factorization allows us to embed our resolution in ambient affine space,
simply by blowing up the corresponding points in this space. Let h : Y˜ → Y = At+2k
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be the proper birational morphism obtained in this way, and let X˜ be the strict
transform of X (thus X˜ is the canonical resolution surface). The points of X˜ where
there’s no transversal intersection with the exceptional locus of h correspond to
adjacent vectors in the simple subdivision of σ which are introduced in one and the
same blow-up.
In [18], we used this embedded resolution to compute the motivic Igusa Poincare´
series of X . Our computation of Pgeom will be very similar.
Define E−1 to be the strict transform of X under h. Let E0 be the strict trans-
form of the exceptional divisor that is created in the first blow-up, and let Ei,j be
the strict transform of the exceptional divisor induced by the j-th blow-up of the
singularity corresponding to the i-th sequence of 2’s in b2, . . . , bs−1.
Let c′i be the i-th component of (c1, . . . , ct) which is strictly larger than 3, and
put di equal to c
′
i − 3. We let I denote the index set
{−1, 0} ∪ {(i, j) | i ∈ {1, . . . , r}, j ∈ {1, . . . , ⌈di/2⌉}} .
We stratify X˜ in the usual way: for each subset J of I, we define EJ to be ∩α∈JEα,
while EoJ denotes EJ \ ∪α/∈JEα.
We attach to each Eα a pair of numerical data (Nα, να) as follows:
(N−1, ν−1) = (1, t), (N0, ν0) = (1, t+ 2), (N(i,j), ν(i,j)) = (j + 1, (j + 1)(t+ 1) + 1) .
Then
D(s) = L−(t+2)
∑
J⊂I,J*{−1}
[EoJ ]
∏
α∈J
(LcodimEα − 1)L−Nαs−να
1− L−Nαs−να
+bL−(t+2){D(1)(s)−
(Lt − 1)(L− 1)L−3s−2t−2
(1 − L−s−t)(1 − L−2s−t−2)
}
+
∑
di even
{D(di/2+1)(s)−
(Lt − 1)(L− 1)L−(di/2+2)s−(di/2+2)(t+1)
(1− L−s−t)(1 − L−(di/2+1)s−(di/2+1)(t+1)−1)
}
The last terms in the expression for D(s) correct for non-transversal intersection.
We refer to [18] for a more detailed description of the terms.
We immediately recover a result from [17], stating that Pgeom is trivial when
all cj are equal to 2, i.e. that Pgeom equals the local geometric series of a smooth
point. More generally, we can state the following corollary of Theorem 1:
Corollary 1. Let X ⊂ Y be varieties over k, where Y is smooth, and X has
dimension m. Let x be an isolated singularity of X, and let h : Y ′ → Y be a
composition of blow-ups of points, satisfying the conditions of Theorem 1, with
exceptional divisor E, which is a linear chain of components Ei. Let X
′ be the
strict transform of X. Assume that, for each i, the class of Ei ∩ X
′ in K0(V ark)
is equal to [Pm−1k ], and [Ei ∩ Ei+1 ∩X ] = [P
m−2
k ]. Then Pgeom is trivial.
To put it intuitively: if the embedded resolution looks like X was smooth at x
all along, Pgeom cannot distinguish x from a smooth point. The general idea is that
similar embedded resolution graphs yield similar geometrical Poincare´ series.
Let us reduce the formula for Pgeom(T ) to the expression given in [17]. First,
we treat the case t = 1, that is, we compute the geometric Poincare´ series associ-
ated to the toric surface singularity defined by xz = ycj . We already know what
happens for cj = 2, so we may suppose cj > 2. Let D
′(s) be the sum of terms
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of D(s) corresponding to index sets not containing any of the couples (i, j). The
contribution
1− LdD′(LdT )
1− LdT
is equal to
1
1− L2T
+
(L− 1)LT
(1 − T )(1− L2T )
+
L2(L− 1)2T 2
(1− T )(1− L2T )(1− L3T )
.
If cj = 3, we have to add the contribution
−
(L− 1)(1 + L2T 2)
(1− L3T )(1− LT 3)
{
(L− 1)2LT 3
(1 − L2T )(1− T )
+ T } ,
and we obtain
Pgeom(T ) =
1
1− L2T
+ (L− 1)
(L− 1)T + LT 2
(1− L2T )(1− LT 3)
.
If cj > 3, write cj as 2mj + nj, where mj is a positive integer, and nj is either
zero or one.
First, we consider the strata [Eo(i,j)] = (L−1)
2 and [Eo{0,(1,j)}] = [E
o
{(i,j),(i+1,j)}] =
L− 1. The corresponding terms in the expression for Pgeom amount to
−
(L− 1)3
1− L3T
{
LT 3
(1− T )(1− LT 2)
+
mj−1∑
i=2
Li−1T i
(1− Li−1T i)(1− LiT i+1)
} −
(∗)(j)
1− L3T
where the term (∗)j depends on the value of nj . The part between braces is easily
seen to be equal to
Lmj−1Tmj+1 +
∑mj−2
i=1 L
iT i+1
(1− T )(1− Lmj−1Tmj)
.
If nj = 0, the term (∗)
(j) equals
(L− 1)(L2 − L+ 1)
Lmj−1Tmj
1− Lmj−1Tmj
,
while, if nj = 1, it is equal to
(L− 1)3
Lmj−1Tmj
1− Lmj−1Tmj
.
Hence, we get
−
(L− 1)3
∑mj−1
i=1 L
iT i+1
(1− L3T )(1− T )(1− Lmj−1Tmj)
+ (nj − 1)
L(L − 1)Lmj−1Tmj
(1− L3T )(1− Lmj−1Tmj )
.
Now, we look at the remaining strata, except for the points where we get non-
transversal intersection. This yields, in exactly the same way,
−2
(L− 1)3L2T
(1− L2T )(1− L3T )
∑mj−1
i=1 L
iT i+1
(1− T )(1− Lmj−1Tmj )
−(nj − 1)
(L− 1)3Lmj+1Tmj+1
(1− Lmj−1Tmj)(1− L2T )(1− L3T )
.
If cj is even, we see that Pgeom(T ) equals
1
1− L2T
+ (L− 1)
∑mj−1
i=1 L
iT i
(1 − L2T )(1− Lmj−1Tmj)
.
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If cj is odd, we have to include the contribution of the point where there’s no
transversal intersection with the exceptional locus. This yields
Pgeom(T ) =
1
1− L2T
+ (L− 1)
(1 + Lmj−1Tmj)
∑mj
i=1 L
iT i − Lmj−1Tmj
(1 − L2T )(1− L2mj−1T 2mj+1)
.
To conclude, let us consider the case d > 3. It follows from Theorems 1 and
2, our computations for d = 3, and the fact that the geometric Poincare´ series is
defined intrinsically, that the contribution to Pgeom of all strata, except for E
o
{0}
and Eo{−1,0}, is equal to
−(a− 1)
(L− 1)LT
(1− T )(1− L2T )
− (a− 1)
L2(Lt − 1)(L− 1)T 2
(1− T )(1− L2T )(1− Lt+2T )
+
∑
cj>2 even
(L− 1)
∑mj−1
i=1 L
iT i
(1 − L2T )(1− Lmj−1Tmj)
+
∑
cj>2 odd
(L− 1)
(1 + Lmj−1Tmj)
∑mj
i=1 L
iT i − Lmj−1Tmj
(1− L2T )(1− L2mj−1T 2mj+1)
.
This observation allows us to conclude that
Pgeom(T ) =
1
1− L2T
+
∑
cj>2 even
(L− 1)
∑mj−1
i=1 L
iT i
(1− L2T )(1− Lmj−1Tmj)
+
∑
cj>2 odd
(L− 1)
(1 + Lmj−1Tmj)
∑mj
i=1 L
iT i − Lmj−1Tmj
(1− L2T )(1− L2mj−1T 2mj+1)
.
It follows from results in [5] that this formula holds not only over Mˆk, but
already over Mk. Of course, this formula also holds for surface singularities with
”the same embedded resolution graph” as a toric surface singularity.
8. The arithmetic series
In this section, k is an arbitrary field of characteristic zero, not necessarily al-
gebraically closed, and we denote by kalg an algebraic closure. Let X be a variety
over k, and let x be a point of X(k). As we’ve seen, the local geometric Poincare´
series counts the jets in Ln(X)x, which can be lifted to an arc in L(X)x. However,
working scheme-theoretically, we allow extensions of our base field k in this lift-
ing process (which is necessary to ensure that [pinL(X)x] is well-defined). Hence,
Pgeom(T ) is insensitive to issues of rationality. These are taken into account by the
arithmetic series Parith(T ).
Bittner [2] gave a short proof of the existence of a ring morphism χmot from the
Grothendieck ring K0(V ark) of varieties over k to the Grothendieck ring K0(CHk)
of Chow motives over k, sending the class of a smooth projective variety to the
class of its associated Chow motive, and sending L to the class of the Tate motive
Lmot. The existence of this map was originally proven in [14]. In [8], Denef and
Loeser constructed a morphism
χc : K0(PFFk)→ K
mot
0 (V ark)⊗Q ,
where Kmot0 (V ark) is the image of K0(V ark) under the morphism χmot, and
K0(PFFk) is the Grothendieck group of pseudo-finite fields containing k. Elements
of K0(PFFk) are equivalence classes of ring formulas over k.
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For this construction, it is important to understand the structure of K0(PFFk).
The theory of quantifier elimination for pseudo-finite fields [10][11], states that
quantifiers can be eliminated if one adds some relations to the language, which have
a geometric interpretation in terms of Galois covers. This interpretation yields a
construction for χc. It is important for our purposes that, if our original ring
formula ϕ did not contain any quantifiers in the first place, χc maps [ϕ] to the
class of the constructible set defined by ϕ in Kmot0 (V ark). We refer to [18] for a
short introduction to the arithmetic series, and to [7][8] for the original work on
arithmetic integration.
Let us define the local arithmetic Poincare´ series Parith of X at x. Since we’re
working locally, we may assume that X is a subvariety of some affine space Y = Adk.
It follows from Greenberg’s theorem that we can find, for each positive integer n,
a ring formula ϕn over k, such that, for all fields K containing k, the K-rational
points of Ln(X)x that can be lifted to a K-rational point of L(X)x, correspond
to the tuples satisfying the interpretation of ϕn in K. We define the arithmetic
Poincare´ series to be
Parith(T ) =
∑
n≥0
χc([ϕn])T
n .
As was proven in [7], it is rational over Kmot0 (V ark)[L
−1]⊗Q.
Suppose that there exists an embedded resolution h : Y˜ → Y for X , defined over
k, which satisfies, after a base change to kalg, the conditions of Theorem 1 or 2. We
demand that each component of the exceptional locus contains a k-rational point
of the strict transform X˜ that does not lie on any other exceptional component,
and that the divisors F1 and F2 in Theorem 2 are defined over k. The main result
of this section is the following theorem.
Theorem 4. If these conditions are satisfied, the motivic series Parith and Pgeom
are equal in Kmot0 (V ark)⊗Q[[T ]].
Proof. We will prove that, for each field K containing k, and each positive integer
n, a K-rational point jn of Ln(X)x lifts to an arc on X if and only if it lifts
to a K-rational arc ψ on X . Hence, ϕn and the set of quantifier-free equalities
and inequalities describing the constructible set pinL(X)x define the same class in
K0(PFFk), which proves Theorem 4.
So suppose jn lifts to an arc on X , and let η be a K-rational arc on Y , lifting jn.
By definition, dX(η) > n. Theorems 1 and 2 not only give a formula for dX(η), but
also give you an optimal approximation for η in L(X). Now it suffices to observe
that this approximation can be chosen to be K-rational. 
We recover a particular case of a theorem in [18] :
Corollary 2. If (X, x) is the germ of a toric surface singularity, Parith and Pgeom
are equal in Kmot0 (V ark)⊗Q[[T ]].
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