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MODULI SPACES ON THE KUZNETSOV COMPONENT OF FANO THREEFOLDS
OF INDEX 2
MATTEO ALTAVILLA, MARIN PETKOVIC´, AND FRANCO ROTA
Abstract. We describe certain moduli spaces of Bridgeland-stable objects on the Kuznetsov
component of Fano threefolds of index 2 and Picard rank 1, via the stability conditions con-
structed in [BLMS17]. Furthermore, we study the behavior of the Abel–Jacobi map on these
moduli. As an application in the case of degree d = 2, we prove a strengthening of the cate-
gorical Torelli Theorem from [BT16].
1. Introduction
It is a well-established principle that the bounded derived category D(Y ) of a smooth pro-
jective variety contains rich information about the geometry of Y . One technique to extract
this information is the study of semi-orthogonal decompositions ofD(Y )
D(Y ) = 〈A1, ...,An〉
whereAi are full triangulated subcategories satisfying semi-orthogonality conditions. It is of-
ten the case that all but oneAi are equivalent to the derived category of a point, while the re-
maining one is non-trivial and carries information aboutY . This strategy is particularly fruitful
ifY is a smooth Fano threefold of Picard rank 1 and index 2. These have been classified by Mori
and Iskovskih (see [IP99]) and belong to one of the following 5 families, indexed by the degree
d := H3 ∈ {1, .., 5} (hereH denotes the ample generator of Pic (Y ) ' Z):
• Y5 = Gr(2, 5) ∩ P6 ⊂ P9 is a linear section of codimension 3 of the Grassmannian
Gr(2, 5) in the Plu¨cker embedding;
• Y4 = Q1 ∩Q2 ⊂ P5 is the intersection of two quadric hypersurfaces;
• Y3 ⊂ P4 is a cubic hypersurface;
• Y2 pi−→ P3 is a double cover ramified over a quartic surface, or equivalently a hypersur-
face of degree 4 in the weighted projective space P(1, 1, 1, 1, 2);
• Y1 is a hypersurface of degree 6 in the weighted projective space P(1, 1, 1, 2, 3).
If Y is one of the above, Kuznetsov shows in a series of papers that the derived category of Y
admits a semi-orthogonal decomposition
D(Y ) = 〈Ku(Y ),OY ,OY (1)〉
whose non-trivial partKu(Y ) captures a great deal of the geometry of Y [Kuz08, Kuz14]. The
Grothendieck groupK(Ku(Y )) is a rank 2 lattice spanned by the classes
v := 1− 1
d
H2 and w := H − 1
2
H2 +
(
1
6
− 1
d
)
H3
with intersection form given by [ −1 −1
1− d −d
]
.
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Remark 1.1. In some cases, the nontrivial componentKu(Y ) can be explicitly described:
(d = 5) The restriction U2 and U3 of tautological bundles on Gr(2, 5) of rank 2 and 3 to Y
are exceptional, and they generate Ku(Y ). Since hom(U2, U3) = 3, then Ku(Y ) is
equivalent to a category of representations of a Kronecker quiver with two vertices and
3 arrows [Orl91].
(d = 4) The moduli space of spinor bundles onY is a genus 2 hyperelliptic curveC , andKu(Y )
is equivalent to the bounded derived categoryD(C) [BO95].
(d = 3) The category Ku(Y ) is orthogonal to an exceptional object in the derived category of
certain twisted sheaves on P2 [BMMS12].
(d = 2) The categoryKu(Y ) is an Enriques category [KP17].
(d = 1) In this case, we are unaware of any nice description ofKu(Y ).
In [BLMS17] the authors construct a Bridgeland stability condition onKu(Y ). This allows
the formulation of moduli problems inKu(Y ): the purpose of this work is to investigate cer-
tain moduli spaces of Bridgeland-stable objects ofKu(Y ); in particular, we focus on objects of
classw.
Summary of the results. Let Y be a smooth Fano threefold of Picard rank 1 and index 2 of
fixed degree d. As in [BLMS17], there is a weak stability condition σ0α,β = (Coh(X)0α,β, Z0α,β)
on D(Y ), which induces a stability condition σ on Ku(Y ). LetMσ(w) denote the moduli
spaces of σ-semistable objects inKu(Y ) of classw.
Our first result is a description ofMσ(w):
Theorem 1.2. The moduli spaceMσ(w) is projective for all d. There is a subvarietyY ⊂Mσ(w)
isomorphic to Y parametrizing objects Ep fitting in a distinguished triangle
(1) O(−1)[1]→ Ep → Ip,
for p a point in Y . The complementMσ(w) \Y has dimension d+ 1 and its general object is a sheaf
ι∗(OS(`1 − `2)), where ι : S ↪→ Y is a hyperplane section containing distinct lines `1, `2.
This theorem is proven in Section 2 by comparingMσ(w) withMG(w), the moduli space
of Gieseker-semistable sheaves on Y with respect to the polarization H . In fact, the general
Gieseker-semistable sheaf on Y is either the ideal sheaf Ip/S of a point of Y restricted to a
hyperplane section S, or one of the ι∗(OS(`1 − `2)) (Proposition 2.3).
Then, we show thatMσ(w) is isomorphic to the spaceMtilt(w) of tilt-semistable objects
inD(Y ) of classw (Proposition 2.10), which is related toMG(w) via wall-crossing. The proof
shows how wall-crossing replaces objects Ip/S , fitting in a triangle
Ip → Ip/S → OY (−1)[1],
with extensions of the form (1) (Proposition 2.9).
For a more detailed study ofMσ(w), we then consider the Abel–Jacobi map
Φ: Z2hom(Y ) // J(Y )
from the space of codimension-2 cycles to the intermediate Jacobian J(Y ) of Y , and extend it
to a map
Ψ: Mσ(w) // J(Y )
F  // Φ(c2(F )).
In Section 3 we assume that Y has degree 2, i.e. Y is a double solid ramified over a quartic
surfaceR. Then, we have:
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Theorem 1.3. Suppose d = 2. The spaceMσ(w) on Ku(Y ) is projective of pure dimension 3,
and it has two irreducible components Y and C. The component Y is isomorphic to Y , and intersects
C exactly at the ramification locusR; morevoer, C is smooth outside ofR.
The map Ψ: M → J(Y ) contracts the component Y to a singular point y of the Theta divisor
and is a generic embedding on C.
As an application, we prove a (refined) categorical Torelli theorem:
Theorem 1.4. Let Y and Y ′ be two Fano threefolds of index 2 with Picard rank 1 and degree 2 such
that there exists an equivalence u : Ku(Y ′) ∼−→ Ku(Y ). Then Y ′ ' Y .
This theorem improves a result of Bernardara and Tabuada [BT16, Cor. 3.1 (iii)] who show
that the same holds under the additional assumption that u be of Fourier–Mukai type. Our
technique of proof is inspired by that of [BMMS12]; we use the equivalence to construct an
isomorphism between moduli spaces and argue that this is sufficient to conclude.
In Section 4, we consider Y = Y1. The analogue of Theorem 1.3 is proven in a similar way:
Theorem1.5. Suppose d = 1. The spaceMσ(w) is projective and it has two irreducible components
Y and F , respectively of dimension 3 and 2. The component Y is isomorphic to Y , and intersects F
exactly at the special curve C ⊂ Y . Moreover, there is an isomorphism between F and F (Y ), the
Fano scheme of lines on Y , so that in particular F is smooth outside of C .
The Abel–Jacobi map Ψ: Mσ(w)→ J(Y ) contracts Y to a singular point y in the Theta divisor
and it is an embedding elsewhere. Moreover, the image Ψ(M) determines Y uniquely.
Further problems. There are some natural questions which remain unanswered by this work.
(i) (Torelli theorem for d = 1) It is expected that an analogue of Theorem 1.4 holds in degree 1
as well, but some technical issues prevent us from applying the same proof technique;
(ii) (Equivalences of Fourier–Mukai type) A conjecture of Kuznetsov [Kuz07, Conj. 3.7] implies,
in the case of quartic double solids, that every equivalence u : Ku(Y ′) ∼−→ Ku(Y ) is of
Fourier–Mukai type (i.e. that the composition D(Y ′) → Ku(Y ′) u−→ Ku(Y ) → D(Y )
is a Fourier–Mukai functor). Combining Theorem 1.4 with [BT16, Prop. 3.5] shows that
Ku(Y ′) andKu(Y ) are equivalent if and only if they are Fourier–Mukai equivalent, but
at the moment we are unable to prove the statement of [Kuz07, Conj. 3.7] for degree 2.
Acknowledgements. We are grateful to our doctoral advisor, Aaron Bertram, for his guidance
and his enthusiasm. We wish to thank Arend Bayer for encouraging us in pursuing this prob-
lem. We also thank Paolo Stellari and Huachen Chen, for discussing this problem with us on
various occasions. This project benefited from the participation of the second and third author
to the workshop “Semiorthogonal decompositions, stability conditions and sheaves of categories” held
in Toulouse in 2018 and of the first and third author to the workshop on “Derived Categories,
Moduli Spaces and Deformation Theory” held in Cetraro in 2019. We thank the organizers and
the participants of these events.
2. Construction of the moduli spaces
2.1. Stability andwall-crossing. Consider the set of stability conditions onKu(Y ) induced
by the weak stability conditions σ0α,β = (Coh
0
α,β(Y ), Z
0
α,β) on D(Y ) for β = −
1
2
and 0 <
α 1 (see Appendix A and [BLMS17]); here Coh0α,β(Y ) is the usual double tilt, and
Z0α,β(E) = ch
β
1 (E) + i
(
chβ2 (E)−
α2
2
ch0(E)
)
.
Remark 2.1. Notice that with this choice of stability condition, if an object has classw and an
appropriate shift of it belongs to the heart, then the object will automatically be stable. Indeed,
such an object will have maximal phase so it will be semistable by definition; moreover, the class
w is primitive inKu(Y ), so that there are no strictly semistable object of that class.
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We are now interested in studying the moduli spaceMσ(w) of objects of classw inKu(Y )
which are semistable with respect to one of the stability conditions σ constructed above. To do
that, we relate stability inKu(Y ) with tilt-stability inD(Y ).
Lemma 2.2. LetE ∈ Ku(Y ) of classw: thenE is stable with respect to σ = σ0
α,− 1
2
onKu(Y ) if
and only if E is semistable with respect to the weak stability condition σ0
α,− 1
2
onD(Y ).
Proof. Up to a shift, E ∈ Ku(Y ) stable implies that E ∈ A = Coh0
α,− 1
2
(Y ) ∩ Ku(Y ), so in
particular E ∈ Coh0
α,− 1
2
(Y ); since E is in the heart of a (weak) stability condition and it has
maximal phase, by definitionE must be semistable.
Conversely, ifE ∈ Ku(Y ) is semistable in Coh0
α,− 1
2
(Y ) then in particularE belongs to the
heartA, hence it is stable by the above Remark 2.1. 
Now notice thatσ0
α,− 1
2
is just a rotation of the usual tilt stabilityσα,− 1
2
, so stability of objects
of a fixed class is not affected (cfr Definition A.5).
Therefore, the above Lemma 2.2 tells us that the moduli spaceMσ(w) is contained in the
moduli spaceMtilt(w) of tilt-semistable objects of class w with respect to σα,− 1
2
with 0 <
α 1 onD(Y ).
To understandMtilt(w) and howMσ(w) sits inside it, we start from a description of the
Gieseker moduli (Proposition 2.3), then we perform wall-crossing and describeMtilt(w) (Propo-
sition 2.9) and we compare it toMσ(w) in Proposition 2.10.
Proposition 2.3. The moduliMG(w) of Gieseker semistable objects of class w on Y contains a
distinguished component Pd of dimension d+ 3, given by ideal sheaves Ip/S of a point in a (possibly
singular) hyperplane section S; this component intersects the rest of the moduli exactly in those points
for which S is singular at p.
Moreover,MG(w) \ Pd has dimension d + 1, and the general element inMG(w) \ Pd is an
object of the form ι∗(OS(`1 − `2)) for S a smooth hyperplane section.
Proof. Since the classw is torsion, a Gieseker stable sheafE of classwmust be pure; this implies
thatE = ι∗(F ) for some sheafF supported on a hyperplane section ι : S ↪→ Y , otherwise the
kernel of the mapE → ι∗ι∗E would give a destabilizing subsheaf of smaller dimension.
Stability ofE implies thatF is a torsion-free rank-one stable sheaf onS. Then,F must have
the form F = IZ ⊗ L, with Z a zero-dimensional subscheme and L = OS(D) a reflexive
sheaf of rank 1 associated to a Weil divisorD (see for example [HL10]).
Additionally, by applying the Grothendieck-Riemann-Roch theorem, one sees that if E =
ι∗F has classw, then [F ] = (1, D,−1), withD.H = 0.
IfD = 0, one must haveF = Ip/S withS a possibly singular hyperplane section; the moduli
space of such objects is a projective bundle overY with fiberPd ' P(H0(OP(1)⊗Ip)); hereP
denotes the ambient space, which is ad+1-dimensional straight projective space ford = 3, 4, 5
and a weighted projective space for d = 1, 2.
By Lemma 2.4 below, Ext1(Ip/S , Ip/S) = Cd+3 if S is not singular at p, meaning that
the Pd-bundle over Y that we just constructed is an entire irreducible component, which we
denote Pd; Lemma 2.5 shows that the dimension of the tangent space jumps exactly when
S is singular at p, meaning that Pd intersects other components of the moduli in that locus.
For the case D 6= 0, instead, we can give a precise description of our objects only when S
is general (hence smooth). First of all, when S is smooth L is actually a line bundle, so that
[F ] =
(
1, D,
D2
2
− z
)
where z ∈ N is the length of Z ; moreover, since S is a del Pezzo sur-
face of degree d there are no numerically trivial divisors in NS (S), hence by Hodge Index The-
orem we must haveD2 < 0, which impliesD2 = −2 and z = 0. We then getE = ι∗(OS(D))
with D having the above properties, and the dimension ofMG(w) \ Pd is d + 1 by Lemma
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2.6; the last statement can be checked using the correspondence of divisors of that form with
the roots of certain lattices (A4, D5, E6, E7 and E8, for d = 5, 4, 3, 2, 1 respectively) and the
description of lines in del Pezzo surfaces (see for example [Dol12]). 
Lemma 2.4. Let S ⊂ Yd be a hyperplane section, and let p a smooth point of S. Then we have
Ext1(Ip/S , Ip/S) = Cd+3.
Proof. Since Ip/S = [OS → Cp], then RHom(Ip/S , Ip/S) is the totalization of a double
complexK•,• isomorphic to
RHom(Cp,OS)→ RHom(OS ,OS)⊕RHom(Cp,Cp)→ RHom(OS ,Cp),
so we may compute Exti(Ip/S , Ip/S) using a spectral sequence
Ep,q1 = H
q(K•,p)⇒ Hp+q(K•).
Then pageE1 is
1 1 0
1 3 0
0 d+ 4 1
0 2 1
The map in the top row is an isomorphism Ext3(Cp,OS) → Ext3(Cp,Cp). The map in the
second row is Ext2(Cp,OS)→ Ext2(Cp,Cp), and the map in the third row is Ext1(Cp,Cp)→
Ext1(OS ,Cp). If p is smooth in S these are both non-zero, and if p is singular, they are both
0. The map in the bottom row is surjective because Hom(OS ,OS)→ Hom(OS ,Cp) is. 
Lemma 2.5. If p ∈ S is singular, then Ext1(Ip/S , Ip/S) = Cd+4.
Proof. From the above proof we can conclude that this group is eitherCd+4 orCd+5. Using the
same spectral sequence as before, only this time starting with the short exact sequence
OY (−1)→ Ip → Ip/S
it is not hard to see that it cannot beCd+5. 
Lemma 2.6. Suppose that E = ι∗F , where F = OS(D) is a line bundle on a smooth hyperplane
section ι : S → Y . Then
RiHom(E,E) =

ι∗OS , if i = 0
ι∗OS(1) if i = 1
0 otherwise.
Therefore Ext1(E,E) = Cd+1, and Ext2(E,E) = Ext3(E,E) = 0.
Proof. By Grothendieck-Verdier duality, we have
(2) ι∗RHomS(F,Lι∗(E)⊗OS(1)[−1]) ' RHomY (E,E).
We first compute Lι∗E. Since ι∗ = ι−1( ⊗L OS), we can computeE ⊗L OS by tensoring
the short exact sequence
OY (−1)→ OY → OS
with E. This gives that L0ι∗E = F and L1ι∗E = F (−1). Since F is a line bundle, we have
Hom(F, F ) = OS , so the statement follows from the spectral sequence for the left hand side
in (2). 
We have seen that the Gieseker moduli space has at least two components that intersect. Here
is a constructive proof of this for a generic point in the intersection; we’ll use a refinement of
this argument later.
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Example 2.7 (Ip/S as a limit of ι∗(OS(D))’s). Let f : Y = Yd → Pd+1 be the map induced by
−KY /2 (assume d ≥ 2). Denote with S the universal hyperplane section. Let h0 ∈ (Pd+1)∨
cut out a hyperplane section S0 ⊂ Y that is singular at p. Assume that p is an isolated A1
singularity, and S0 has no other singularities. Let ∆ ⊂ (Pd+1)∨ be a 1-dimensional open
disk containing h0. For ht ∈ ∆, let St ⊂ Y be the corresponding hyperplane section, and
ft : St → Pd the restriction of f to St.
Del Pezzo surfaces with isolated singularities all arise by specializing the 9− d points in P2.
Therefore the family of surfaces St can be reconstructed by blowing up 9− d sections si of the
projection p : ∆ × P2 → ∆. The sections si are in general position for t 6= 0, and s1, s2, s3
become collinear over t = 0. Denote the blowup with g : S ′ → ∆× P2. The map induced by
the dual of the relative dualizing sheaf ωp◦g factors through the universal hyperplane section
restricted to ∆:
S ′ ∆× Pd
S∆ ∆× Y
−ωp◦g
Here the vertical map is induced by the dual of the relative dualizing sheaf of S∆ → ∆. Its
fibers are ft : St → Pd.
Let Ei be the exceptional divisors of g. Define D = −g∗(OP2(1)) + E1 + E2 + E3. Then
the fiber of D over t 6= 0 is a Cartier divisor Dt of degree 0 and D2t = −2, and when t =
0, D restricts to −E, where E is the (−2) curve in the central fiber of the blowup g. If we
pushforward to ∆ × Y , we get a flat family of divisors ι∗(OSt(Dt)) over a general fiber, and
Ip/S0 in the central fiber.
Now we turn to the study of the wall crossing; we need a preparatory Lemma:
Lemma 2.8. The only tilt-semistable sheaves F ′ ∈ Cohα,− 1
2
(Y ) having truncated Chern class
ch
− 1
2
≤2 (F
′) =
(
1,
1
2
,
1
8
)
areOY and IZ , with Z a zero-dimensional subscheme.
Proof. Since for any object E one has that ch−
1
2
1 (E) ∈ 12ZH , it then follows that H2 ·
1
2
H =
inf{H2 ·ch−
1
2
1 (E) > 0 |E ∈ Cohα,− 1
2
}; hence by Lemma 7.2.1 and Lemma 7.2.2 in [BMT14]
one has that F ′ must be a slope-stable sheaf, so in particular torsion-free. Since the untwisted
Chern character of F ′ is ch≤2(F ′) = (1, 0, 0), we must have F ′ ' OY or F ′ ' IZ for some
zero-dimensional subscheme Z . 
We will also need the following definition: let p be a point on Y and Ip its ideal sheaf; ap-
plying the functor Hom(O, — ) to the short exact sequence
0→ Ip(−1)→ O(−1)→ Cp → 0
and sinceO(−1) has no cohomology on Y , one computes that Ext1(O, Ip(−1)) = C. Serre
duality with KY = O(−2) gives Ext1(O, Ip(−1)) = Ext1(Ip,O(−1)[1]): let then Ep be
the unique non-trivial extension (1) so that [Ep] = w.
Proposition 2.9. The moduli spaceMtilt(w) of tilt-seminstable objects of class w with respect to
σα,− 1
2
for 0 < α  1 is obtained fromMG(w) by contracting the Pd-bundle in Pd to its base,
while the rest of the moduli is unaffected. The wall crossing then produces a locus Y ⊂ Mtilt(w)
isomorphic to Y given by objects as in 1, while the general object in the complement is of the form
ι∗(OS(`1 − `2)) for a general smooth S.
Proof. By the Large Volume Limit, the moduli of tilt-(semi)stable objects of class w for α  0
coincides withMG(w), described in Proposition 2.3. Since w is a torsion class, the walls in
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tilt stability are concentric semicircles centered at α = 0 and β = −1
2
. In particular, the line
β = −1
2
intersects all the possible walls for the classw.
As α gets smaller, we want to control the possible walls we may encounter; first of all, we
have
ch
− 1
2
≤2 (F ) = (0, 1, 0),
hence if F ′ gives a numerical wall for F and ch−
1
2
≤2 (F
′) = (x, y, z), the equation of the wall at
the point with coordinate β = −1
2
yields
z − α
2
2
x = 0
meaning that z and xmust have the same sign and cannot be equal to 0 (otherwise they would
not give a wall).
An actual wall in tilt-stability intersecting the vertical line β = −1/2 must be given by a
short exact sequence 0 → F ′ → F → Q → 0 with 0 < ch−1/21 (F ′) < ch−1/21 (F ) = 1;
since ch−1/21 (F ′) ∈ 12Z, we get ch
−1/2
1 (F
′) =
1
2
.
Moreover, by the support property one has 0 ≤ ∆(F ′) ≤ ∆(F ) = 1, which can be rear-
ranged to
−1 ≤ −8xz ≤ 3;
since β = −1
2
, it follows that 8z ∈ Z, and since x and z have the same sign and can’t be 0 we
must have x = 1 and z = 1
8
.
This means there’s only one possible actual wall, and it would be given by a subobject with
ch
− 1
2
≤2 (F
′) =
(
1,
1
2
,
1
8
)
. Since an element F of the Gieseker moduli space is always a sheaf,
from the long exact sequence in cohomology for objects in the tilted heart one finds that F ′
must be a sheaf as well, and the map F ′ → F is an honest morphism of sheaves; moreover,
we can assume F ′ to be tilt-semistable. By Lemma 2.8, either F ′ ' OY or F ′ ' IZ for Z a
zero-dimensional subscheme.
Recall from the proof of Proposition 2.3 that all sheaves inMG(w) have the form F =
IZ⊗OS(D). IfD 6= 0, neither of theF ′’s can map toF : indeed, a mapF ′ → F would produce
a section ofOS(D), by taking double duals and restricting to S. This is a contradiction since
D is not effective (for generalities on reflexive sheaves and Weil divisors, we refer the reader to
[Sch10]).
On the other hand, an object of the type Ip/S always has a map from Ip given by the short
exact sequence
0→ Ip → Ip/S → O(−1)[1]→ 0.
This means that all objects inMG(w) \ Pd stay stable once we cross the wall, while all the
Ip/S ’s are destabilized and replaced by the unique extensions in the other direction
0→ O(−1)[1]→ Ep → Ip → 0,
which are stable right after the wall since bothO(−1)[1] and Ip are stable, and stay such in the
whole chamber because there are no other walls.
This wall crossing therefore contracts the Pd-bundle of the component Pd onto its base,
producing the locus Y of theEp’s, and leaves the rest of the moduli unaffected 
Next, we show:
Proposition 2.10. The moduli spaceMσ(w) is isomorphic toMtilt(w).
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To do so, we identify which objects in the tilt moduli space belong to Ku(Y ) and apply
Lemma 2.2.
Lemma 2.11. The objectsEp belong toKu(Y ).
Proof. By definition, we need to show that Hom•(O(1), Ep) = Hom•(O, Ep) = 0. From the
short exact sequence
0→ Ip → O → Cp → 0,
it is straightforward to see that Hom•(O, Ip) = 0, and we already pointed out thatO(−1) has
no cohomology, so that Hom•(O, Ep) = 0 using the defining sequence.
On the other hand, one computes Hom•(O(1), Ip) = Ext1(O(1), Ip) ' C and also
Hom•(O(1),O(−1)[1]) = Ext2(O(1),O(−1)[1]) ' C; so if we prove that the connecting
morphism Ext1(O(1), Ip)→ Ext2(O(1),O(−1)[1]) is non-zero we get the desired vanish-
ing for Hom•(O(1), Ep) as well.
The connecting map is given by composing α ∈ Ext1(O(1), Ip) = Hom(O(1), Ip[1])
with the unique map Ip[1] φ−→ O(−1)[3] given by the triangle defining Ep, to obtain a map
β ∈ Ext2(O(1),O(−1)[1]) = Hom(O(1),O(−1)[3]); our vanishing is proven if β 6= 0
whenever α 6= 0.
We claim that bothα andφ factor throughCp: in fact, one proves that Hom(O(1), Ip[1]) =
C and Hom(Ip[1],O(−1)[3]) = C by showing that these spaces are respectively isomorphic
to Hom(O(1),Cp) and Hom(Cp,O(−1)[3]) through the short exact sequence for Ip, which
exactly means that α and φmust factor viaCp.
The non-vanishing of β is now equivalent to the non-vanishing of the compositionO(1)→
Cp → O(−1)[3]; but now applying the functor Hom(—,O(−1)[3]) to the triangleO(1) →
Cp → Ip(1)[1] one has Hom(Ip(1)[1],O(−1)[3]) ' Ext1(O, Ip) = 0 and therefore every
mapO(1)→ O(−1)[3] is determined by the corresponding mapCp → O(−1)[3], hence the
desired composition cannot be 0 since the map induced by φ is not. 
Lemma 2.12. The objects ι∗(OS(`1 − `2)) for S general belong toKu(Y ).
Proof. By adjunction of the functors ι∗ and ι∗, it’s enough to check the vanishing of the spaces
Hom•(OY (1), ι∗(OS(`1− `2)) and Hom•(OY , ι∗(OS(`1− `2)) on the del Pezzo surface S.
Let D = `1 − `2 as a divisor on the surface, and let H be the pullback of the ample divisor
on Y to S; by Riemann-Roch, χ(D) = χ(−H + D) = 0. Since D and D − H are not
effective, we haveH0(D) = H0(−H+D) = 0, and by Serre duality it follows thatH2(D) =
H2(−H + D) = 0. Then H1(D) = H1(−H + D) = 0 must be 0 as well, and the claim is
proven. 
We’re now ready to prove Proposition 2.10 and lastly Theorem 1.2:
Proof of Proposition 2.10. Since the class w is primitive, there are no strictly semistable objects
inMG(w); as a consequence, alsoMtilt(w) will not have any strictly semistable object, except
exactly at the wall. A moduli space of Bridgeland (resp. tilt) semistable objects is a proper alge-
braic space overC if there are no strictly semistable objects (see, e.g., [BLMS17], [PT15]). Hence
Mtilt(w) is proper, and so isMσ(w) by Remark 2.1.
Now, by Lemma 2.11 and Lemma 2.12, together with Proposition 2.9, we know thatMσ(w)
is realized as a proper dense subset of the proper spaceMtilt(w), hence they must coincide. 
Proof of Theorem 1.2. Most of the statement is a combination of Proposition 2.3, Proposition
2.9, and Proposition 2.10. Projectivity can be checked on a case by case basis. For d = 5 and
d = 4,Mσ(w) is projective by the explicit description given below.
For d = 3, projectivity follows from the fact thatMσ(w) ' Mtilt(w) ' MG(w) \ P3:
indeed, since Y3 is a hypersurface, a hyperplane section is singular at a point p ∈ Y3 if and only
if the hyperplane is tangent at p. Since there is exactly one hyperplane tangent to each point, by
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Proposition 2.3, the intersection ofP3 with the rest of the moduli is a section of the P3-bundle,
isomorphic to Y3. Hence, contracting the bundle onto its base yields the desired isomorphism.
The cases d = 2 and d = 1 are proven in a similar way, we refer the reader to the proofs of
Theorem 1.3 and Theorem 1.5 below for the details. 
To conclude this section, we give a brief description of the moduli we just constructed for
the cases d = 5, 4 and 3 (refer to Remark 1.1 for notation). These moduli have been studied in
the literature for the most part and will not be addressed by the present work.
(d = 5) This is just the moduli of quiver representations of the form
U32 → U23 .
It is isomorphic to the image of the map HilbP2(3) → Gr(3, 6) which contracts the
divisor of collinear schemes to P2 ⊂ Gr(3, 6); in particular, it is projective and irre-
ducible of dimension 6 ([Orl91, ABCH13]). The copy of Y5 can be realized by intersect-
ingMσ(w) with a linear section of Gr(3, 6).
(d = 4) The moduli spaceMσ(w) is isomorphic to the moduli space of vector bundles onC of
rank 2, and fixed odd degree. This moduli is in particular projective and irreducible of
dimension 5, and Y4 appears as a subvariety ofMσ(w) given by vector bundles with
fixed determinant ([BO95]).
(d = 3) This case is treated in a forthcoming paper of one of the authors ([BBB+]); our moduli
space is conjecturally isomorphic to the moduli of certain rank 3 vector bundles on
Y3, and has dimension 4; the copy of Y3 ⊂ Mσ(w) is a divisor given by projecting
skyscraper sheaves into the Kuznetsov component.
2.2. The Abel–Jacobi map. Let Y be a Fano threefold; one defines its intermediate Jacobian
J(Y ) as the complex tori given by (see [Voi03])
J(Y ) = H1(Y,Ω2Y )
∨
/
H3(Y,Z);
moreover, J(Y ) is equipped with an Abel–Jacobi map
Φ: Z2hom(Y ) // J(Y )
Z  //
∫
Γ
sending a cycle of codimension 2 homologous to 0 to the integral over a 3-cycle Γ such that
∂Γ = Z .
Given a smooth family {Zt}t∈T of smooth 1-cycles in Y , the above construction allows us
to define an analogous map α : T → J(Y ) after picking a base point 0 ∈ T (see [CG72]):
Ψ: T // J(Y )
Zt
 // Φ(Zt − Z0)
.
Finally, following [Wel81], ifZ is a smooth curve on Y , and T is a family of deformations of
Z , the codifferential of the Abel–Jacobi map ψ∨Z appears in the following diagram:
(3)
H0(KY (4)) H
1(Ω2Y ) 0
H0(KY (4)|Z) H1(NZY ⊗KY ) H1(NZW ⊗KY )
res ψ∨Z
βZ
where the second row is a part of the long exact sequence associated to the normal bundle
sequence of Z ⊂ Y ⊂ W , where W is a four dimensional quasi-projective space. We use
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the isomorphism H1(NZY ⊗ KY ) ' H0(NZY )∨ and the Kodaira-Spencer isomorphism
H0(NZY )
∨ ' ΩT,Z .
One can extend the above construction to families of derived objects by means of the sec-
ond Chern class c2; in our particular setting, this yields a map from our moduli spaces to the
intermediate Jacobian:
Ψ: Mσ(w) // J(Yd)
F  // Φ(c2(F )− c2(F0))
.
Remark 2.13. From the definition of the Abel–Jacobi map above, we see that the locus Y ⊂
Mσ(w) is always contracted to a point under Ψ, since the objectsEp all have the same second
Chern class even topologically; equivalently, one has that the Abel–Jacobi map is known to
contract rational curves, and Yd is rationally connected for all d.
We now give a brief description of the behavior of the map Ψ in the cases d = 5, 4 and 3,
which have again been studied for the most part in the literature and will not be addressed in
the present work.
(d = 5) In this case the intermediate jacobian J(Y5) reduces to a single point, hence the Abel–
Jacobi map is trivial;
(d = 4) It is well known that J(Y4) is isomorphic to the Jacobian of the corresponding curve
J(C), and also to the variety of lines on Y . The map Ψ can be identified with the deter-
minant map det : M(2, 1)→ J(C). Indeed, the determinant map contracts the fibers
of Ψ because lines in the fibers correspond to pencils of extensions of two line bun-
dles L1 and L0 on C (Ext1(L1, L0) = C2 if degL1 − L0 = 1). More precisely, such
line is given by a pencil of hyperplane sections ofY that contain two fixed disjoint lines.
(d = 3) We refer to ([BBB+]) again; Ψ3 maps Mσ(w) isomorphically onto the theta divisor
Θ ⊂ J(Y3) outside ofY3, while it contractsY3 to its unique singular point y. Moreover,
Y3 can be recovered in the blow up of Θ at y, by intersecting the strict transform of
Ψ3(Mσ(w)) with the exceptional divisor.
3. The case d = 2
3.1. Generalities on quartic double solids. Recall that Y2 pi−→ P3 is a double cover of the
projective space ramified over a quartic surface (from here on, we set Y = Y2 for this section,
and we’re dropping subindices everywhere); since we assume the Y is smooth, we get that the
branching locusB is a smooth K3 surface.
A hyperplane section ι : S ↪→ Y is given by the pullback pi∗(P ) of a plane in P3, hence
it is itself a double cover of P2 ramified over the quartic curve B ∩ P . The general such S
is a smooth del Pezzo surface of degree 2, and it corresponds to a double cover with smooth
branching locus; when the branching locus is singular instead, we obtain a singular hyperplane
section, and this exactly happens when the plane P is tangent toB.
Remark 3.1. As a consequence of the previous discussion, we get that a hyperplane section of
Y can only be singular at a point p if p ∈ R, the ramification locus, and each point p ∈ R
admits exactly one of such hyperplane sections; another way of seeing it is by thinking of Y
as a quartic hypersurface in P(1, 1, 1, 1, 2) and use again the fact that a hyperplane section of
a hypersurface is singular at a point p if and only if the hyperplane realizing it is tangent at p.
Being a double cover of P3 ramified over a quartic, the equation of Y in P(1, 1, 1, 1, 2) can be
written as {e2 − q(a, b, c, d) = 0}, where e is the only variable of weight 2 and q(a, b, c, d) is
a homogeneous quartic polynomial in the other variables; on the other hand, the equation of a
hyperplane inP(1, 1, 1, 1, 2) cannot contain e, therefore it’s of the formαa+βb+γc+δd = 0.
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The tangency condition implies that ∂
∂e
(e2 − q(a, b, c, d)) = 2e = 0, therefore a hyperplane
will only be tangent to a point p ∈ Y ∩ {e = 0}, which is exactly the ramification locus.
We can say even more about these singularities: since the K3 is smooth, its Gauss map is
finite. Hence a plane cannot be tangent to it along a curve; therefore, the corresponding surface
S above it can only acquire isolated singularities corresponding to the isolated singularities of
the branching quartic curveB ∩ P .
Since S is normal and has isolated singularities, either they are Du Val singularities or S
is the cone over an elliptic curve (see [Bre80] or [HW81]); but S only has a finite number of
lines, so it cannot be a cone, and therefore the singularities are all canonical; we can think of
these singularities as arising from contracting (−2)-curves on the blow-up of 7 points in P2 in
non-general position.
Finally, Y is equipped with an involution τ that swaps the two sheets of the cover, acting
on objects in the derived category in the obvious way; the involution descends to hyperplane
sections, hence each S is also preserved by it.
Following [Kuz15], we can moreover compute the Serre functor forKu(Y ) to be
SKu(Y )(E) = τE[2].
We conclude this section with a generalization of Lemma 2.12 in the case d = 2 that will be
useful later:
Lemma 3.2. Let ι : S ↪→ Y be a (possibly singular) hyperplane section of Y and let L = OS(D)
be the reflexive rank one sheaf on S associated to a Weil divisor D 6= 0 such that D.H = 0 and
χ(L) = 0. Then ι∗(OS(D)) ∈ Ku(Y ) and it has class w.
Proof. The proof is identical to that of Lemma 2.12, after noticing that it only depends onD not
being effective andχ(L) = 0; indeed,L has no sections by definition of effective (Weil) divisor,
and since S is Gorenstein the dualizing sheaf is still OS(−1) even for S singular, and Serre
duality applies in the same way. The claim on the numerical class also follows from χ(L) = 0
applying Grothendieck-Riemann-Roch. 
3.2. The moduli space. This section aims to refine Proposition 2.3 in the case of d = 2 and
prove Theorem 1.3, taking advantage of our deeper understanding of the singularities of a hy-
perplane section and of the Serre functor ofKu(Y ). First, we have the following two lemmas:
Lemma 3.3. The Ext-dimension of the heart A ⊂ Ku(Y ) is equal to 2, i.e. Exti(E,F ) = 0 for
i 6= 0, 1, 2 for E,F ∈ A.
Proof. SinceA is the heart of a bounded t-structure, we have by definition that Exti(E,F ) = 0
for i < 0. Now, using the above Serre functor we get:
Exti(E,F ) = Hom(E,F [i]) = Hom(F [i], SKu(Y )(E)) = Ext2−i(F, τE),
and our claim is proven if τE belongs to A. Recall that A = Ku(Y ) ∩ Coh0
α,− 1
2
(Y ), and
clearly τ(Ku(Y )) ⊆ Ku(Y ) being its Serre functor up to shift; then it suffices to show that τ
preserves Coh0
α,− 1
2
(Y ) to prove our claim.
Now the hyperplane section H is invariant under τ , so that τ acts trivially on numerical
classes of objects in D(Y ), thus preserving slopes; moreover, the involution preserves inclu-
sions of sheaves hence it preserves stability. By definition of a tilt (see Appendix A), τ preserves
the heart of the first tilt of Coh(Y ); similarly, it also preserves the second tilt, and the claim is
proven. 
Lemma 3.4. (a) Let p ∈ Y be a point and Ep be one of the objects as in (1); then
Ext1(Ep, Ep) =
{
C3, p 6∈ R
C4, p ∈ R ,
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whereR ⊂ Y is the ramification locus. Moreover, for p inR there is a decomposition
(4) Ext1(Ip, Ip)→ Ext1(Ep, Ep)→ Vp
where Vp is one dimensional generated by an element fp corresponding to the tangent plane of
R at p.
(b) Let ι : S ↪→ Y be a (possibly singular) hyperplane section and let OS(D) be as in Lemma
3.2. Then
Ext1(ι∗(OS(D)), ι∗(OS(D)) = C3.
Proof. For part (a), first of all notice that we can make all computations in Ku(Y ) since Ep
belongs to it and the subcategory is extension closed; from [Ep] = wwe haveχ(Ep, Ep) = −2,
and moreover Hom(Ep, Ep) = 1 since the object is stable in Ku(Y ). Now using the Serre
functor forKu(Y ) we get
Ext2(Ep, Ep) = Hom(Ep, τEp) = Hom(Ep, Eτ(p)) =
{
0, p 6∈ R
C, p ∈ R ;
this yields the first statement in part (a) given that the Ext dimension of A is equal to 2 by
Lemma 3.3 and theEp’s all lie inA being stable.
Applying the functor Hom(Ep,−) to the sequence (1) one sees Ext1(Ep, Ep) ' Ext1(Ep, Ip),
and the latter sits in an exact sequence
Ext1(Ip, Ip)→ Ext1(Ep, Ip)→ ker
(
Ext1(O(−1)[1], Ip) α−→ Ext2(Ip, Ip)
)
,
where α is pre-composition with the map p : Ip → O(−1)[2] of the triangle (1). Let Vp :=
kerα. Since Ext1(O(−1)[1], Ip) ' H0(Ip(1)), elements of Vp correspond to hyperplanes
through p. We prove that a nonzero f ∈ Ext2(O(−1)[2], Ip) is in kerα if and only if f = 0
is tangent toR at p. Consider a triangle
Ip/S [1]→ O(−1)[2] f−→ Ip[2].
Then α(f) = 0 if and only if fp = 0, which happens if and only if p lifts to a map Ip →
Ip/S [1]. One checks that Hom(Ip, Ip/S [1]) → Hom(Ip,O(−1)[2]) surjects if and only if
p ∈ S is a singular point, that is the hyperplane f = 0 is tangent toR at p.
Part (b) is proved similarly; using the fact thatOS(D) ∈ Ku(Y ) and [ι∗(OS(D))] = w by
Lemma 3.2, we just need to show that Hom(OS(D),OS(τD)) = 0. We claim that τD = −D,
so that the vanishing of Hom(OS(D),OS(−D)) = Hom(OS ,OS(−2D)) follows from the
fact that S does not contain any numerically trivial divisor by construction (and thus 2D 6=
0); to prove the claim, consider the invariant divisor D′ = D + τD: it has degree 0, but
being invariant it must be realized as the pullback of a divisor from P2. Since all divisors in P2
are multiples of the hyperplane section, and the pullback of it has strictly positive degree, this
multiple must be 0, henceD′ = 0 and the claim is proven. 
Proposition 3.5 (Gieseker moduli space). Let ι : S ↪→ Y be a possibly singular hyperplane section;
a sheaf belonging to the moduli space of Gieseker stable sheavesMG(w) of class w for Y is either an
ideal sheaf Ip/S of a point in S or a rank one reflexive sheaf OS(D) associated to a Weil divisorD
on S.
Moreover,MG(w) has a component of dimension 5 given byP = P2 which intersects other com-
ponents in the locus described in Proposition 2.3, while the rest of the moduli is smooth of dimension 3.
Proof. We follow the same starting argument as Proposition 2.3, so that an element inMG(w)
must be of the form ι∗(F ), with F = IZ ⊗ L and [F ] = (1, D,−1) for a Weil divisor with
D.H = 0 such that L = OS(D). Since by construction [F ] = (1, D, ch2(L) − z), in order
to understand what happens in the case in which S is singular we need to make sense of the
meaning of the quantity ch2(L) for a reflexive rank-one sheaf.
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We thus follow [Rei87], where the author gives a Riemann-Roch formula for the Euler char-
acteristic of a Weil divisor on a surface with at worst Du Val singularities, which is our case.
One has
χ(D) = χ(OS) + 1
2
(D2 −KS .D) + δS(D),
where δS(D) ∈ Q is a number depending only on D and the singularities of S; moreover, by
Theorem 9 in [Rei87] again, we have δS(D) ≤ 0. Using the above formula, we can define the
second Chern character of L consistently as
ch2(L) =
D2
2
+ δS(D).
Now, using Hodge Index Theorem and the fact that even when singular S has no numerically
trivial divisors, we conclude that ch2(L) < 0. Therefore, in the notation of Proposition 2.3,
we have z = 0 whenD 6= 0 for all S and the first part of the statement is proven.
The second part is just a restatement of Proposition 2.3, with the additional information
from Lemma 3.4 (b) giving us the dimension and the smoothness of all the points that do not
lie in the intersection locus. 
We’re now ready to give a proof of Theorem 1.3, which will be broken down in several lem-
mas below.
Proof of Theorem 1.3. As before, we study the effect of the wall crossing onMG(w); first of all,
we know from Proposition 3.5 thatMG(w)\P has pure dimension 3, and it is not affected by
the wall crossing by the proof of Proposition 2.9.
Moreover, Remark 3.1 implies that the intersection locus of the component P ⊂ MG(w)
with the rest of the moduli is isomorphic to the ramification locus R, and Lemma 3.4(a) states
that the component containing theEp’s has dimension 3, hence after the wall crossing we obtain
the component Y ' Y given by the base of the P2-bundle; moreover, Lemma 3.4 indeed im-
plies that all components ofM have dimension 3, and at least two components meet atR ⊂ Y
(see also 2.7).
Now by Lemma 3.6 only two components can meet there; furthermore, we can identify an
open set of C := M\Y with a certain space of smooth conics on Y up to linear equivalence
(see discussion below Lemma 3.6), which proves C is irreducible and thereforeM has only two
components. Moreover, again by Lemma 3.4 we know that C is smooth outside ofR.
Projectivity ofM is seen in a similar way as in the case d = 3: since the intersection locus
in the Gieseker moduli is ismorphic to R, we have like before that C ' MG(w) \ P , yielding
projectivity of C; since Y is clearly projective and the two components meet along a projective
intersection, it followsM is projective.
Finally, the Abel–Jacobi map generically embeds the component C in J(Y ) by Corollary 3.8,
and contracts Y as in the general case. 
Lemma 3.6. Let p ∈ R be a point in the intersection of Y and C inM := Mσ(w). The tangent
cone toM at p consists of two distinct hyperplanes, or of a single hyperplane with multiplicity two. In
particular, no more than two components ofM meet at p.
Proof. There is an identification TpM ' Ext1(Ep, Ep) ' Ext1(Ip, Ip) ⊕ Vp as in Lemma
3.4, where Ext1(Ip, Ip) is identified with TpY2. The tangent cone toM corresponds to un-
obstructed deformations ofEp inM, therefore it contains TpY and it is contained in the null-
spaceN ⊂ TpM of the symmetric bilinear form
Ext1(Ep, Ep)× Ext1(Ep, Ep)→ Ext2(Ep, Ep)
given by the cup product. SinceN is a quadric and it contains the hyperplane Ext1(Ip, Ip), the
only possibilities are that the tangent cone ofM at p is the union of two distinct hyperplanes or
a single hyperplane with multiplicity two. Both these possibilities imply that there are no more
than two components meeting at p. 
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The following construction expresses the relation between C and a family of conics on Y .
Let C′ be the component of the Hilbert scheme of conics on Y containing smooth conics. Let
Z ∈ C′ be a conic; its imagepi(Z) spans a hyperplane ofP3 and determines a hyperplane section
S ⊂ Y . Suppose S is smooth. Then the reflexive sheafOS(Z −H) is in the Gieseker moduli
spaceMG(w), as in 2.3. The assignment Z 7→ ι∗(OS(Z − H)) then defines a dominant
rational map
f : C′ 99K C
which contracts pencils of linearly equivalent conics. For a general Y , C′ is irreducible by
[TM03], and hence so is C. Let C′0 ⊂ C′ denote the domain of definition of f . Or we can
define C′0 = {Z ∈ C′ |S is smooth}.
Proposition 3.7. LetZ be a smooth conic in C′0, and consider the Abel–Jacobi map C′0 → J(Y ). Its
codifferential at Z has rank 3, and the Abel–Jacobi map factors through f : C′0 → C.
Proof. The Abel–Jacobi map contracts pencils of curves, so it factors throughC. We use diagram
(3) to study the codifferential, taking W to be an open set in the weighted projective space
(which can be thought as W = P(OP3 ⊕ OP3(2))). In any case, H0(NZY )∨ has dimension
4 by [TM03, Lemma 1.2]. The bundle NZW can be computed as follows: let Z ⊂ P3 be the
smooth conic image of Z under pi. The standard exact sequence OW (2) → TW → pi∗TP3
yields the diagram
OW (2) OW (2)
TZ TW |Z NZW
TZ pi∗TP3|Z pi∗NZP3
∼=
where all rows and columns are exact. Since Z is a complete intersection we have NZP3 '
OZ(2)⊕OZ(1), henceNZW ⊗KY ' O⊕2Z ⊕OZ(−1) ' O⊕2P1 ⊕OP1(−2). Then, the long
exact sequence associated to
0→ NZY ⊗KY → NZW ⊗KY → KY (4)→ 0
implies that βZ has rank 3.
To conclude thatψZ has rank 3, it is enough to show that the restriction mapH0(KY (4))→
H0(KY (4)|Z) is surjective. Since Z lies on a hyperplane section S of Y , this can be checked
in two steps: H0(KY (4)) → H0(KY (4)|S) is surjective because H1(OY (1)) = 0, and the
surjectivity ofH0(KY (4)|S)→ H0(KY (4)|Z) follows from the sequence
OS(2H − Z)→ OS(2H)→ OZ(2),
using that Z = H − E1 + E2 in Pic (S), where the Ei’s are exceptional divisors in S seen as a
blow-up of P2. 
Corollary 3.8. The Abel–Jacobi map Ψ: Mσ(w)→ J(Y ) contracts the irreducible component Y
to a point y ∈ J(Y ) and is a generic embedding on C.
We conclude this section with a more detailed discussion of the Abel Jacobi map under some
stricter hypotheses for the ramification locus: from here on we assume theK3 surface does not
contain lines, so that the Hilbert scheme of lines in Y is smooth. Under this assumption, we get
the following:
Proposition 3.9. The differential ψp : TpM ' Ext1(Ep, Ep) → TyJ(Y ) of Ψ at a general
point p ∈ R is non-zero.
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Proof. Let S0 be the hyperplane section of Y that is singular at p; if p is general, the singularity
is an A1 singularity as in Example 2.7. Let L := E1 ∩ S0 (keeping the notation as in Example
2.7). In other words,L is a line through p determined by an exceptional divisor inSt. Let ∆ be a
formal neighborhood ofS0 in the pencil parametrizing hyperplane sections of Y containingL.
LetD be a flat family on ∆×Y , with central fiberD0 = Ep and general fiber a line bundle on
St,Dt = OSt(L−Lt), whereLt is a line disjoint fromE inSt. The locus {Lt}t ⊂ F (Y ) in the
Hilbert scheme of lines is contained in the incidence divisorDC ⊂ F (Y ), of lines intersecting
C := H−L. The differentialψp is equal to the differential of the Abel Jacobi map fromF (Y ),
restricted toDC . The assumption onR and [Wel81, Prop. 2.13] imply that the Abel Jacobi map
is a local embedding F (Y )→ J(Y ), so ψp is nonzero. 
From this, we have the following Corollary:
Corollary 3.10. There is a birational map ψ : R 99K S, where S is the intersection of the strict
transform of Ψ(C) with the exceptional divisor P9 ' P(H0(OP3(2)) of Bly J(Y ).
Proof. Combining Lemma 3.4 and Proposition 3.9, one sees that for a general point p the vector
space 〈fp〉 coincides with the tangent space of ∆′ in Tl0F ' H0(Nl0Y ) (∆′ is the image of ∆
in F (Y )). Then, writing diagram (3) for ψ∨∆′,l0 , we have
H0(OY (2)) H0(OP3(2))
H0(Ol0(2)) H0(Nl0Y )∨ 〈ψp(fp)〉∨
res ψ
∨
∆′,l0
ψ∨p
which shows thatψ induces a rational map onR via quadrics toP9 ' P (H0(OP3(2))), whose
image is dense in S and is generically one-to-one. 
3.3. A categorical Torelli theorem. As an application of the previous construction, this sec-
tion is dedicated to the proof of Theorem 1.4.
3.3.1. Images of stable objects. First, we prove that given an equivalence as in Theorem 1.4, we
can produce another equivalence with nice properties on the objects parametrized byM′. We
start with a series of lemmas:
Lemma 3.11. Let u : Ku(Y ′) ∼−→ Ku(Y ) be an equivalence of categories, and let E ∈ Ku(Y ′)
be an object of class w; then up to a sign, we have [u(E)] = w or [u(E)] = 2v − w.
Proof. Since u is an equivalence of categories, it must preserve dimensions of Hom spaces, so
in particular χ(u(E), u(E)) = χ(E,E) = −2. From the intersection matrix of the Euler
form given in section 2, if [u(E)] = av + bw, then χ(u(E), u(E)) = −(a + b)2 − b2, The
only possible pairs (a, b) are (0,±1) and (∓2,±1). Finally, since an equivalence of categories
induces a homomorphism on the Grothendieck groups, we can choose the sign uniformly for
all objects. 
Lemma 3.12. Let 0 6= C ∈ A ⊂ Ku(Y ); then dim Ext1(C,C) ≥ 2.
Proof. This follows directly from Lemma 3.3; indeed, for an object in the heart Ext3(C,C) =
0, hence sinceχ(C,C) ≤ −1 and dim Hom(C,C) ≥ 1, we must have that dim Ext1(C,C) ≥
2. 
Lemma3.13. LetC ∈ Ku(Y )with hom1(C,C) = 3; then up to shiftC ∈ A, and if additionally
[C] = w then C is stable.
Proof. Consider the spectral sequence for objects inKu(Y ) whose second page is given by
(5) Ep,q2 =
⊕
i
Homp(Hi(C),Hi+q(C)) =⇒ Homp+q(C,C)
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(see [BMMS12]), where the cohomology is taken with respect to the heartA. Since by Lemma
3.3 the Ext-dimension ofA is 2, it follows thatE1,q2 = E1,q∞ , so that if we take q = 0, by Lemma
3.12 we get
3 = hom1(C,C) ≥
⊕
i
hom1(Hi(C),Hi(C)) ≥ 2r,
where r > 0 is the number of non-zero cohomology objects of C . Then r = 1 and C ∈ A
up to shift; if we also assume [C] = w, thenC must be stable sincew has maximal slope and is
primitive. 
Lemma 3.14. Let C ∈ Ku(Y ) of class [C] = w with the following numerics:
homi(C,C) =

1 i = 0
4 i = 1
1 i = 2
0 i = 3
then up to shift C ∈ A, and in particular C is stable.
Proof. Similarly to the proof of the previous Lemma, we get that
4 = hom1(C,C) ≥
⊕
i
hom1(Hi(C),Hi(C)) ≥ 2r,
which in this case could yield r = 1 or r = 2; if r = 1, we’re done. Assume by contradiction
that r = 2, and call M and N the two non-zero cohomology objects of C ; one necessarily
has hom1(M,M) = hom1(N,N) = 2, and since χ(F, F ) ≤ −1 for all objects in Ku(Y ),
we also get hom0(M,M) = hom0(N,N) = 1 and hom2(M,M) = hom2(N,N) = 0,
yielding χ(M,M) = χ(N,N) = −1 in particular. This means that [M ] and [N ] can only be
equal to±v or±(v − w); in order for their classes (with appropriate shift) to add up tow, for
M andN to be in the heart at the same time and for the spectral sequence to abut to the correct
numerics ofC , we see that the only possibility is the following:
M = Hj(C), [M ] = ±v and N = Hj±1(C), [N ] = ∓(w − v),
i.e. M and N are adjacent cohomologies, and exactly one of them has class ±v and the other
has class∓(w− v), where the signs are determined by the parity of j; notice in particular that
in all of these cases χ(M,N) = 0. Now, if we gather all this information together, the table of
dimensions for the second page of the spectral sequence (5) looks like this:
0 0 0
a b c
2 4 0
d e f
with zeroes elsewhere. Moreover, we know that the central column survives and indeed the
whole sequence degenerates at page 3; using the hypotesis on the numerics of C , we get that
the next page is of the form
0 0 0
0 1 0
g 4 0
0 e 0
This implies right away that a = 0, b = 1, c = 0 and d = 0; moreover, the space of dimension
2 must surject onto the one of dimension f at page 2, and since the alternate sum of dimension
on the line q = −1 is equal toχ(M,N) = 0, we also have e = f . Finally, by hom0(C,C) = 1
on page 3 we get g + e = g + f = 1; but g = 2− f from page 2, contradiction. 
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Let Φ : D(Y ) → D(Y ) be a functor defined with E 7→ LOY (E(1)), i.e., LOY (E(1)) fits
into the triangle
LOY (E(1))→ Hom•(OY , E(1))⊗OY → E(1),
where the second map is the evaluation map.
Lemma 3.15. The restricted functor Φ : Ku(Y ) → Ku(Y ) is an equivalence. Moreover, the
induced map onK(Y ) maps w 7→ 2v − w and v 7→ v − w.
Proof. Note first that Ku(Y ) = O⊥Y ∩ OY (1)⊥ = ⊥OY (−1) ∩ ⊥OY (−2). Since left muta-
tion induces an equivalence ⊥OY → O⊥Y , Φ restricts to equivalences ⊥OY (−1) → O⊥Y and⊥OY (−2)→ OY (−1)⊥, and therefore toKu(Y )→ Ku(Y ). 
Now if we take an object E ∈ M′, then u(E) has class ±w or ±(2v − w). In the latter
case we can replace u with u ◦ Φ so that u(E) has class ±w. Lemmas 3.13 and 3.14 show
that there exists an integer nE such that u(E)[nE ] ∈ A and is stable of class w (in par-
ticular, it has phase 1). We want to prove that the above shift can be taken uniformly. First
of all, notice that for two distinct objects E and F in M′ we must have Hom(E,F [1]) =
Ext1(E,F ) 6= 0, since Hom(E,F ) = 0 by stability, Ext3(E,F ) = Ext−1(F,E) = 0 by
use of the Serre functor onKu(Y ′), and χ(E,F ) = −2 because of their numerical class; but
then Hom(u(E)[nE ], u(F )[nE + 1]) 6= 0, and also Hom(u(F )[nE ], u(E)[nE + 1]) 6= 0.
Call φ ∈ Z the phase of u(F )[nE ]: by stability of u(E) and u(F ) and their shifts, from the
above we get 1 < φ+ 1 and φ < 2, hence φ = 1 and we proved that nF = nE .
We can thus summarize the results of this section with the following Proposition:
Proposition 3.16. The equivalence u : Ku(Y ′) ∼−→ Ku(Y ) induces a bijection on closed points
u : M′(k)→M(k).
Proof. We have shown that the assignment E 7→ u(E) sends points ofM′ to points ofM.
Since u is an equivalence, the induced map is a bijection on closed points. 
3.3.2. Universal families and convolutions. LetM andM′ denote the moduli spaces of objects
of class w in Ku(Y ), resp. Ku(Y ′). As in Theorem 1.3, we will denote by Y the component
isomorphic to Y inM (we use the same convention in the case of Y ′). The universal family on
Y as a component ofM is the object E defined as the cone of the natural map
(6) I → q∗Rq∗RHom (p∗OY (−1)[1], I ⊗ ωq[3])⊗ p∗OY (−1)[1]→ E [1]
wherep and q denote the projections ontoY andY , respectively, andωq is the relative canonical
bundle with respect to q.
In fact, one checks thatRq∗RHom (p∗OY (−1)[1], I ⊗ ωq[3]) commutes with base change in
the sense of [Lan83, Remark 1.5]. Thus, the restriction of (6) to a fiber Y × {s} above a closed
point s ∈ Y is the triangle
Is → Hom•(OY (−1), Is ⊗ ωY [3])⊗OY (−1)→ Es[1],
whence Es ' Es because Hom•(OY (−1), Is ⊗ ωY [3]) ' C. Likewise, define E ′ to be the
universal family above Y ′.
Define the composite functor
F : D(Y ′) ρ
′
−→ Ku(Y ′) u−→ Ku(Y ) −→ D(Y )
where ρ′ is the natural projection,  the full embedding, and u an exact equivalence. If F is a
Fourier–Mukai functor, i.e., F ' ΦG for some G ∈ Db(Y × Y ′), then one defines
ΦG × idY ′ := ΦGO∆Y′ : D
b(Y ′ × Y ′)→ Db(Y × Y ′)
and the object
E˜ := ΦG × idY ′(E ′) ∈ Db(Y × Y ′)
18 M. ALTAVILLA, M. PETKOVIC, AND F. ROTA
is a family of objects ofD(Y ) parametrized byY ′, which defines a morphism Y ′ ' Y ′ →M.
If F is not a Fourier–Mukai functor, then one can construct the family E˜ ”by hand”, with
the same argument as in [BMMS12, Sec. 5.2]. The main technical tool is that of convolutions,
we will recall here some aspects of the argument for the convenience of the reader. A right
convolution of a bounded complex
Am
dm−−→ Am−1 dm−1−−−→ ... d1−→ A0
in a triangulated categoryT is an object A with a morphism d0 : A0 → A such that there is a
diagram inT
Am Am−1 ... A1 A0
Am Cm−1 ... C1 A
dm
id
	 	 	 d0
[1] [1] [1] [1]
where the triangles with a	 are commutative, and the others are distinguished.
IfL ∈ Pic (Y ′) is an ample line bundle, we can consider the (possibly infinite) resolution of
E ′:
(7) ...→ OY ′(−Ni)⊕ni  (L⊗−ri)⊕si → ...→ OY ′(−N0)⊕n0  (L⊗−r0)⊕s0 → E ′,
with ri ≥ 0, andNi  0 so that
Hom(OY ′ ,OY ′(−Ni)[p]) = Hom(OY ′(1),OY ′(−Ni)[p]) = 0
for all p 6= 3. Then, choosem suficiently large and define the complex
(8) O•m := {OY ′(−Nm)⊕nm  (L⊗−rm)⊕sm → ...→ OY ′(−N0)⊕n0  (L⊗−r0)⊕s0}.
Denote byKm ∈ Coh(Y ′ × Y ′) the kernel ofO•m → O•m−1. Then the triangle
Km[m]→ O•m → E ′
splits (if m + 1 > dimY ′ + dimY ′, for example). Then, the object Km[m] ⊕ E ′ is a right
convolution for the complex O•m. This convolution is unique, because the terms of O•m are
coherent sheaves (and not arbitrary objects ofDb(Y ′ × Y ′), see [Kaw04, Lemma 2.1]).
Next, one considers the complex
(9)
F •m := {F (OY ′(−Nm))⊕nm  (L⊗−rm)⊕sm → ...→ F (OY ′(−N0))⊕n0  (L⊗−r0)⊕s0}
whose terms are objects ofDb(Y × Y ′).
The following lemma follows from the same argument given in [BMMS12]:
Lemma 3.17. The complex F •m admits a unique (up to isomorphism) split right convolutionGm '
Hm⊕Em such that for someM < m one hasH i(Em) = 0 unless i ∈ [−M, 0], andH i(Hm) =
0 unless i ∈ [−m−M,−m].
Proof. See [BMMS12, Lemma 5.2]. 
We denote E˜ := Em ∈ Db(Y × Y ′).
3.3.3. Conclusion of the proof. The last step of the proof is to show that the map defined in Prop.
3.16 is a morphism of projective varieties which restricts to an isomorphism Y ′ = Y ′ ' Y =
Y . For a closed point s ∈ Y ′, denote by is (resp. i′s) the inclusion Y × {s} → Y × Y ′ (resp.
Y ′ × {s} → Y ′ × Y ′).
Lemma 3.18. For any closed point s ∈ Y ′ we have i∗s(E˜) ' F ((i′s)∗E ′).
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Proof. Apply the functor i∗s to the complex F •m to get the complex
(10) i∗s(Fm)• := {F (OY ′(−Nm))⊕nm ⊗ C⊕sm → ...→ F (OY ′(−N0))⊕n0 ⊗ C⊕s0}
of objects ofDb(Y ). One sees that the objects i∗sE˜ ⊕ i∗sHm andF ((i′s)∗E ′)⊕F ((i′s)∗Km[m])
are both right convolutions of i∗s(Fm)•. However, the same argument as in Lemma 3.17 shows
that i∗s(Fm)• has a unique convolution up to isomorphism, and the choice m  0 implies
i∗s(E˜) ' F ((i′s)∗E ′) for any choice of s ∈ Y ′ a closed point. 
Proof of Theorem 1.4. Whether E˜ is constructed with a Fourier–Mukai functor or by means of
convolutions, one sees that i∗s(E˜) ' F ((i′s)∗E ′) = u(E′s) for all s ∈ Y ′. In other words, E˜ is a
family of objects ofM parametrized by Y ′, and it yields a projective morphism α : Y ′ →M
with the property that α(s) ∈ M corresponds to the object u(E′s) for all s ∈ Y ′. Since Y ′
is irreducible, α factors through one of the components ofM. We claim that α must factor
through Y . Granting the claim for a moment, smoothness of Y implies that α is the desired
isomorphism Y ′ ∼−→ Y .
To establish the claim, observe that α is, in particular, a morphism dominating one of the
components of M and α is birational onto its image. Since Y ′ is rationally connected and α
preserves this property (see for example [Kol96]), its image cannot lie in C, which is not ratio-
nally connected as a consequence of Corollary 3.8. 
4. The case d = 1
Throughout this section we set Y = Y1 ⊂ P(1, 1, 1, 2, 3), a sextic hypersurface. More
precisely, Y is constructed in the following way (see [Tih82]): let v : P2 → P5 be the Veronese
embedding, and letK be the cone overv(P2) inP6; consider then a cubic hypersurfaceW ⊂ P6
avoiding the vertex s ∈ K , and letW =W∩K . Then,Y can be regarded as a compactification
of the double cover of K0 = K \ {s} ramified over W ; furthermore, K ' P(1, 1, 1, 2) and
projecting away from the singular point yields a 3 : 1 cover pi : W → P2 ramified over a curve
C such that pi(C) has degree 12.
Remark 4.1. Here we assume the hypersurfaceW to be general, in the sense that we require
the curveC to be irreducible and general in moduli; the curveC has indeed a special role in the
construction, since Y only admits tangent - hence singular - hyperplane sections at points that
lie in C (this can be seen tracking the above construction with finite covers, or with a similar
argument to the case d = 2 using partial derivatives).
Following [Tih82], we now give a brief description of F (Y ), the Fano surface of lines in Y .
First of all, a line in Y is defined as a closed one-dimensional subscheme L ⊂ Y with Hilbert
polynomial p(t) = t + 1; under the generality assumptions of Remark 4.1, the scheme F (Y )
parametrizing lines in Y is given by a smooth projective surface with a copy ofC embedded in
it ([Tih82, Thm 4]).
The copy of C ⊂ F (Y ) is given by singular lines ([Tih82, §3, §8]): indeed, a line according
to the above definition can either be a smooth rational curve L with L ·H = 1, or a rational
curve with a single node at a point p ∈ C , with non-reduced scheme structure at the point.
We’re now ready to prove Theorem 1.5:
Proof of Theorem 1.5. By finiteness of the Gauss map for a smooth hypersurface, the hyperplane
sections of Y can only have isolated singularities; arguing as in the case d = 2, we see that
these singularities must be Du Val and thereforeMG(w) \P only contains objects of the form
ι∗(OS(D)), withD possibly a Weil divisor. As in the previous case, given that singularities can
only occur along C by Remark 4.1, we get that after the wall crossing we obtain a component
Y ' Y that intersect the rest of the moduli exactly atC .
We’re then only left with proving thatM\Y := F is isomorphic toF (Y ), and projectivity
ofMwill also follow. We know from Proposition 2.3 thatF has dimension 2, and we can define
a morphism F (Y )→ F as follows. LetH ⊂ Y × (P2)∨ be the universal hyperplane section.
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Since any line in Y is contained in a unique hyperplane section of Y , there is a finite map
F (Y )→ (P2)∨, so we can defineS ⊂ Y ×F (Y ) as a pullback ofH. LetL ⊂ S ⊂ Y ×F (Y )
be the universal line. The sheaf OS(p∗YH − L) on Y × F (Y ) has fiber OS(H − L) over a
smooth line L ∈ F (Y ), and Ip/S over a singular line, where p is the embedded point of the
singular line.
Next, we perform an elementary modification on OS(p∗YH − L) as in [AB13, Section 5].
Let r be the restriction map
OS(p∗YH − L) r−→ OS(p∗YH − L)|Y×C =: U
and denote V := p∗OY (−1)[1]|Y×C . Now compose r with the natural evaluation
U ev−→ q∗Rq∗RHom (V,U ⊗ ωq[3])⊗ V.
Observe that ev restricts on fibers to the unique map Ip/S → OY (−1)[1] (see Section 3.3.2
for an analogous argument). LetK[1] denote the cone of ev ◦ r. Then,K andOS(p∗YH − L)
are isomorphic outside Y × C , and the fiber KL of K over a singular line L ∈ C fits in a
distinguished triangle
OY (−1)[1]→ KL → Ip,
where p is the singular point ofL. In other words,KL ' Ep, andK is a universal family forF
supported on F (Y ). Then, the morphism F (Y )→ F induced byK is an isomorphism.
The component Y is contracted by Ψ since it is rationally connected; the Abel–Jacobi map-
ping is an embedding on smooth lines by [Tih82, §10], andY is determined uniquely via Ψ(M) =
Ψ(F (Y )) by [Tih82, Thm. 12]. 
Appendix A. Weak stability conditions
In this section we refer to [BLMS17] and briefly summarize definitions and results on weak
(and Bridgeland) stability conditions.
LetD be a triangulated category andK(D) its Grothendieck group; fix a lattice Λ ⊂ K(D)
and a surjective homomorphism v : Λ→ C.
Definition A.1. The heart of a bounded t-structure is a full abelian subcategoryA ⊂ D with the
following properties:
(a) For allE,F ∈ A and n < 0 we have Hom(E,F [n]) = 0;
(b) For every E ∈ D there exist a filtration, i.e. objects Ei ∈ D, integers k1 > · · · > km and
triangles
0 = E0 // E1

// E2

// . . . // Em−1

// Em = E

A1[k1]
dd
A2[k2]
dd
Am−1[km−1]
ee
Am[km]
gg
such that Ai ∈ A; these objects are called the cohomologies of E and are often denoted by
HiA(E).
Definition A.2. Let A be an abelian category; a group homomorphism Z : K(A) → C is
called a weak stability function if for all E ∈ A we have =Z(E) ≥ 0, and =Z(E) = 0 implies
<Z(E) ≤ 0. If moreover=Z(E) = 0 implies<Z(E) < 0 thenZ is called a stability function.
A (weak) stability function has an associated slope function
µZ(E) =
−
<Z(E)
=Z(E) if =Z(E) > 0
+∞ otherwise
,
Definition A.3. An objectE ∈ A is called semistable (resp. stable) with respect toZ if for every
subobject F ⊂ E we have µZ(F ) ≤ (<)µZ(E).
MODULI SPACES ON THE KUZNETSOV COMPONENT OF FANO THREEFOLDS OF INDEX 2 21
Definition A.4. LetD be a triangulated category, and let Λ and v be as above; a weak stability
condition on D is a pair σ = (A, Z) where A is the heart of a bounded t-structure and Z is a
group homomorphism Z : Λ→ C , satisfying the following properties:
(a) The composition Z ◦ v : K(A) = K(D)→ Λ→ C is a weak stability function onA;
(b) We require allE ∈ A to have Harder–Narasimhan filtration with factorsFi ∈ A semistable
with respect to Z , with strictly decreasing slopes;
(c) There exists a quadratic form Q on Λ ⊗ R that is negative definite on kerZ , such that
Q(E) ≥ 0 forE semistable.
If moreover Z is a stability function, then the pair (A, Z) is a Bridgeland stability condition.
DefinitionA.5. An objectE ∈ D is called (semi)stable if there existsm ∈ Z such thatE[m] ∈
A andE[m] is (semi)stable; in that case we also say thatE is (semi)stable of phase−m+µZ(E).
Then anyE ∈ D has a Harder–Narasimhan filtration
0 = E0 // E1

// E2

// . . . // Em−1

// Em = E

F1
cc
F2
``
Fm−1
bb
Fm
ee
such that each Fi is semistable of phase φi, with φ1 > · · · > φm.
Remark A.6. For our purposes, we’ll always choose D = D(X) to be the bounded derived
category of coherent sheaves on a variety X of dimension n, and Λ to be the numerical K-
group, i.e., the Grothendieck group modulo the kernel of the Euler form. Moreover, ourZ will
always factor through the Chern character and therefore have discrete image.
Given a weak stability condition, we can produce a new heart by tilting; indeed, given σ =
(A, Z) and a choice of slope µ ∈ R, define
T µ,σ = {E ∈ A | All HN factors F ofE have slope µ(F ) > µ}
Fµ,σ = {E ∈ A | All HN factors F ofE have slope µ(F ) ≤ µ}.
Proposition A.7 ([HRS96], [BLMS17]). The abelian category Aµ,σ = 〈T µ,σ,Fµ,σ[1]〉 is the
heart of a bounded t-structure.
In particular, starting from the weak stability condition given by Mumford slope on A =
Coh(X) we construct new hearts Cohβ(X) for µ = β. In order to define new (weak) stability
conditions on these hearts, we need new stability functions; recalling the notation chβ(E) =
ch(E) · eβH , we have the following
Proposition A.8 ([MS17]). Let α > 0 and β ∈ R; the pair given by σα,β = (Cohβ(X), Zα,β)
with
Zα,β(E) = −Hn−2 chβ2 (E) +
α2
2
Hn chβ0 (E) + iH
n−1 chβ1 (E)
defines a weak stability condition onD(X)
In [BLMS17], the authors give a further construction of a weak stability condition by tilting
Cohβ(X) again: indeed, in the notation of Proposition A.7, fix a slope µ ∈ R and define
Coh(X)µα,β := Coh
β(X)µ,σα,β endowed with a stability function
Zµα,β :=
1
u
Zα,β,
where u ∈ C is the unique unit vector such that µ = −<u=u (we just “rotate” our original
stability function).
Proposition A.9. The pair σµα,β = (Coh(X)
µ
α,β, Z
µ
α,β) is a weak stability condition onD(X).
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Finally, again in [BLMS17], we find the following Theorem that allows us to induce a stability
condition on the Kuznetsov component of Y using weak stability conditions:
TheoremA.10. Let Y be a Fano threefold of index 2 with Pic (Y ) = Z, and let σ0
α,− 1
2
be the weak
stability condition constructed in Proposition A.9 for µ = 0, β = −1
2
and 0 < α 1; let moreover
A = Ku(Y ) ∩ Coh(X)0α,β and Z = Z0α,− 1
2
. Then the pair σ = (A, Z) is a Bridgeland stability
condition onKu(Y ).
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