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Chapter 1 Introduction.    
1.1 Research background. 
The world’s population has grown tremendously over the past 50 years, with over 
200,000 people still being born every day in the 21
st
 century. According to the latest 
figures from the United Nations, the current global population of 7.2 billion is predicted 
to increase by 1 billion over the next 12 years, and to reach 9.6 billion by 2050 (UN 
Report, 13 June 2013, http://www.unpopulation.org). Experts have predicted that crop 
production must at least double before that time in order to support almost 10 billion 
people (Furbank, 2009; Tilman et al., 2011). However, achieving this goal will pose a 
formidable challenge to plant breeders, because the average rate of crop yield increases 
at only 1.3% per year for the four key global crops — maize, rice, wheat and soybean 
while productivity must increase 2.4% to meet that demand of the world population 
(Ray et al., 2013). Furthermore, the impacts of climate change on global temperatures 
and rainfall patterns are likely to reduce crop productivity (Lobell and Gourdji, 2012). 
The primary task is therefore, with very limited land and water resources, to advance 
cultivation technology and breeding development in order to minimize climate change 
impacts on crop production, by increasing both the quantity and quality of crop 
production enough to meet the increasing nutritional demands of the growing human 
population. 
To improve crop varieties, a fundamental advance would be to dramatically 
accelerate the rate of both genotypic and phenotypic analysis. Based on the 
development of high speed sequencing technology over the past decade, genotyping 
technologies are developing rapidly, and the genomic sequences of numerous major 
crops have been determined, such as rice which is the one of the world's most important 
food plants (Sequencing ProjectInternational Rice Genome, 2005). However, the 
analysis of plant phenotypes remains at a stage of conventional qualitative analysis, 
which creates a major bottleneck for future advances in plant breeding. 
A plant’s phenotype is formed during plant growth and development under the 
dynamic interaction between its genotype and surrounding environment. Plant 
phenotyping is a comprehensive assessment of complex plant traits such as growth, 
development, architecture, physiology, tolerance, resistance, ecology, yield, and the 
basic measurement of individual quantitative parameters that form the basis for the 
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more complex traits (http://www.lemnatec.com). The main reason that phenotyping is a 
time-limiting step is that it involves qualitative, destructive and labor-intensive 
measurement.  
Image analysis technology is considered as a powerful tool for improving the 
quantitative analysis of crop phenotypes. The technology involves a mathematical 
process to extract, characterize, and interpret useful information of the targets or 
Regions of Interest (ROI) from digital or pixel elements of an image. By analyzing the 
information extracted from images, multiple phenotypic characteristics can be evaluated 
quantitatively. Several studies using this approach have been published in recent 
decades. For example, after Ninomiya and Shigemori (1991) defined 18 shape 
parameters that were extracted from digital soybean images, several methods were 
proposed to quantitatively evaluate soybean shape (Ambuel et al., 1997; Jack et al., 
1997; Ninomiya and NguyenCong, 1998; Ninomiya, 2009; Ninomiya et al., 1998; Oide 
and Ninomiya, 1998) — the results led to similar conclusions as those achieved with 
visual inspection by experienced soybean breeders. Several studies have analyzed the 
contour shape of crop organs using elliptic Fourier descriptors (EFDs, Kuhl and 
Giardina, 1982), which enable normalized rotation and size invariant shape analysis. 
Using EFDs, researchers have successfully classified soybean varieties based on 
quantitative measurements of leaf shape (Oide and Ninomiya, 2000), proposed a new 
QTL analysis of soybean leaflet shape ( Yamanaka et. al., 2001), examined the genotype
×environment interactions among the variations of citrus by their leaf shape ( Iwata et 
al., 2002), and quantitatively evaluated the petal shape of Primura, the effect of distance 
on phenotypic variation in the petal shape, and petal shape transition from wild 
populations to modern cultivars over 300 years of selective breeding (Yoshioka et al. 
(2007a, 2006, 2005)). Similarly, the technique has been used to develop a texture-based 
method to quantitatively evaluate the fineness of wrinkles on grains of malting barley 
(Ninomiya et al., 1992), and to evaluate a major quality trait of rice (chalkiness) with 
high accuracy, using gray-scale images (Yoshioka et al., 2007b). 
To solve the destructive and labor-intensive limitations of phenotyping, a new 
approach known as “Phenomics” has become widely used; it requires speedy extraction 
of high-dimensional phenotypic data on an organism-wide scale. The term phenomics 
was originated and made popular by Dr. Steven A. Garan (Garan, 2003). In plant 
species, it has been defined as the study of plant growth, performance and composition, 
through integration with biology of a suite of new technologies including photonics, 
computers and robotics to accelerate progress in understanding gene function and 
environmental responses (Fiorani and Schurr, 2013; Furbank and Tester, 2011; Houle et 
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al., 2010). Thus, over the past decade, high-throughput plant phenotyping platforms 
have been established worldwide (Duan et al., 2011; Granier et al., 2006; Hartmann et 
al., 2011; Iyer-Pascuzzi et al., 2010; Montes et al., 2007; Reuzeau et al., 2010). 
Examples include the “TraitMill™” from “CropDesign” (http://www.cropdesign.com), 
the “Scanalyzer discovery platform” from “PhenoFab Europe” 
(http://www.phenofab.com) and “LemnaTec”, the “Jülich Plant Phenotyping Centre” 
(http://www.fz-juelich.de) and the “Australian Plant Phenomics Facility” 
(http://www.plantphenomics.org.au/) — all fully automated facilities in greenhouses or 
growth chambers, with robotics, precise environmental control, and image processing 
techniques, to assess the growth and performance of individual plants. The basis of the 
rapid phenotyping includes the following key technologies: 
1. High-resolution images, stored digitally to document the growth process and 
reactions to time-dependent stress factors.  
2. Automation technology to allow the transport of plants through multisensory 
detection systems under high-throughput conditions, enabling the screening of 
thousands of plants per day. 
3. Image processing algorithms to enable the extraction of hundreds of phenotypic 
parameters from a set of images.  
4. Molecular biology, genomics, proteomics, and metabolomics approaches. 
Based on these technologies, automated and image-based plant phenotyping is being 
conducted successfully.  
A major part of agricultural research is conducted in outdoor fields, so that the 
genetic analysis and breeding of most crops are usually carried out under natural 
conditions. Because the plant phenotype is formed under the dynamic interaction 
between genotype and environment, phenotypes generated from indoor experiments do 
not always correlate well with typical field behavior of plants. Moreover, different from 
the situation of indoor plants grown individually in pots, plants in the field do not grow 
isolated but instead are free to interact with neighboring plants, for example via their 
root systems. Therefore, phenotypic characteristics such as canopy configuration 
measured in outdoor plant communities are different those of individual plants (Prashar 
et al., 2013). Thus, there is a strong need to establish high-throughput phenotyping 
methods that can be used to screen crop populations under natural environmental 
conditions in the field. Studies of such an approach have become very popular in the 
last few years (Andrade-Sanchez et al., 2013; Araus and Cairns, 2013; Cabrera-Bosquet 
et al., 2012; Cairns et al., 2012; Cobb et al., 2013; Gleadow et al., 2013; Pereyra-Irujo et 
al., 2012; Sparks et al., 2012; White et al., 2012). However, because of the complex 
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background and various light conditions that exist outdoors, exiting image processing 
techniques cannot be applied to extract phenotypic characteristics from images taken 
under real field conditions. Therefore, the development of methods to analyze images 
captured in the field is a big challenge for field-based high-throughput phenotyping.  
Actually, images acquired with some optical sensors, such as near-infrared (NIR) 
cameras, can avoid the effects of illumination change and simplify the image analysis 
process. However, it is generally difficult for people to interpret visible characteristics 
of crops through images acquired from such sensors for invisible bands. Moreover, 
being precision instruments, those camera sensors are very costly and it is difficult to be 
using them continuously in field conditions. So, invisible band-based image sensors 
have not been able to be considered in this study. 
Recently, several low-cost field monitoring systems such as “field sever” (Fukatsu 
and Hirafuji, 2005; Fukatsu et al., 2012, 2011; Mizoguchi et al., 2010) have become 
available. In addition to meteorological data, those monitoring systems automatically 
provide time-series RGB images, so their suitability for use in phenotyping in the field 
has been proposed. In this study, we adopted such field monitoring systems in order to 
establish a high-throughput phenotyping system that would be practical to use in the 
field. We anticipate that time series images can provide totally new phenotypic 
characteristics of crops for analysis. Namely, in addition to ordinal “static characteristics” 
that are currently evaluated, “dynamic characteristics” along a time line will add a new 
component to plant phenotyping in crop fields.  
 In this study, we aimed to develop a field phenotyping system that will be usable in 
natural environments, particularly based on time-series images collected in field 
monitoring systems with RGB cameras. First, we needed to solve problem of the 
weakness of RGB images caused by complex natural backgrounds and light conditions, 
which make image analysis difficult. We established an illumination invariant crop 
segmentation method for RGB images captured in the field. Then, we evaluated the 
applicability of the crop segmentation method for a typical time-series characteristic, i.e., 
canopy coverage ratios for wheat and paddy rice. We also tried to improve the crop 
segmentation method so that it can be used when weeds and algae confound the crop 
canopy. Then, utilizing time-series images, we attempted to detect flowering timing and 
the relative amount of flowers present on plants, which are major characteristics in crop 
evaluation. Finally, we critiqued the methods that we developed and discuss the 
possibility to utilizing those methods to construct a field based high-throughput 
phenotyping system. 
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1.2 Objectives of this study.  
1. To develop a new image segmentation method that can extract crop vegetation from 
large time series of images taken under natural light conditions. 
2. To evaluate the applicability of that proposed crop image segmentation method to 
phenotyping wheat fields and rice paddies. 
3. To further develop the crop image segmentation method proposed in Objective 1 to 
solve the problems caused by weeds and algae that are present in crop fields and 
thus confound vegetation images. 
4. To develop a new method to automatically detect the timing of flowering and the 
relative amount of flowers present in rice paddies, using time-series images. 
5. To discuss the criteria for a low-cost, field-based, high-throughput phenotyping 
system based solely on time series of RGB images. 
1.3 Outline of this study 
Chapter 1 is an overview of background information and the research objectives of 
this study. 
Chapter 2 develops a robust method to isolate the vegetation segments of images 
from other background elements. This involves two major challenges for images taken 
in outdoor fields. First is how to overcome diverse natural light conditions that can 
strongly affect the profile of crop images taken outdoors, causing specular reflections 
and shadows over the vegetation. Second is to determine a generalized model that can 
be used for a large number of time series images whose properties change under varying 
natural light conditions, so that model modification is not necessary for each image of 
the time series. In order to overcome these two problems a Decision Tree Segmentation 
Model (DTSM) is proposed, which is broadly applicable to time-series images taken 
under natural light conditions without the need for individual treatment of each image.  
Chapter 3 evaluates the applicability of DTSM for phenotyping. First, the ability of 
DTSM to estimate individual wheat plant canopy coverage ratios is examined. Then, 
using a set of time series images taken of rice paddies in the field, the success of 
estimating plant community canopy coverage ratios during the whole growth stage is 
assessed.  
Chapter 4 reports on trials used to solve the problems with image interpretation posed 
by weeds and algae, which complicate the background of crop images and thus make it 
very difficult to isolate crop vegetation, particularly under organic and natural paddy 
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farming conditions. 
Chapter 5 proposes a method to automatically detect flowering time and relative 
amount of flowers from time-series images of rice paddies. Currently, such detection 
relies fully on human judgments that are rather qualitative. After surveying both the 
biological and physical properties of rice flowers, we developed a feature-based model 
to automatically detect flowering panicles, using only RGB images taken in outdoor 
fields. This is the first successful trial of automatic flower detection, to the best of our 
knowledge. 
Finally, Chapter 6 summarizes the overall conclusions of this research and discusses 
the high-throughput field phenotyping system that was developed, along with priorities 
for future research.  
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Chapter 2 Illumination invariant Decision tree based vegetation 
segmentation model (DTSM).   
2.1 Introduction. 
Crop phenotyping plays an important role to assess crop characteristics and its 
dynamic condition. Most of the crop phenotyping processes are still manually and 
visually conducted, taking huge amount of time and money. To accelerate the processes, 
several scientists have made efforts to utilize image data to extract useful phenotypic 
information by image analysis, expecting that crop images are one of the resources 
which can generate rich phenotypic information in a non-destructive manner (Furbank 
and Tester, 2011; Ishizuka et al., 2005; Louhaichi et al., 2010; Ninomiya, 2009). 
Particularly, image data can easily provide us time series information along with crop 
growth, using an automated photographing device. We can expect that such a series of 
information in total can generate new knowledge which would not be obtainable only 
with the observations on a single timing or a few timings. For example, low cost field 
monitoring systems such as Field Sever (Fukatsu and Hirafuji, 2005; Sudharsan et al., 
2012) facilitate the easy acquisition of such sequential images in crop fields. 
In utilizing crop images, a substantially important step is to effectively segment only 
vegetation part of an image from its background, because images of crops usually 
include non-vegetation parts as backgrounds. In this process, one of the challenges is to 
reduce erroneous detections under various natural light conditions which sometimes 
strongly affect the profile of the crop images taken outdoor, causing specular reflections 
and shadow over the vegetation, for example (Figure 2-1). This often makes the 
segmentation of vegetation parts from the background in an image difficult (Jafari et 
al., 2006; Jeon et al., 2011; Lati et al., 2011). 
The vegetation segmentation in images has been an important research target and 
several methods have been proposed. Some studies (Liu et al., 2011; Panneton and 
Brouillard, 2009; Philipp and Rath, 2002) tried to discover the optimal color spaces for 
the segmentation from existing ones such as RGB, HSV, CIE L*a*b* and Ohta’s color 
space (Ohta et al., 1980), but the recommended features differed depending on target 
plants and there is no common set of the features yet. Some other studies proposed new 
color features to segment vegetation using green color emphasizing formulae based on 
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the chromatic characteristic of the vegetation. The excess green ExG (Woebbecke et al., 
1995), ExG-ExR (Meyer and Neto, 2008), Modified ExG (abbreviated to MExG in this 
paper) (Burgos-Artizzu et al., 2011), NDI (Pérez et al., 2000) are examples of such 
newly defined features and some of them are widely applied in vegetation segmentation 
presently (Burgos-Artizzu et al., 2010; Guijarro et al., 2011; Riomoros et al., 2010; Tang 
et al., 2009; Tellaeche et al., 2008). 
 
 
Figure 2-1 Example of wheat images taken under different light conditions. 
(a) non-sunny day without direct solar illumination;  (b) sunny day. 
 
These color feature methods are based on an implicit assumption that the vegetation 
and background pixels in each image can be projected into an appropriate plane where 
they can be distinctly separated by a pre-calculated threshold value. The approaches are, 
however, not scalable as they may require a different user defined color-threshold for 
every image except the case of ExG-ExR (Meyer and Neto, 2008), because the values 
usually depend on the light conditions of the timings when the images are taken. This is 
rather troublesome when a huge number of the images are taken in a time series. Figure 
2-2 demonstrated the color distributions from a piece of time series image set, the 
images are taken on the same day but different shot time with different illumination 
conditions. There’s no uniformity of those histograms. 
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Figure 2-2 Example of a piece of time serious image set (row 1: original image) and the 
color distributions in histogram (row 2: R channel; row 2: G channel; row 3: B channel; 
row 4: Gray channel). 
 
Moreover, our preliminary study indicated that these features were not robust to 
separate vegetation from background particularly when images contain specularly 
reflected parts and shadowed parts that weaken chromatic features (Figure 2-3). The 1st 
row of Figure 2-3a, illustrated different color index value (Gray, H, S, V in HSV color 
space, L,A,B in LAB color space) along the red line that traverse across both 
background and normal reflected leaf part. While the 2nd row illustrated the different 
color index value of the red line that cross both background and specularly reflected leaf 
part which changes the leaf color seriously in image; The 3rd row of Figure 2-3a 
illustrated the color index values changes very much even on a same leaf. The Figure 
2-3b specially showed the line value of 3 widely used color features, we can tell it is not 
possible to find out an appropriate threshold to separate the leaf part from the 
background when specular reflection occurs. In fact, (Liu and Pattey, 2010) suggested 
avoiding taking photographs under strong sunlight conditions. However, in order to 
utilize a series of images taken automatically with a periodical interval, we can’t choose 
light conditions. 
To solve such limitations, (Ruiz-Altisent et al., 2010; Zheng et al., 2010) adopted 
machine learning methods to utilize the total information of multiple color features. 
They used clustering methods such as k-means method to automatically build training 
data sets. They manually assigned a class to each cluster automatically generated and 
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used the data of each class to train machine learning classification models such as back 
propagation neural network. However, because each cluster was automatically 
generated, there was no guarantee on the purity of the classes unless careful human 
operation is involved. We also preliminary examined the performance of the approach 
and found that it was not robust in such a case as Figure 2-1. 
In this chapter, we propose a new approach to segment vegetation from background 
in images taken outdoor, aiming at utilization of series of images taken automatically 
regardless of light conditions. In particular, our proposal is to develop a segmentation 
model under natural light condition, which is applicable over different images without 
threshold adjustment for each image. 
For the purpose, we also employed a machine learning method, because the nature of 
the method provides us with highly flexible classification even when values of a set of 
variables can be totally different for a same class. In comparison to neural network and 
support vector machine, we used decision tree model (Breiman et al., 1984), which 
provides the same accuracy as others with no parameter adjustment. For example, 
Ninomiya & NguyenCong, (1998) showed its high potential in classifying complicated 
plant shapes where totally different shapes belonged to a same class. As a preliminary 
study, we evaluated the performance of the proposed approach, using 30 test images and 
compared it with other methods such as ExG, ExG-ExR, and MExG. 
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(a) 
 
(b) 
Figure 2-3 Color index values. 
(a) Color index value investigation by drawn a line in red. 
Column 1: original image and the position of red line; 
Column 2~8: color index value of Gray, H, S, V in HSV color space, L,A,B in LAB 
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color space; 
(b) The value investigation for the case of normal reflected part in row 1 of Figure 2-3a 
and the case of specularly reflected part in row 2 of Figure 2-3a, used three new widely 
used color features ExG, ExG-ExR, MExG, from column 1~3. 
 
2.2 Materials and Method 
2.2.1 Crop materials and image acquisition 
In this study, we used wheat (cultivar: Kinunonami) as a target crop and grew it in 
two seasons. It was sown on November 11, 2010 and November 11, 2011, and grown 
under natural light condition in an outside field of the Institute for Sustainable 
Agro-ecosystem Services, the University of Tokyo. For the image acquisition, a 
waterproof digital camera (Garden Watch Cam, Brinno Inc., Taipei) was fixed 
horizontally in a top-view position, targeting a single wheat plant. Then, a series of the 
RGB color images (1280×1024) of the wheat were captured with one-hour time interval 
during the daytime from March 14th to April 1st, 2011 and from April 16th to May 1st, 
2012, resulting in a total of 231 images and 213 images taken under various light 
conditions for each season, respectively.  We named the data sets from 2011 and 2012 
as Data2011 and Data2012 respectively. 
2.2.2 Outline of the proposed model 
The segmentation model proposed in this thesis is based on a machine learning model 
called decision tree. We adopted the CART algorithm to create the tree. The whole 
process of the proposed method includes the following steps: 
1. Acquisition of a training data set from training images to train the model. 
2. Training of the model to create a decision tree using the training data set. 
3. Vegetation segmentation of test images using the decision tree. 
4. Noise reductions on the segmented test images. 
Then, the segmentation results were evaluated, using the true values obtained by 
manually segmented test images. 
The proposed model was implemented by a GUI framework that we newly developed 
in a software package Matlab (MathWorks Inc., Natick) and executed on a Windows 7 
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PC with 4 core CPU and 16GB memory. The statistical analysis was performed by 
using a statistical software package R (R Development Core Team, 2012).  
2.2.3 Training data 
In machine learning based classification models, the model performance strongly 
depends on the selection of training data. In this paper, firstly we select the training 
images so that the images should cover heterogeneous natural light conditions 
considering the wide applicability of the model. Secondly we set the location of the 
regions of interests (ROIs) for both vegetation and background class, again considering 
various light conditions. 
Figure 2-4 shows an example of the training data acquisition from a training image to 
extract the training dataset. Red rectangles with 5x5 pixel size in Figure 2-4. Figure 
2-4a indicate the locations of the ROIs. Each ROI is selected so that it belongs only to 
either vegetation or background class. One ROI includes 25 pixels, each of which 
corresponds to a set of original RGB color information as shown in Figure 2-4b. Using 
the R, G, B color information of each pixel, 18 color features (r, g, b; Y, Cb, Cr; H, S, L; 
H, S, V; L*, a*, b*; L*, u*, v*.) defined in 6 ordinarily used color spaces (rgb, YCbCr, 
HSL, HSV, CIEL*a*b* and CIEL*u*v*) were derived. Then, the training data sets were 
arranged as Figure 2-4c and Figure 2-4d, concatenating the corresponding color features 
and classes of the pixels. 
 
 
Figure 2-4 Example of training dataset acquisition by setting the ROIs on the training 
images.  
(a) Original image with examples of ROIs; (b) a ROI of 5 x 5 pixels; (c) training data 
from a ROI; (d) A whole set of training dataset. 
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2.2.4 Finding key color-features 
In the training dataset, we created 18 color features but certain color features could be 
redundant and/or irrelevant, thereby, decreasing the overall performance of the system. 
Since there is not a universally acceptable color space to effectively extract vegetation 
for any real-world application as mentioned above, we addressed the selection of color 
features for extracting vegetation using feature selection techniques known as “wrapper” 
(Kohavi and John, 1997). In the wrapper approach, the feature subset selection 
algorithm exists as a wrapper around the learning algorithm. The feature subset 
selection algorithm conducts a search for a good subset using the induction algorithm 
itself as a part of the function evaluating feature subsets. The idea behind the wrapper 
approach is simple: the learning (or induction) algorithm is considered as a black box. 
The learning algorithm is run on the dataset, usually partitioned into internal training 
and holdout sets, with different sets of features removed from the data. The feature 
subset with the highest evaluation is chosen as the final set on which to run the learning 
algorithm. 
2.2.5 Model construction and generation of vegetation binary images 
We generated the decision tree using the selected color features of the training data 
set by using the CART classifier. Then, the constructed tree model was applied to 
conduct segmentation on test images, resulting that each pixel belongs to either 
vegetation or background class, which finally generated binary images of vegetation.  
Because some small segments that classified as vegetation were left over the 
originally background part as the result of misclassification (Figure 2-8b), a noise 
reduction process using spatial filters was conducted over the binary images generated 
by the model to obtain the final binary images of vegetation which were used to 
examine the accuracy of the vegetation segmentation by the model. 
 
2.2.6 Model evaluation 
To evaluate the model performance in vegetation segmentation under various natural 
light conditions, we provided true vegetation binary images by manually segmenting 
vegetation parts of the test images using an image retouching graphic application 
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(Adobe Photoshop Elements 9, Adobe Systems Inc., San Jose) and a high-resolution pen 
tablet (WACOM intuos4 pen tablet, Wacom, Kazo). Because of the illumination 
complexity of test images taken under sunny conditions, the Photoshop’s cutout tools 
such as “lasso tool” were not usable and we had to very carefully segment those images 
as a fully manual manipulation. Then, the manually segmented images were used to 
evaluate the accuracy of the segmentations by the proposed method in this study and 
other formerly proposed methods such as ExG, ExG-ExR and MExG. The definitions of 
each method are: 
Excess Green Index (Woebbecke et al., 1995):    
𝐸𝑥𝐺 = 2𝑔 − 𝑟 − 𝑏 (1) 
Excess Green minus Excess Red index (Meyer and Neto, 2008):  
𝐸𝑥𝐺 − 𝐸𝑥𝑅   𝑤ℎ𝑒𝑟𝑒:   𝐸𝑥𝑅 = 1.4𝑟 − 𝑔 (2) 
Modified Excess Green Index (Burgos-Artizzu et al., 2011): 
𝑀𝐸𝑥𝐺 = 1.262𝑔 − 0.884𝑟 − 0.311𝑏 (3) 
Where, 
𝑟 =
  
        
，𝑔 =
  
        
，𝑏 =
  
        
 (4) 
𝑅 =
 
    
，𝐺 =
 
    
，𝐵 =
 
    
 (5) 
Where， 𝑅𝑚𝑎𝑥 = 𝐺𝑚𝑎𝑥 = 𝐵𝑚𝑎𝑥 = 255 for 24-bit color images. 
The accuracy of the segmentation methods is evaluated by the following performance 
measurements (Meyer and Neto, 2008): 
𝑄𝑠𝑒𝑔 =
∑ ∑ (𝐴(𝑣)𝑖,𝑗 ∩ 𝐵(𝑣)𝑖,𝑗)
𝑗=𝑛
𝑗=0
𝑖=𝑚
𝑖=0
∑ ∑ (𝐴(𝑣)𝑖,𝑗 ∪ 𝐵(𝑣)𝑖,𝑗)
𝑗=𝑛
𝑗=0
𝑖=𝑚
𝑖=0
 (6) 
𝑆𝑟 =
∑ ∑ (𝐴(𝑣)𝑖,𝑗 ∩ 𝐵(𝑣)𝑖,𝑗)
𝑗=𝑛
𝑗=0
𝑖=𝑚
𝑖=0
∑ ∑ 𝐵(𝑣)𝑖,𝑗
𝑗=𝑛
𝑗=0
𝑖=𝑚
𝑖=0
  (7) 
Where A is the set of the vegetation pixels (v=255) or background pixels (v=0) 
identified by a classification model, B is a reference set of manually segmented 
vegetation pixels (v=255) or background pixels (v=0), m and n are the image row and 
column sizes, and i, j are the pixel coordinate indices of the images. The more consistent 
pixels between A and B, the values become the larger ranging from 0 to 1. Namely, the 
higher the value, the more accurate the segmentation is. The value of Qseg represents 
the consistency of both vegetation part and background part while the value of Sr 
represents the consistency of only vegetation part. Using the values, we examine the 
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performance of the proposed decision tree based segmentation model (abbreviated to be 
DTSM in this paper), comparing with the threshold based color-index method ExG, 
ExG-ExR, MExG. 
 
2.3 Experiments and Results  
By using the wheat images taken under natural condition, we examined the 
performance of the proposed DTSM and compared the results with the presently widely 
used green color emphasizing formulae based segmentation methods, ExG, ExG-ExR 
and MExG.  
2.3.1 Training images and test images 
For the training data set, we selected 5 images from Data2011, considering the variety 
of light and weather conditions (Figure 2-5). The images include various light 
conditions such as a sunny condition with shadow, a sunny condition, a sunny condition 
both with shadow and specular reflection, a cloudy condition and a rainy condition. For 
the model evaluation, fifteen test images were randomly selected from each of Data2011 
(Figure 2-6a) and Data2012 (Figure 2-6b), having a total of 30 test images. The random 
image selection for Data2011 was conducted after the training images were removed.  
The dates of the test images taken varied from March 15th to April 1st and from April 
17th to May 1st for Data2011 and Data 2012 respectively resulting in different growth 
stages of the crop in the images (Appendix A, Table ~ Table 2-5). The timings of the 
test images taken also varied from early morning to early evening resulting in various 
illumination conditions over the crop in the images. By visually judging the illumination 
conditions of the test images, we classified the test images into “sunny” and “non-sunny” 
(Appendix A, Figure 2-6), having 7 “sunny” images out of 15 images and 6 “sunny” 
images out of 15 images for Data2011 and Data2012 respectively. 
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Figure 2-5 Training images used in this study. 
The images were taken under: (a) a sunny condition with shadow; (b) a sunny 
condition; (c) a sunny condition with shadow and specular reflection; (d) a cloudy 
condition and (e) a rainy condition. 
 
(a) 
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(b) 
Figure 2-6 Test images randomly selected from 2 years image data sets. 
(a) test images from Data2011. 
(b) test images from Data2012 (the red stick in every image is the camera stander). 
 
2.3.2 Model construction 
From the training images, we acquired a total of 45,000 pixels for vegetation class 
and 90,000 pixels for background class as the training dataset which generated 18 color 
features ( r, g, b; Y, Cb, Cr; H, S, L; H, S, V; CIEL*, a*, b*; CIEL*, u* and v*) for each 
pixel. The process to acquire a total of 135,000 pixels from the five images for the 
training data set, took us about 3 minutes using the ROI selecting function in the GUI 
framework that we developed for this study. Then, by using the feature selection method 
“wrapper”, r, Cb, Cr, S of HSV, S of HIS, a*, u*, v* were selected as the key color 
features and the DTSM was trained using the key features by the CART algorithm. 
Figure 2-7 shows the generated tree model and it shows that the color features r, Cb, Cr, 
S of HSV, S of HSI, a* and u* among the key features, were finally used as the result of 
the pruning process.  
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Figure 2-7 Generated decision tree. 
 
 
Figure 2-8 Example of the whole processes of vegetation segmentation by DTSM. 
(a): original image;  
(b): initial vegetation segmentation by the generated tree model where some 
misclassified pixels are observed on the background;  
(c): final vegetation segmentation result after the noise reduction;  
(d): Extracted vegetation overlaid on the original image. 
 
2.3.3 Model evaluation 
The generated model was applied to classify all the pixels of each test image (Figure 
2-6) into two classes as vegetation and background. Figure 2-8 shows an example of the 
whole segmentation process. The performance of ExG, ExG-ExR and MExG were also 
examined using the same test images. The Otsu method (Otsu, 1979) was used to 
determine the threshold value for each of the test image one by one in the cases of ExG 
and MExG, while a fixed threshold zero was adopted in the case of ExG-ExR as the 
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original study did. After the classifications, the noise reduction processes to eliminate 
small misclassified pixels on background were applied to all of the results by ExG, 
ExG-ExR, MExG and DTSM. 
To evaluate the results, first we examined the accuracy rates of the segmentation 
(Qseg and Sr) by ExG, ExG-ExR, MExG and DTSM for each image (see Appendix A). 
For Qseg, DTSM showed the best performance in 14 images out of 15 images of 
Data2011 with the mean value of 0.806 and 12 images out of 15 images of Data2012 
with the mean value of 0.767. For Sr, DSTM showed the best performance in 11 images 
out of 15 images of Data2011 with mean value of 0.833 and 9 images out 15 images of 
Data2012 with the mean value 0.831. Particularly, the performance by DTSM for the 
images taken under sunny conditions was always best among the segmentation methods 
we examined in this study.  
Because the performance of DTSM was distinctively good under sunny conditions, 
we conducted the further statistical analyses separately for the images taken under 
sunny and non-sunny conditions. We also analyzed the results for Data2011 and 
Data2012 separately because the training images were selected only from Data2011. 
Table 2-1 and Figure 2-9 shows the mean accuracy rates (Qseg and Sr) by ExG, 
ExG-ExR, MExG and DTSM, the standard deviation and the results by Tukey’s 
multiple comparison (p=0.05) among the different segmentation methods whose 
segmentation performances were compared in this study. Because the data were ratio 
data, the multiple comparisons was conducted after the data were arcsine-transformed.  
Under the sunny conditions, the mean accuracy rates of Qseg and Sr by DTSM for 
both of Data2011 and Data2012 always significantly exceeded the performance of ExG 
and MExG. Qseg and Sr under the sunny conditions by DTSM were also significantly 
better than those by ExG-ExR for Data2012 while there were not significant differences 
between two methods under the sunny conditions of Data2011 although the mean values 
of Qseg and Sr by DTSM were higher than those by ExG-ExR. Multiple comparison is 
rather conservative to guarantee the overall type I error of multiple tests and the results 
of simple Welch’s t-test indicate that Qseg and Sr by DTSM for Data2011 are 
significantly different from those by ExG-ExR (p= 0.0007 for Qseg and p=0.006 for 
Sr).  
On the other hand, under the non-sunny conditions, the performance of DTSM is 
almost the same as that of ExG, ExG-ExR and MExG except the cases for Data2012 
where the accuracy rates by ExG were worse than those by other methods for both Qseg 
and Sr. 
Overall results indicated that the accuracy of both Qseg and Sr by DTSM dominated 
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ExG, ExG-ExR and MExG under the sunny conditions of Data2011 and Data2012 
while its accuracy under the non-sunny conditions is similar to that of ExG-ExR and 
MExG. The results show that the accuracy of DTSM for Data2012 is even better than 
that for Data2011 though the decision tree was trained only with the images from 
Data2011. 
Table 2-1 
The average accuracy rates of the vegetation segmentations represented by Qseg and 
Sr for ExG, ExG-ExR, MExG and DTSM. The results for the test images from 
Datat2011 and Data2012 are separately shown. Note that the model was trained only 
with the training images from Data2011. See the text for the further details. The “Qty.” 
shows the number of the test images examined 
Test  
image set 
Weather 
condition 
Qty. 
Qseg 
ExG ExG-ExR MExG DTSM 
Data2011 
Sunny 7 
0.404
±0.207 
0.680±
0.103 
0.578±
0.220 
0.783±
0.064 
Non-sunny 8 
0.663
±0.056 
0.745±
0.083 
0.798±
0.034 
0.827±
0.057 
Data2012 
Sunny 6 
0.349
±0.121 
0.588±
0.105 
0.472±
0.131 
0.783±
0.041 
Non-sunny 9 
0.592
±0.130 
0.746±
0.049 
0.738±
0.046 
0.756±
0.081 
 
Test 
image set 
Weather 
condition 
Qty. 
Sr 
ExG ExG-ExR MExG DTSM 
Data2011 
Sunny 7 
0.414±
0.214 
0.719±
0.107 
0.607±
0.234 
0.811±
0.079 
Non-sunny 8 
0.694±
0.075 
0.784±
0.105 
0.844±
0.059 
0.853±
0.066 
Data2012 
Sunny 6 
0.363±
0.131 
0.665±
0.137 
0.508±
0.152 
0.870±
0.056 
Non-sunny 9 
0.633±
0.149 
0.836±
0.084 
0.817±
0.071 
0.806±
0.101 
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Figure 2-9 Comparison of the mean accuracy rates (Qseg and Sr). 
The Qseg and Sr of the segmentations among ExG, ExG-ExR, MExG and DTSM for 
the test images from Datat2011 and Data2012. The bars indicate the standard deviations. 
Tukey’s multiple comparison (p=0.05) was conducted over the arcsine transformed ratio 
data and the symbols, a, b or c indicates non-significant differences among the groups 
with the same symbol. 
2.4 Discussion 
A model to segment only vegetation from background in digital images was 
constructed based on decision tree using the CART algorithm and its performance under 
natural light conditions was examined. The result showed that the accuracy rates of the 
vegetation extraction for wheat images taken under various natural light conditions by 
DTSM were better in almost all the cases than those of the previously proposed 
methods (ExG, ExG-ExR and MExG) which are widely used in crop segmentation.  
The DTSM performed outstandingly well on specularly reflected parts of wheat 
leaves while the other methods could not segment such parts properly (Figure 2-10). 
This advantage made DTSM perform better under the sunny conditions than ExG-ExR 
which also performed well compared with ExG and MExG in general. In fact, ExG-ExR 
could not show as good performance as DTSM when the images include such 
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specularly reflected parts on wheat (Figure 2-10). Such weakness caused the larger 
standard errors of the accuracy rates by ExG-ExR under the sunny conditions than those 
by DTSM (Table 2-1 and Figure 2-9). 
 
 
Figure 2-10 An example of the segmentation result. 
The segmentation results by ExG, ExG-ExR, MExG and DTSM. The red circles 
indicate specular reflection parts of the plant. 
 
DTSM was able to be commonly used for the time series data taken under different 
natural light conditions without any adjustments while most of the previously proposed 
methods required an adjustment of threshold values for each image. Such thresholding 
usually needs an interaction of manual operation while DTSM can provide a fully 
automated tool for vegetation segmentation once the model is trained. 
Though DTSM was trained only with the training images from Data2011 in this study, 
it still performed well for the test images from Data2012. This indicates the generality 
of the DTSM model to some extent. However, we used only 30 test images in this study 
and need to examine its real performance using larger test data sets taken under more 
various conditions. We also wondered how generally DTSM was applicable to other 
crops. As a preliminary experiment, we simply conducted a classification of a paddy 
image using the same model trained with the wheat images from Data2011 and found 
that the model seemed to perform rather well (Figure 2-11) for such an image of a 
different crop, though we did not evaluate the accuracy based on true values. 
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Figure 2-11 Result of the segmentation of a paddy image. 
Note that no paddy rice images are used in model training. 
(a) Original image taken from a paddy rice field; (b) the result of the segmentation. 
 
The performance of the DTSM strongly depends on training data. If a training data 
set does not cover the information to segment targeted parts, we cannot expect the 
model to work properly. Therefore, the selection of the training data set is significant 
and substantial to have a good model. In this study, we selected the training images 
visually considering the diversity of the light conditions and also manually extracted 
vegetation and background parts from each training image. Since we used only five 
training images in this study, the acquisition of the training data was not troublesome. 
However, because this process can be still subjective and time-consuming when a large 
number of training images are given, a full or semi-automated system to select training 
data is ideal. (Ruiz-Ruiz et al., 2009) proposed a use of k-means clustering to obtain 
training data semi-automatically. We examined it performance using the training images 
in this study. Following the original study, we conducted 4 group clustering using the 
same color features (Hue and Saturation). Figure 2-12a shows the results of the 
clustering of the training images and Figure 2-12b shows the pixels used as vegetation 
for training. We concluded that this approach was not good enough for 
semi-automatically obtaining training data sets because the same clusters often include 
both vegetation and background in our case. Namely, the training data can degrade the 
performance of the classification model. We also found that the visual assignments of 
the clusters to vegetation and background were also hard because of such impure 
clusters.  
 25 
 
 
Figure 2-12 Clustering results by using K-means algorithm. 
(a) the results of the 4 group clustering for the training images. Gold, red, green and 
black colors indicate the classes automatically generated; (b) the cluster assigned 
visually as vegetation for training. 
 
Nowadays, field monitoring systems such as Field Server with high resolution 
cameras are available. Such systems can acquire series of crop images continuously. 
The Illumination invariant capability and non-requirement of thresholding of DTSM are 
definitely useful for those images collected by the field monitoring systems because the 
number of the images to handle is generally large and the timing of taking images is not 
selectable considering the light condition. Applying the DTSM proposed in this study 
which can be used regardless of natural light conditions (see Supplementary data in 
Appendix B), we would like to expand our study to develop a growth monitoring 
system of crops.  
The accuracy rates represented by Qseg and Sr for DTSM still stay around 0.8 and 
further improvement is necessary in order to use it practically. In this study, we did not 
consider the spatial relationships among neighboring pixels for the segmentation except 
the noise reduction process. It may be, however, useful to improve the accuracy of the 
segmentation and we also plan to utilize such information in the future study. 
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2.5 Appendix A.  
The segmentation accuracy rates represented by Qseg and Sr for ExG, ExG-ExR, 
MExG and DTSM for each test image. The image number corresponds to that of Figure 
2-6a (Data2011) and Figure 2-6b (Data2012). “*” in the right most column of each 
image indicates the accuracy rate by DTSM is better than any other methods. The test 
images were classified into the images taken under sunny conditions and the images 
under non-sunny conditions, visually judging the illumination conditions of the images. 
 
Table 2-2 Qseg value of Data2011 (Figure 2-4a) 
Image  
No.  
Time 
Illumination  
condition 
Segmentation Methods 
  
ExG ExG-ExR MExG DTSM 
1 2011/3/15 12:41 Non-sunny 0.606 0.728 0.786 0.840 * 
2 2011/3/17 10:41 Sunny 0.162 0.513 0.390 0.662 * 
3 2011/3/19 10:41 Sunny 0.164 0.643 0.190 0.732 * 
4 2011/3/19 18:41 Non-sunny 0.570 0.551 0.719 0.694   
5 2011/3/20 15:41 Sunny 0.574 0.747 0.729 0.802 * 
6 2011/3/22 8:41 Non-sunny 0.671 0.771 0.812 0.835 * 
7 2011/3/23 15:41 Non-sunny 0.728 0.765 0.798 0.828 * 
8 2011/3/24 6:41 Non-sunny 0.676  0.798 0.818 0.848 * 
9 2011/3/24 9:41 Non-sunny 0.734 0.744 0.814 0.825 * 
10 2011/3/26 7:41 Sunny 0.268 0.579 0.545 0.822 * 
11 2011/3/27 17:41 Sunny 0.640 0.784 0.804 0.852 * 
12 2011/3/28 16:41 Sunny 0.418 0.741 0.652 0.809 * 
13 2011/3/29 17:41 Sunny 0.599 0.751 0.735 0.803 * 
14 2011/3/29 18:41 Non-sunny 0.653 0.808 0.808 0.882 * 
15 2011/4/1 18:41 Non-sunny 0.667 0.793 0.827 0.862 * 
Average       0.542 0.714 0.695 0.806 * 
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Table 2-3 Qseg value of Data2012 (Figure 2-4b) 
Image  
No.  
Time 
Illumination  
condition 
Segmentation Methods 
 
ExG ExG-ExR MExG DTSM 
16 2012/4/17 8:55 Non-sunny 0.590 0.728 0.709 0.696   
17 2012/4/17 11:55 Non-sunny 0.597 0.690 0.675 0.693 * 
18 2012/4/18 8:55 Sunny 0.216 0.403 0.296 0.716 * 
19 2012/4/20 16:55 Non-sunny 0.630 0.740 0.717 0.731   
20 2012/4/21 4:55 Non-sunny 0.274 0.648 0.668 0.599   
21 2012/4/24 8:55 Sunny 0.207 0.577 0.340 0.786 * 
22 2012/4/26 11:55 Non-sunny 0.668 0.778 0.764 0.796 * 
23 2012/4/27 10:55 Non-sunny 0.686 0.792 0.779 0.813 * 
24 2012/4/28 7:55 Sunny 0.524 0.724 0.651 0.842 * 
25 2012/4/29 7:55 Sunny 0.384 0.581 0.498 0.771 * 
26 2012/4/29 8:55 Sunny 0.361 0.627 0.525 0.801 * 
27 2012/4/29 13:55 Sunny 0.402 0.614 0.519 0.781 * 
28 2012/5/1 10:55 Non-sunny 0.722 0.791 0.788 0.821 * 
29 2012/5/1 13:55 Non-sunny 0.571 0.768 0.770 0.820 * 
30 2012/5/1 16:55 Non-sunny 0.594 0.775 0.768 0.834 * 
Average    0.495 0.682 0.631 0.767 * 
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Table 2-4 Sr value of Data2011 (Figure 2-4a) 
Image  
No.  
Time 
Illumination  
condition 
Segmentation Methods 
 
ExG ExG-ExR MExG DTSM 
1 2011/3/15 12:41 Non-sunny 0.638 0.773 0.851 0.882 * 
2 2011/3/17 10:41 Sunny 0.163 0.524 0.396 0.666 * 
3 2011/3/19 10:41 Sunny 0.165 0.676 0.191 0.749 * 
4 2011/3/19 18:41 Non-sunny 0.575 0.554 0.728 0.705   
5 2011/3/20 15:41 Sunny 0.587 0.781 0.760 0.843 * 
6 2011/3/22 8:41 Non-sunny 0.711 0.817 0.874 0.868   
7 2011/3/23 15:41 Non-sunny 0.771 0.780 0.817 0.845 * 
8 2011/3/24 6:41 Non-sunny 0.701 0.850 0.881 0.867   
9 2011/3/24 9:41 Non-sunny 0.814 0.772 0.865 0.848   
10 2011/3/26 7:41 Sunny 0.278 0.650 0.602 0.895 * 
11 2011/3/27 17:41 Sunny 0.659 0.815 0.840 0.876 * 
12 2011/3/28 16:41 Sunny 0.426 0.792 0.684 0.829 * 
13 2011/3/29 17:41 Sunny 0.617 0.793 0.774 0.819 * 
14 2011/3/29 18:41 Non-sunny 0.665 0.921 0.923 0.936 * 
15 2011/4/1 18:41 Non-sunny 0.677 0.805 0.813 0.873 * 
Average       0.563 0.754 0.733 0.833 * 
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Table 2-5 Sr value of Data2012 (Figure 2-4b) 
Image  
No.  
Time 
Illumination  
condition 
Segmentation Methods 
 
ExG ExG-ExR MExG DTSM 
16 2012/4/17 8:55 Non-sunny 0.618 0.787 0.762 0.713   
17 2012/4/17 11:55 Non-sunny 0.618 0.734 0.715 0.757 * 
18 2012/4/18 8:55 Sunny 0.218 0.417 0.302 0.757 * 
19 2012/4/20 16:55 Non-sunny 0.688 0.868 0.815 0.780   
20 2012/4/21 4:55 Non-sunny 0.276 0.682 0.712 0.606   
21 2012/4/24 8:55 Sunny 0.209 0.655 0.355 0.889 * 
22 2012/4/26 11:55 Non-sunny 0.724 0.896 0.860 0.848  
23 2012/4/27 10:55 Non-sunny 0.743 0.907 0.878 0.876  
24 2012/4/28 7:55 Sunny 0.553 0.830 0.711 0.911 * 
25 2012/4/29 7:55 Sunny 0.410 0.706 0.560 0.888 * 
26 2012/4/29 8:55 Sunny 0.373 0.718 0.577 0.896 * 
27 2012/4/29 13:55 Sunny 0.412 0.662 0.545 0.876 * 
28 2012/5/1 10:55 Non-sunny 0.793 0.932 0.905 0.924  
29 2012/5/1 13:55 Non-sunny 0.611 0.858 0.862 0.870 * 
30 2012/5/1 16:55 Non-sunny 0.629 0.857 0.844 0.880 * 
Average    0.525 0.767 0.694 0.831 * 
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Chapter 3 Applications of DTSM for time series images taken in 
natural outdoor environments 
3.1 Introduction 
Given the growing demand for high-throughput phenotyping to support crop breeding, 
in recent years researchers have been conducting their experiments in fully automated 
facilities, and have thus been able to successfully assess crop growth and performance 
with a combination of modern technologies including genetic engineering, robotics and 
imaging (Bylesjö et al., 2008; Granier et al., 2006; Hartmann et al., 2011). Image 
analysis techniques are also considered as a powerful tool for use in plant phenomics 
(Furbank and Tester, 2011; Houle et al., 2010). However, the most useful phenotypic 
information about crops that are planted in fields is still being obtained by manual 
sampling that is not ideal because it destroys plants in the process, and it is extremely 
labor intensive and thus time consuming. The reason so much time is required is that for 
a given object/region under field conditions, images acquired with digital photography 
include a wide variety of light intensities, so their analysis involves careful, individual 
treatment that demands specialized knowledge of observers. Understanding crop 
biology under field conditions is extremely important, yet it has been impractical for the 
above reasons, because most phenotyping studies require dealing with very large crop 
populations. To address those problems, a new method was developed using a bar-code 
system to help researchers semi-automatically measure and automatically record the 
phonemic traits of individual crop plants, which is at least three times faster than the 
traditional approach (Buckler et al., 2009; Yamasaki and Arturo, 2012). Furthermore, 
when cost is not a limitation, by combining different kinds of imaging equipment such 
as RGB, Multispectral, Hyperspectral, and Lidar cameras, not only visible traits (color, 
shape, height, etc.) but also invisible traits such as water content or disease can be 
detected and measured (Araus and Cairns, 2013; Prashar et al., 2013). Since our 
objective was to develop a low-cost, easy, high-throughput phenotyping system for use 
in the field, we focused on assessing the cost, accuracy and feasibility of using only 
normal RGB images to measure the appropriate phenotypic traits of crops.  
In the previous chapter, we proposed an effective and efficient DTSM method to 
extract vegetation from images taken under diverse light conditions in the field. In this 
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chapter, we first discuss the ability of DTSM to measure the plant canopy coverage ratio 
for wheat fields and rice paddies at different growth stages. We also consider other 
possibilities for evaluation of phenotypic traits from RGB images acquired with a 
normal consumer digital camera in outdoor settings. 
3.2 The ability of DTSM to measure plant canopy coverage ratios  
The “plant canopy coverage ratio” is one of the well-known parameters that indicate 
plant growth. It is usually defined as the percentage of the orthogonal projection area 
relative to the area of crop foliage in the horizontal plane. This ratio is reported to be 
highly correlated with Leaf Area Index (LAI), canopy light interception, nitrogen 
content, and crop yield (Campillo et al., 2008; Fukushima et al., 2003; Takahashi et al., 
2012). Since our proposed DTSM provides efficient extraction of crop vegetation 
regions from images taken under various field conditions, the canopy coverage ratio 
within a given photograph can be calculated easily by dividing the total number of 
pixels in the vegetation segments of the image by the total number of pixels in the entire 
image.  
To evaluate the effectiveness of using our DTSM to calculate canopy coverage ratios, 
we first evaluated the example wheat images used in Chapter 2. For the whole test 
image data set, the canopy coverage ratios derived from DTSM-segmented images are 
compared with the value derived from hand-segmented images (considered as true 
value) in Figure 3-1. Values measured by the DTSM method were positively linearly 
related to values from the hand segment method (R
2
=0.85), with a slight overall 
underestimation (slope=0.81). Note that variation in canopy coverage was rather narrow 
(4 to 20%) because we used images from early stages in the growing period. 
Furthermore, to confirm the robustness of this new method for natural environments, 
we also compared the canopy coverage ratio from two separate groups: images taken 
under sunny (Figure 3-2) and cloudy conditions (Figure 3-3), as in Chapter 2. Again the 
ratios determined by DTSM and the hand segment method were closely associated, with 
R
2
=0.80 for sunny images and R
2
=0.89 for cloudy images; the respective slopes of 0.72 
and 0.85 also represent a slight underestimation by the DTSM method under both light 
conditions. Considering the narrow range (up to 20%) of the canopy coverage ratio 
during the initial growth stage, the results are acceptably good.  
The overall results indicated that DTSM is able to accurately evaluate the canopy 
coverage ratio of wheat crops, based on only RGB images taken under field conditions. 
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Figure 3-1 The relationship between the canopy coverage ratios by DTSM and manual 
segmentation. The comparison involves the images taken under all light conditions. The 
solid line represents a 1:1 relationship. 
 
 
Figure 3-2 The relationship between the canopy coverage ratios by DTSM and manual 
segmentation. The comparison involves only the images taken under sunny light 
conditions. The solid line represents a 1:1 relationship. 
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Figure 3-3 The relationship between the canopy coverage ratios by DTSM and manual 
segmentation. The comparison involves only the images taken under non-sunny light 
conditions. The solid line represents a 1:1 relationship.  
 
3.3 Evaluation of plant canopy coverage ratios from time series images 
of rice paddies taken under natural light conditions in the field. 
3.3.1 Experimental materials and image acquisition. 
For use as the target crop in this experiment, a japonica rice variety Kinmaze was 
sowed on 26 April 2013 and transplanted on 31, May, 2013 at an ordinal outside field of 
the Institute for Sustainable Agro-ecosystem Services, University of Tokyo, Japan. We 
used the image acquisition system shown in Figure 3-4. A Canon EOS Kiss x5 digital 
camera with EF-S18-55mm lens was mounted above rice crops; time-lapse images were 
taken at 1-h intervals and transmitted to a free webserver (flickr.com) via 3G network 
(Fukatsu 2011, 2012).  
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Figure 3-4 Field monitoring system. 
  
The data set of images used to calculate canopy coverage ratios was acquired from 
19th June (20 d after transplanting) to 16th August (~1 week before heading), every day 
from about 8:00AM ~ 16:00PM. To prevent damage by foraging birds, a blue net was 
placed over the whole experimental field on 30 July. Figure 3-5 shows six different 
images obtained during the growth stage. 
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Figure 3-5 Examples of field images obtained throughout the period of observation. 
 
3.3.2 Selection of training data set for DTSM development. 
DTSM is a kind of supervised machine learning approach, and deciding the 
properties of training data that will be used is the most critical step. In our experiments, 
to enhance the robustness in illumination change, the images used for training data 
acquisition needed to be preselected and taken under different light conditions. The 
precise number of images to use is difficult to decide, because too much training data 
causes overestimation, and too few training data causes underestimation. So, for our 
DTSM-based approaches, selection of training data needed to be a manual process that 
required serious attention. Thus, in this chapter, we used the software package Matlab 
(MathWorks Inc., Natick, U.S.A) to develop a small tool with a graphical user interface 
that facilitates selection of the training data from six predefined training images. The 
process of training data selection is as follows: 
Start the “Collect training data” function, and follow the notifications to select the point 
from images that appear automatically by clicking the mouse (Figure 3-6 through 
Figure 3-10). This is the most important step of the DTSM, directly affecting its ability 
 37 
 
to isolate vegetation from the image backgrounds. For all training images, users are 
required to collect the training data by clicking the mouse: the cursor position of one 
click is set as the center of a rectangular region, and the color features of all pixels 
inside the region are automatically extracted and sorted. Users must select the training 
data separately for the image foreground and background, which are considered as 
positive and negative classes in the machine learning model. It is highly recommended 
that all possibly different parts of each training image should be selected (for example, 
the shadowed part and spectral reflected part of the same image).  
 In this experiment, 10 training images were manually selected from the images taken 
during the initial and early middle growth stages (between the 20-th day and the 78-th 
day after the transplanting), considering the variation of weather and light conditions. 
Then, training data for two classes were carefully selected from each of 10 images.   
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Figure 3-6 Notification of foreground (vegetation) training data collection. 
 
Figure 3-7 Collection of foreground (vegetation) training data. 
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Figure 3-8 Notification of background training data collection. 
 
Figure 3-9 Collection of background training data. 
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Figure 3-10 Notification that collection of training data is complete. 
 
3.3.3 Experimental results.  
 Canopy coverage ratios are derived using the proposed DTSM (Figure 3-11); the x axis 
indicates the days after transplant, and the y axis indicates the canopy coverage ratio. 
The black plus marks represent the calculated value based on DTSM and the red dots 
represent values derived from the same images by careful hand-isolation of the 
vegetation (i.e., true values). The graph shows that canopy coverage ratio increases as 
time since transplant progresses. There was a high positive correlation between the 
DTSM-derived values and true values for canopy coverage ratios, with R
2
=0.99 and a 
slope of 0.96 (in Figure 3-12).  
Three suspicious data points resulted from the evaluation of vegetation cover by 
DTMS (circled red in Figure 3-11). The first dubious point suggested that the canopy 
coverage ratio on day 20 was greater than the value on day 21, a result that was caused 
by strong wind (Figure 3-13). Another dubious point, in the middle of the graph, 
suggested that the coverage ratio of day 63 (the image ‘201307311601’) suddenly 
increased, and declined two days later at day 65; this temporary flattening of several 
stems was caused by an unknown source (possibly raccoon dogs) and lasted for two 
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days (Figure 3-14). The last dubious point suggested that the canopy coverage ratio 
suddenly dropped from 73% to 58%. The reason is that the raw images were taken at 
the 77-th day after transplanting, when the rice plants grew larger and had many 
overlapping leaves. Due to the direction of sunlight, some of leaves near the ground are 
covered with strong shadows, which greatly weakens the color features in digital images 
therefore also weakens the ability of DTSM to accurately isolate the vegetation. 
Evaluation results of image ‘201308151502’ and another taken 1 h previously 
(‘201308151402’) are shown in Figure 3-15. The shadows in both of them caused 
vegetation coverage to be significantly underestimated, but image ‘201308151502’ loses 
more vegetation pixels because of the larger dark areas within the image. This error is 
acceptable because we did not use any vegetation pixels from shadowed parts of those 
images as training data — i.e., the model classified those dark pixels as those belonging 
to the background class because the color values are close to the training data of 
background elements. This is the weakness of DTSM which is strongly affected by the 
selection of training data. The training data are selected manually, which makes it 
difficult to include all the possible dubious cases to address the aforementioned 
underestimation problem. As a preliminary experiment, we added 12000 pixels selected 
from the dark regions of the crop image to the training data set for the vegetation class, 
and trained the DTSM model again with the new training data. Figure 3-16 shows the 
comparison of the segmentation and the coverage ratio by the newly constructed DTSM 
model and the former model without the training data from the dark regions, . The new 
model improved the segmentation result for the image ‘201308151502’,with the true 
coverage ratio of 76%, raising the estimated value from 58% to 79%, whereas the result 
for ‘201308151402’ which does not have dark shadowed region keeps almost the same 
accuracy. And the values obtained at the early growth stage also remained almost the 
same as before (Figure 3-17), and the R
2
 between the DTSM derived values and true 
values is as high as 0.99 (Figure 3-18).  
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Figure 3-11 Canopy coverage ratio of rice paddies. Crosses and red dots indicated the 
estimated coverage ratios by DTSM and the manually derived true values respectively. 
See the text for the further details. 
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Figure 3-12 Relationship between the canopy coverage ratios by DTSM and the 
manually derived true values. The solid line and the dashed line represent a 1:1 
relationship and the linear regression respectively. 
 
 
Figure 3-13 Wind strongly affects evaluation of the canopy coverage ratio from images.  
The image on the left side is taken in windy condition. The number before “--” such as 
“201306190804”indicates that the image shooting timing is 19th, Jun, 2013 at 08:04AM, 
and the number behind such as “12%” indicates that the evaluated canopy coverage 
ratio is 12%. 
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Figure 3-14 Physical disturbances of vegetation can affect the evaluation of canopy 
coverage ratio from images; e.g., the vegetation in the right image was slightly flattened 
by an unknown cause. 
 
 
Figure 3-15 Dark shadows such as those that appear on the lower photo at left result in 
underestimation of plant canopy coverage. 
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Figure 3-16 Comparison of the isolation of vegetation via DTSM, between the original 
model versus the model that includes information from the dark regions. Left column = 
results without the training data from dark regions; right column = results with the 
training data from the dark regions. 
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Figure 3-17 Comparison of rice crop canopy coverage ratios calculated by the DTSM 
trained without (black crosses) and with (green asterisks) the newly added training data 
from dark crop regions and manual segmentation (red dots).  
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Figure 3-18 Relationship between the canopy coverage ratios by DTSM trained with the 
newly added training data and the manually derived true values. The solid line and the 
dashed line represent a 1:1 relationship and the linear regression respectively. 
3.4 Discussion. 
In this Chapter, we apply the DTSM algorithm to evaluating sets of images 
constituting a time series taken in wheat and paddy rice field. We derived one important 
phenotypic trait, i.e. canopy coverage ratio. The results demonstrated the high accuracy 
of DTSM to extract vegetation segments from other background elements in the images, 
though the robustness of this approach was influenced by various environmental factors 
such as wind, animal destruction. For future applications, we plan to combine weather 
information into DTSM in order to easily identify outliers caused by particular 
environmental conditions such as strong wind which affects the shape of rice paddies, 
especially during the initial growth stage. Such a possibility is shown in Figure 3-21 
which shows that the fluctuation of the canopy coverage is caused by wind.  
Because of equipment problems, the images for the canopy coverage estimation of 
the variety Kinmaze could not fully acquired for the whole growth stage — ideally we 
would like to evaluate the ability of our DTSM to measure plant canopy coverage ratios 
throughout the whole growth stage. As a preliminary experiment, we used images of 
another rice variety Kamenoo, taken from the initial growth stage to the mature growth 
stage though the manually derived true canopy ratio values are not available for the 
images. The estimated canopy coverage ratios (Figure 3-19) clearly simulated the 
transition from the initial growth stage to the maximum LAI stage, and the senescence 
during maturing stage. The crop grew quickly and plant sizes became stable in the later 
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middle growth stage, and then dropped down due to the growth of panicles and changes 
in leaf color. Although there are some values that stood out as being anomalous, they 
were able to be treated as outliers from the entire data set and could be removed by 
moving average. However, some other values were also noticeably different from the 
majority of results, which will affect overall accuracy of evaluation, such as the value 
circled red in Figure 3-19. We checked the relevant raw image data linked to those 
values and determined the cause: artificial objects appear in the image because of the 
field work (Figure 3-20). We realized that under field conditions, for an automatic 
image acquisition system, some “bad” images are inevitably included in the huge 
resulting datasets for plant canopy coverage ratio evaluation. To correct this problem, 
we can first apply the same DTSM to the entire image data set, in order to identify and 
automatically remove those poor images (whose evaluated plant canopy coverage ratios 
are extremely different from others). 
 
Figure 3-19 The canopy coverage ratios of Kamenoo crops throughout the whole growth 
stage. 
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Figure 3-20 The blue sheet is included in the experimental image set. 
The blue sheet is used for protect the net while cover it on field.  
 
As mentioned several times before, the accuracy of the proposed machine learning 
based model is strongly affected by the selection of training data. Training data are 
currently selected manually and the quality of those data totally depends on the 
experience of selectors. In the future, we would like to develop a method to select 
optimal training data automatically.     
Additionally, because the DTSM precisely isolated the vegetation from crop images 
taken under various light conditions, other phenotypic traits could also be extracted 
from the images. For example, a preliminary experiment confirmed that it is possible to 
count the number of leaves in a rice paddy during the initial growth stage (Figure 3-22).  
However, the use of images taken by just a single camera from the top view over 
crops has its limitations. As a next step, we plan to add at least one or more cameras 
pointed in different directions to enable the accurate measurement of more crop 
phenotypic characteristics. 
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Figure 3-21 Results of combining wind information into the evaluation of canopy 
coverage ratios. The black line indicates the evaluated plant canopy coverage ratios at 
each observation time; the green dash line indicates the wind speed at the same time. 
The plant canopy coverage ratio changes if the observed wind speed fluctuates and keep 
stable if no wind blows. 
 
 
Figure 3-22 Experimental trial of the use of DTSM to count the number of leaves on a 
rice plant at the initial growth stage. 
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Chapter 4 Modification of DTSM to solve the problem of segmenting 
vegetation regions from complicated images taken under practical crop 
fields 
4.1 Introduction 
The previous two chapters demonstrated that the DTSM we developed is able to 
extract regions of crop vegetation from photographic images of both wheat and rice 
fields that are taken under diverse outdoor lighting conditions. As the next step, we 
targeted the use of the model to assess images taken in organic/natural farming fields. 
Herbicides are not or less used on such fields, so numerous varieties of weeds coexist 
with crops, such as the green algae and other floating weeds that are found in rice 
paddies (Figure 4-1). The color and shape of those weeds are highly similar to those of 
rice plants, creating a complicated background that makes segmentation of the crop 
vegetation regions from the photo extremely difficult. Until now, no published research 
has addressed this problem, to the best of our knowledge. 
In this chapter, we detail our efforts aimed at finding a solution to extract only rice 
vegetation regions from images photographed under natural/organic farming field 
environments, whose numerous weeds lead to very complicated backgrounds.  
 
 
Figure 4-1 Weeds that commonly grow in organic/natural rice paddies. 
(a). green algae; (b) floating weeds (c) other weeds. The tall, thin leaves are the rice 
plants.  
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4.2 Experiment and method 
4.2.1 Materials and field experimental design 
In this study, we used two varieties of paddy rice (cultivar: Nihonbare and Takanari) 
as the target crop. They were grown in an ordinal field at the Institute for Sustainable 
Agro-ecosystem Services, University of Tokyo, Japan. Both varieties were sown on 26 
April 2012 and transplanted to the field on 8 Jun 2012. In order to simulate the growth 
conditions of an organic/natural farming field, we transplanted the individual rice plants 
into seeding boxes, and put each box on top of a platform to ensure that water remained 
under them. The simulated environment is shown in Figure 4-2. 
For image acquisition, we used a waterproof digital camera (Garden Watch Cam, 
Brinno Inc., Taipei) that was fixed horizontally in a top-view position, targeting the rice 
paddies. Then, two series of RGB color images of the two varieties of rice were captured 
at one-hour intervals during the daytime throughout all stages of the growing season. 
 
 
Figure 4-2 Experimental design of rice growth conditions. 
Two varieties were planted: Takanari (left) and Nihonbare (right). Half of each image is 
covered with green algae floating on the water, and the other half is full of other weeds 
on the soil. 
4.2.2 Results 
As outlined in Chapters 2 and 3, the original DTSM algorithm includes the following 
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four main steps. (1) Generate training data sets by manually selecting pixels from 
training images; each pixel includes 18 dimensional color information from six different 
color spaces. (2) Generate the decision tree from training data. (3) Separate all pixels 
within a single test image into two classes, i.e., the vegetation class and the background 
class (non-vegetation: the soil or water). (4) Eliminate the misclassified pixels as “noise” 
to obtain the final resulting image that includes only the regions of crop vegetation.  
As DTSM is a machine learning approach, its segmentation capability depends 
strongly on the selection of the training dataset — “good” training data results in a good 
segmentation performance. Because the background color of the images used in this 
experiment is almost the same as the color of the crop vegetation regions, it is difficult 
to separate them based solely on color features. Instead, we first constructed the DTSM 
by using the training data extracted from images that included green algae and weeds. 
Then, through assessment of the test image with the newly constructed model, every 
pixel of the image was classified into either the vegetation class or the background class, 
as described in Chapter 2. As an example of the results obtained by using two different 
DTSMs, Figure 4-3a shows an test image, and Figure 4-3b is the result acquired with 
the model that was constructed in Chapter 2; almost all the pixels of algae/weeds were 
misclassified into the vegetation class. The reason is that no color features of the weedy 
region were included in the background class for the model training. The result acquired 
by using the reconstructed DTSM is shown in Figure 4-3c. Although some pixels from 
weedy regions were added into the background class, most of them were still 
misclassified as belonging to the vegetation class. So in this case, only the addition of 
new training data to reconstruct the model enabled accurate extraction of the crop 
vegetation region. Moreover, the regions consisting of connected, misclassified pixels 
were not small enough to be treated as image noise in order to be eliminated by the 
noise reduction filter. To solve this issue, we first generated the edge image of the 
original image using the “Canny” method (Canny, 1986). By then combining it with the 
DTSM-segmented image, we were able to separate the image into several small regions. 
Finally, using spatial information from each small region and the noise reduction filter, 
the desired result was acquired. The whole treatment consists of the following steps, as 
detailed in Figure 4-4. 
1. Segment the test image to obtain a binary result (image s1).  
2. Use “Canny” method to acquire the edge image s2 from the gray level image of the 
original one. 
3. Combine the eroded s1 and s2 images using logical “.AND” and “.XOR” commands 
to separate s1 into several regions and eliminate the small regions as the image 
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noises, shown in s3. The reason we erode s1 is to keep its original structure. 
4. Check for regions that are constructed by connected pixels; each such region is 
surrounded by a bounding box, as shown in s4. Because of the different 
morphological features of rice plants versus weeds, the spatial penetration rate 
between them is different. We predefined a threshold for each region: if the spatial 
penetration rate was less than 70%, the region was classified as rice vegetation. The 
final result is shown in the last image of Figure 4-4.  
Several examples of the segmented results are shown in Figure 4-5. The performance of 
the proposed method seems good, in terms of extracting the crop vegetation from the 
background. However, some unsuccessful segmentation also resulted, such as the region 
surrounded by a red rectangle in Figure 4-6. The likely cause is shown in Figure 4-7; the 
edge of that part was not detected because of the low resolution of original image. This 
also can be demonstrated by plotting the grayscale values in three dimensions, as shown 
in the right side of Figure 4-7. The black points are the manually placed markers of the 
position of the leaf pixels, while the other colors demonstrate the grayscale value of 
each pixel, and there is little difference between crop vegetation and the background, 
especially at the tip of the leaf.  
 
 
Figure 4-3 Segmentation based solely on color features: (a) the original image; (b) the 
segmented result of using the model from Chapter 2; (c) the segmented result of using 
the model conducted in this chapter. The difference between the two models is the 
inputted training data. 
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Figure 4-4 The steps involved in the proposed segmentation method. (S1) Binary image 
generated by DTSM. (S2) Edge image acquired using the “Canny” method. 
(S3) Result acquired by combining the eroded s1 and s2 using logical “.AND” and 
“.XOR” commands/operators; all connected pixels are separated into small regions. 
S4. Checking the spatial penetration rate of each bounding box (red rectangles).     
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Figure 4-5 Results of vegetation segmentation from a complicated background. 
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Figure 4-6 Unsuccessful segmentation. An example where the background cannot be 
separated from the vegetation is enclosed in the red rectangle.  
 
Figure 4-7 The reason for the unsuccessful segmentation: because of the image’s low 
resolution, the edge of the vegetation cannot be distinguished from the background in 
the original image. 
 
4.3 Evaluation of accuracy and discussion 
In order to evaluate the accuracy of segmentation by the model, we prepared the 
true/reference binary images. Using an image retouching graphics application (Adobe 
Photoshop Elements 9, Adobe Systems Inc., San Jose, CA, USA) and a high-resolution 
pen tablet (WACOM intuos4 pen tablet, Wacom, Kazo), 28 reference images were 
carefully segmented by hand in order to derive the true values. The Qseg and Sr were 
then calculated as in Chapter 2, with a mean Qseg of 0.47 and mean Sr of 0.48 (Table 
4-1), 
The causes of low accuracy have been discussed. During the training data generation 
as shown in Figure 4-8, we targeted only one individual rice plant, while the leaves of 
other rice plants were not considered. For example, the smaller plants in the lower edge 
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of the images in Figure 4-8 had been also considered as belonging to the background 
class for the proposed method, while the manually made true images include them. If 
the test images only include the individual target plant, accuracy was about 0.63–0.70 
for the example in Figure 4-9. As a preliminary study, this is acceptable even it cannot 
work for all situations.  
 
Table 4-1. The accuracy of segmentation using the proposed method 
Img. Num. Qseg Sr Img. Num. Qseg Sr 
1 0.283528 0.302799 15 0.660957 0.689729 
2 0.160811 0.179341 16 0.524031 0.529018 
3 0.301017 0.305933 17 0.575955 0.582744 
4 0.278381 0.286358 18 0.587798 0.594648 
5 0.261063 0.274193 19 0.550431 0.553332 
6 0.235781 0.266977 20 0.599659 0.609274 
7 0.31868 0.329862 21 0.611365 0.63578 
8 0.483235 0.512159 22 0.570117 0.643238 
9 0.527827 0.54214 23 0.561436 0.582178 
10 0.343215 0.35717 24 0.530312 0.573349 
11 0.490478 0.497875 25 0.53054 0.565237 
12 0.391095 0.39235 26 0.535408 0.57529 
13 0.42705 0.531629 27 0.642056 0.714542 
14 0.549626 0.551658 28 0.499888 0.505789 
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Figure 4-8 The test image that caused low accuracy with the proposed method.  
The leaves of other rice plants were left in the reference image (left), which caused a 
low accuracy of segmentation. 
 
Figure 4-9 Test images that lead to higher segmentation accuracy. 
There are no other rice plants left in the reference (left). 
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Chapter 5 Automatic flowering detection in paddy rice  
5.1 Introduction 
Knowing, understanding, and identifying the growth stages of rice are critical for 
managing the rice crop. Most cultural management practices after planting are based on 
crop growth stages. The entire rice life-cycle (3–6 months) is normally completed 
within three distinct growth phases: (Yoshida, 1981) 
1. Vegetative phase: During the vegetative phase, the plant goes through 
germination-emergence, seedling growth, tillering, and internode elongation stages 
of development. 
2. Reproductive phase: Includes panicle initiation, culm elongation, heading, and 
flowering stages.  
3. Ripening phase: Includes the milky, dough, and final maturity stages 
Machine learning and computer vision technology have become easily applicable to 
different research fields with the exponential growth of PC performance according to 
Moore’s Law. These technologies have often been used in agronomic applications to 
analyze canopy/leaf construction, color, shape, etc., during the vegetative phase (Evers 
et al., 2009; Guo et al., 2013; Liu et al., 2013; Mielewczik et al., 2013; Panneton and 
Brouillard, 2009; Royo and Villegas, 2011; Sakamoto et al., 2011; Welles and Cohen, 
1996; Yu et al., 2013). However, almost no image-based studies have surveyed the 
phenotypic characteristics during the reproductive phase. For example, the flowering 
stage, which is one of the most important phenotypic characteristics of the rice plant 
(Kobayasi, 2012; Matsui et al., 1997; Yoshida and Nagato, 2011), is still surveyed by 
humans, which is very labor and time intensive. 
In this chapter, we seek a solution to automatically detect paddy rice flowering using 
RGB images taken under natural field conditions. We surveyed the biological and 
physical properties of paddy rice flowering, established a strategy to detect the 
flowering spikelet, and discuss the accuracy and applications of the proposed method. 
5.1.1 Basic paddy rice flowering knowledge 
Flowering (also called “Spikelet anthesis”) begins with panicle exsertion (heading) or 
the day following panicle exsertion. Flowering typically starts at approximately 9:00 
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AM with the sun rise, regardless of whether the panicles are fully out or not. There are 
four basic steps to rice flowering (Figure 5-1).  
Palea begin to open. Then, about 5 min later it opens to approximately 20–30 ° and the 
anther filaments begin elongating and exserting. About 30 min later, the anther 
filaments elongate and then the anthers completely exsert, scattering the pollen. Soon 
after, the anther filaments wither and droop. At the same time, the spikelets begin to 
close. Finally, the anthers are left outside to die, and the closed spikelet never opens 
again. 
Heading is a synonym for flowering of paddy rice. The entire course of events occurs 
in 1–2.5 h of a day during the flowering stage and is very sensitive to the outside 
environment. Temperature and weather conditions directly affect the timing of 
flowering. Figure 5-2 shows images of flowering taken from our experimental field. 
Besides the basic biological properties of rice flowering, the physical properties also 
need to be discussed. First, rice plants are rather flexible, as the shape of their organs 
can be easily deformed by external environmental parameters such as wind, rain, etc. 
Second, none of the organs maintains the same construction or shape during growth 
because of the physiological complexity of the plant. Moreover, because of overlapping 
organs, changing light conditions also cause differences when representing the plant 
using two-dimensional RGB digital images. Figure 5-3 shows various scenes of rice 
flowering spikelets, and Figure 5-4 demonstrates how they change according to growth 
and the external environment. Figure 5-4a shows images of two panicles taken over 
three days and indicates changes in the physical size and shape due to growth. Figure 
5-4b andFigure 5-4c show that images taken 5 min before and after are totally different 
because of changes in the natural light conditions and the overlap caused by wind. Thus, 
detecting flowering panicles from a large number of time series images without using 
color or shape becomes very difficult. The first approach is to identify stable and 
common features of flowering panicles and use such features as training data to 
establish a model to recognize the same object from other images. This is similar to the 
concept of generic object recognition technology, which is still a very challenging task 
in machine vision. 
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Figure 5-1. The four steps of rice flowering. 
(a) Initial step of flowering; the palea begins to open.  
(b) Maximum opening. The palea open to about 20–30°, the anther filaments start to 
elongate, and the anthers exsert.  
(c) Closing of the spikelet. After the anther filaments elongate and the anthers have 
exserted completely, the pollen scatters. Then, the anther filaments wither and droop, 
and the spikelets start closing simultaneously. 
(d) Last stage of flowering. The anthers are left outside to die, and the closed spikelet 
never opens again. 
Images downloaded from:  
http://homepage3.nifty.com/knmn/ine/ine109.htm 
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Figure 5-2. Rice flowering in one day. 
The flowering period is short, and is only visible from images taken around 12:00 AM 
in (b), but not in (a) or (c). 
 
Figure 5-3. Different rice flowering panicle images. 
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Figure 5-4. Flowering panicles appearance changes depending on the plant growth stage 
and the external environment.  
(a) Images of two flowering panicles taken over three days. Physical size and shape 
have changed due to growth. 
(b) Images of a flowering panicles taken under different light conditions. 
(c) Images of a flowering panicles that is overlapped or not near a leaf. Note that the 
overlap is caused by wind.  
5.1.2 Generic object recognition technology 
Recognizing a generic object from natural scenes has been a long standing goal of 
computer vision studies. Due to the constant progression of computer and network 
technology, generic object recognition has rapidly progressed in the past five years. The 
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main purpose of this technology is to recognize an object from real-world scenes and 
classify it into a generic category (Li et al., 2007). For example, Figure 5-5 shows 
images taken under a natural environment. Although none of the images are the same in 
background, color, or shape, they are still classified into generic categories of 
“butterflies” and “cougars.”  
 
 
Figure 5-5. Examples of generic object recognition. 
Images were downloaded from the Caltech-256 object reorganization database: 
http://www.vision.caltech.edu/Image_Datasets/Caltech256/256_ObjectCategories.tar 
 
The most commonly used method to build a generic object recognition model is the 
local-feature based method, which can be divided into four steps:  
1. Extract the local features from a training image data set. The features should have 
sufficient stability to describe the target object, which is unaffected by nearby 
clutter or partial occlusion, illumination, three-dimensional projective transforms, 
and common object variations. Two problems are solved in this step: Where to 
extract the feature? and what kind of feature should be extracted? For the first 
problem, some studies have used a “feature point detector” to detect the location of 
the interest point of an image such as “the corner.” Schmid et al., (2000) described 
several famous feature detectors, whereas others are used for “dense sampling” to 
extract features from a regular grid or from randomly selected locations. Nowak et 
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al., (2006) showed that the density of extracted features is the dominant factor in 
determining recognition performance. For the second problem, many local features 
have been proposed, such as the Gabor wavelet (Mutch and Lowe, 2006a), 
maximum entropy (Mutch and Lowe, 2006b), scale-invariant feature transform 
(SIFT) (Lowe, 2004), image patch (Agarwal et al., 2004), speeded-up robust 
features (Bay et al., 2008), and Texton (Malik et al., 2001, 1999; Shotton et al., 
2006). The invariance of illumination, deformation, rotation, and scale are 
considered the most important points to choose which features to use for a model 
(Vedaldi et al., 2010).  
2. Describe the object by the many features extracted in step 1. A new method called 
“bag-of-visual-words” (BoVW) (also called “bag-of-feature-points” or 
“bag-of-features”) is used to represent the distribution of the features. The BoVW is 
inspired by models used for natural language processing. It aims to translate an 
image into a set of visual words, and a the histogram of visual word frequency is 
calculated to determine the contribution of visual words as well as to estimate 
relevance (Gabriella et al., 2004; Perronnin et al., 2006; Sivic and Zisserman, 
2003a). A bag-of-words corresponds to a histogram of the number of occurrences of 
a particular image pattern in a given image. The main advantages of this method are 
its simplicity, its computational efficiency, and its invariance to affine 
transformations, as well as occlusion, lighting, and intra-class variations.  
3. Select the most appropriate classifier to establish the object recognition model 
(modeling). Several machine learning-based approaches have been applied such as 
support vector machines (SVMs) (Ahmed et al., 2012; Joze and Drew, 2010; Joly et 
al., 2013a; Pereira et al., 2012; Perronnin et al., 2006; Rumpf et al., 2012; Vedaldi 
and Fulkerson, 2010a; Yusof et al., 2013; Zhang et al., 2010), random forests 
(Bosch et al., 2007), artificial neural networks (Arribas et al., 2011; Jafari et al., 
2014; Joly et al., 2013b; Pereira et al., 2012), and boosting (Liu et al., 2007; 
Mikolajczyk and Schmid, 2005; Perronnin, 2008). Generally, there is a trade-off 
between the speed of object detection and accuracy. Many studies have discussed 
the difference between those classifiers (Buddhiraju and Rizvi, 2010; Mollazade et 
al., 2012; Morra et al., 2010; Pinto et al., 2011). 
4. Use the model to recognize the object from unknown test images. Normally there 
are four different tasks of generic object recognition, as shown in Figure 5-6: a. 
Classify the entire image into one category; b. Classify the image into a 
combination of categories; c. Segment the image into several regions, and then 
classify those regions into different categories; d. Detect the window that includes 
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the entire object (Yanai, 2010).  
 
Figure 5-6. Tasks of generic object recognition. 
(a) Classify the image into one category: “a sailboat.” 
(b) Classify the image into a combination of categories: “sky, tree, sailboat, and water.” 
(c) Segment the image into specified regions and classify each region into different 
categories: “sky, tree, sailboat, and water.” 
(d) Detect the window that includes the interested object. In this image, the object 
“sailboat” was detected in the red rectangle. 
The image “sailboat” was downloaded from: 
http://people.csail.mit.edu/torralba/shortCourseRLOC  
 
We would like to introduce more details of the key technologies of generic object 
recognition that will be used in the experiment: the BoWV, which is used to describe the 
images.  
5.1.3 Bag-of-visual-words (BoVW). 
The BoVW is a method that represents images as orderless collections of local features 
(SIFT descriptor in this study). The name is derived from the Bag-of-Words 
representation used in textual information retrieval. A visual word is constructed to 
represent the dictionary using clustering features (SIFT in this study) extracted from a 
set of training images. The image features represent local areas of the image, just as 
words are local features of a document. Clustering is required, so that a discrete word 
can be generated from millions of local features sampled from the training images. Each 
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feature cluster is a visual word. Given a novel image, features are detected and assigned 
to their nearest matching terms (cluster centers) from the visual words. The term vector 
is the normalized histogram of the quantized features detected in the image. The BoVW 
term vector is a compact representation of an image that discards large-scale spatial 
information and the relative locations, scales, and orientations of the features. Figure 
5-7 is an example of how visual words are generated. The SIFT features are extracted 
from each image and clustered into eight visual words. Figure 5-8 shows an example of 
the histogram, and Figure 5-9 shows how the features are assigned to the generated 
visual words. 
 
 
Figure 5-7. Generation of the visual words. 
(a) Local features are extracted from each training image. 
(b) Visual words are created by clustering the local features extracted from (a). Each 
visual word indicates the cluster center. 
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Figure 5-8. Assign scale-invariant feature transform (SIFT) feature descriptors.   
(a) The SIFT features are extracted and described for each image. 
(b) The extracted SIFT descriptors are assigned to each visual word using the nearest 
neighbor search. 
 
Figure 5-9. A histogram of visual words is used to describe the image. 
5.2 Detecting rice flowering from field images 
5.2.1  Experimental materials and image acquisition 
Seed of the japonica variety Kinmaze, which were sown on April 26 and transplanted 
on May 31, 2013 to an ordinal external field at the Institute for Sustainable 
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Agro-ecosystem Services, the University of Tokyo, were used as the target crop in this 
experiment. A DSLR Canon EOS Kiss X5 camera with an EF-S18-55 mm lens was set 
on the vertical top of the rice crop at a 2 m height, and time-lapse images were taken 
and transmitted to a free webserver (www.flickr.com) via a 3G network from a field 
server (Fukatsu et al., 2012, 2011). The time interval was 1 h during days 81–83 and 5 
min during days 84–97 after transplanting, resulting in 857 images to construct the 
experimental image data set. We cropped only the middle region of the original image to 
avoid the distortion caused by camera lens. The actual size was 30 × 45 cm, and each 
region contained three rice plants. Figure 5-10 shows the generation of an experimental 
image. The size of the image on the right side is 2001 × 1301 pixels, and the resolution 
is 43 pixels/cm approximately. 
 
Figure 5-10. Generation of the experimental image (right). 
The experimental image was cropped from the middle region of original image. The 
actual size is 30 × 45 cm, and each region contained three rice crops. 
5.2.2 Experiment 
Our objective was to detect only flowering panicle parts from the rice images taken 
under field conditions, which is a simple task when compared to normal generic object 
recognition from a large-scale image database that requires discriminating hundreds of 
objects. We simplified our study to discriminate only flowering and non-flowering parts 
from images. The proposed model was implemented using a GUI framework that we 
newly developed in the software package Matlab (MathWorks Inc., Natick) with the 
“VLFeat” open source library (Vedaldi and Fulkerson, 2010b) and that was executed on 
a Windows 7 PC with 4 core CPU and 16 GB memory. The statistical analysis was 
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performed using the statistical software package R (R Development Core Team, 2012). 
The whole process is demonstrated in Figure 5-11 and can be separated into two 
parts: the training part (upper line) and the testing part (lower line). The training part is 
represented by the following steps: 
1. Create the training database by manually cropping the rectangular regions from an 
experimental image data set that include flowering panicles. We created the training 
database including about 300 images of rice flowering panicle parts as positive data 
and about 400 images of non-flowering parts as negative data. The positive data are 
shown partly in Figure 5-3 and Figure 5-4, and they include almost all different 
situations: weather conditions such as sunny, rainy, and cloudy; growth stage such 
as initial, middle, and final flowering stages; background such as water, flat leaf, 
interacted leaves; and location such as with occlusion or not, overlapped or not. The 
sizes of the images were not uniform. However, it was not appropriate to use all of 
the training images to generate BoVWs that can be used to build the classifier, 
because too much training data for a machine-learning approach always leads to a 
over-fitting problem, which strongly affects the general capability of the training 
model (Bishop, 2006). Therefore, we used the training images with strong/robust 
features that describe the kind of image generically such as the flowering panicles 
of paddy rice. In this study, we discuss how to identify the most appropriate training 
images, which are the most efficient to recognize flowering panicles from images.  
2. Extract the local feature points and the descriptor of those points from training 
images. We used SIFT in our experiment. However, instead of a SIFT detector to 
detect the location of the feature points, we used a dense sampling method to 
extract the points, because it performs better in object generic recognition 
approaches. Therefore, the SIFT descriptors were computed at points on a regular 
grid with spacing of M pixels. Here, M = 15, as shown in Figure 5-12a. The SIFT 
descriptors were computed at each grid point over four circular support patches 
with radii r = 4, 6, 8, and 10 pixels. Consequently, each point was represented by 
four SIFT descriptors, and each is a 128 dimensional vector. Figure 5-12b–e 
demonstrates how to describe a point with a different radius (scale). The point used 
for demonstration is the one surrounded by the black rectangle shown in Figure 
5-12a. The descriptor included 16 patches (red rectangles in Figure 5-12b–e), which 
are rotated to the dominant orientation of the feature point, and each patch is 
described in eight different directions and gradient magnitudes (red bins inside the 
red rectangles). Note that the descriptors are rotation invariant. 
3. Generate the visual words and represent the training images using the histograms of 
 72 
 
the generated visual words. In this study, we used K-means, because they have 
good performance in genetic generic object implementations (Lazebnik et al., 2006; 
Sivic and Zisserman, 2003b). The choice of initial centroid position and the number 
of clusters (k) affects the resulting vocabulary in the K-means clustering method. In 
this study, we predefined k = 600 (number of visual words). Then, we ran K-means 
several times with random initial assignments of points as cluster centers, and the 
best result was used to select the best performing vocabulary.  
4. Use the histogram BoVW as the training data to train the classifier. SVM is one of 
the most popular classifiers for BoVW. In this study, we used the SVM with a χ2 
kernel, which is particularly suited to data in the histogram format (Jiang et al., 
2007; Zhang et al., 2007). Furthermore, a homogeneous kernel map was used to 
approximate the χ2 kernel to quicken the process. The map transforms the data into 
a compact linear representation that reproduces the desired kernel to a very good 
level of approximation. This representation enables very fast linear SVM solvers 
(Vedaldi and Zisserman, 2012, 2010). The source code is available from the 
“VLFeat” open source library (Vedaldi and Fulkerson, 2010b). 
We used the sliding window approach in the testing part, as demonstrated in Figure 
5-6d. The basic concept of a sliding window is to first scan the whole test image with a 
predefined size window to segment the test image into several blocks. Then, generate a 
classifier for each block to judge if it is the target object (flowering panicle parts). Mark 
all detected blocks on the test image. The marked blocks are considered as the 
recognized flowering panicle parts of the test image. The size of the block strongly 
affects the capability of our recognition algorithm. We discuss how to identify the most 
appropriate block (sliding window) size. 
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Figure 5-11. A flowchart of the proposed flowering detection model. 
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Figure 5-12. An example of dense sampling and SIFT feature point description.  
(a) The SIFT descriptors are computed at points on a regular grid with spacing of 15 
pixels, as represented by the red circle. 
(b–e) Pickup one point as an example, and use SIFT to descript the point at four 
different scales, as shown in the black circle with radii r = 4, 6, 8, and 10. A descriptor 
included 16 patches, represented by the red rectangles, which are rotated to the 
dominant orientation of the feature point. Each patch is descripted in eight different 
directions and gradient magnitudes (red bins inside the red rectangles). 
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5.2.2.1 Training image selection 
We conducted a preliminary experiment to select the most appropriate training 
images, as follows: First, we defined 5, 15, 30, 50, and 100 as the number of training 
images. Then, for each number, we randomly selected the training image from the 
database with 10 replications to construct the SVM classifier, named as methods M_5_1 
to M_5_10, M_15_1 to M_15_10, M_30_1 to M_30_10, M_50_1 to M_50_10, and 
M_100_1 to M_100_10. Finally, we applied each classifier to all the test images.  
In order to evaluate the performance of each method, the flowering panicles were 
carefully counted visually by human eyes and the number was considered as the true 
value of the flowering panicles. 
In this study, we use a sliding window method which does not detect a whole 
flowering panicle but detect a region (window/block) of a flowering panicle. We call 
such detected regions as blocks in this study. 
We compared the correlation coefficient between the visually counted flowering 
panicle number and the number of the blocks detected by each method in order to 
determine the most appropriate number of training images. The correlation coefficient 
values are plotted in Figure 5-13. The x axis represents the number of replications, and 
the y axis represents the R value. The five different lines are related with each method. 
However, the only observation from this graph is that the training data selection 
strongly affects the capability of the model.  
Due to the R value of each method, we used the methods M_15_6, M_30_6, M_30_8, 
M_30_9, M_50_3, and M_50_8 whose R values were >0.8. Finally, we checked the 
mean value and standard deviation (SD) of each method, as shown in Figure 5-14. The 
R values increased with the number of training images until it reached M_30, and then 
it declined significantly after M_30. Thus, we chose 30 as the training image number 
and the images used in M_30_6, which hold the highest correlation coefficient of R = 
0.82 in method M_30, as the training images.  
 
5.2.2.2  Determining block size (sliding window size) 
The sliding window size for the test images strongly affects the recognition capability 
of our proposed algorithm. In this section, we sought the most appropriate size for 
method M_30_6, which was selected in the last section. We tested seven different block 
sizes of 30, 50, 70, 90, 110, 130, and 150. We also calculated the correlation coefficient 
of the M_30_6-based method to check the performance of each block size, which is 
shown in Figure 5-15. Finally, three block sizes whose R values were >0.8 were 
selected; they are M_30_6_50 (R = 0.83), M_30_6_70 (R = 0.83), and M_30_6_90 (R = 
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0.82). However, it was difficult to tell the best block size by only considering the R 
values.  
  
 
Figure 5-13. Correlation coefficients between the detected number of blocks that 
contained flowering panicle parts and the visually counted number of flowering 
panicles. 
The number after ‘M_’ indicates the number of training images for model construction. 
Ten replications were used for each number in the randomly selected training images. 
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Figure 5-14. Mean values of the correlation coefficients for each proposed method. 
Method M_30 had the highest correlation coefficient for all 10 replications of each 
method with an R = 0.82 and lowest SD = 0.13.  
 
 
Figure 5-15 Correlation coefficients between the detected number of blocks that contain 
flowering panicle parts using seven different block sizes and the visually counted 
number of flowering panicles. 
5.3 Experimental results 
The flowering parts of each test image were evaluated using the M_30_6 method with 
three different block sizes of 50, 70, and 90. Figure 5-16 shows examples of the 
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detected flowering panicles by proposed method.  
We detected the flowering parts of each test image during the entire observation 
period. Besides evaluating the number of blocks detected, we also evaluated the 
collected regions of the blocks, to determine the relationship between block number, 
connected region number, and visual judged flowering panicles number. The correlation 
coefficient values are shown in Table 1. 
 
Figure 5-16. An example of flowering panicles detection by proposed method. 
 
Table 1. The correlation coefficients for the block number and the connected region 
 M_30_6_50 M_30_6_70 M_30_6_90 
R of Block number 0.83 0.83 0.82 
R of Connected region 0.83 0.84 0.83 
As an example, the result for method “M_30_6_90” is plotted in Figure 5-16 in time 
series order. The lower x axis represents the image shooting date and time, the upper x 
axis represents days after transplant, the left y axis represents the visually counted 
number of flowering panicles, and the right y axis represents the number of blocks that 
were detected as flowering panicle parts using the proposed method. Note that the scales 
of the two y axes are the same. The whole observation period was from days 84–97 
after transplant. However, because of defects in the image acquisition system, most of 
 79 
 
the image data on days 86, 92, and 93 were missing. The green line with the green 
triangle indicates the number of blocks that were detected as flowering panicle parts 
named “M_30_6_90.” The black line with the black rectangle indicates the number of 
flowering panicles, which was derived by counting the number of connected regions of 
the detected blocks named as “M_30_6_90_connected.” The blue grid line with the red 
rhombus indicates the visually counted number of flowering panicles called “Visually 
counted,” which is considered the true value for this experiment. Although the scales of 
the result values (block number detected as flowering panicle parts) are different from 
those of the true values (the number of visually counted flowering panicles), the trends 
are very similar, and the correlation coefficient was 0.82, indicating good detection 
capability for the proposed method. Additionally, the number of connected regions of 
the detected blocks (black line) was much closer to the true value with a correlation 
coefficient of 0.83, which approximated the real number of flowering panicles.  
Figure 5-18 and Figure 5-19 show the relationship between weather conditions and 
flowering time within one day. Figure 5-18 plots the number of flowering panicles 
counted at every five min interval for seven days of flowering. The different line colors 
represent days 85–91. The number of flowering panicles peaked from 11:00 AM to 
13:00 PM except on day 87 (green line). According to the hourly precipitation data, 
which are shown in Figure 5-19, rain occurred on the morning of day 87. Because rice 
does not start flowering under a rainy weather condition, the number of evaluated 
flowering panicles reached a peak at approximately 14:00–15:00 PM after the rain 
stopped. 
In addition, as an application of proposed method, we tried to automatically predict the 
flowering/heading date of rice by using only the evaluated number of flowering panicles. 
The rice flowering/heading date is defined as the day that 40–50% of all panicles 
observed flowered in a unit area of the rice field. Thus, we predicted the flowering date 
by counting the detected flowering panicle number, as shown in Figure 5-20. Figure 
5-20 shows the cumulative distribution of the overall number of flowering panicles for 
every 5 minutes. The detected flowering number grew quickly in the beginning and 
became stable at the end of flowering stage. The red line represents the 40% of the total 
cumulative amount. Both the manually counted number and the machine detected 
number reached the 40% level at the 88-th day. In older to evaluate the predicted result, 
we also asked an expert to observe the test image data set and gave his judgment about 
the flowering date (normally it is judged qualitatively by experts). The flowering data 
given by the experts was a day between the 85-th to the 88-th day which was coincide 
with the date predicted by proposed method.    
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Figure 5-17. Result of M_30_6_90 method during days 81–97 after transplant. 
The green line with the green triangle named “M_30_6_90” indicates the number of 
blocks detected as flowering panicle parts. The black line with the black rectangle 
named “M_30_6_90_connected” indicates the number of flowering panicles, derived by 
counting the number of connected regions of the detected blocks. The blue grid line 
with the red rhombus named “Visually count” indicates the visually counted number of 
flowering panicles which is considered as the true value. 
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Figure 5-18 Differences in flowering timing among seven different days. 
Each line indicates the number of detected flowering panicles number (connected block 
number) from 8:00AM to16:00PM of different days in 5 minute time interval. Seven 
different color of lines indicate different days of the flowering period. The number 
normally reached to peak during 12 AM. But on the 87-th day (the green line) after 
transplanting reached the peak around 15PM.  
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Figure 5-19. Hourly precipitation for seven different days. 
Seven different color of lines indicate the hourly precipitations from 8:00AM 
to16:00PM of different days of the flowering period. Only the 87-th day (the green line) 
after transplanting was rainy in the morning.  
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Figure 5-20. Prediction of flower/heading date.                                           
The x axis represents days after transplanting, and the y axis represents the cumulative 
number of flowering panicles visually counted and the number of the connected blocks 
counted by the proposed method. The purple line represents the number of visually 
counted flowering panicles, and the black line represents the number of the connected 
blocks counted by the proposed method. The red lines represent the 40% value of the 
total cumulative amounts. Both reached the 40% level at the 88-th day. 
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5.4 Discussion 
We proposed a method to detect rice flowering panicles from a time series of RGB 
images taken under natural conditions in a real field. The idea for our method comes 
from generic object recognition technique. Several experiments were conducted to 
determine the most appropriate training images from a training image database to 
enhance the SVM classifier during the training stage. Then, we identified three block 
sizes to detect flowering panicles during the testing stage. The results showed a 
reasonably good ability to automatically detect the flowering stage during the entire 
growth stage and to estimate flowering time during the flowering stage. The proposed 
method also showed stable detecting ability even under various light conditions. We 
also conducted three preliminary experiments to confirm generalization ability of the 
method:  
1. We applied the flowering detection model to two different set of images that were 
resized to 75% and 50% of the resolution of original test images.  
2. We applied the flowering detection model to a larger scale (image that occupies a 
larger area of the field than the test image). 
3. We applied the same model to images taken from a different field with a different 
rice variety, Kinmaze, in addition to the three different image sizes tested.  
The results of experiment 1 are shown in Figure 5-21. The size change did not affect 
the detection capability of our proposed method. The results of experiment 2 are shown 
in Figure 5-22. The picture was taken from a higher position on top of the field, but 
almost all flowering panicles were detected. Thus, the proposed method shows the 
possibility to be applied to images taken by UAV, which can handle a huge field area in 
a very short time. The results of experiment 3 are shown in Figure 5-23. Most of the 
flowering panicles were also well detected, even though the images of this variety were 
not used for the training data in the model. Although small misdetections were not fully 
avoided, we believe the results of our proposed method are acceptable for automatic rice 
flowering detection approach. 
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Figure 5-21. Flowering detection results with three different image sizes.  
The variety is Kinmaze, which is the same one used for collecting the training image 
data. 
 
 
Figure 5-22. Detecting flowering panicles on a large scale image. 
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Figure 5-23. Flowering detection results for “kamenoo.”  
Images of the variety “kamenoo.” No training images were used with this variety.  
 
However, several disadvantages exist for our proposed method. First, we only used 
the gray level information of the images for the feature description step during the 
training stage, which may have affected accuracy. Second, although we tested several 
different block sizes (sliding window size) for each experiment, size was fixed; 
therefore, if the objectives scale of the object change, or the resolution of images change, 
our method may not detect the object properly. 
The generic object recognition technique is still continuously developing. For 
example, the BoVW only counts the number of occurrences of visual words conducted 
by local features, and loses the location information of each features or other important 
information, which might help train the classifier. Therefore, studies are focusing on 
increasing the dimensions of BoVW by adding more statistical information such as the 
vector of locally aggregated descriptors (Jegou et al., 2010), the super vector coding 
(Zhou et al., 2010), the fisher vector (Perronnin et al., 2010), and the vector of locally 
aggregated tensors (Picard and Gosselin, 2011). These new concepts have been 
proposed to accurately recognize/classify large scale images in the real world. This is 
different from our objective in agriculture, but the ideas may help us develop the same 
kind of feature information to detect different parts of crops for extracting phenotypic 
characteristics of agricultural products. 
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We would like to improve the accuracy and general versatility of the flowering 
detection model described in this study. This goal will require adding more efficient 
training images and testing more machine learning-based classifiers at the training stage. 
We will improve the test strategy to be more flexible such as with the dynamic sliding 
window approach.  
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Chapter 6 General discussion 
6.1 Overall conclusions  
The extraction/segmentation of target crop vegetation from the background of digital 
photographs is a critical step in crop phenotyping based on the processing of images. A 
machine learning-based image segmentation method, “DTSM”, was proposed. Based on 
the use of only the color features of pixels, the DTSM proved capable of overcoming 
diverse natural light conditions that can strongly affect the profile of crop images taken 
outdoors. The single model can therefore be easily used to segment crop vegetation 
regions from vast amounts of time-series images.  
Based on the DTSM, some crop canopy phenotypic characteristics can be evaluated 
from time-series images with high accuracy, such as the dynamic change in crop canopy 
coverage ratio throughout the growth cycle. Moreover, local weather data collected by a 
field server was combined with the whole evaluation process, and proved to be a very 
important impact factor for evaluating the crop canopy coverage ratio from huge 
amounts of time-series images taken in the field during all growth stages. 
A preliminary study was conducted to address problems with image interpretation 
posed by weeds and algae, which complicate the background of crop images and thus 
make it very difficult to isolate crop vegetation, particularly under organic and natural 
paddy farming conditions. The proposed method proved able to extract individual crop 
vegetation from such complicated backgrounds, but it was not useful for images taken 
of the whole plant community. More experimentation will be necessary to devise 
methods to solve that problem.  
Finally, a new method was developed to detect the flowering panicles in time-series 
images of rice paddies. It was then used to evaluate two of the most important 
phenotypic characteristics of rice crops, flowering time and the relative amount of 
flowers. Currently, such detection relies fully on qualitative human judgments. The “bag 
of visual words” technology was used to describe the flowering panicle images, which 
are difficult to describe with shape or color features alone. Then, a support vector 
machine approach was used to generate the flower detection model. A new training 
image selection method was also discussed, whose detection accuracy was high.  
Overall, this series of experiments shows that the machine learning technologies are a 
very powerful tool for extracting information useful for evaluating the visible 
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phenotypic characteristics of crops. Owing to the advantage of general applicability, the 
machine learning based approaches were also considered very suitable for field-based 
phenotyping systems. However, the accuracy of such approaches depends strongly on 
the selection of training data. In this dissertation, the training data were selected 
manually or semi-manually, so the use of “good” training data still depends on human 
experience.  
6.2 Future research prospects 
In this dissertation, several new methods were proposed to evaluate visible 
phenotypic characteristics of plants. In the future, we would like to turn each method 
into publishable tools, which will be freely available for the use of agronomics 
researchers. We also plan to share all the source codes with any computer science 
researchers who wish to improve our proposed algorithms. Figure 6-1 shows an 
example of a tool with GUI interface that could be used easily for vegetation 
segmentation and evaluation of plant canopy coverage ratios. 
 
Figure 6-1 An example of a tool for vegetation segmentation and evaluation of plant 
canopy coverage ratios.  
 
As mentioned before, the ability and effectiveness of machine learning approaches 
depend strongly on the appropriate selection of training data. The training data acquired 
from this experiment cannot cover all situations found in different experiments, so 
researchers still need to add or renew the training data to satisfy their own particular 
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needs. Development of an easy-to-use training data selection tool will be considered in 
the future. 
In this study we used only images taken by cameras set above crops. The use of 
images taken from only one direction has its limitations. As the next step, we will add at 
least one more set of images taken from a different direction, to try to evaluate more 
phenotypic information such as leaf area index.  
Also, the cameras were all set at a fixed observation position to acquire the images, 
so only very small area of the crop field was included in the image. This does not 
provides enough information for a high-throughput phenotyping system. We are 
planning to design an UAV (unmanned aerial vehicle)-based platform to acquire crop 
field images with a wide area, and to then evaluate crop phenotypic information from 
those images. 
Our proposed method to segment crop vegetation from very complex backgrounds 
needs to be discussed further. More images should be collected for further algorithm 
development. How to best design the field experiment and the system to acquire useful 
images are challenging tasks, so in the future we will pay more attention to 
experimental design.  
The application of image analysis technologies to field-based plant phenotyping is 
still an emerging research topic. We anticipate that more and more new algorithms will 
be developed in this field in the near future. However, evaluating the image 
segmentation accuracy of an algorithm is not easy. For example, true values are needed. 
This means that for a given test image, a correct, completely segmented image should 
be provided. This is normally done by hand labelling or drawing, processes that are 
labour intensive and costly. Moreover, because that process is manual, different 
observers would give different true values that add error to the evaluation of 
segmentation algorithms. To avoid these issues, many databases already exist that 
provide true values of images, such as “The Berkeley Segmentation Dataset and 
Benchmark”, 
(http://www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/segbench/),   
and the “segmentation evaluation database” 
(http://www.wisdom.weizmann.ac.il/~vision/Seg_Evaluation_DB/).  
Researchers can easily download the test images and check them with their own 
algorithm. As we know, until now there was no such image databases created specially 
for use in crop phenotyping. We have already created over 150 marked images for the 
evaluation of crop vegetation segmentation algorithms, and 300 rice flower images for 
detection of rice flowering — we would like to share those images to start a database 
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server for other researchers who wish to evaluate their own proposed algorithms. We are 
also expecting to attract more computer science researchers to this effort.   
In recent years, the newest and hottest topic for object recognition has turned to the 
Large-Scale Generic Object/Scene recognition. Researchers are aiming to develop 
algorithms that help computers to recognize more than 30,000 generic objects in the 
world using only digital images. This challenging task is progressing rapidly, and the 
ideas generated by such approaches are powerful for object recognition. In the case of 
crop phenotyping in agricultural research, because we focused only on several major 
plants/organs, detecting them from RGB images could be made more efficient by 
integrating the latest object recognition technologies. This will better enable the 
extraction of useful phenotypic crop characteristics with high speed and accuracy, which 
will facilitate the generation of low cost, field-based, high throughput phenotyping. 
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