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We consider here a generalization of the Hua system that was proved by Johnson
and Korányi to characterize Poisson–Szego˝ integrals for Siegel domains of tube-
type. We show that the situation is completely different when dealing with non-
tube-type symmetric irreducible symmetric domains: then all functions that are
annihilated by this second-order system and satisfy an H2-type integrability
condition are pluriharmonic functions. © 2002 Elsevier Science (USA)
1. INTRODUCTION
Let D be a bounded symmetric domain in Cm, and let G be the group of
all biholomorphic transformations of D. The aim of this paper is to study
H-harmonic functions, where H is a naturally defined G-invariant real
system of second-order differential operators on D that annihilates pluri-
harmonic functions. The system H is defined in terms of the Kähler
structure of D and makes sense on every Kählerian manifold.
To define the system H, we recall some basic facts about D. Let T 1, 0(D)
be the holomorphic tangent bundle of D. The Riemannian connection N
induced by the Bergman metric on D preserves T 1, 0(D) and so does the
curvature tensor. For Z, W two complex vector fields we denote by R(Z, W)
=NZNW−NWNZ−N[Z, W] the curvature tensor restricted to T 1, 0(D). Let f
be a smooth function on D and let
D(Z, W) f=(ZWa −NZWa ) f=(WaZ−NWaZ) f. (1)
Then D(Z, W) may be seen as a second-order operator which annihilates
both holomorphic and antiholomorphic functions, and consequently, the
pluriharmonic functions. Conversely, if all D(Z, W) annihilate f, then f is
pluriharmonic. Indeed, we have D(“zj , “zk )=“zj“zk .
Let ( , ) be the canonical Hermitian product in T 1, 0(D). Fixing a smooth
function f, we use ( , ) to define a smooth section Df of the bundle of
endomorphisms of T 1, 0(D):
(Df·Z, W)=D(W, Z) f, (2)
where Z, W are holomorphic vector fields. Then we define Hf as another
smooth section of the bundle of endomorphisms of T 1, 0(D) by
(Hf·Z, W)=Tr(R(Za, W)g Df)=Tr(R(Wa , Z) Df). (3)
To compute explicitly Hf, we may take an orthonormal frame of sections
of T 1, 0(D), which we denote E1, E2, ..., Em. Then
Hf=C
j, k
(D(Ej, Ek) f) R(Eaj, Ek). (4)
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The system H is, of course, a contraction of the tensor field Df. It is
invariant with respect to biholomorphisms, which means that
H(f pY)=Y−1g [(Hf) pY] Yg (5)
for every biholomorphic transformation Y of D, Yg being its differential.
By definition, H-harmonic functions are functions that are annihilated
by H. We will consider here symmetric Siegel domains, for which these
notions are well defined since they are holomorphically equivalent to
bounded domains. When D is a symmetric Siegel domain of tube-type, (3)
is equivalent to the classical Hua system. This system is known to charac-
terize the Poisson–Szego˝ integrals (see [FK] and [JK]). This means that a
function on D is H-harmonic if, and only if, it is the Poisson–Szego˝ integral
of a hyperfunction on the Shilov boundary. Originally, the curvature tensor
was not explicit in the Hua system. For classical domains, the system has
been defined by L. K. Hua as a ‘‘quantization’’ of the equation defining the
Shilov boundary (see [Hu] and [BV]). L. K. Hua proved that the system
annihilates Poisson–Szego˝ integrals. Then the system was extended by
K. Johnson and A. Korányi [JK] to all symmetric tube-type domains and
was written down in terms of the enveloping algebra of the semi-simple
Lie group of automorphisms of the domain. K. Johnson and A. Korányi
proved not only that for all tube domains the system annihilates the
Poisson–Szego˝ kernel, but also that the H-harmonic functions are
Poisson–Szego˝ integrals. Rewriting Johnson–Korányi formula C(“, “¯) in
terms of the curvature tensor, as suggested by Nolan Wallach, one obtains
the same system as above. It is why we call H the Hua–Wallach system.
Note that (4) and (5) have a perfect sense on any Kählerian manifold,
and, for general Siegel domains, the system (4) has been already studied in
[DHP]. In particular, for non-tube symmetric Siegel both (4) and Johnson–
Koranyi formula C(“, “¯) take the same form. In the work of N. Berline
and M. Vergne [BV] it is observed that C(“, “¯) does not annihilate
Poisson–Szego˝ integrals, and the problem of describing C(“, “¯)–harmonic
functions is risen. Here we are going to answer their question.
Main Theorem. Let D be a symmetric irreducible Siegel domain of
type II, and let F be an H-harmonic function on D that satisfies the growth
condition
sup
z ¥D
F
N(F)
|F(uz)|2 du <., (H2)
where N(F) is a nilpotent subgroup of S whose action is parallel to the Shilov
boundary. Then F is pluriharmonic.
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This is in a striking contrast to the case when D is a symmetric tube
domain. It requires some comments.
The Poisson–Szego˝ integrals on type II domains have been characterized
by N. Berline and M. Vergne [BV] as zeros of a G-invariant system which,
in general, is of the third order. It is obtained by ‘‘quantization’’ of the
Shilov boundary equations. They also prove that for domains over the
cone of hermitian positive definite matrices one can use a second-order
system, DZ, to characterize Poisson–Szego˝ integrals. This system appears
already in the book by Hua [Hu]. It is obtained fromC(“, “¯) by a projection
that eliminates a part of the equations.
All this shows that the system H does not seem to be canonical in any
sense, although it is defined with the aid of the curvature tensor, certainly
an important invariant, the geometric meaning of the system being still
unclear. Our present work suggests that it would be interesting to under-
stand second-order systems of operators on symmetric Siegel domains
which are invariant under the full group of biholomorphisms.
In the proof of the main theorem, we use heavily the theory of harmonic
functions with respect to subelliptic operators on solvable Lie groups
[R, D, DH, DHP]. To do this, we identify the domain D with a solvable
Lie group S … G that acts simply transitively on D. We then use a special
orthonormal frame of S-invariant vector fields, E1, E2, ..., Em, to compute
the operator H by the formula (4). In fact, we only consider the left
invariant second-order elliptic operators built out of the diagonal of H,
Hjf=(Hf·Ej, Ej). (6)
Elliptic operators that are linear combinations of operators Hj play the
main role in our argument, and in particular the Laplace–Beltrami opera-
tor D, which is the trace of H. We represent H-harmonic functions as
various Poisson integrals, and we use properties of these representations.
Linear combinations of the operators D(Ej, Ek) have already been used
to characterize pluriharmonic functions (see [DHMP]). We should
emphasize that the systems under study here are different from those of
[DHMP], and the proofs require new ideas. Since a part of the construc-
tion is the same in the two papers, we try to simplify the presentation for
the reader’s convenience.
Our growth assumption (H2) is made mainly for technical reasons, L2
harmonic analysis being the easiest. We hope to be able to obtain similar
conclusions for bounded functions, and perhaps even for larger classes of
functions. This requires, however, a somewhat more delicate technic. In
fact, it is not clear that the conclusion requires any growth condition at the
boundary, and one may conjecture that only growth conditions at infinity
are necessary to ensure pluriharmonicity for H-harmonic functions on
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symmetric irreducible Siegel domains of type II. On the other hand, for
tube-type domains, one may conjecture that growth conditions on deriva-
tives at the boundary insure pluriharmonicity for H-harmonic functions as
it is the case in the unit ball ([BBG]) for D-harmonic functions.
Finally, let us remark that, if we do not insist on invariance properties of
the systems considered, then it is always possible to characterize plurihar-
monic functions, among the functions which are harmonic with respect to
the Laplace–Beltrami operator D, as those which are annihilated by a single
second-order operator L (without any growth condition). Indeed, a classi-
cal theorem of Forelli (see Rudin’s book [Ru]) asserts that every smooth
function in the unit ball which is annihilated by the operator ; zjzk “
2
“zj “zk is
pluriharmonic in the ball. So L can be taken as this operator suitably
translated, so that a function which is annihilated by L is pluriharmonic in
the neihborhood of a point. Then the real-analyticity of the function, which
follows from the fact that it is D–harmonic, insures its pluriharmonicity
everywhere.
In view of Forelli’s Theorem, it is not so much the small number of
operators in the system used to characterize pluriharmonic functions than
the strong invariance properties of the system itself which are relevant. In
this context, the present paper can be viewed as a complement to [DHP]
and [DHMP].
2. HUA–WALLACH SYSTEMS
2.1. General Hua–Wallach systems. In this subsection, D is a general
domain in Cm which is holomorphically equivalent to a bounded domain.
We recall here the properties of the Kählerian structure related to the
Bergman matric as well as some elementary facts about the Hua–Wallach
system that we will use later. The reader may refer to [He] and [KN] for
more details on the prerequisites.
Let T be the tangent bundle for the complex domain D, and let TC
be the complexified tangent bundle. The complex structure J and the
Bergman metric g are extended from T to TC by complex linearity. Let T 1, 0
and T 0, 1 be the eigenspaces of J such that J |T1, 0=i Id, J |T0, 1=−i Id. We
have
TC=T 1, 0 À T 0, 1 .
The conjugation operator exchanges T 1, 0 and T 0, 1.
The spaces of smooth sections of T, TC, T 1, 0 will be denoted C(T),
C(TC), C(T 1, 0), respectively. Smooth sections of T 1, 0 are called holo-
morphic vector fields.
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The Riemannian connection N is also extended from C(T) to C(TC) by
complex linearity and, since N is defined by a Kählerian structure, it com-
mutes with J. An immediate consequence is that NZW belongs to C(T 1, 0)
(respectively C(T 0, 1)) whenever W ¥ C(T 1, 0) (respectively C(T 0, 1)). More-
over, for every couple U, V ¥ C(TC), we have that NUV=NUaVa and
[Ua , V]=NUaV−NVUa . (7)
Therefore, for Z, W holomorphic vector fields,
NWaZ=p(1, 0)([Wa , Z]), (8)
where p(1, 0) denotes the projection from TC onto T 1, 0. The curvature tensor
R(U, V)=NUNV−NVNU−N[U, V]
preserves also T 1, 0 and R(Ua , Va)Za=R(U, V) Z. The restriction of R(U, V)
to T 1, 0 is also denoted by R(U, V). On T 1, 0 the Hermitian scalar product
arising from the Bergman metric is denoted by
(Z, W)=12 g(Z, Wa ).
For U, V, Z, W holomorphic vector fields, we have
(R(Va, U) Z, W)=(R(Wa , Z) U, V)=(U, R(Za, W) V). (9)
In particular,
R(Wa , Z)=R(Za, W)g . (10)
Let us now go back to the definitions given in the introduction. The
identity ZWa −NZWa=WaZ−NWaZ is a direct consequence of (7). The fact
that all D(Z, W) annihilate pluriharmonic functions follows from (8) as
well as from the identity D(“zj , “zk )=“zj “zk . Moreover,
D(fZ, kW) f=fk¯ D(Z, W) f,
which means that Df is a tensor field. The equality in (3) comes from (7),
while one proves (4) using (9) for (R(Wa , Z) ·Ek, Ej).
Let us now show invariance of HD with respect to biholomorphisms. Let
Y be a biholomorphism from D onto DŒ, and Yg the holomorphic differ-
ential of Y which maps T1, 0D onto T
1, 0
DŒ . All tensor fields are transported by
Y, including, of course, the Riemannian structure and the curvature tensor.
Thus
RD(Wa , Z)=Y
−1
g RDŒ(YgW, YgZ) Yg .
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Moreover, for a smooth function f on DŒ and g=f pY, we have Dg=
Y−1g DfYg. So
(HDg ·Z, W)=Tr(RDŒ(YgW, YgZ) Df),
which implies
HDg=Y
−1
g (HDŒf) Yg .
Finally, let us remark that, from formulas (1), (3), and (10), it follows
that Df¯=(Df)g, and Hf¯=(Hf)g. So, to study H-harmonic functions, it is
sufficient to consider functions that are real-valued.
We want now to compute explicitly the Hua–Wallach operator for
symmetric irreducible Siegel domains. To do it, we will use Formula (4) for
a particular orthonormal basis E1, ..., Em.
2.2. Preliminaries on irreducible symmetric cones. Let W be an irreduc-
ible symmetric cone in an Euclidean space. Our aim is to describe precisely
the solvable group that acts simply transitively on W. The group will be
used in the construction of the orthonormal basis. We do it all in terms of
Jordan algebras, and we refer to the book of Faraut and Korányi [FK] for
these prerequisites, introducing here only the notations and principal
results that will be needed later.
A finite dimensional algebra V with a scalar product O · , ·P is an
Euclidean Jordan algebra if for all elements x, y and z in V
xy=yx x(x2y)=x2(xy) Oxy, zP=Oy, xzP.
We denote by L(x) the self-adjoint endomorphism of V given by the
multiplication by x, i.e., L(x) y=xy.
For an irreducible symmetric cone W contained in a linear space V of
same dimension, the space V can be made a simple real Euclidean Jordan
algebra with unit element e, so that
W=int{x2: x ¥ V}.
Let G be the connected component of the group of all transformations in
GL(V) which leave W invariant, and let G be its Lie algebra. Then G is a
subspace of the space of endomorphisms of V which contains all L(x)
for all x ¥ V, as well as all xi y for x, y ¥ V, where xi y=L(xy)+
[L(x), L(y)] (see [FK] for these properties).
We fix a Jordan frame {c1, ..., cr} in V, that is, a complete system of
orthogonal primitive idempotents:
c2i=ci, cicj=0 if i ] j, c1+·· ·+cr=e
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and none of the c1, ..., cr is a sum of two non-zero idempotents. Let us
recall that the length r is independent of the choice of the Jordan frame. It
is called the rank of V. To have an example in mind, one may think of the
space V of the symmetric r×r matrices endowed with the symmetrized
product of matrices 12(xy+yx). Then the corresponding cone is the set of
symmetric positive definite r×r matrices, the set of diagonal matrices with
all entries equal to 0 except for one equal to 1 being a Jordan frame.
The Peirce decomposition of V related to the Jordan frame {c1, ..., cr}
[FK, Theorem IV.2.1] may be written as
V= Â
1 [ i [ j [ r
Vij . (11)
It is given by the common diagonalization of the self-adjoint endo-
morphims L(cj) with respect to their only eigenvalues 0,
1
2 , 1. In particular
Vjj=Rcj is the eigenspace of L(cj) related to 1, and, for i < j, Vij is the
intersection of the eigenspaces of L(ci) and L(cj) related to
1
2 . All Vij, for
i < j, have the same dimension d.
For each i < j, we fix once for all an orthonormal basis of Vij, which
we note {eaij}, with 1 [ a [ d. To simplify the notation, we write eaii=ci
(a taking only the value 1). Then the system {eaij}, for i [ j and 1 [ a [
dim Vij, is an orthonormal basis of V.
Let us denote by A the Abelian subalgebra of G consisting of elements
H=L(a), where
a=C
r
j=1
ajcj ¥ Â
i
Vii.
We set lj the linear form on A given by lj(H)=aj. It is clear that the
Peirce decomposition gives also a simultaneous diagonalization of all
H ¥A, namely
Hx=L(a) x=
li(H)+lj(H)
2
x x ¥ Vij . (12)
Let A=expA. Then A is an Abelian group, and this is the Abelian group
in the Iwasawa decomposition of G. We now describe the nilpotent part
N0. Its Lie algebra N0 is the space of elements X ¥ G such that, for all i [ j,
XVij … Â
k \ l; (k, l) > (i, j)
Vkl,
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where the pairs ordered lexicographically. Once N0 is defined, we define S0
as the direct sum N0 ÀA. The groups S0 and N0 are then obtained by
taking the exponentials. It follows from the definition of N0 that the
matrices of elements of S0 and S0, in the orthonormal basis {e
a
ij}, are upper-
triangular.
The solvable group S0 acts simply transitively on W. This may be found
in [FK, Chapter VI], as well as the precise description of N0, which will be
needed later. One has
N0= Â
i < j [ r
Nij,
where
Nij={zi ci : z ¥ Vij}.
This decomposition corresponds to a diagonalization of the adjoint action
of A since
[H, X]=
lj(H)−li(H)
2
X, X ¥Nij. (13)
Finally, let VC=V+iV be the complexification of V. We extend the action
of G to VC in the obvious way.
2.3. Preliminaries on irreducible symmetric Siegel domains of type II.
We consider the Siegel domain defined by an irreducible symmetric cone W
and an additional complex vector space Z together with a Hermitian
symmetric bilinear mapping
F:Z×ZQ VC,
such that
F(z, z) ¥ Wa , z ¥Z,
F(z, z)=0 implies z=0.
The Siegel domain associated with these data is defined as
D={(z, z) ¥Z×VC : Iz−F(z, z) ¥ W}. (14)
It is called of tube-type if Z is reduced to {0}. Otherwise, it is called of
type II. There is a representation s: S0 ¦ sW s(s) ¥ GL(Z) such that
sF(z, w)=F(s(s) z, s(s) w), (15)
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and such that all automorphisms s(s), for s ¥ A, admit a joint diagonaliza-
tion (see [KW]). To reduce notations, we shall as well denote by s the
corresponding representation of the algebra S0. For X ¥S0, (15) implies
that
XF(z, w)=F(s(X) z, w)+F(z, s(X) w) . (16)
As an easy consequence, one can prove that the only possible eigenvalues
for s(H), with H ¥A, are lj(H)/2, for j=1, ..., r. So we may write
Z=Â
r
j=1
Zj
with the property that
s(H) z=
lj(H)
2
z, z ¥Zj. (17)
Moreover, all the spaces Zj have the same dimension.3 A proof of these
3 In fact, the present study generalizes to all homogeneous Siegel domains related to irre-
ducible symmetric cones for which this last property is satisfied.
two facts may be found in [DHMP]. We call q the dimension of Zj for
j=1, ..., r. Let us remark, using (16) and (17), that for z, w ¥Zj, we have
L(cj) F(z, w)=F(z, w). Therefore, F(z, w)=Qj(z, w) cj, for z, w ¥Zj.
Moreover, Ocj, F(z, z)P > 0 for z ¥Zj and so the Hermitian form Qj is
positive definite on Zj.
The representation s makes it possible to consider S0 as a group of
holomorphic automorphisms of D. More generally, the elements z ¥Z,
x ¥ V and s ¥ S0 act on D in the following way:
z · (w, z)=(z+w, z+2iF(w, z)+iF(z, z)),
x · (w, z)=(w, z+x), (18)
s · (w, z)=(s(s) w, sz).
We call N(F) the group corresponding to the first two actions, that is,
N(F)=Z×V with the product
(z, x)(zŒ, xŒ)=(z+zŒ, x+xŒ+2 IF(z, zŒ)). (19)
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All three actions generate a solvable Lie group
S=N(F) S0=N(F) N0A=NA,
which identifies with a group of holomorphic automorphisms acting simply
transitively on D. The group N(F), which is two-step nilpotent, is a normal
subgroup of S. The Lie algebra S of S admits the decomposition
S=N(F) ÀS0=1Âr
j=1
Zj 2 À 1Â
i [ j
Vij 2 À 1Â
i < j
Nij 2 ÀA. (20)
Moreover, by (12), (13), and (17), one knows the adjoint action of elements
H ¥A:
[H, X]=
lj(H)
2
X for X ¥Zj,
[H, X]=
li(H)+lj(H)
2
X for X ¥ Vij, (21)
[H, X]=
lj(H)−li(H)
2
X for X ¥Nij.
Since S acts simply transitively on the domain D, we may identify S and
D. More precisely, we define
h: S ¦ sW h(s)=s · e ¥D, (22)
where e is the point (0, ie) in D. The Lie algebra S is then identified with
the tangent space of D at e using the differential dhe. We identify e with the
unit element of S. We then transport both the Bergman metric g and the
complex structure J from D to S, where they become left invariant tensor
fields on S. We still write J for the complex structure on S. Moreover,
the complexified tangent space TCe is identified with the complexification
of S, which we denote by SC. The decomposition TCe =T
(1, 0)
e À T (0, 1)e is
transported into
SC=Q ÀP. (23)
Elements of SC are identified with left invariant vector fields on S, and are
called left invariant holomorphic vector fields when they belong to Q. The
conjugation operator exchanges Q and P, while the transported operator J
coincides with i Id on Q, and to −i Id on P. The Kählerian metric given by
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the Bergman metric can be seen as a Hermitian form on Q, and orthonor-
mality for left invariant holomorphic vector fields means orthonormality
for the corresponding elements in Q.
Now, let us construct an orthonormal basis of left invariant holomorphic
vector fields. We first build a basis in S. To do this, we use the decompo-
sition given in (20) and give a basis for each block.
We have already fixed an orthonormal basis {eajk} in V corresponding to
the Peirce decomposition chosen. For j < k and 1 [ a [ d, we define
Xajk ¥ Vjk and Yajk ¥Njk as the left invariant vector fields on S correspond-
ing to eajk and 2e
a
jk i cj, respectively. For each j we define Xj and Hj as the
left invariant vector fields on S corresponding to cj ¥ Vjj and L(cj) ¥A,
respectively. It remains to choose a basis of each Zj. We choose for eja an
orthonormal basis of Zj related to 4Qj, where Qj is the quadratic form
defined above. For zja=xja+iyja the corresponding coordinates, we define
Xaj , Y
a
j as the left invariant vector fields on S that coincide with “xja and
“yja at e.
Finally, we define
Zj=Xj−iHj, Z
a
jk=X
a
jk−iY
a
jk, Z
a
j=X
a
j −iY
a
j .
We can now state the following lemma.
Lemma 2.1. The left invariant vector fields Zj, for j=1, ..., r, Z
a
jk, for
j < k [ r and a=1, ..., d, and Zaj for j=1, ..., r and a=1, ..., q, constitute
an orthonormal basis of holomorphic left invariant vector fields.
Proof. This lemma is already contained in [DHMP], to which we refer
for details. To prove that Zj, Z
a
jk, and Z
a
j are holomorphic vector fields, it
is sufficient to prove that
J(Xj)=Hj, J(X
a
jk)=Y
a
jk, J(X
a
j )=Y
a
j .
To do this, we compute the image of the vector fields Xj, Hj, X
a
jk, Y
a
ij, X
a
j ,
and Yaj by the differential dhe. We find the following tangent vectors at
e: “xjj , “yjj , “xajk , “yajk , “xja , and “yja . Here the coordinates that we have used in
Z×VC are given by
(z, z)=1C
j, a
(xja+iyja) eja, C
i [ j, a
(xaij+iy
a
ij) e
a
ij
2 .
The assertion follows at once, using the complex structure in Z×VC.
To show orthonormality, it is possible to use Koszul’s formula which
allows to get the Bergman metric from the adjoint action. This is done in
[DHMP, Lemma (1.18)]. L
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2.4. Hua–Wallach systems for irreducible symmetric Siegel domains. We
now compute the operator H in the orthonormal basis that we have built in
the previous subsection. In fact, it is enough to compute the following
operators, called strongly diagonal HW operators, and defined by
Hjf=(Hf·Zj, Zj), j=1, ..., r.
We have the following proposition.
Proposition 2.2. The strongly diagonal HW operators Hj are
Hj=C
a
Laj+2 Dj+C
k < j
C
a
Dakj+C
l > j
C
a
Dajl , (24)
where
Dj=X
2
j+H
2
j −Hj
Laj=(X
a
j )
2+(Yaj )
2−Hj (25)
Daij=(X
a
ij)
2+(Yaij)
2−Hj.
Proof. We first compute the curvature tensor R(Za, Z), with Z=Z1, ...,
Zr. From (8), we know that, for Z, W in Q,
NZaW=pQ([Za, W])=pQ([Za, (W+Wa )]), (26)
where pQ denotes the projection from SC onto Q. We claim that:
Lemma 2.3. The following identities hold:
NZajZk=idjkZj
NZajZ
a
kl=
i
2
(dljZ
a
kj+dkjZ
a
jl) if k < l
NZajZ
a
k=
i
2
djkZ
a
j .
Proof. In the computation, we have seen that we may replace the three
left hand sides of the formulas above by 2pQ([Zaj, Xk]), 2pQ([Zaj, X
a
kl]) and
2pQ([Zaj, X
a
k]), respectively. Moreover, if we replace Zaj by iHj in these
three expressions, we obtain the right hand sides, by virtue of (21). Thus
the lemma follows, once we prove that all brackets [Zaj, Xk], [Zaj, X
a
kl], and
[Zaj, X
a
k] vanish. This last fact follows from a standard argument. One
50 BONAMI ET AL.
proves that each of these vector fields is annihilated by all endomorphisms
adH−l(H) Id, with H ¥A, for a value l(H) that is not an eigenvalue of
adH for some H. So it vanishes. L
Let us go on with the proof of the proposition. It is easy to deduce the
action of NZ on Q from the one of NZa . Indeed, since the action of S
preserves the Hermitian scalar product, and since Z is left invariant,
0=Z·(U, V)=(NZU, V)+(U, NZaV)
for any couple U, V of left invariant holomorphic vector fields. So the
endomorphism of Q defined by NZ is the opposite of the adjoint endo-
morphism defined by NZa . It follows from the matrix representation given in
the lemma that they are equal, and they commute. So, for U ¥ Q,
R(Zj, Zj) U=−N[Zaj, Zj]U=−2i NZjU
since [Zj, Zj]=2iXj=i(Zj+Zj). Using again Lemma 2.3 and the expres-
sion of Hf given in (4), we see that
Hj=C
a
D(Zaj ,Z
a
j )+2 D(Zj, Zj)+C
k < j
C
a
D(Zakj, Z
a
kj)+C
l > j
C
a
D(Zajl, Z
a
jl) .
We refer to [DHMP] for the computation of D(Zaj ,Z
a
j ), D(Zj, Zj), and
D(Zakj, Z
a
kj). L
We also refer to [DHMP] for the computation of the Laplace–Beltrami
operator D,
D=C
j
Dj+C
k < j
C
a
Dakj+C
j, a
Laj . (27)
It is proved in [DHP] that the Laplace–Beltrami operator is the trace of
the operator H.
All results, up to now, are also valid for the tube domain TW=V+iW,
which identifies with the subgroup VS0 of the group S and appears as a
particular case. Left invariant differential operators act from the right.
Therefore, we can identify left invariant differential operators on the tube
domain with left invariant differential operators on the domain D itself.
We add a subscript or superscript for such operators coming from the tube
domain, and define HTj , j=1, ..., r, and DT as the operators coming from
the strongly diagonal HW operators for the tube domain and the Laplace–
Beltrami operator, respectively. Then we have the following corollary, the
proof of which is immediate:
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Corollary 2.4. The following identities hold:
HTj =2 Dj+C
k < j
C
a
Dakj+C
l > j
C
a
Dajl ; (28)
DT=C
r
j=1
Hj−D . (29)
2.5. Induction procedure. We collect in this subsection some informa-
tion and some notations that will be used in all proofs that are based on
induction on the rank of the cone. So, here, we assume that r > 1. We first
define
A−=lin{L(c1), ..., L(cr−1)} and A+=lin{L(cr)},
and, in an analogous way,
N−0 = Â
i < j [ r−1
Nij and N
+
0 =Â
r−1
j=1
Njr.
N+0 is an ideal of N0, while N
−
0 is a subalgebra. Clearly A=A
− ÀA+
and N0=N
−
0 ÀN+0 .
Next, we define A+, A−, N+0 , N
−
0 as the exponentials of the correspond-
ing Lie subalgebras. Then S−0 =N
−
0 A
− is the solvable group corresponding
to the cone W−, determined by the frame c1, ..., cr−1, which is of rank r−1
as we wanted. The underlying space V− for W− is the subspace
V−= Â
1 [ i [ j < r
Vij.
We will make an extensive use of the fact that
A=A−A+ and N0=N
−
0 N
+
0
in the sense that the mappings
A−×A+ ¦ (a−, a+)W a−a+ ¥ A,
and
N−0 ×N
+
0 ¦ (y−, y+)W y−y+ ¥ A
are diffeomorphisms.
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Now, let us define
Z−=Â
r−1
j=1
Zj.
Then it is easily seen that Z−×Z− is mapped by F into the subspace
(V−)C. Moreover, F(z, z) belongs to W− when z ¥Z−. So, we may define
the Siegel domain D− as
D−={(z, z) ¥Z−×(V−)C : Iz−F(z, z) ¥ W−}.
Let us define N(F)−=Z− À V− and
N(F)+=Zr ÀÂ
j [ r
Vjr.
Then, again, N(F)− is a subalgebra and N(F)+ is an ideal of N(F).
We define N(F)− and N(F)+ as their exponentials. Then N(F) is a semi-
direct product
N(F)=N(F)− N(F)+.
Clearly N(F)− is the nilpotent step two ‘‘boundary’’ group corresponding
to D−.
Finally, we want to decompose the group N. Let N−=N(F)− (N0)−,
and N+=N(F)+ (N0)+. Then N is a semi-direct product N=N−N+.
Moreover, the whole group S may be written as
S=N−N+A−A+=N−A−N+A+.
Clearly, S−=N−A− is the solvable group acting simply transitively on D−.
3. POISSON INTEGRALS
The aim of this section is to prove the following partial result in view of
the main theorem.
Theorem 3.1. Let F be a bounded function on S annihilated by D and by
Hj, for j=1, ..., r. Then
HTj F=0 for j=1, ..., r,
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and
LjF=C
a
LajF=0 for j=1, ..., r.
From the formulas of the previous section, it is clear that a bounded
function on the domain D which is H-harmonic satisfies the assumptions.
Moreover, the first statement implies the second one. To prove the first
one, we shall use the characterization of H-harmonic functions in terms of
Poisson–Szego˝ integrals on tube domains. More precisely, following Hua
[Hu] and [FK], it is sufficient to prove that F, considered as a function
on the tube domain TW=V+iW, is the Poisson–Szego˝ integral of some
bounded function on V. To do this, our main tool will be the possibility to
write F, in different ways, as a Poisson integral related to some elliptic
operators which annihilate F.
Let us first give some notations. From the last section, we know that
every g ¥ S may be written in a unique way as a product (z, x) na, with
(z, x) ¥N(F) and n ¥N0. We write p for the projection on N(F), given by
p(g)=(z, x), and p˜ for the projection on N, given by p˜(g)=(z, x) n.
We first recall previous results of two of the authors. Even if they are
valid in the more general context of a semi-direct product, we give them in
the present context. We consider elliptic operators that may be written as
L=C
r
j=1
ajLj+C
r
j=1
bjH
T
j (30)
with aj and bj positive constants. Then L is a sum of square of vector fields
plus a first order term Z=Z(L), which is called the drift, and may be
written as Z=−; cjHj, with cj=ajq+(2+(j−1) d) bj+d;k < j bk. It
follows from [DH] and [R] that the maximal boundary of L can be easily
computed (it depends on the signs of lj(Z)−li(Z) for i < j). In particular,
it is equal to N(F) if the sequence cj is a non–increasing sequence, and to
N if it is an increasing sequence. Let us summarize the results that we shall
use in the next proposition.
Proposition 3.2. Let L be given by (30), and cj as above.
(i) If L is such that cj is a non-increasing sequence, there is a unique
positive, bounded, smooth function PL on N(F) with >N(F) PL(y) dy=1 such
that bounded L-harmonic functions on S are in one-one correspondence with
L.(N(F)) via the Poisson integral
F(s)=PLf(s)=F
N(f)
f(p(sw)) PL(w) dw. (31)
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(ii) If L is such that cj is an increasing sequence, there is a unique
positive, bounded, smooth function P˜L on N with >N P˜L(y) dy=1 such that
bounded L-harmonic functions on S are in one-one correspondence with
L.(N) via the Poisson integral
F(s)=P˜Lf(s)=F
N
f(p˜(sy)) P˜L(y) dy. (32)
Moreover, for each given g > 0, we may choose the coefficients aj and bj so
that (i) holds, and that
F
N(F)
y(w)g PL(w) dw <., (33)
where y(w) is the distance of w from the unit element e ¥N(F) with respect
to any left invariant Riemannian metric.
As we said, (i) and (ii) may be found in [DH] and [R]. The integrability
condition may be found in [D, Theorem (3.10)]: a sufficient condition for
(33) is that
g C 2bjl(Hj)2+l(Z) < 0,
for all linear forms on A of the form l=lk+lp2 ,
lk
2 . The fact that this condi-
tion may be satisfied is elementary.
We have chosen to add a tilde every time that we are concerned with an
operator whose maximal boundary is the whole group N. We then define
PL as an integral,
PL(w)=F
N0
P˜L(wy) dy. (34)
Let us remark that, in this case, the functions F which may be written as
F(s)=PLf(s)=F
N(f)
f(p(sw)) PL(w) dw, (35)
with f a bounded function on N(F), constitute a proper subspace of the
space of bounded functions which are annihilated by L. It is in particular
the case for the Laplace–Beltrami operator, which is obtained for the
values a=2b=1, and has maximal boundary N.
The main step in this section is the next proposition. It has been proved
in [DHP] for general homogeneous Siegel domains (non-necessarily
symmetric), and for more general operators. However, in the case of
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symmetric Siegel domains, which is the case under consideration, the proof
may be simplified considerably. We include it for the reader’s convenience.
Proposition 3.3. Let F be a bounded function on S annihilated by D and
by Hj, for j=1, ..., r. Then there exists a bounded function f on N(F) such
that F may be written as
F(s)=PDf(s)=F
N(f)
f(p(sw)) PD(w) dw.
Proof. We already know that there exists some bounded function f˜ on
N such that F may be written as P˜Df˜. Moreover, we may assume that f˜ is
a continuous function and prove that, in this case, f is the restriction of f˜
on N(f). Indeed, in the general case, we consider the sequence of functions
Fm defined by
Fm(s)=F
N
fm(n) F(n−1s) dn=P˜D(fm f f˜)(s),
with fm an approximate identity which is compactly supported and of class
C.. Clearly Fm tends to F pointwise. Let us assume that we have already
proved the proposition for continuous functions. Then Fm=PD(fm). All
the functions (fm) are bounded by ||f||L., so we can extract a g-weak
convergent sequence which converges to f. Then PD(fm) converges to
PD(f) pointwise. Hence F=PDf.
So, let f˜ be a bounded continuous function on N, and let F=P˜Df˜. To
prove the proposition, we want to prove that, for each fixed w ¥N(F), the
function yW f˜(wy) is constant on N0. Indeed, assume that it is the case
and denote by f the restriction of f˜ to N(F). Then, for s=wya with w ¥
N(F), n ¥N0 and a ¥ A, we can write
F(wya)=P˜Df˜(wya)=F
N(F) N0
f˜(wyavua−1) P˜D(vu) dv du,
=F
N(F) N0
f(wyava−1y−1) P˜D(vu) dv du,
=PDf(wya).
Let us finally remark that it is sufficient to prove that yW f˜(y) is constant
on N0. Indeed, once we have proved this, for each w ¥N(F) we have the
same conclusion with F replaced by wF, with wF(g)=F(wg)=P˜D(wf˜)(g).
Again wf˜(y)=f˜(wy) is constant, which we wanted to prove.
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So, let us show that yW f˜(y) is constant on N0. Let us define
FH(wya)=F
N0
f˜(yaua−1) 1F
N(F)
P˜D(vu) dv2 du. (36)
We claim that
FH(g)= lim
tQ−.
F((exp tH) g), (37)
where H is the vector field H=; rj=1 Hj. Indeed, writing
F(g)=F
N(F) N0
f˜(p˜(gvu)) P˜D(vu) dv du,
we have
F((exp tH) wya)=F(wt yta exp tH)=F
N(F) N0
f˜(wt ytavtuta−1) P˜D(vu) dv du.
For an element g of N we have used the notation
gt=(exp tH) g(exp(−tH)).
It follows from (21) that ut=u for every u ¥N0, and that wt tends to the
unit element. This implies (37). We now claim that
FH(wya)=FH(ya) (38)
HjFH=0 for j=1, ..., r and DFH=0 (39)
HFH=0. (40)
We have already proved (38). Then (39) follows from the fact that left and
right translations commute. So, for every t, F((exp tH) g) is annihilated by
the HW operators and the Laplacian. To see (40), we use again the fact
that ut=u for every u ¥N0 and the formula (36) to obtain that
FH(ya(exp tH))=FH(ya).
Then (40) follows at once.
Finally, uniqueness in Proposition 3.2 implies that yW f˜(y) if and only
if FH is constant. To prove that FH is constant, we consider the function G
HUA SYSTEM AND PLURIHARMONICITY 57
defined on N0A by G(ya)=FH(ya). Then clearly G is annihilated by all
operators
Dj=−qHj+2(H
2
j −Hj)+C
i < j
C
a
((Yaij)
2−Hj)+ C
j < k [ r
C
a
((Yajk)
2−Hk)
(41)
and by H. So, to complete the proof, it is sufficient to prove the following
lemma.
Lemma 3.4. Let G be a bounded function on N0A that is annihilated by
the operators H, D1, ..., Dr. Then G is constant.
Proof. There is nothing to prove when r=1. For r=2, let us remark
that G, which is annihilated by H1+H2, is also annihilated by H1−H2
since
(D1−D2) G=−(q+2)(H1−H2) G=0.
Therefore, H1G=0 and H2G=0 and so, G is a bounded function on the
Abelian group N0=Rd annihilated by the Laplace operator. Hence G is
constant.
Let us now consider r > 2. We assume that the lemma has been proved
with r replaced by r−1. We write G as a Poisson integral with respect to
the operator
D=C ajDj,
for which the drift Z(D) is equal to Z=−; cjHj, with cj=(q+2+
(j−1) d) aj+d;k < j ak. We first remark that we may choose the coeffi-
cients aj so that the cj decrease for j \ 2 (when q+2 > d, one can even find
a sequence aj such that cj is decreasing, and conclude directly since every
D-harmonic bounded function is constant). With this choice, the maximal
boundary of D is the group N1=expN1, with
N1=Â
j > 1
N1j.
We also define N1=expN1, with N1=Á1 < i < j [ r Nij. Every y in N0 can
be written in a unique way as y1 yŒ, with y1 ¥N1 and yŒ ¥N1. We define p1
by p1(ya)=y1. Then (see [DH]), there exists functions nD and f such that
G(ya)=F
N1
f(p1(yau)) nD(u) du.
The function f is bounded, and we can assume as before that it is contin-
uous. Using notations of the subsection 2.5 on the induction procedure, we
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can also write y ¥N0 as y+y−. When y is in N1, then y+ belongs to N1r=
expN1r. We shall prove that f(y) depends only on y+. Again, to prove
this, it is sufficient to prove that f(y−) is constant. Indeed, once we have
proved this, we may apply it to y+f (with y+f(n)=f(y+n)), using the
function y+G in place of G.
In order to prove that f(y−) is constant, let us define, as before,
G#(ya)= lim
tQ−.
G((exp tHr) ya)
= lim
tQ−.
F
N1
f(p1(y−(y+)t au−(u+)t a−1)) nD(u+u−) du+ du−
=F
N1
f(p1(y−au−a−1)) nD(u+u−) du+ du−.
Here ut=(exp tHr) u(exp(−tHr)). We have used the fact that (y−)t=y−,
and (y+)t tends to the unit element. We have
G#(y−y+a−a+)=G#(y−a−)=G#(y+y−a−a+)
D#j G
#=0, for j=1, ..., r−1,
H#G#=0,
where H#=H1+H2+·· ·+Hr−1, and, for j=1, ..., r−1,
D#j =2H
2
j −(q+2) Hj+C
i < j
((Yaij)
2−Hj)+ C
j < k [ r−1
C
a
((Yajk)
2−Hk).
From the induction hypothesis, we conclude that G# is constant. So f(y−)
is also constant. Hence f(y)=f(y+), and, using obvious notations, we
conclude that G may in fact be written as
G(ya)=F
N1r
f(p1r(yau)) nD(u) du.
Since exp tHj commutes with elements of N1r for j=2, ..., r−1, we
conclude that HjG=0. So (H1+Hr) G=0. Moreover,
D1G=12H21−(q+2) H1+C
a
((Ya1r)
2−Hr)2 G=0
DrG=12H2r −(q+2+(r−2) d) Hr+C
a
((Ya1r)
2−Hr)2 G=0,
which, as in the case r=2, implies that G is constant. L
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Once we have concluded for the lemma, we conclude for Proposition 3.3.
L
Our next step is the following theorem.
Theorem 3.5. Let f be a bounded function on N(F) and let F=PDf.
Assume that
DTF=0.
Then
F((z, x) ya)=F
V
fz(xyava−1y−1) p(v) dv, (42)
where fz(x)=f(z, x) and p is the Poisson–Szego˝ kernel for the tube domain
V+iW.
Proof. Using the same kind of proof as in the last proposition, we may
assume that f is continuous. The maximal boundary for DT considered as
an operator on VS0 is VN0. Let p˜ be the corresponding kernel on VN0.
Then the function Fz, which is defined for z ¥Z fixed by F((z, x) s)=
Fz(xs), may be written as
Fz(xya)=F
VN0
gz(xyavua−1)) p˜(vu) dv du, (43)
where v ¥ V, u ¥N0.
We have also
Fz(xya)=PDf((z, x) ya)=F
N(F)
f((z, x) ya(g, v) a−1y−1) PD(g, v) dg dv.
Let at=exp t(; rj=1 jHj). Then, on one hand,
lim
tQ−.
Fz(xyat)=gz(xy)
in *-weak topology on L.(VN0) and on the other,
lim
tQ−.
Fz(xyat)=f(z, x),
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pointwise. Hence gz(xy)=f(z, x)=fz(x). Therefore,
Fz(xya)=F
VN0
fz(xyava−1aua−1) p˜(vu) dv du,
=F
V
fz(xyava−1y−1) 1F
N0
p˜(vu) du2 dv.
It remains to prove that it is also equal to the right hand side of (42). But
this last expression is a DT-harmonic function (since the Poisson–Szego˝
kernel is DT-harmonic), with the same boundary values on VN0. This
proves (42). L
Proof of Theorem 3.1. Again, using Proposition 3.3, we may assume
that F=PDf. Moreover, we may assume that f is continuous, using the
same trick as in the proof of Proposition 3.3. So, it follows from Theorem 42
that Fz is a Poisson–Szego˝ integral on the tube domain. We know from
[Hu] and [JK] that Poisson–Szego˝ integrals on symmetric tube domains
are annihilated by Hua operators, i.e., in our situation Fz is annihilated by
HTj . This finishes the proof. L
4. THE PROOF OF PLURIHARMONICITY
In this section we prove the following statement, which implies the main
theorem:
Theorem 4.1. Assume that
sup
s ¥ S0
F
N(F)
|F((z, x) s)|2 dz dx <. (44)
and
DF=H1F=· · ·=HrF=0. (45)
Then F is pluriharmonic.
We first claim that the results of the last section on bounded functions
apply to (H2) growth conditions. Indeed, we have the following lemma.
Here L is an elliptic operator as in (30),
L=C
r
j=1
ajLj+C
r
j=1
bjH
T
j ,
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with coefficients chosen so that it has maximal boundary N(F) and
satisfies the integrability condition (33) for some g to be chosen later.
Lemma 4.2. A function F which satisfies (44) and (45) may be written as
a Poisson integral
F(g)=F
N(F)
f(p(gw)) PL(w) dw, f ¥ L2(N(F)), g ¥ S. (46)
Proof. We reduce to bounded functions by convolving F from the left.
More precisely, let fn ¥ C.c (N(F)) be an approximate identity, and let
Fn(g)=F
N(F)
fn(w) F(w−1g) dw.
Then Fn is bounded, and satisfies (45). So it follows from the last section
that
Fn(g)=F
N(F)
fn(p(gw)) PL(w) dw,
for an fn ¥ L.(N(F)). Moreover, fn, which may be obtained as a g-weak
limit in L., when tQ−., of Fn( · exp tH) as well as a weak limit in
L2(N(F)), is uniformly in L2. Hence,
||fn ||L2(N(F)) [ sup
s
F
N(F)
|F(ws)|2 dw.
We may take for f ¥ L2(N(F)) the weak limit of a subsequence, and get
(46). This concludes the proof of the lemma. L
To prove Theorem 4.1, we may assume that F=PLf as above. More-
over, eventually convolving f in the group N(F) with a C. compactly
supported function as in the last section, we may assume that
Assumption on f: It may be written as f f f˜ where f is a C. compactly
supported function.
At this point, our main tool will be harmonic analysis of the nilpotent
group N(F). Once we have proved that the Fourier transform of f
vanishes outside W 2−W, one concludes easily like in [DHMP].
Let us first recall some basic facts about Fourier analysis on N(F),
following [OV]. Let ( , ) be the Hermitian scalar product on Z for which
the basis eja, which was introduced in subsection 2.3, is orthonormal. It
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coincides with 4Qj on eachZj, and these subspaces are pairwise orthogonal.
For each l ¥ V, let us define the Hermitian transformation Ml:ZQZ by
4Ol, F(z, w)P=(Mlz, w), z, w ¥Z,
and consider the set
L={l ¥ V : detMl ] 0}
for which the above Hermitian form is non-degenerate. Remark that it is in
particular the case for l ¥ W since we assumed that F(z, z) belongs to
Wa 0{0} for all z ] 0. The same is valid for l ¥−W. So detMl, which is a
polynomial of l, does not vanish identically, and L is an open set of full
measure. It carries the Plancherel measure (see [OV]), given by
r(l) dl=|detMl | dl.
Let us describe the Fock representation associated to l ¥ L. For every l ¥ L
we define a complex structure Jl, which determines the representation
space Hl. Let |Ml | be the positive Hermitian transformation such that
|Ml |2=M
2
l. Then
Jl=i |Ml |−1 Ml.
If l ¥ W then Jl=iI=J coincides with the ordinary complex structure in
Z. For general l, the complex structure Jl has a nice description in an
appropriate basis. Namely, there is a l-measurable choice of an ( , )
orthogonal basis el1, ..., e
l
m such that
Hl(e
l
j , e
l
k)=sjdjk
with sj=±1 (depending on l and locally constant). In the basis e
l
1, ...,
elm,Je
l
1, ..., Je
l
m of Z over R we have
Jl(e
l
j )=sj(Je
l
j ) and Jl(Je
l
j )=−sje
l
j .
Let
Bl=IHl .
A direct calculation shows that
Bl(Jle
l
j , e
l
k)=djk
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and so
Bl(Jlz, z) > 0 if z ] 0.
We define Hl as the set of all C. functions F on Z that are holomorphic
with respect to the complex structure Jl and such that
F( · ) r(l)
1
2 e−
p
2 Bl(Jl · , · ) ¥ L2(Z, dz).
Here dz is the Lebesgue measure related to the scalar product ( · , · ) on Z.
The space Hl is a Hilbert space for the scalar product
(F1, F2)l=F
Z
F1(z) F¯2(z) e−pBl(Jlz, z)r(l) dz.
The Fock representationUl, which is a unitary and irreducible representation
on Hl, is given by
Ul(z, x) F(w)=e−2piOl, xP−
p
2 |z|
2+pwz¯F(w−z) , (47)
with wz¯=Bl(Jlw, z)+iBl(w, z) and |z|2=zz¯. Then the Fourier transform
of f ¥ L1(N(F)), which we noteUlf, is defined as the operator onHl given by
(UlfF, G)l=F
N(F)
f(z, x)(Ul(z, x)F, G)l dx.
If f ¥ L1(N(F)) 5 L2(N(F)), then the Plancherel theorem says that
F
V
||Ulf ||
2
HS r(l) dl=||f||
2
L2(N(F)).
It follows that, for f ¥ L2(N(F)), Ulf is defined for almost every l and is a
Hilbert–Schmidt operator.
Now we write an orthonormal basis of Hl, which changes measurably
with l. For z ¥Z, we note zj, l its coordinates in the basis elj , so that, in
particular,
Bl(Jlz, z)=C
j
|zj, l |2.
Given a multi-index a=(a1, ..., am), let
tla=
p
|a|
2
`a!
D
j
z
aj
(1+sj)
2
j, l z¯
aj
(1−sj)
2
j, l .
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Then every tla is holomorphic with respect to the complex structure Jl and
the family {tla} forms a ( , )l-orthonormal basis. Indeed, one may verify
that
(tla, t
l
b)l=
p
|a|+|b|
2
`a! b!
D
j
F
C
uaj
(1+sj)
2 u¯aj
(1−sj)
2 u¯bj
(1+sj)
2 ubj
(1−sj)
2 e−p |u|
2
du.
We finally define, for f ¥ L2(N(F) and almost every l,
fˆ(l, a, b)=(Ulft
l
a, t
l
b). (48)
We may now give the main step of the proof.
Lemma 4.3. Let F=PLf a function which satisfies the assumptions of
Theorem 4.1, with L and f ¥ L2(N(F)) chosen as above. Then, for almost
every l and for all a, b, we have
fˆ(l, a, b)=0 for l ¨ W¯ 2− W¯. (49)
Proof of Theorem 4.1. For the moment, we take the lemma for granted
and finish the proof of Theorem 4.1. Let us first give some notations. For
s ¥ S0, we note Fs the function defined on N(F) by
Fs(z, x)=F((z, x) s) (50)
and Fˆ(l, a, b, s) its Fourier transform. We claim that
Fˆ(l, a, b, s)=e−2pOl, s · eP(Ulfta, tb), for a.e l ¥ W¯,
=e2pOl, s · eP(Ulfta, tb), for a.e l ¥− W¯,
=0, for a.e l ¨ W¯ 2− W¯. (51)
Indeed, we know from Theorem 3.5 that F may be written as a Poisson–
Szego˝ integral, i.e.,
F((z, x) s)=F
V
fz(xsvs−1) p(v) dv=F
V
f(z, x−u) ps(u) du,
with ps defined by
ps(u)=det(s−1) p(s−1 · u).
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Here the element s−1 is considered as acting on V. If f ¥ L1(N(F)) 5
L2(N(F)), then
(UlFsta, tb)=F
N(F)
F
V
f(z, x−u) ps(u)(U
l
(z, x)ta, tb) du dz dx
=F
V
(UlfU
l
(0, u)ta, tb) ps(u) du
=(Ulfta, tb) F
V
e−2piOl, uPps(u) du.
These formulas are still valid for a general function f ¥ L2(N(F)): only use
an approximation of f and the Plancherel theorem.
It remains to calculate the Fourier transform of ps for l ¥ W¯ 2− W¯. We
shall do this for l ¥ W¯. For l ¥− W¯ the proof is analogous. If l ¥ W¯ we
consider the bounded holomorphic function on V+iW given by
G(z)=e2piOl, zP=e2piOl, x+is · eP=e2piOl, xP−2pOl, s · eP.
Then G is the Poisson integral of its boundary value, i.e.,
G(z)=F
V
e2piOl, x−uPps(u) du.
Therefore,
G(is · e)=e−2pOl, s · eP=F
V
e−2piOl, uPps(u) du.
Finally, for l ¥ W¯, we have
(UlFsta, tb)=e
−2pOl, s · eP(Ulfta, tb).
From (51), a direct computation (see [DHMP] for the details) shows that
DjF=0 for j=1, ..., r. Moreover, we already know that LjF=0. Then it
follows from Theorem 3.1 in [DHMP] that F is the real part of an H2
holomorphic function. L
Proof of Lemma 4.3. It remains to prove the lemma. Let us remark that
there is nothing to prove for r=1. So the theorem is completely proved in
this case. For r > 1, we can make the assumption that the theorem is valid
for r−1, and prove the lemma with this additional induction hypothesis.
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We use again the notations of the subsection 2.5 for the induction pro-
cedure. An element a ¥ A will be written as a=aŒa+, aŒ ¥ A−, aŒ ¥ A+. We
call S −0 the group N0A
−, and SŒ the group NA−. For s ¥ S0, we may write
s=ya=yaŒa+=sŒa+.
We define a new function FŒ on SŒ by a limit process. More precisely, for
(z, x) sŒ ¥ SŒ, we define
FŒ((z, x) sŒ)=F −sŒ(z, x)= lim
tQ−.
F((z, x) sŒ exp tHr). (52)
Using the same arguments as before, as well as our assumptions on the
boundary value f of F, one can see that this limit exists and is given by
F −sŒ(z, x)=F
N(F) −
f((z, x) sŒw−(sŒ)−1) P −L(w−) dw−,
where
P −L(w
−)=F
N(F)+
PL(w−w+) dw+.
We are now able to give a sketch of the proof. The function f may be seen
as the boundary value of FŒ. So, we will consider the Fourier transform of
F −sŒ. Using the induction hypothesis for all functions w+FŒ, defined on S−
by w+FŒ(s−)=F(w+s−), we will show that w+FŒ are pluriharmonic. This
implies for their Fourier transforms to satisfy a differential equation with
initial data f(l, a, b). Then smoothness of the Fourier transform will force
this function to be zero for l ¨ W¯ 2− W¯.
Our main work will be to show the smoothness of Fourier transforms,
and will ask for many technicalities.
Step 1. FŒ is a smooth function of arbitrary order on SŒ.
Proof. First, let W be a right invariant differential operator on N(F).
We know from the assumptions on f that Wf is well defined, and
bounded. Therefore, we have
WF −sŒ(z, x)=F
N(F) −
Wf((z, x) sŒw−(sŒ)−1) P −L(w−) dw−.
Moreover, partial derivatives of f grow at most polynomially. The action
of sŒ is linear, hence there are constants C(a, K) andM(a) such that
|“asŒf((z, x) sŒw−(sŒ)−1)| [ C(a, K)(1+y(w−))M(a)
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for (z, x) sŒ belonging to a compact set K … SŒ, with y any left invariant
distance as in (33). Now we select g such that PL integrates the right-hand
side above, to obtain
F
N(F) −
|“asŒf((z, x) sŒw−(sŒ)−1)| P −L(w−) dw− <.,
which makes it possible to differentiate FŒ with respect to sŒ. L
Step 2. The function w+FŒ satisfies the induction hypothesis on S−.
Proof. We claim first that the assumption (44), with S− in place of S, is
satisfied for almost every w+. Indeed, it is sufficient to prove that
sup
sŒ ¥ S −0
||F −sŒ ||L2(N(F)) <.. (53)
This follows from the fact that, for every sŒ ¥ S −0, the function F( · sŒ
exp tHr) has a weak limit in L2(N(F)) when t tends to −.. Indeed, for
f ¥ L2(N(F)),
I=F
N(F)
(F(wsŒ exp(t1Hr))−F(wsŒ exp(t2Hr))) f(w) dw
=F
N(F)
F
N(F)
(f(wv1)−f(wv2) PL(v) f(w) dv dw
with vj=sŒ exp(tjHr) v(sŒ exp(tjHr))−1 for j=1, 2. Integrating with respect
to v over a compact set K and over its complement we get
I [ sup
v ¥K
||f( · v1)−f( · v2)||L2(N(F)) ||f||L2(N(F))
+2 ||f||L2(N(F)) ||f||L2(N(F)) F
Kc
PL(v) dv,
which tends to zero when t1, t2 Q−..
We now prove that the functions w+FŒ satisfy the condition (45), again
with S− in place of S. Without loss of generality, we may assume that w+ is
the unit element. Note that the operators Lj, Dj and D
a
kj have a perfect
sense as left invariant operators on S− as far as indices are smaller than r . Let
(H −j)
T=2 Dj+C
k < j
C
a
Dakj+ C
j < k < r
C
a
Dajk.
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Again (H −j)
T may be considered as operators both on S and S−. In the
second case (H −1)
T, ..., (H −r−1)
T are HW operators for the tube V−+iW−.
We want to prove that, for j=1, ..., r−1, we have
LjFŒ=(H −j)T FŒ=0.
Since for i < j < r, Lj, D
a
ij, and Dj commute with A
+, we have, for gŒ ¥ SŒ,
lim
tQ−.
LjF(gŒ exp tHr)=LjFŒ(gŒ)
lim
tQ−.
DjF(gŒ exp tHr)=DjFŒ(gŒ)
lim
tQ−.
DaijF(gŒ exp tHr)=DaijFŒ(gŒ).
By hypothesis, F satisfies (45). So we conclude directly for LjFŒ, j=
1, ..., r−1. For (H −j)
T FŒ, we conclude also once we know that
lim
tQ−.
DajrF(gŒ exp tHr)=0. (54)
Before doing it, we give a last definition. We note X˜ajk, Y˜
a
jk, and X˜
a
j , Y˜
a
j , the
left invariant vector fields on N that coincide, at the unit element of N,
with the corresponding elements of the basis of N that we constructed in
subsection 2.3. We define as well L˜r=;a (X˜ar )2+(Y˜ar )2.
In the next computation, we identify an element a with a n-uple (a1, a2,
..., ar), with aj > 0, in such a way that a is the exponential of ;j (log aj) Hj.
In particular, an element a+ ¥ A+ identifies with a scalar, which we note ar
for comprehension. With these notations, the previous limits are obtained
for ar tending to 0.
Then it follows from the fact that LrF=0 and a direct computation that
q “arF(gŒar)=L˜rF(gŒar).
Moreover,
DajrF(gŒar)=ar 1 C
j < r
C
a
aj(X˜
a
jr)
2+a−1j (Y˜
a
jr)
2−
1
q
L˜r 2 F(gŒar)Q 0
when ar Q 0. This finishes the proof of (54), as well as the claim of this
step. Indeed, for almost w+, the function w+FŒ is pluriharmonic as a
function on SŒ. It follows that D1FŒ vanishes identically. This is the main
point that will be used later. L
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Step 3. FˆŒ(l, a, b, sŒ) is a smooth function of sŒ, for almost every l and
every a, b.
Proof. As before, FˆŒ(l, a, b, sŒ) is the Fourier transform of the function
F −sŒ, defined on N(F) by F
−
sŒ(z, x)=F((z, x) sŒ). We know from (53) that it
is in L2(N(F)). Moreover, we can write the Fourier transform of FŒ in
terms of the one of the Poisson kernel P −L. Indeed, given l ¥ L and
G1, G2 ¥Hl, we define the bounded operator UlPŒsŒ by
(UlPŒsŒG1, G2)l=F
N(F) −
P −L(w
−)(UlsŒw−(sŒ) −1G1, G2)l dw
−.
For f ¥ L1 5 L2(N(F)), it follows directly from (52) that
FˆŒ(l, a, b, sŒ)=(UlfUlPŒsŒt
l
a, t
l
b)l for a.e. l.
For general f ¥ L2(N(F)), we use approximation in L2(N(F)) by inte-
grable functions and the Plancherel theorem.
So, to prove the claim, it is sufficient to prove the smoothness UlPŒsŒ with
respect to sŒ. This is given in the following lemma.
Lemma 4.4. Assume that
F
N(F)
y(w)k+1 PL(w) dw <..
Then for every l and every G1, G2 ¥Hl the function sŒW (UlPŒsŒG1, G2) is of
class Ck.
Proof. It follows from (47) that (Ulw−G1, G2) is a smooth function of w
−
with bounded derivatives (see (6.41) in [OV] and (i), (ii) at the end of (4.1)
in [OV]). Since the action sŒw−(sŒ)−1 of sŒ is linear,
|“asŒ(UlsŒw−(sŒ) −1G1, G2)| [ C(a, K)(1+y(w−)) |a|
for sŒ belonging to a compact set K. Hence the conclusion follows from the
assumption on PL. L
This is the end of the proof for Step 3. L
Step 4. Conclusion.
As we said before, we want to write the equation D1FŒ=0 on the Fourier
transform side. We need a preliminary lemma that will allow us to do it.
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Lemma 4.5. Let D be an element of the enveloping algebra of N(F)−
À (N0)− ÀA− considered as a left-invariant operator on SŒ. Then
sup
sŒ ¥ S −0
F
N(F)
|DFŒ(wsŒ)|2 dw <..
Proof. Recall that w+FŒ is pluriharmonic on S−. So, by the Harnack
inequality, we have
|DFŒ(w+w−aŒ)|2 [ C(D, B) F
B
|FŒ(w+w−aŒg)|2 dg,
where B is a neighborhood of identity in S−, and the constant C(D, B)
does not depend on w+. We use the notation g=u−n−bŒ, with u− ¥N(F)−,
n− ¥N−0 and bŒ ¥ A−. Then, for sŒ=yaŒ ¥ SŒ, we write
F
N(F)
|DFŒ(wyaŒ)|2 dw
=F
N(F)
|DFŒ(y+w+w−y−aŒ)|2 dw− dw+
[ C(D, B) F
B
F
N(F)
|FŒ(y+w+w−y−aŒu−n−bŒ)|2 dw− dw+ du− dn− dbŒ
=C(D, B) F
B
F
N(F)
|FŒ(y+w+w−y−aŒu−n−bŒ)|2 dw− dw+ du− dn− dbŒ
=C(D, B) F
B
F
N(F)
|FŒ(wyaŒn−bŒ)|2 dw du− dn− dbŒ,
which is finite. In the above calculation we have used the fact that the
action of y on N(F) is unipotent and we changed coordinates in N(F)− in
the following way
w−y−aŒu−(y−aŒ)−1Q w−,
which preserves the measure dw−. L
We will now prove that for almost every l, we have
(−4p2Ol, AdsŒ X1P2+H
2
1−H1) FˆŒ(l, a, b, sŒ)=0. (55)
To do it, we first approximate FŒ. Namely, we take a sequence fn ¥
C.c (N(F)) such that 0 [ fn [ 1, fn=1 on the ball of radius n, and such
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that, for every left invariant differential operator D on N(F) of positive
order, Dfn Q 0 uniformly when nQ.. We put
F −n((z, x) sŒ)=fn(z, x) FŒ((z, x) sŒ).
A direct calculation shows that
5Xm1 F
−
n(l, a, b, sŒ)=(−2pi)m Ol, AdsŒ X1P Fˆ −n(l, a, b, sŒ),
5Hm1 F
−
n(l, a, b, sŒ)=Hm1 Fˆ −n(l, a, b, sŒ).
Then we let nQ. and conclude for (55) using Lemma 4.5. Indeed,
Lemma 4.5 implies that
lim
nQ.
F
K
F
N(F)
|DF −n((z, x) sŒ)−DFŒ((z, x) sŒ)|2 dz dx dsŒ=0
for D=X21, H1 or H
2
1 and any compact set K in SŒ.
Now, we prove that (55) and the smoothness of FˆŒ forces the Fourier
transform of f to vanish outside Wa 2−Wa . Let J be the set of l ¥ V such
that all the principal minors of l do not vanish (for the definition, see
[FK], Proposition VI.3.10). Since J is dense in V, it is sufficient to consider
l ¥ J such that l ¨ Wa 2−Wa . Then there is y0 ¥N0 such that l=Adgy0l0
with l0=; rk=1 bk ck, bk ] 0 for k=1, ..., r (see, e.g., [DHMP]). Substituting
h(l, sŒ)=FˆŒ(l, a, b, y−10 sŒ)
into (55), we obtain
(−4p2Ol0, Ad
g
sŒX˜1P
2+H21−H1) h(l, sŒ)=0,
or in coordinates sŒ=yaŒ, with aŒ identified with a r−1-uple,
(−4p2Ol0, Ad
g
yX˜1P
2+“2a1 ) h(l, yaŒ)=0.
This, and boundedness of h with respect to sŒ imply that
h(l, yaŒ)=c(l, y) exp[−2p |Ol0, Ady X1P| a1].
Letting aŒQ 0 we get
fˆ(l, a, b)=c(l, y).
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Finally, by Lemma 1.27 of [DHMP]
h(l, sŒ)=fˆ(l, a, b) exp[−2p |Ol0, Ady X1P| a1]
=fˆ(l, a, b) exp 5−2p :b1+12 C
l > 1
bl |y1l|2 : a16 . (56)
Since for at least one l > 1 the sign of bl is different from the one of b1,
(56) contradicts smoothness of FˆŒ with respect to y, unless fˆ(l, a, b)=0.
This concludes for the proof of the lemma. L
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