Two-dimensional phase unwrapping (PU) process usually causes a noise-induced distortion in the geographical information of a wrapped phase image obtained by, for example, interferometric synthetic aperture radar (InSAR). This paper presents a novel method to reduce the phase-unwrapping distortion by being based on two-dimensional fractional Brownian motion (fBm) theory. The method incorporates fractal geometry estimation with conventional global-transform PU. For the spatialfrequency spectrum of an observed phase image, we estimate the fractal dimension by assuming an almost constant dimension over the image. Then, according to the estimation, we compensate the distorted spectrum of the tentatively computed global PU result. We obtain a better topographical map as the inverse Fourier transform of the compensated spectrum. It is demonstrated that the proposed method increases the signal-to-noise ratio of PU results for simulated data with various noise levels. Evaluations on an actual InSAR phase image also show that the method significantly improves the quality of the conventional global-transform PU result, in particular in its fine structure.
Introduction
Fractal geometry is a realistic model of natural images. In this geometry, the dimension may take a fractional value instead of an integer in the ordinary Euclidean case. The fractal geometry is not only suitable for the spatial objects such as natural scene, coastlines or galactic star field, but also for the time series such as heart beat inter-arrival time, stockexchange fluctuation, and even music. In the transform domain representation, they are also called the 1/ f -noise where the related stochastic process is called the fractional Brownian motion (fBm) [1] , [2] .
The terrain images obtained by radar imaging systems are also suitably modeled by two-dimensional fBm. In [3] , a segmentation of synthetic aperture radar (SAR) images based on the fBm has been reported. Also in [4] , analysis of Oregon's area shows that the fBm model is appropriate in describing terrain topography.
The availability of InSAR (interferometric synthetic aperture radar) technology gives advantages in speeding up topographic map (DEM-Digital Elevation Map) construc- † † The author is with the Dept. of Electrical and Electronic Engineering, Univ. of Tokyo, Tokyo, 113-8656 Japan.
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tion process, compared to the direct geodetic measurement. There are two kinds of data obtained by the InSAR system: amplitude and phase. The amplitude corresponds to the reflectivity of the terrain surface, while the phase corresponds to the elevation/ topography. Both of them are duly modeled by fractal [3] , [4] .
The problem with the InSAR data is that the measured phase is represented in the wrapped format. A process called phase unwrapping (PU) is necessary to obtain the absolute phase (elevation map). Basically, PU is a process of adding a multiple of 2π to appropriate places by detecting phase jumps and integrating the phase slope. However, noiseinduced inconsistencies in form of singular points (SP's) make the integrations depend on the calculus path and cause severe errors that propagate through the entire image. Prior to the PU process, a phase filtering [5] - [8] is usually performed to reduce the residue number.
Roughly speaking, there are two PU methods: the local PU and the global PU. In the local PU, the SP's are firstly connected by cut-lines or masked before the integration is performed so that it avoids the cut-lines or masked area. The global PU method is based on the minimization of difference between the phase gradient of the wrapped observed phase and that of the synthesized solution. In the both cases, the resulting absolute phase map is affected by a PU distortion originating from the noise. In particular, the noise will reduce the accuracy of the height estimate in the global PU solution. Though a pre-filtering can be applied to the raw phase image for improvement, the PU result will then become smoother than the actual terrain profile.
In this paper, we propose a new phase-unwrappingdistortion reduction method, i.e., the fractal-estimation method, based on the fBm spectral synthesis. This method improves the conventional global-transform PU (GTPU) results by incorporating the fractal geometry. To construct an fBm image in general, one needs both of the fractal dimension as well as a certain phase field. To obtain an appropriate DEM, we estimate both of the fractal parameter and the phase values from the wrapped phase. A spectral fitting process is introduced as a method to estimate them. Thereby, based on the fBm estimation, we reduce the distortion and reform the GTPU solution. It is found in the experiment that the fine structure is represented more precisely with the fractal-dimension estimation method.
The paper is organized as follows. In Section 2, we explain the fBm theory and the fBm spectral synthesis method. Section 3 describes phase unwrapping problem and the In [10] , Flandrin shows that an fBm with parameter H has an average spectral density that follows a power rule of frequency expressed as
where ω denotes the frequency. The γ-exponent is related with the Hurst parameter as γ = 2H + D E . Equation (1) gives a straightforward way to construct an fBm image that is described in [2] by spectral synthesis as follows. Firstly, a 2-dimensional random phase field, Arg {B (ω 1 , ω 2 )}, and an amplitude field |B (ω 1 , ω 2 )| that follows the statistics of (1) are generated for a given γ value, where ω i denotes spatial frequency in horizontal and vertical directions. Then the fBm image b (x 1 , x 2 ) is constructed by inversely Fourier transforming B (ω 1 , ω 2 ). Under the γ-exponent assumption, the spectral density is
where B (ω 1 , ω 2 ) is then the Fourier transform of the synthesized fBm image and c 1 is a constant, respectively, and (.) * denotes complex-conjugate. Accordingly, from (2) we have a magnitude spectrum estimated for an image constructed as a fractal one with γ-exponent as
In the case of discrete domain, such as the digital image of N 1 ×N 2 size, we substitute the space and (spatial-) frequency coordinates as follows
where n i and k i denote pixel position and wave number, respectively. Then we have an expression of the Fourier transform of the Brownian field b H (n 1 , n 2 ) corresponding to (3) with c 2 ∝ √ c 1 :
If the image b (n 1 , n 2 ) is completely fractal, its spectrum B (k 1 , k 2 ) has a profile characterized rigidly by the parameter γ as expressed in (5), i.e., the spectrum becomes a straight line with γ/2 slope in a logarithmic scale expression. On the other hand, as the image gets away from a fractal one, the spectral profile B (k 1 , k 2 ) cannot be approximated as a straight line, but deviates from it according to the image property. Figure 1 shows a result of the fBm spectral synthesis with H=0.7 as an example illustration displayed as: (a) gray-scale image and (b) 3-D view. The amplitude is
, while the phase Arg {B (k 1 , k 2 )} is at random. Then we merge these values into complex amplitude B (k 1 , k 2 ) to generate the image b (n 1 , n 2 ) through the inverse Fourier transform. Figure 1 (c) shows the diagonal component of the fBm image's Fourier magnitude. We naturally observe that the spectrum behaves as 1/ f γ , i.e., in the logarithmic scale it is a linear function with a slope of (2-dimensional case, therefore D E =2)
= H + 1 = 1.7. Actually, the work reported in [4] shows that the to- pography exhibits fBm behavior with a spectrum similar to the simulated fBm image shown in Fig. 1(c) . Given a topography image, one can easily obtain the γ-exponent by estimating the slope using the least square fitting method. By knowing the estimate value of γ, i.e.γ, which is related to the power spectrum, we can reconstruct a similar fBm image by using it together with a phase field Arg {B (k 1 , k 2 )}. To construct an fBm surface that is identical with the original one, the phase field value at each frequency point has to be the same as that of the original. In the following section, we will describe a method to estimate the power-related γ and the phase value Arg {B (k 1 , k 2 )} of the spectrum B (k 1 , k 2 ).
Overview of Phase-Unwrapping Using Global Transform

Overview of InSAR and Phase Unwrapping
InSAR is a radar imaging system that is capable to measure terrain topography. The construction of the topography is based on the measurement of phase differences between radar echoes reflected by the earth's surface. The InSAR data is represented as a complex number, which is called the Single Look Complex (SLC) data. After a co-registration process, we obtain a phase difference image from the first complex image z 1 = |z 1 | e jφ 1 and the second one z 2 = |z 2 | e jφ 2 (with j = √ −1) by multiplying the first with the complex conjugate of the second and by taking the argument
This process yields a wrapped phase image, therefore we put a reminder W which means that it is wrapped in the domain of (−π, π].
To construct a topography map, we must obtain the absolute value of the phase image by phase unwrapping (PU) process. The unwrapping process is performed by adding/subtracting a multiple of 2π whenever a fringe edge is detected. However, this procedure will become complicated in the presence of residues/singular points (SP).
The Conventional Global Transform PU (GTPU)
The conventional GTPU is based on the least-square estimate of the phase gradient as follows. Let φ W (n 1 , n 2 ) be the observed (noisy) wrapped phase image and φ U (n 1 , n 2 ) be the desired unwrapped one, while φ W n 1 (n 1 , n 2 ) (correspondingly φ U n 1 (n 1 , n 2 )) and φ W n 2 (n 1 , n 2 ) (correspondingly φ U n 2 (n 1 , n 2 )) are their wrapped (unwrapped) row-directional gradient and column-directional gradient, respectively. The least square estimate of the phase gradient is achieved by minimizing the following quantity:
with respect to φ U (n 1 , n 2 ) to decrease the value to zero. By the calculus of variation, this step leads to the discretized Poisson equation [14] , [15] :
The GTPU solution proposed in [14] , [15] is used to accelerate the procedure by assuming a periodic boundary condition (mirror reflection) and solve the problem using fast Fourier transform (FFT). In the discussion that follows, we assume that we already have performed mirror reflection when computingd (n 1 , n 2 ) and taken the first quadrant to obtain the PU resultφ U . LetD (k 1 , k 2 ) be the Fourier transform ofd (n 1 , n 2 ). Then the solution of (8) 
where M 1 = 2N 1 and M 2 = 2N 2 . The estimated unwrapped phaseφ U is obtained by inversely transformingΦ U (k 1 , k 2 ). Our proposal is to modify the estimated phase (in the transform domain)Φ U (k 1 , k 2 ) to fit the fBm statistics explained in the following section. Figure 2 shows the PU system construction we propose here by introducing the fBm parameter estimations to improve the PU quality by reducing the processing distortion. In short, we synthesize an estimate spectrum of the optimal topographyB (k 1 , k 2 ) by spectrum fitting in the frequency domain. In the presence of highly dense SP (induced by noise), the gradient value is wrongly-estimated [5] . Therefore, we employ a complex-valued boxcar filter for the preprocessing. Nevertheless, a pre-filtering always destroys the fine structure of the natural topography. The proposed method is aimed to restore the fine structure.
Fractal Estimation Method
fBm Parameter Estimations
There are two variables needed in the fBm synthesis, the Hurst dimension or γ-exponent and a phase field as mentioned in Sect. 2. Firstly we discuss γ-exponent's estimation method. The value γ is related to the power spectral density as shown in (5), and consequently to the amplitude | B (k 1 , k 2 ) |. Therefore the task is to estimate the amplitude dependence on the spatial frequency. In the proposed method, we estimate this values (γ) from the (Fourier transform of) global PU resultΦ U (k 1 , k 2 ) by using least square fitting.
Next we explain the estimation of the phase field Arg {B (k 1 , k 2 )}. Basically, we take the phase of the GTPU solutionΦ U (k 1 , k 2 ) given in (9) . The Fourier transform of the fBm surface can be written aŝ
The phase is obtained from the global PU solution as follows
At the same time, the fBm suggests that the Fourier magnitude need to follow 1/ f γ statistics as follows
whereγ is previously estimated parameter by least square fitting. The symbol "∝" holds as a statistical equivalence.
fBm Synthesis with Spectral Fitting Method
By using the phase and amplitude requirements (11) and (12), we obtain the Fourier transform of the Brownian field B (k 2 , k 2 ) as the estimated unwrapped phase image as follows. To achieve the statistically 1/ fγ equivalent properties, we propose a spectral fitting method. Firstly we construct a 1/ fˆγ cone C(∈ ) as
The actual (incompletely fractal) Fourier magnitude of the topography should fluctuate around this cone. Therefore, we adjust the amplitude B (k 1 , k 2 ) as an interpolation of the cone C and the raw Fourier transform of the conservative solutionΦ
where 0 ≤ g F ≤ 1 is the fitting factor, with g F =0 meaning that we make the Fourier magnitude fit exactly to the cone, while g F =1 meaning that we do not change the spectrum at all, i.e., resulting in the conventional solution.
The fitting factor g F concerns the statistical deviation of the estimated spectrum from the 1/ fˆγ cone C (k 1 , k 2 ;γ).
The conservative solutionΦ
U (k 1 , k 2 ) usually has a different deviation compared with the original one because of the noise inducing PU processing distortion. Therefore, the g F value should depend on the noise power, or equivalently, the phase coherence |ρ c |. A high coherence (|ρ c | ∼1) phase images indicates a low level noise. On the other hand, a low coherence (|ρ c | ∼0) phase images indicates a high level noise. The relationship between coherence and noise power is explained in [6] and [12] .
We expect the dependence of g F to the coherence as follows. When the coherence is high, the PU processing distortion is low and the PU solution is close to the conventional one. Therefore, g F should close to 1 (one). On the other hand, when the coherence is low, the distortion is high. Therefore g F should close to 0 (zero). Note that the later happens because the topography has been assumed as a 2-D fBm whose spectrum has 1/ f property. In this research, the fitting factor function (of coherence) is determined by experiment described in the next section.
The proposed spectral fitting method is actually in concordance with the generalized 1/ f process defined by Wornell [16] - [18] . The spectrum of generalized 1/ f process is characterized as
for some 0 < a 1 ≤ a 2 < ∞, as a generalization of (1). The deviation from the cone can also be interpreted as the fluctuation caused by the tolerance attributed to a 1 and a 2 .
Experiments
Experiment with a Simulated fBm Surface and Determination of the Fitting Factor
In the first experiment, we use a wrapped phase data of the previously generated fBm surface depicted in Fig. 1 . The image is then wrapped and degraded by noise at various noise powers, so that the coherence level of the image varied. (Here, we consider a four-look case [6] , [12] .) The wrapped original phase image without noise is depicted in Fig. 3(a) , and its corresponding SP map is in (b). The noisecorrupted wrapped phase image at coherence 0.5, as an example, is shown in (c) with corresponding SP map displayed in (d). The SP's are shown as black and white dots that correspond to positive and negative polarity respectively. Initially, there is no SP in the phase image. After the noise addition, many residues are generated so that a direct use of local branch-cut method is almost impossible. We apply the proposed fractal estimation PU method and compare the result with that of the conventional GTPU result. Figure 4 shows the comparison among spectra (Fourier magnitude) taken diagonally from their 2-D values. The LS estimated 1/ fγ -cone C (k 1 , k 2 ;γ) is displayed as a dashed straight line. After adjustment byĝ F , the spectrum of the conventional PU solutionΦ U is changed toB, which is now closer to the cone. We evaluate the result by varying the fitting factor (0.1∼0.9) and the coherence (0.1∼0.9). The results are displayed in Table 1 . In the evaluation, we use PSNR (Peak Signal to Noise Ratio) defined as [19] :
where
is the mean squared error, φ REF is the reference image (generated image, before being wrapped), {.} pp means taking the peak-to-peak value,φ U (or b U , the IFFT ofB in (10)) is the obtained unwrapped image.
The numerator of the PSNR is the maximum peak-to-peak power of the reference image.
In Table 1 , the results of conventional method, which is achieved by setting g F to 1 (one), are displayed in bottom row. We observe that at a certain coherence level the PSNR change to higher or lower values depending on both ofĝ F and |ρ c |. The difference between the conventional results and the fractal's (the improvement level ∆PSNR) are listed in Table 2 .
From the tables, we observe that the behaviors of best g F (that gives maximum PSNR improvement) to |ρ c | is as we expected. In a low coherence condition, the bestĝ F is close to 0 (zero). On the other hand, at high coherence condition, the bestĝ F is close to 1 (one). Additionally, the PSNR improvement is low when coherence is close to 1 (one). Based on Table 2 we can make a simple linear approximation of the functionĝ F (|ρ c |) as:
By using (17), we obtain that the estimated fitting factor for coherence 0.5 isĝ F = 0.50. Figures 5(a) and (b) show the result of GTPU (conventional) and Figs. 5(c) and (d) are the result of the proposed method. Initially, the GTPU result have PS NR=48.6 dB. An improvement is obtained by fractal adjustment that gives PS NR=54.2 dB. Therefore, the proposed method increases the PSNR by about 5 dB compared to the conventional one.
Based on a closer observation of Fig. 5 , the PSNR improvements are attributed to the adjusted geometrical appearance and finer structure in the fractal-adjusted solution. We observe that Fig. 5 (c) includes more roughness than Fig. 5(a) does. The changing in surface profile is clearly observed by comparing the rewrapped phase image displayed in Fig. 5(b) with the one in Fig. 5(d) .
Experiment with a Real InSAR Phase Image
In the second experiment, we use an actual InSAR phase image. This image is obtained by JERS-1 satellite and pro- cessed by EORC-NASDA [11] . We chose an area with image size of 128 × 128 pixels shown in The GLPU method is an exhaustive PU that combines a global PU with a local PU. The global PU is used to obtain a global solution and the local PU is used to improve the quality by imposing congruency condition. In [20] , the GLPU employs GTPU (for the global part) and region growing PU (for the local part). In this reference case, we use a combination of a recursive global PU (RGPU) [21] and a minimum spanning tree PU (MSTPU) method. The result of GLPU is depicted in Fig. 7 : (a) 3-D view and (b) rewrapped phase. A high quality reconstruction of the surface can be verified by comparing the rewrapped PU result in Fig. 7(b) with the original one in Fig. 6(a) . The fine structure of the fractal result is also more represented compared to the conventional one, as shown in the 3-D images. A measurement of PSNR by using GLPU solution as the reference shows that the conventional method give PS NR=56.5, while the proposed method gives PS NR=57.7 dB. Therefore, the improvement is around 1 dB. These results demonstrate the effective applicability of the proposed method to real InSAR images.
Conclusion and Further Directions
A new phase-unwrapping-distortion reduction method based on fractal dimension estimation has been proposed. The method improves the GTPU tentative results by incorporating fractal dimension based on the fBm. Experiments with a simulated fBm phase image corrupted by noise at various levels and a real InSAR image with known coherence level show that the method improves significantly the conventional GTPU solutions.
In some cases, the fractal approach will produce false topography when the fractal assumption is violated and the control parameter is not estimated properly. Ideally, the degree of 'fractalness' should be elaborated in the fitting fac-tor. Our forthcoming works will concentrate on this issue.
