The emergence of superconductivity at high magnetic fields in URhGe is regarded as a paradigm for new state formation approaching a quantum critical point. Until now, a divergence of the quasiparticle mass at the metamagnetic transition was considered essential for superconductivity to survive at magnetic fields above 30 tesla. Here we report the observation of quantum oscillations in URhGe revealing a tiny pocket of heavy quasiparticles that shrinks continuously with increasing magnetic field, and finally disappears at a topological Fermi surface transition close to or at the metamagnetic field. The quasiparticle mass decreases and remains finite, implying that the Fermi velocity vanishes due to the collapse of the Fermi wavevector. This offers a novel explanation for the re-emergence of superconductivity at extreme magnetic fields and makes URhGe the first proven example of a material where magnetic field-tuning of the Fermi surface, rather than quantum criticality alone, governs quantum phase formation.
The discovery and understanding of new quantum phases is a central theme of research in strongly correlated electron systems. Metals with narrow bandwidths including the felectron heavy fermion (HF) materials show rich behaviour because their high density of states (DOS) promotes correlation effects and the energy scale for navigating the phase diagram is accessible with realistic magnetic fields and pressures. The HF metals UGe 2 [1] , URhGe [2] and UCoGe [3] attract particular interest because they show microscopic coexistence of superconductivity (SC) and ferromagnetism (FM), which are competing orders in conventional SC theories with opposite-spin pairs. They therefore offer the prospect of realizing the long-predicted metallic analogue of the A1 superfluid phase in 3 He [4] in which magnetic fluctuations bind together quasiparticles with equal spin. Strong experimental evidence that the Cooper pairs are indeed equal-spin states in URhGe is provided by the sensitivity of SC to disorder and the magnitude and T dependence of the critical field for destruction of SC [5] .
The phase diagram of URhGe is shown schematically in Fig. 1 . Ferromagnetism exists below T = 9.5 K with a spontaneous magnetic moment M c = 0.4 µ B parallel to the crystal c-axis. Bulk SC forms deep within the FM state [2] at T c = 275 mK in the cleanest crystals. A magnetic field applied along b first destroys SC but remarkably it reappears between 8 T and ≈ 12.5 T with a higher T c than at zero field [6] . Measurements with B tilted by an angle θ away from b within the easy b, c-plane [6] suggest the surface of first order transitions separating M c > 0 from M c < 0 bifurcates at a tricritical point around 12 T giving two surfaces B R (±θ, T ) across which the moment rotates discontinuously towards B. These surfaces extend to angles a few degrees away from b, beyond which the transition is replaced by a cross-over. It has not been established if fluctuations associated with possible quantum critical points at the end of the first order lines provide the pairing interaction that drives SC. Independent of the microscopic origin of the superconductivity, the upper critical field of both SC pockets obeys a simple model for orbitally FIG. 1 . Schematic phase diagram of URhGe for magnetic fields applied in the crystallographic b, c-plane. Below 9.5 K URhGe is ferromagnetic with its moment parallel to the c-axis. An applied magnetic field causes the moment to rotate towards the field direction; changes are smooth except when crossing one of the sheets where a first order moment-rotation transition occurs. Two regions of superconductivity exist: one at low field and another at high field surrounding the point where the three transition surfaces meet. Our quantum oscillation results reveal a Fermi surface transition across the dashed line at θ = 10
• .
limited SC with (i) a B-independent anisotropy of the Fermi velocity and (ii) a B-dependent SC coherence length ξ that continuously decreases as B R is approached from the low or high field side [7] .
Here we report the direct observation of the Fermi surface (FS) in URhGe via the Shubnikov-de Haas (SdH) effect, providing precise information on the FS geometry and quasiparti- • , where R is also maximum, before disappearing at higher angles.
cle mass in a crucial part of the phase diagram. The magnetic field dependence of the quantum oscillation (QO) frequency and amplitude, and the quasiparticle mass, together with a non-Fermi liquid form for the resistivity, suggest that one or more Fermi surface pockets vanish at a zero-temperature fieldinduced topological transition, also known as a Lifshitz transition (LT). A simple model consistent with our observations gives an orbital-limiting field that can explain the field-extent of the re-entrant SC in quantitative agreement with experiment.
Our magnetoresistance measurements were made on a single crystal of URhGe with a residual resistance ratio ρ(300 K)/ρ(T → 0 K)=130 indicating a high degree of crystalline order (see Methods). Fig. 2 shows the angle dependence of R(B) as B is rotated fromb (θ = 0
• ) towardsĉ with T ≈ 100 mK. For B b a SC pocket exists in the range 8.5 ≤ B ≤ 12.5 T [6] . On rotating B towardsĉ, the B-width of the zero-resistance region shrinks continuously, reaching zero at θ ≈ 5.5
• . By θ = 6
• , a Fast Fourier transform (FFT) in 1/B of R(B) reveals a sharp peak at F = 555 T that reaches a maximum amplitude at θ = 10
• . The periodicity and T dependence of the oscillations are characteristic of quantum oscillations (QO) that occur at high magnetic fields in clean samples when the electronic states become confined to Landau tubes [8] .
QO in resistivity, also called Shubnikov-de Haas (SdH) oscillations, stem principally from the modulation of the electronic scattering rate [8] . A quantum mechanical treatment of electron scattering at high magnetic field for a 3-dimensional metal [9] leads tõ
whereρ andñ(ǫ F ) are the oscillatory amplitudes of the resistivity ρ and DOS n(ǫ F ) arising from the passage of Landau tubes through a particular extremal cross-section of the Fermi surface; α is a number ∼ 1 depending on the scattering mechanism and R T describes the attenuation of the oscillations due to thermal broadening of the Landau levels. R T is important because it allows the enhanced quasiparticle mass m * to be determined, providing an experimental probe of the same many-body interactions that enhance the specific heat. The fundamental component ofñ(ǫ F ) is given by the LifshitzKosevich formula [8] 
where A is the area of the orbit in k-space, B is the magnetic induction [10] , R D is the Dingle factor describing damping due to scattering and F (B) = ( /2πe)A(B) is the QO frequency. The curvature factor ∂ 2 A/∂k 2 accounts for the number of k-states that coherently contribute to the oscillatory amplitude. For ferromagnets such as URhGe opposite spins give rise to QOs with distinct frequencies so the spin interference factor that applies to paramagnetic metals is not present here.
The Fast Fourier transforms of our resistivity measurements for URhGe in Fig. 2 The temperature dependence of R(B) is shown in Fig. 3(a,b) at θ = 8
• and θ = 10
• where the QO signal is strongest. We have extracted the amplitude envelope of the oscillating part of R(B) as a function of B and T (see Supplementary Information). The T -dependent amplitude at fixed B was then fitted to R T in Eq. 1 as shown for representative values of B in Fig. 3 . The fits provide the quasiparticle mass m * (B) shown in Fig. 3 (d) which decreases from ≈ 22m e at 8 T to ≈ 12m e at 15 T. For a spherical pocket, the contribution to the low temperature linear coefficient in the specific heat, γ, is γ = n s (k 2 B /6
2 )k F m * per unit volume where n s is the number of copies of the FS sheet in the BZ and there is no spin degeneracy. For m * = 20m e and A = 0.053Å −2 , γ QO = 2.3 mJ mol −1 K −2 per sheet. There are no measurements of the heat capacity at this field angle for comparison, but magnetization [11] and a.c. calorimetry measurements [12] suggest that the total heat capacity coefficient at 9 T and θ ≈ 0
• is little different from the zero-field value γ TOT = 160 mJ mol
. Since the contribution from the pocket(s) we observe is a lot smaller than this, other Fermi surfaces not detected in our study must be present.
In the standard Fermi liquid description of the metallic 
state, the linear term in the specific heat is closely connected to the A coefficient in the low temperature electrical resistivity ρ = ρ 0 + AT 2 . Generally, γ ∝ m * while A ∝ m * 2 . In our measurements on URhGe at θ = 10
• , we find that the Tdependence of the non-oscillatory background resistivity does indeed weaken with field as m * decreases, but it does not have the usual Fermi liquid form and therefore cannot be simply related to changes of the electronic heat capacity. It was reported [13] in UCoGe that m * also decreases with increasing field at the same time the T dependence of the resistivity weakens, but in that case the resistivity did follow a Fermi liquid form. For B → 0 T in URhGe the usual Fermi liquid form is recovered above T c but strong deviations occur at high field where distinct low (T < T * ) and high (T > T * ) temperature regions exist that have nearly linear and super-linear T dependences as in Fig. 3(b) (inset) at 13 T. The crossover temperature T * 0.4 K for all fields. If a T 2 temperature dependence is imposed to fit the data as illustrated by the dash-dotted curve in the inset of Fig. 3(b) , the experimental resistivity has an initial upward deviation from this with decreasing temperature as well as a subsequent sharp downturn below T * . The upturn is present at all fields and therefore cannot be attributed to low frequency QO's which would give contributions to the resistivity that oscillate from positive to negative as a function of field; a simple T 2 dependence above T * in combination with QO's cannot therefore explain our data. In contrast, a fit of the form ρ − ρ 0 ∝ T n with n free to vary describes the data well in the higher T region (0.4 ≤ T ≤ 1.1 K). In this case only the downturn below T * requires additional explanation. The continuous evolution with angle of the slow undulations in Fig. 2 to a state that is almost resistanceless at 20 mK and θ = 8
• [ Fig. 3(a) ], and is resistanceless for smaller θ, hints that the behaviour below T * relates strongly to the proximity to SC, for example, a partial transition into a superconducting state. Applying the floatingpower fit yields the exponents shown in Fig. 3(e) : n = 2.0 at zero field, but n increases to ≈ 2.4 at 8 T before jumping sharply to ≈ 3.4 at 13 T and then decreasing again beyond the magnetic crossover field [6] . A non-T 2 power law with n = 5/2 or 7/2 is consistent with proximity to a field-induced 3D Lifshitz transition [14] [15] [16] .
The magnetic field dependence of R at T = 20 mK is shown in Fig. 4 up to 17 T. The QO component centered on 555 T has been isolated from the B dependent background by subtraction of a smooth function [residuals shown in Fig. 4(b) ]. There are > 30 consecutive oscillations resolvable in the range 8.2 ≤ B ≤ 15.5 T, allowing a precise comparison with the LK theory expressions Eqs. 1 and 2. An LK model calculation (details in Supplementary Information) is shown in Fig. 4(b) . The oscillating part of the model expression contains 3 adjustable parameters controlling the oscillation phase, frequency and the B-dependence of the frequency. Crucially, the accurate phase relation between fit and data over the entire range of B can only be achieved by including a B-dependent term in the frequency. In a paramagnet F (B) in Eq. 2 depends linearly on B and can be replaced by F (0), with the B-linear part absorbed in the QO phase. However Bdependent QO frequencies are expected in any itinerant mag- [20] . Our observed QO frequency F obs is shown in Fig. 4(c) . The actual FS cross-sectional area A(B) is related to F obs by F obs (B) ∝ A(B) − BdA/dB [17] . Fig. 4(d) shows forms of A(B) that are consistent with F obs , differing from each other only in the value of the undetermined Blinear term. The lowest curve for A(B) shows it reaching zero at 15.5 T, where we suggest a magnetic field induced Lifshitz transition occurs; this provides a natural explanation for the sudden loss of oscillatory signal at high field.
The dependence of the QO amplitude on B contains information about quasiparticle scattering via a mean free path ℓ Q that enters the Dingle factor R D = exp(−π 2 F/e/Bℓ Q ) in Eq. 2. Comparing the amplitude envelope of the oscillatory data in Fig. 4(b) to the LK model with ℓ Q = 550Å and A = 0.043Å −2 , independent of B, we see that the model tracks the data up to ∼ 11 T but at higher B the oscillations rapidly become weaker than predicted and abruptly vanish within experimental resolution at 15.5 T. Note that the effect of the decrease in the background resistance above 15 T is included in the calculation. The lower curve shows the LK result for the case of a Lifshitz transition where A(B) is given by the lowest curve in Fig. 4(d) . Using a B-independent mean free path ℓ Q = 550 ± 100Å the calculated QO amplitude is in good agreement with experiment over the entire range of B (see Supplementary Information for further details of the calculation). Physically the loss of amplitude occurs both because carriers are slowing down approaching the LT and because they are diminishing in number. Without attempting to capture the details of multi-band magnetotransport, this simple argument shows that a B-induced decrease of the Fermi wavevector culminating in the disappearance of the pocket at a LT can explain the otherwise anomalous B dependent QO amplitude. Other potential explanations can be eliminated as described in Supplementary Information.
To examine whether our data are consistent with a Zeemandriven Lifshitz transition we consider for definiteness a vanishing pocket of minority spin electrons but the discussion also applies to majority spin holes. As B is increased, the Fermi level relative to the bottom of the pocket decreases, and its B-derivative ∂(ǫ F − ǫ 0 )/∂B = 2µ eff can be used to estimate µ eff , the component of the effective electronic moment parallel to the field. The factor of 2 applies when the Fermi level is effectively pinned by a dominant DOS on the majority spin band. We consider two possibilities: (i) the density of states of the pocket-band is unaffected as ǫ F − ǫ 0 changes with field, giving 2µ eff = (1/m * )∂A/∂B; (ii) the bandwidth renormalization changes with field but the band maintains a parabolic dispersion for which 2µ eff = ∂(A/m * )/∂B. The true case might lie between these two extremes. The QO results provide both A(B) and an enhanced quasiparticle mass m * (B) = ( 2 /2π)dA/dE. For both cases we find µ eff is small at low field where the component of the magnetic moment B is known to be small, but it increases to ≈ 3 µ B at 15T where the moment has rotated towards the field direction. This value is approximately a factor of 2 larger than expected for U moments [21] , but would be in good agreement for a Wilson ratio of 2 appropriate for the Kondo effect in which the susceptibility enhancement is a factor 2 larger than the DOS enhancement. The relationship between the field-and energyscale of the unusual features in our QO data thus strongly supports the interpretation in terms of a Lifshitz transition.
We now discuss the consequences of our findings for fieldinduced superconductivity. In an equal-spin-paired superconductor the upper critical field is expected to be orbitally limited to a value B orb c2 = Φ 0 /(2πξ 2 ) which is the maximum field that a type II superconductor can sustain in its mixed state before the normal cores of the flux vortices occupy the entire volume and superconductivity is destroyed. In BCS theory ξ = v F /π∆ where ∆ measures the excitation gap in the SC state, so at sufficiently high magnetic fields in a multi-band metal the superconducting coherence length ξ would be associated with the band with lowest Fermi velocity. • where we know v F from the QOs, the orbital-limiting field just fails to exceed the applied field up to a cut-off at k F ξ = 1 beyond which the BCS expression for ξ cannot be applied. This is consistent with the observed absence of SC at high B at 10
• . To predict what could occur at θ = 0
• , we force A(B) to vanish at 13 T where the high-B SC is destroyed. The resulting ξ(B) leads to a region at high field in Fig. 5(c) where B orb c2 exceeds B and equal-spin-paired SC is not prevented by orbital limiting. This calculation uses a B-independent mass m * = 40m e (further details are in Supplementary Information). The absolute magnitude and B dependence are remarkably close to experimental values of the superconducting B c2 [7] suggesting that the slowing down of quasiparticles at a Lifshitz transition would allow superconductivity to survive above 30 T, without a divergence of the quasiparticle mass.
Recent experiments on CeRu 2 Si 2 [22] suggest that the metamagnetic transition in this material is also associated with a sheet of the Fermi surface shrinking continuously to zero size and the same physics may underly the field-induced transition to antiferromagnetism in YbRh 2 Si 2 [16, 23] . In both these cases the LT separates two phases (both Fermi liquids in the low T limit) but new state formation around the transition has not been observed. Our results on URhGe provide the first example where the presence of a LT enables phase formation in the vicinity of a QCP, in this case by creating conditions favorable for high-field superconductivity. It remains an open question whether the Liftshitz transition also plays a role in shaping the spectrum of magnetic fluctuations responsible for superconducting pairing in URhGe. This highlights the need for a theory of superconductivity in URhGe that includes the effects of a Lifshitz transition alongside quantum criticality, addressing both the changes to the spectrum of magnetic fluctuations [24] and the existence of critically slow fermionic quasiparticles. More generally, topological transitions of the Fermi surface may be commoner than presently thought in narrow-band metals and may offer a route to quantum phase formation that deserves more attention.
Methods. Magnetoresistance measurements were made using two different setups. The first used piezoelectric rotators to control the field angle with relative precision ∼ 0.02
• about 2 axes for T 80 mK and B ≤ 17 T with a field-calibrated RuO 2 resistance thermometer mounted next to the sample. In the second setup the sample was aligned by Laue diffraction and rigidly mounted to a stage that was strongly thermally coupled to a zero-field thermometer. This provided a crosscheck on the in-field thermometry of the first set-up and allowed temperatures down to 20 mK. A standard a.c. lock-in technique and a low temperature transformer were used giving sensitivity to QO signals of amplitude ≥ 60 nΩ ∼ = 3 pV; the measurement current was always ≤ 100 µA.
Supplementary Information
Analysis of the quantum oscillation data. The fast Fourier transforms in Fig. 2(b) show spectral weight below 200 T in addition to the spectrally isolated peak that has formed the focus of the paper. At θ = 6
• this weight clearly arises from the pronounced dip in the resistivity that is a remnant of the SC at lower angles. By 10
• this dip has evolved into undulations that may signify another quantum oscillation component of very low frequency. The usual methods for distinguishing quantum oscillations from a background signal, namely studying the T , B and angle dependence, are not helpful in this case because the background resistivity has a strong dependence on all these quantities that is unknown in detail and which arises both from enhanced scattering near the metamagnetic transition and from proximity to B-induced superconductivity.
To extract the quasiparticle mass and the field dependent quantum oscillation frequency of the clear quantum oscillation component at frequency 555 T, we subtracted a smooth, slowly-varying background with negligible weight at the QO frequency. The oscillating residuals were fitted to a cosine function corresponding to Eq. 2, scaled so that its amplitude envelope described the data over the field range, and with the argument parameterized by a second order polynomial. This 
