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Abstract
The four main projects presented in this thesis investigate different aspects of speed and 
contrast in MRI.
Firstly, a new method called SPENT is described that is used to investigate the 
homogeneity of tissue. The resulting images appear bright in regions where pixel’s 
underlying magnetisation is non-uniform and dark in regions where it is uniform. The 
aim of this section is to investigate the contrast produced using SPENT images and 
evaluate their potential for obtaining structural information beyond that normally 
available.
Secondly, the structure and strength of bone as predicted using MRI is compared to 
Young’s Modulus, a measure of biomechanical strength, and bone mineral density 
measured by DEXA. Direct MR-image based structural assessment of excised 
trabecular bone samples is compared to the relaxation parameters (R2 / R2’) and SPENT 
for the determination of bone strength.
Thirdly, a 200MHz / 4.7 T multiple receiver coil is evaluated for its Signal to Noise 
Ratio (SNR) performance both for standard and parallel imaging. This entails the 
development of software for accurate mapping of coil sensitivity, SNR estimation and 
for combining the images from each array coil element. The software and coil 
developed are shown to enable a reduction in imaging time using the SENSE 
(SENSitivity Encoding) technique. Fast Spin Echo (FSE) images are presented 
demonstrating the array coil used at 4.7 T obtains in vivo images of humans with 
improved quality.
Finally, new pulse sequences are presented that produce multiple images in rapid 
succession. These multiple images are acquired with a reduced data matrix that 
corresponds to several shorter periods of data acquisition. The multiple images are 
combined to produce full matrix images. The most promising application for these 
techniques is in improving the performance of Gradient Echo-Echo Planar Imaging 
(GE-EPI) at high field. Segmenting the acquisition in this way provides an increase in 
image quality without many of the problems associated with other methods to segment 
the EPI acquisition.
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Introduction
1. Introduction
In this chapter the development of Nuclear Magnetic Resonance (NMR) and its use for 
taking images, normally called Magnetic Resonance Imaging (MRI), is briefly 
summarised. The aims of the work presented here are then outlined within this context.
1
Speed and Contrast in Magnetic Resonance Imaging
1.1 The Development of MRI
In 1946 Bloch [1] and Purcell [2] discovered that some atomic nuclei were able to 
resonantly absorb and subsequently emit radiation when placed in a magnetic field. The 
resonant frequencies were characteristic of the nuclei observed and proportional to the 
strength of the magnetic field used. Soon after this, it was found that observable nuclei 
in different molecules resonated at different frequencies due to their different chemical 
environments. This phenomenon, reported by Proctor and Yu [3] and Dickinson [4], 
was able to determine not only which molecules were present in a sample but also their 
relative concentrations. Magnetic Resonance Spectroscopy (MRS) has subsequently 
become vital for the non-invasive investigation of molecular structure and concentration 
both in vivo and in vitro. In 1976, over twenty-five years after Bloch and Purcell’s 
original discovery, Lauterbur first used the principles of NMR to take an image [5]. 
Smaller magnetic fields with linear gradients were used to encode spins with a variation 
in frequency and phase that depended linearly on position; Magnetic Resonance 
Imaging (MRI) was bom. MRI quickly progressed with the first in vivo human image 
produced by a group in Nottingham in 1976 [6] led by Mansfield. Both Lauterbur and 
Mansfield received the Nobel Prize in 2003 for their contribution to the development of 
MRI. Due to the relatively low strength of the NMR signal only the most abundant 
NMR visible nucleus, Hydrogen ^H), has been used routinely used for medical 
imaging. While recent advances have been made in imaging other nuclei [7] it is 
exclusively ]H MRI that is described here. One of the great strengths of ]H MRI is that 
the different physical properties of tissue in the body can be used to produce a range of 
contrast levels, making different tissue easily differentiated. While the abundance of 
water within tissue can provide some of this contrast, the environment of the observed 
*H nuclei provides extra sensitivity that can be manipulated through various parameters.
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Very briefly, these include Ti, Tip, T2, T2*, Diffusion Weighted Imaging (DWI) and 
Magnetisation Transfer (MT) that respectively give sensitivity to spin-lattice relaxation 
that changes with molecular environment, spin-spin relaxation dependant on how free 
water is to move, local magnetic fields, how free water is to diffuse in a given direction 
and how energy is transferred between bound and free water.
1.2 The Limitations of MRI
A continued need has been found for increasing the speed of MRI image acquisition. In 
recent years imaging of the heart and bowels has become possible, because these 
systems are constantly moving, an image must be taken in a period that allows little 
movement. The challenge of observing these dynamic systems has spurred the 
development of faster imaging sequences and hardware.
One new application for rapid imaging is functional MRI (fMRI) where a local change 
in blood volume and oxygenation causes a change in local magnetic fields (seen in T2* 
contrast changes) called Blood Oxygenation Level Dependent contrast (BOLD) [8,9]. 
The observation of this regional change with time can be used to chart brain activity. 
This necessitates the acquisition of images over most of the brain every few seconds for 
an extended period. Hence the repetition speed of the scans needs to be maximised, 
while achieving the best possible sensitivity to the small changes in T2*. BOLD contrast 
is increased by the use of higher field magnets however image quality can suffer. The 
challenge is to maintain the level of image quality while increasing the sensitivity to 
BOLD afforded by higher fields; this may be achieved through more rapid image 
acquisition or via several shorter periods of image acquisition in a similar time period.
3
Speed and Contrast in Magnetic Resonance Imaging
Time is often the biggest limitation in MRI. Fourier encoding, first introduced by 
Lauterbur [5], has proved a very efficient technique, but it necessitates the acquisition of 
data while a series of magnetic field gradients are applied. The time Fourier encoding 
requires limits the speed of image formation. Both targeting less information, and 
increasing the information gathered in a given time, can be used to increase speed. Both 
of these aspects of time saving are investigated in this work.
A continued need for changing the contrast in an MRI image has been also found. The 
ability to see a difference between tissues, or between the same tissue at different points 
through development or disease has applications in medicine [10]. Recent advances 
include diffusion weighted imaging where the signal is sensitised to the diffusion of 
water through a sample [11-13]. This technique is the earliest indicator of tissue at risk 
in neonatal hypoxic-ischaemia and stroke [14-16]. Thus, any new way of using MRI to 
better characterise tissue is important. As MRI scanners become more widely available, 
the ability to characterise tissue that is normally investigated clinically with other 
methods (often using invasive techniques and ionising radiation) is an important goal. 
MRI / MRS allows the non-invasive measurement of many conditions, providing a 
unique tool to safely diagnose, and monitor disease in vivo.
1.3 Outline and Aims
In chapter 2, an outline of NMR theory and MRI principles are given. This chapter 
draws on the well-established work of many others and so is kept brief. The aim of this 
chapter is to introduce and summarise the basic theory of NMR and MRI that will be 
used throughout the thesis.
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In chapter 3, a new method called SPENT (Sub Pixel Enhancement of Non-uniform 
Tissue) is described, which is used to investigate the homogeneity of tissue. The 
resulting images have bright pixels in regions where the underlying magnetisation is 
non-uniform, and dark pixels in regions where the underlying magnetisation is uniform. 
This contrast, sensitive to sub-pixel structure is achieved through the application of an 
extra linear magnetic field gradient during a 2DFT pulse sequence, or, through filtering 
the acquired (time domain) signal. The aim of this chapter is to investigate the contrast 
produced in SPENT images and evaluate its potential for obtaining structural 
information not normally available from an object.
Rather than producing different ‘contrast’ in images, SPENT obtains images that are 
sensitive to structures of a certain size. If these images can directly give information on 
structure, normally only available through a full image acquisition followed by image 
processing, then a saving in time both in image acquisition and in post processing could 
be realised.
In chapter 4, the structure and strength of bone is investigated using MRI in excised 
human samples. This is compared to the Young’s Modulus, a measure of biomechanical 
strength, and Bone Mineral Density (BMD) obtained from the same samples. In vivo, 
BMD is commonly measured using Dual Energy X-ray Absorptiometry (DEXA), which 
uses ionising radiation and is limited in accuracy because it can only measure ‘area’ 
density as opposed to the ‘true’ density from within a volume. The key question for this 
section is whether MR parameters can be used to predict bone strength as accurately as 
DEXA without the drawbacks? Bone structure is beyond the resolution normally 
available on clinical machines and so MR-image based structural assessment of 
trabecular bone has proved difficult. Both SPENT and the relaxation parameters
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(R2/R2’) are investigated as a way of determining bone strength without requiring high 
resolution or highly uniform images.
In chapter 5, a 200MHz / 4.7 T multiple receiver coil is evaluated for its Signal to Noise 
Ratio (SNR) performance both for standard and parallel imaging. An increase in SNR 
provides better image quality. When combined with a high field strength array coils 
form part of a more sensitive system for signal detection. This extra sensitivity to signal 
(increased SNR) is used to obtain Fast Spin Echo (FSE), in vivo images of humans with 
increased resolution and improved quality. Alternatively, the array coils can be used to 
trade some of the SNR for increased speed. This is important at high field where some 
imaging techniques improve in image quality with shorter acquisition periods. This 
entailed the development of software for accurate mapping of coil sensitivity, SNR 
estimation and for combining the multiple images. The software and coil developed are 
shown to enable an imaging time reduction using the SENSE (SENSitivity Encoding) 
technique.
In chapter 6 , the aim is to introduce a number of novel ways to produce multiple images 
in rapid succession. Different variations in spatial sensitivity to the signal from an 
object are deliberately imposed on the multiple images obtained. The multiple images 
can be acquired with a reduced data matrix that corresponds to several shorter periods of 
data acquisition. The multiple reduced data matrices are combined in various ways to 
produce full matrix images with the variations in sensitivity removed. The main 
advantage of these techniques lies in applications where several shorter periods of data 
acquisition (as opposed to a single longer acquisition) saves time or enhances image
6
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quality. The most promising application is in improving the performance of Gradient 
Echo-Echo Planar Imaging at high field.
In chapter 7, a summary of the thesis and its main conclusions are given with particular 
reference to the future development of the work presented here.
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2. Theory of NMR and MRI
In this chapter an outline of NMR theory and MRI principles are given. This section is 
kept brief because the subject matter is well established and has been summarised by, 
amongst others, Brown and Semelka [1], Haacke et al [2], Cady [3], Webb [4], Gadian 
[5] and Foster and Hutchison [6].
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2.1 Simple Spin Physics
2.1.1 Spin
All fundamental particles such as electrons share a quantum mechanical property called 
‘spin’. While this property is not fully explained by any classical analogue, it can be 
described as a magnetic dipole arising from the rotation of a charged particle about a 
principal axis. For this reason, it is termed magnetic angular momentum. Electrons and 
quarks, the particles that make up atoms, all have spin (S ) of Vi and a particle with spin 
Vz can have spin states (mz) of +Vz ( t )  or —Vz d ) .
a
z
N
Silvenbeam
S
Figure 2.1 Stern and Gerlach Experiment
A beam of silver ions is split by a magnetic field due to the spin of its outer electron.
Stem and Gerlach first demonstrated this in a classic experiment where a beam of silver 
ions, with a single electron in their outer shells, was split by an inhomogeneous 
magnetic field. The ions formed two discrete beams corresponding to the two spin states 
that the outer electron of the atom may take up. Each of the spin states forms a discrete 
energy level when the ions are placed in a magnetic field.
2.1.2 Nuclear Spin
The spin of the many electrons around an atomic nucleus adds up to give a total spin for 
the atom. The spin of the various quarks that make up nucleons (i.e. protons and
10
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neutrons) also add up to give a total spin; this property ‘isospin’ exhibits very similar 
behaviour to spin. Nucleons all have isospin (7) of 14 with the directional component (/z) 
of ±14. Atomic nuclei can be examined in terms of their net spin angular momentum, a 
sum of their constituent nucleon isospin. The nuclei fall into three main categories: 
Firstly, nuclei with even numbers of protons and nucleons have 7=0, no energy level 
splitting and no NMR signal. Secondly, atomic nuclei with even numbers of nucleons 
and ^n odd number of protons have 7=integer and give short lived, more complex NMR 
signals. Lastly, nuclei with an odd number of nucleons have 7=14 integer; these are 
NMR visible and behave in an analogous way to the silver ion where only the single 
outer electron contributes to the net spin. The nucleus is made up of constituent particles 
that move around. This means that a nucleus can have orbital angular momentum in 
addition to spin angular momentum. The combined property is termed the nuclear 
angular momentum (J) and has the dependence on the nuclear quantum number (7) 
shown below.
( 2 . 1 }
Where Iz=-I, -1+1, 1-1, la n d  h =h/2% h= Planck constant
Associated with this angular momentum J is a magnetic moment (p) called the nuclear 
magneton
n = y j (2-2)
where y is the gyro-magnetic ratio, a constant giving the frequency change with field 
strength that is dependent on nuclear structure. The hydrogen nucleus is a single proton 
and so has isospin 7=!4 and no orbital angular momentum. This results in a simple 
dipole moment with /=V(3/2). h and Jz=±Vifi from equation 2-2 .
1.1
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2.2 Energy
2.2.1 Transition Between Energy Levels
In a static magnetic field (Bo) the hydrogen nucleus, like any dipole, will tend to align 
parallel or anti parallel to the magnetic field (see figure 2.2). There is then a component 
of the dipole in the direction of the applied field (jUz). This is the nuclear angular 
momentum coupling with the magnetic field. The potential energy (E) of these two 
states, a nuclear form of the Zeeman Effect, is different. To induce a transition of a spin 
from one state to the other energy must be supplied at AE, the difference in energy 
between the two states.
A
E = E o+ P zB o= E o+/?(y/47i )B o
AE=2. pzB0=^yBo/27i (2-4)
E=Eo-PzB o=E o-/Ky/47t)B o
Figure 2.2 Zeeman splitting of nuclear energy states
A hydrogen nucleus behaves as a dipole when placed in a static magnetic field 
B0.The energy level of the hydrogen nucleus is split.
The De Broglie relationship equates the energy E of an electromagnetic wave to its 
frequency u
E = hv (2-3)
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Thus it can be seen from figure 2.2 that the transition energy AE is
Using 2-3 to relate this transition energy AE to a resonant frequency (i.e. E=AE) gives
The transition energy of nuclei in a magnetic field Bo corresponds to an electromagnetic 
wave with an angular frequency of coo. This is called the Larmor frequency and is in the 
Radio Frequency (RF) range for magnetic fields in the order of 1 Tesla.
2.2.2 Precession
In classical physics, the rotation of any magnetic dipole about the direction of an 
applied magnetic field is described by Larmor precession (see figure 2.2). Precession 
can be fully described by quantum mechanics [7], but a more intuitive classical 
approach yields the same results for the hydrogen nucleus (see section 2.3). The energy 
for NMR transition is supplied in the form of an oscillating magnetic field perpendicular 
to Bq. As Bo lies along z, this is a magnetic field rotating in the xy plane at coo-
2.2.3 The Boltzmann Distribution
The nuclei observed in NMR samples can take up one of the two energy states 
described previously. A nucleus aligns with Bo with a probability P+, the nucleus can 
take up the opposite alignment with a corresponding probability P.. Any number of the 
W ' nuclei in a sample may take up each state so that the populations are N+ and N. 
respectively. The probabilities and populations are described by classical Boltzmann 
statistics. The probability is thus related to the energy of a given state in the following 
manner
A E  = h y B 0 / 2 7C (2-4)
K I = y|b „[ (2-5)
P(E) = Ae(_E/kT) (2-6)
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Where k  is the Boltzmann constant, T  is absolute temperature and A is a constant related 
to the number of particles in the system. So for N  spins the ratio of the occupancy in two 
states (NJN+) is the same as the ratio of the probabilities (PJP+).
N . P. Ae(~E~/kT)
n 7 " F _ Ae(-E*/CT)
= e(-“ /tT> (2-7)
Using equation 2-4 in figure 2.2 and the fact that N= N.+Ni
Nx -  N = N tanh
yfi|B
2kT j
yfc|B0| «  kT and tanh(<p)&<p, hence to a close approximation 
NyfclBj
N - N  = 1 01 (2-8)
+ ' 2kT
The net magnetisation (M) is equal to the vector sum of the magnetic moments (fi) from 
all the nuclei placed in the magnetic field.
|m | = N +|I+ +N _ji_
M “ y ( N* - N . )
Substituting 2-8 gives 
i i n v 2^ 2|b 0|M = — ---- (2-9)
1 1 4kT
At the values of field strength and temperature commonly used, the populations of the 
two states are very similar, typically to within a few parts per million. The bulk 
magnetisation M, used to generate the NMR signal, is proportional to this difference 
making NMR an insensitive technique. Fortunately, the abundance of protons in vivo is 
very large of the order of Avogadro’s number (~6e23).
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2.3 Classical Description of Magnetic Moments in Applied Magnetic Fields
2.3.1 The Classical Behaviour of Magnetisation in a Static Magnetic Field 
It has been stated in section 2.2.2 that the rate of precession of a spin around the 
direction of an applied field is described by the Larmor frequency. This comes from the 
classical model of the interaction of a magnetic dipole (p) with a static magnetic field 
(Bo). A dipole in a magnetic field experiences no net force but a torque (r) given by 
T = p x B 0 (2-10)
Just as a force is given by the rate of change of momentum, the torque is the rate of
change of angular momentum (J) with time (t)
dJ _
* = M x B »
From equation 2-2 we have the equation of motion for a dipole in a magnetic field
(2-11)
The equation of motion 2-11 can now be used to examine the rate of precession.
dp- 5 = y h * b 0
at
Figure 2.3 The motion of a dipole in a static magnetic field B0
From figure 2.3 it can be seen that 
|dp| = p sin @|d<p|
With equation 2-11 giving 
|dp| = y|p x B0|dt = ypB0 sinGdt
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Equating the two expressions above then gives the expected Larmor precession at an 
angular frequency cOo 
d(p
G )J  = = y|B„| (2-12)
dt
Note that this is the same as equation 2-5. The frequency of precession is the same as 
the frequency of electromagnetic radiation needed to excite a transition between energy 
states. The cross product of n xBo will produce a vector perpendicular to plane formed 
by fi and Bo such that the tip of the /x will rotate in a clockwise direction. If Bo is defined 
to be in the z-direction then the motion of p  will, in a clockwise direction, trace out a 
circle in the xy-plane. This direction is defined by the cross product as being negative 
giving
w„ = - y|B.| (2-13)
2.3.2 The Rotating Reference Frame
The Larmor frequency, coo, is the same for both the dipole precession and the magnetic 
field needed to excite transition. It is often useful to view interactions in a reference 
frame that is also rotating so that results are not complicated by periodic motion. If we 
go back to the equation of motion for a dipole in a static magnetic field
^ r )  = w xB° (2-i4)
we can use a co-ordinate system that is rotating at an angular velocity Q and derive the
motion of the dipole in this reference frame
^ 7 ] =Y(**B0- f l x n  (2-15)
' . “ ‘ A..
Since AxB = - (BxA)
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' .......
=  y p x B 0 - l - p x f t
(2-16)
= jix(yB0+n)
This is the same as an effective magnetic field of Z?^in the rotating reference frame
B ,„ = B 0+ -  (2-17)
Y
It is now simple to consider a reference frame in which fi=o)o=-yBo. In the rotating 
reference frame the field is zero and the magnetic moment is static. The magnetic 
moment is thus rotating at the Larmor frequency in the laboratory frame.
2.3.3 Radio Frequency Pulses (RF pulses)
Now the concept of the rotating reference frame has been introduced it is simple to 
consider the effects of a rotating magnetic field (Bj) applied perpendicular to the static 
magnetic field. If Bj is rotating at the Larmor frequency cdo and Q=cOo=-~fio, the 
effective field in the rotating reference frame is given by
Befr = B0 + — + B, = B0 —^ S .+ b , =B , (2-18)
Y Y
A magnetic moment in this field will be rotated about Bi with an angular frequency co.
. i d ( )
GO = = YBJ (2-19)
d t
From equation 2-19 it can be seen that when the Bj field is applied for a time t the 
moment is rotated by an angle 6 given by
|0| = |YBj|t (2-20)
When energy is supplied to spins on resonance (o?=cdo), in the rotating reference frame 
the moment is tipped through an angle 8 that can be manipulated by varying the strength 
and duration of the Bj field applied. These periods of applied Bj are termed RF pulses.
17
Speed and Contrast in Magnetic Resonance Imaging
2.4 Relaxation and The Bloch Equations
A classical model has been used above to understand the way that isolated spins behave 
in static and RF magnetic fields. In order to provide a useful description of MRI, this 
model needs to be modified to determine how large groups of interacting spins will 
behave. Consider the net magnetisation M, introduced in section 2.2.3, this has the 
familiar equation of motion we examined for individual magnetic moments
dM „ = yM x B0
dt
If we define the static magnetic field as being in the longitudinal or z-direction (Bq=Bz), 
the net magnetisation has a longitudinal component Mz and a transverse component M^. 
The motion of the components that make up the magnetisation in the static magnetic 
field can then be described by the following equations 
dM dM TV^  = 0, __5L  = YMxyxB z (2-21)
dt dt
The equilibrium net magnetisation, Mo, has a magnitude given by equation 2-9 and is 
aligned with the direction of the main magnetic field, Bo (see figure 2.4). Thus, at 
equilibrium
M z = M 0 = |M0|.z, M xy = 0 (2-22)
The basis of pulsed NMR is to excite the magnetisation with on-resonance RF pulses. In 
section 2.3.3, the effect of these pulses on a magnetic moment was seen to be a rotation 
through an angle 6; the same rotation is applied to the bulk magnetisation by the RF 
pulse. This rotation changes the relative components of the magnetisation (M^ and Mz) 
such that the transverse component (Mxy) is non-zero. The magnetisation then returns to 
its equilibrium position over time in what is termed relaxation. During its return to 
equilibrium, the transverse magnetisation rotates at the Larmor frequency producing a 
plane polarised wave that can be detected to form the NMR signal.
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2.4.1 Spin-Lattice Relaxation and its Time Constant
Spin-lattice relaxation causes the magnetisation M  to return to its equilibrium position 
via the exchange of energy between spins and their surrounding molecular environment 
(or lattice). Molecular tumbling produces small rapidly oscillating (around the Larmor 
frequency) variations in the size and direction of B0. A magnetic moment in this 
oscillating B0 field will have transitions induced between spin states. Due to the bias in 
probability of transition between states towards a particular direction, the change in the 
population of states will on average return the magnetisation to its equilibrium position.
MZ=M(A
0 RF-pi90° ulse Mz returns to Mo over time
l= >  24 l= >  I= >
m : S . Si
Figure 2.4 The return of longitudinal (z) magnetisation after an RF-pulse
The equilibrium magnetisation has a magnitude M0 and is aligned with the direction of B0 
(the z-axis is chosen to lie in this direction). After the 90° RF-pulse the magnetisation is all 
transverse (xy) plane. The longitudinal magnetisation then returns to its equilibrium value 
over time.
The change in Mz with time is expressed mathematically below.
dMz _ (M0- M a) 
dt T
(2-23)
The constant Ti in equation 2-23 is determined by experiment. The solution of this 
equation is that of an exponential return to equilibrium described by the following 
equation
/  \  t
T,
(2-24)
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2.4.2 Spin-Spin Relaxation and its Time Constant T?
The equilibrium value of the transverse magnetisation Mxy (from equation 2-20) is zero 
because the magnetic moments that make up Mxy are randomly orientated. After an RF 
pulse has been applied there is coherent transverse magnetisation Mxy, see figure 2.5 
below. The coherence is gradually lost (dephased) as components of the transverse 
magnetisation obtain different phase. The molecular tumbling described above causes 
the exchange of energy between spins and this process results in a gradual loss of phase 
coherence. In contrast to longitudinal relaxation where biased transition occurs between 
spin states, transverse relaxation does not need to involve a change in the relative 
population of spin states. In addition, the primary component in the loss of 
coherence in biological samples occurs through the exposure of spins to local, low 
frequency fluctuations in the magnetic field. This extra component of T2 relaxation 
ensures that T2 is always shorter than Tj.
Bo
90° RF-pulse
|= 5  *
Mxv looses coherence over time
• |= >
~ .
Mxy
Figure 2.5 The loss of transverse magnetisation after an RF-pulse
After the 90° RF-pulse the magnetisation is all transverse (xy) plane. The transverse 
magnetisation then loses its coherence over time.
The rate of change of Mxy is described mathematically below 
dM M
 2- =  2. (2-25)
dt T2
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The solution of this equation for the development of the net transverse magnetisation 
with time shows an exponential decay to zero
(t) = M  (o) • exp
y ' ^ j
(2-26)
Transverse magnetisation can also lose coherence through spatial variation in the main 
magnetic field Bq, causing a variation in spin’s angular velocities that is temporally 
invariant. This dephasing is reversible and characterised by T2’. The combination of T2 
and T2’ is measured in MRI, it has its own relaxation parameter T2* and a decay 
described by equation 2-26 with the substitution of T2* for T2.
2.5 How to Localise Signal: Standard Imaging Principles
There have been many different techniques developed to localise signal and form 
images in MRI. The three main components of localisation, described below, are 
employed in nearly all MR imaging techniques currently used. The hardware required 
must produce a linearly varying magnetic field (constant magnetic field gradient) that 
may be applied in 3 orthogonal directions. The application of these fields causes the 
resonant frequency of the magnetisation to be spatially dependent. To form images an 
RF-transmitter and receiver is used in conjunction with the main magnetic field and the 
constant gradient set.
2.5.1 The Fourier Transform
The Fourier Transform [8,9] (FT) is fundamental to the spatial localisation technique 
called Fourier encoding. Applying a Fourier Transform to a signal (g(t)) that is a 
function of time (0 yields a set of complex exponential functions with frequencies that 
make up a complete set of harmonics (n) where n=1,2,3.. 00. A continuous function (f(x))
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makes up the coefficients of the exponentials that describe g(t). Here the Fourier 
Transform is defined
Normally, in MRI conjugate variables such as 6=kx or 0=o)t are used (see section 
2.6.2). These integrals can describe non-periodic functions. In MRI a finite set of terms 
is collected forming a finite series. This produces a periodic function and so has 
implications for representing an object without error.
An important property of the FT is the convolution theorem [8]. This states that if two 
functions each have a Fourier transform, then the Fourier transform of the product of the 
two functions is the convolution of their individual Fourier transforms.
2.5.2 Slice Selection
When a RF pulse is applied it will excite all the spins that have a resonant frequency 
within the bandwidth (BW) of the pulse. This means in a uniform static magnetic field 
Bo, all spins will be excited if the pulse is on-resonance. Slice selection works by 
exciting all the spins in a given plane within a three-dimensional (3D) object, then only 
two-dimensional (2D) encoding is needed to obtain an image from that plane. If a slice 
is desired, through a plane in a given direction (for example z), a constant magnetic 
field gradient (Gz) must be applied perpendicular to the plane. This means that the 
resonant frequency of the spins (co) is dependant on their position (z) with a frequency 
given by
f(x)= Jg(t)ei0dt
(2-28)
®(z) = y(B0 + G z -z) (2-29)
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Where the magnetic field acts in the z-direction and Gz=dBz/dz. If the RF pulse has a 
bandwidth B W and a central frequency o)suce 
BW = y(G,.Az)
1 z (2-30)
®,iie,= y - ( B „ + G z.z,„ce)
Rearranging 2-30 gives
BW
Az =
^  slice
Y-Gz
_ «w - yb,
yG,
A slice of thickness Az, centred at position zsiice is excited. The gradient amplitude and 
the pulse BW  govern the slice thickness; the slice position is determined by the central 
frequency of the RF pulse a)siice and the gradient amplitude Gz. After a slice gradient has 
been applied the phase of the spins across its thickness become dispersed. This is 
because the transverse magnetisation created during the RF pulse experiences the slice 
selective gradient that is applied and so spins precess at slightly different rates across 
the slice. To refocuses this dephasing, a gradient of opposite polarity is applied for the 
same period that the transverse magnetisation experienced the slice selective gradient.
2.5.3 Frequency Encoding
The basis of frequency encoding is that, in the presence of an applied constant magnetic 
field gradient (here Gx), the signal from a sample can be measured as shown in figure 
2.6. The angular frequency co and magnitude function f (u )  directly correspond to the 
position x  and the magnitude of the magnetisation g{x) respectively. The Fourier 
Transform (FT) of the signal evolution with time during the application of the gradient 
is a projection of the sample.
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Figure 2.6 Frequency Encoding
A linearly varying magnetic field Bx of gradient strength Gx is applied across an 
object. The signal from the object measured over time can then be Fourier 
Transformed to produce a representation of the object in frequency, corresponding 
to position, and amplitude, corresponding to the objects magnetisation. The level of 
magnetisation the object possesses is normally associated with a larger object or a 
greater density of protons.
The signal is received (often called the readout) after a slice selective 90° RF pulse has 
brought a 2D plane of spins, perpendicular to Gx, into the transverse plane. A secondary 
effect of applying the gradient is that the phase as well as the frequency of the spins is 
dependent on position and time within the readout. A gradient with half the area and 
opposite polarity is applied before the readout. This means that the spins will have 
phase coherence in the centre of the readout. Thus, the acquired signal will have 
maximum signal intensity in the centre of the readout and a full, symmetrical echo [10] 
will be sampled. The reason for this read preparation gradient is further illustrated in the 
later section 2.6.2 on k-space.
2.5.4 Phase Encoding
In conjunction with frequency encoding and slice selection, phase encoding is applied 
along the third orthogonal dimension to localise signal from a 3D object. A linear 
magnetic field gradient is applied for a fixed time in the phase encoding direction;
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consequently the spin dipoles precess with a different frequency for a fixed period. This 
applies a linear phase shift to the magnetisation in the phase encoding direction. The 
phase shift applied across the object is stepped in factors of 27T, with the number of steps 
being the same as the number of pixels in this direction. Phase encoding is a similar 
process to frequency encoding in that the spin density is the Fourier Transform of the 
acquired signal (see figure 2.6). See the following k-space section for further 
explanation.
2.6 Tools for Describing Sequences
A typical MRI experiment consists of a large number of RF pulses and magnetic field 
gradients that are switched on and off (pulsed) in a sequence, normally termed the pulse 
sequence. There are a number of ways to represent pulse sequences and the signals they 
acquire. These are necessary to explain the different strategies that may be employed to 
gain the correct signals, for subsequent correct images. Three commonly used pulse 
sequences are described in this chapter. They are i) the 2-Dimensional Fourier 
Transform (2DFT), which is a simple sequence used to illustrate pulse sequences 
diagrams ii) Echo Planar Imaging (EPI) a very rapid technique, and iii) The Fast Spin 
Echo (FSE) method that is frequently used clinically, because it provides high quality 
images in a reasonable time. The FSE and EPI methods are more complicated, so their 
description is left to the end of the chapter.
2.6.1 Sequence Diagrams
MRI experiments that are performed have five main components: The transmitted RF 
pulses, linear magnetic field gradients in the x, y  and z directions and the RF receiver 
with its sampling rate and duration. Each component can be represented on a time line
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to make a simple pictorial representation of the sequence of gradients, pulses and 
anticipated echoes. Here four axes are used with a single axis representing RF 
transmission and reception. The sampling function applied is shown in the frequency 
encode direction or x-axis. Magnetic field gradients in a direction (m) are represented by 
shapes that have a height proportional to the gradient magnitude Gm (where 
Gm=dBz/dm) and a length proportional to gradient pulse duration.
TE/2 ► < TE/2
.JiL.
RF
Frequency 
Encoding (x)
Phase
Encoding (y)
excite rerocus
sampling 
iiiiiiiiiiifimiffiiiiiiitti
Slice [_
Selection (z)
L
Loop where Phase Encoding Gradient incremented as indicated
^ ____________________JJL________________
Figure 2.7 A spin echo 2DFT sequence diagram
The application of RF and gradient pulses during the acquisition of an image are 
represented on different axes.
A 2DFT experiment is shown in figure 2.7. The RF line shows the application of a pulse 
to excite the spins in a slice (determined by the amplitude of the slice selection gradient 
for a given RF pulse) followed by a refocusing RF pulse. The refocusing pulse is 
positioned at time TE/2 to reverse any phase evolution from constant local fields at the 
echo time (TE). This is called a spin echo and the signal will be T2 weighted. With the 
omission of the refocusing pulse an image can still be generated, but the image has
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different contrast (T2* weighted), sensitive to local susceptibility gradients. In the 2DFT 
method, one line of data is read out for each different phase encoding gradient. There is 
a time TR between the start of each phase encoding (PE) loop, which allows the 
longitudinal magnetisation to recover before it is used again in the acquisition of next 
segment of data. The TR is thus typically of the order of Ti to make sure a reasonable 
amount of the magnetisation has relaxed and can then be used for the next excitation. 
The total scan time for the 2DFT is TR*nPE where nPE is the number of PE steps.
2.6.2 K-Space
To gain a more exact and intuitive description of how spatial localisation is achieved the 
concept of k-space is introduced. The relationship between the applied gradients, the 
magnetisation and its net signal is made clearer in k-space. This is because the Fourier 
Transform (FT) connects the density of spins in real space (also called image space or 
the frequency domain) to their rate of precession in Fourier space (called k-space or the 
time domain).
The position in k-space at a time t (see figure 2.9) is given by indices kx and ky, which 
are related to the applied linear field gradients Gx and Gy in the following manner
k ,(t)  = YjfG,(t)dt
" (2-31)
ky(t) = r / G y(t)dt
0
The signal (S) that is received at a point in time is the integral of the magnetisation 
distribution Mxy over space (here over x and y). The magnetisation will have been 
affected by relaxation, pulse sequence parameters, and by the characteristics of the 
hardware employed. However, while these factors modulate the function M(x,y) to
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change the appearance of the image obtained, they do not alter what is considered here. 
The magnetisation has been modulated by the application of gradients Gx and Gy to give
f
S(t)= JjM(x,y) exp iy |B0|t + x jG x(t)dt+ y jG y(t)dt dxdy (2-32)
But, equations 2-31 above with a demodulated [4] receive signal (S'), such that 
oscillations at the Larmor frequency G)o are removed, yields
S '(k„,ky)=  JJlVl(x,y) ■ exp(i(kxx + k yy)^lxdy (2-34)
If the signal has been measured the magnetisation distribution M(x,y) is then simply the 
Fourier Transform pair of the above equation
M (x,y)= JJs'(kx, k y )• exp(- i(kxx + k yy))dkxd k y (2-35)
The signal can only be sampled at discrete points in time so the integral above will form 
a discreet sum. Now the relationship between k-space S(kx,ky)  and image space M(x,y) is 
known, the points in k-space that need to be sampled can be deduced (often called the 
Nyquist sampling criteria [11], also see the next section). This can be thought of as the 
convolution [8] of the continuous functions in equation 2-35 above with a comb 
function. The FT of a comb function is another comb function with a reciprocal period. 
The image must have a spatial extent or ‘Field of View’ (FoV) that is as large as the 
object (FoVmin), so in the image domain the comb function must repeat at not more than 
once every FoVmin. The distance in frequency space Akmin is then the reciprocal period 
2Tr/FoVmin-
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<g>
Sample point
 ►-----
Trajectory
Figure 2.8 A trajectory through k-space
The application of gradients is described by the traversal of k-space; a construct that 
links applied gradients, the expected signal and the image obtained.
Similarly, for a desired resolution of \  M(kx,ky)  must be sampled over an area 27T/X This 
leads to grid of points in k-space that must be sampled using gradients that take a 
trajectory passing through them, such as that shown in figure 2.8. The way that k-space 
is sampled is fundamental to a technique. In the 2DFT experiment each line along kx is 
sampled individually in a separate TR, the magnetisation is then left to recover before 
the next line is acquired. The reason for the preparation gradients in the frequency and 
phase encoding directions are clear from figure 2.8; these take the magnetisation to 
bottom comer of k-space, from which point the trajectory can start. In the EPI 
experiment (see section 2.8) the line in figure 2.8 is followed through the complete 
trajectory in a single readout. The read gradient reversals switch the kx direction and the 
phase encoding gradient ‘blips’ jump the magnetisation to the next line.
2.6.3 Discrete Fourier Encoding: Aliasing
When an analogue signal is digitised, the rate at which it is sampled has important 
implications that are explored in figure 2.9 below. In section 2.5.1, it was stated that any
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continuous signal could be represented by an infinite number of harmonics. Instead, a 
digitised signal is made up of a finite number of harmonics. The sampling rate Ts 
determines the range of frequency components, often called the bandwidth ‘B W  
(BW=l/Ts), which can be measured in a signal. The higher frequency components are 
still measured, but they appear as low frequency signal. This superposition of signals 
that are at different frequencies is called aliasing.
Analogue signal ® Sample points
components
a.
b.
c
Figure 2.9 Sampling and Aliasing of Signals
An analogue (or continuous) signal is presented at the top. This signal can be 
described by 3 sinusoidal components ‘a ‘b and ‘c ’ seen on the left hand side with a 
solid line. The signal is sampled at points in time ‘ Ts ’ apart. A sinusoidal dotted line 
is drawn through the sampled points on the right hand side. It becomes clear that 
while components b and c are accurately described by the sampled points, component 
a is represented by a lower frequency signal. Components a and c are aliased, the 
higher frequency component c appears at the lower frequency of a. The sampled 
signal in this example up will simply be component b. This is because sampled 
signals a and c will destructively interfere. The frequency of b is the Nyquist 
frequency Fn, which is the maximum frequency that can measured using a sampling 
frequency Fs. From the figure it can be seen that Fn = 2*Fs = 1/Ts i.e. Fn= l/(2Ts).
Sampled Signal 
components
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The ideas in figure 2.9 are important when considering how to best sample the receiver 
signal generated during an MRI experiment. The receive bandwidth determines the 
frequencies (and levels, since most of the signal is normally concentrated at low 
frequencies) of signal and noise that are obtained. However, as described in section 
2.6.2, sampling in k-space is also fundamental to correct signal localisation using 
Fourier encoding.
The frequency of precession of the magnetisation in an object is related to its position 
(see figure 2.6). When the MR signal is not sampled correctly aliasing occurs. This 
means that the signal from an object is assigned to an incorrect spatial position in the 
image. Restating some of the discussion in section 2.6.2, the applied magnetic field 
gradients make the frequency and phase of the magnetisation depend on spatial position. 
To correctly produce an image, the signal from different positions in space must be 
sampled with a frequency that allows them to be distinguished. E.g. &kmin=fGmTs and 
the FoV is simply 2ir/Akmin, so for a correct FoV the gradient size and sample time must 
be balanced. Larger gradients mean lower sample times can be used while maintaining 
the FoV. Lower sample times mean that the receiver bandwidth is reduced. A lower 
receiver bandwidth is desirable because the signal tends to be entirely within a low 
range of frequencies while the noise is distributed among all frequencies. This means a 
low bandwidth has a higher Signal to Noise Ratio (SNR).
2.6.4 Discrete Fourier Encoding: The Point Spread Function fPSFI 
K-space is sampled discretely, but it is also sampled over a finite area. The convolution 
theorem means that these sampling functions can be considered as separate filters that 
are applied to a continuous, infinite k-space (k-space is not sampled to infinity because
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it would take an infinite time!). The filter that is applied in k-space is normally a ‘box’ 
filter (e.g. in ID, -kmax:kmax= l, all other values =0). This means that the signal from 
each spatial position, represented by a pixel, is distributed in image space by the FT of 
the ‘box’ filter that has been applied. The distribution of signal, which is the FT of the 
k-space filter applied by sampling a discrete area, is called the Point Spread Function 
(PSF).
In figure 2.10 a box function is shown, which is also sampled at discreet positions 
indicated by the crosses. The FT of the box filter produces a sine function. With the 
points that are sampled this produces an oscillating spread of signal intensity across the 
image that decreases with distance. The contribution to every other pixel is zero. When 
a wider region of k-space is acquired it is like applying a wider box function. This 
makes the PSF reciprocally narrower i.e. the PSF will be the same function, but it will 
be spread over half the physical distance.
‘box’ function
SO 100 150 200 250 300 350 400 450 54
a.u.
x Discrete — Continuos
Point Spread Function
a.u.
a.u.
Figure 2.10 The Point Spread Function (PSF)
On the left hand side a box function over a finite region is displayed. This continuous 
function is actually sampled (as represented by the crosses). The continuous line has 
infinite bounds. When a signal is sampled using this function it produces the PSF 
displayed on the right hand side. The function is a sine and it is sampled at the points 
given by a cross. The nearest pixels have the largest values the function then decreases 
with distance. However, due to the sampling every other sampled position (or pixel in 
the image) is zero. When signal from a given position in space is sampled it will be 
distributed throughout the image according to the point spread function.
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2.6.5 Phase Graphs
Phase graphs, first published by Hennig [12,13], are an elegant way of describing the 
evolution of magnetisation during the application of repeated RF pulses. Simple vectors 
of magnetisation may describe the spin echo, but echoes created by dephased 
magnetisation can quickly become too complicated.
Consider magnetisation that is dephased by a gradient so that it forms a complete disk in 
the transverse plane, see figure 2.11. If the magnetisation experiences 180° RF pulse 
(2.1 la), and the same gradient both before and after the pulse, then the magnetisation is 
refocused for a spin echo at an equal time later. If however, the magnetisation 
experiences no RF pulse, the magnetisation is further dephased by 2ir creating a disk of 
magnetisation with two windings (2.1 lb). The third possibility is that the magnetisation 
experiences a 90° RF pulse (2.11c). In this case, the magnetisation that is perpendicular 
to the plane of the RF field is rotated onto the longitudinal axis, while the rest of the 
magnetisation remains in the transverse plane. The continued application of the gradient 
will again form an echo, though it is a different species that is hard to describe with just 
a few magnetisation vectors.
To keep track of the transfer of magnetisation, and potential echo formation, from 
repeated RF pulses of varying angles, a diagram called a phase graph is used (illustrated 
in figure 2.12). The phase graph is made up of vertical lines that represent RF pulses. 
The flow of longitudinal magnetisation between states given by Z and Z*, representing 
magnetisation wrapped in a clockwise or counter clockwise orientation respectively, is 
represented by the dotted lines. Similarly, the transverse magnetisation is represented by 
the solid lines, with states F  and F* representing magnetisation wrapped in a clockwise
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or counter clockwise orientation respectively. To observe the formation of an echo one
of the F/F* states must cross through the u,v line.
90° i
iz
<  \
x
i v
iz '
<  kx
i V
iz
<  K
X
V
Figure 2.11 The development of magnetisation under the application of different 
RF pulses
The evolution of magnetisation is considered during the application of different pairs of 
RF pulses. Different echoes are produced depending on the angles of the pulses used.
a. At the top a spin echo is formed from a 90-180 set of pulses. The 180 pulse reverses 
the positions of the vectors. After the application of the same gradient they are all 
returned to there starting positions and a spin echo is formed.
b. In the middle, no echo is formed from the application of a 90-0 set of pulses. The 
gradient simply dephases the magnetisation.
c. At the bottom, another spin echo is formed from a 90-90 set of pulses. The second 90 
pulse reverses the position of some of the magnetisation as with the 180 pulse (a). This 
component of the magnetisation forms a spin echo - it has been refocused as if it has 
seen a 180 pulse. However, some of the magnetisation is rotated on to the z-axis, does 
not experience the gradient and is not involved in forming the echo.
In figure 2.12a, the formation of a normal spin echo (SE) is seen from the application of
a 90°-180° pulse train. The SE occurs at a time equal to twice the spacing between the
first two pulses. The component of magnetisation that forms the SE is one compete disk
of magnetisation at the 180° pulse, represented by the Fj state. It is then converted to the
F*/ state by the 180° pulse. The continuous gradient then refocuses this magnetisation
by bringing it through the u,v line.
gradient ; a- 180° gradient: Spin
lj
Echo
4
No
Echo
b. 0°
4
c. 90' Spin
Echo
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In figure 2.12b, no echo is formed from the application of a 90°-0° pulse train. The 
magnetisation is wrapped further by the gradient, and goes from the Fj state to the F2 
state.
A spin echo can also be formed by a pair of 90° RF pulses, see figure 2.12c. The 
transverse magnetisation produced by the first 90° pulse is split into two states by the 
application of a further 90° RF pulse. The first state present after the second 90° pulse is 
F*/, which forms the SE. The second is the longitudinal magnetisation in state Z/. The 
longitudinal magnetisation can be brought back into the transverse plane (Z;-> F*y in 
2.12c) by a third 90° pulse, which forms another kind of echo termed the stimulated 
echo STE.
In figure 2.12d, a full series of pulses that have an arbitrary angle are used. All the 
different lines represent all the different states for the magnetisation. This diagram 
shows how a complex series of pulses quickly builds up a large number of states. 
Designing a pulse sequence containing a number of pulses requires the different states 
to be, firstly, anticipated, and secondarily, carefully selected, using the appropriate 
choice of RF pulses and gradients. The phase diagram allows this to be achieved with 
relative ease.
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Figure 2.12 The Phase Graph
The development of magnetisation is charted through the a° RF pulses. The figures 
2.12a-c mirror the development of magnetisation in figure 2.1 la-c. The dotted lines 
represent the Z, longitudinal magnetisation states. The solid lines represent the F  
transverse magnetisation states. An echo is seen when one of the states passes the u,v line
a. The formation of a spin echo from a 90-180 pulse train
b. No echo is formed from a 90-0 pulse train, the magnetisation is further dephased. This 
is represented by the F2 state as opposed to the Ft state in figure 2.12a.
c. The formation of a spin echo from a 90-90 pulse train is seen. However, this is not the 
same as in 2.12a, there is also a component of longitudinal magnetisation represented by 
the Z, state. The application of a further 90 pulse brings the Z magnetisation back to the 
transverse plane where it forms a stimulated echo.
d. All the different components of magnetisation created during the application of 
repeated RF pulses are shown.
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2.7 Parallel Imaging and Sensitivity Encoding
Modem MRI, using the principles of Fourier encoding, has been extremely successful. 
However, this approach has also set limits on the speed of image acquisition: a certain 
number of points in k-space must be sampled, and, as only one point can be sampled at 
any one time, a certain k-space trajectory must be followed. The trajectory takes a finite 
time limited by hardware performance [11] and physiological boundaries [14]. The 
limiting factors normally cited are the time it takes to sample a point, the minimum 
number of points required to form an image, the strength of the gradients and how 
rapidly they may be switched. To circumvent these limitations a group of new 
techniques has been developed that are termed Parallel Imaging (PI).
PI uses multiple coils to simultaneously receive signals from an object. Each receive 
signal is modulated by the spatial sensitivity of the coil. If these spatial sensitivities are 
known, their difference can be used to assign the spatial position of the signal, reducing 
the amount of Fourier encoding that is necessary for the correct reconstruction of an 
image. All PI methods use this principle, but there are various ways in which the 
sensitivity information can be used to reconstruct an image.
2.7.1 Image Domain or SENSE-Tvpe Techniques
SENSitivity Encoding or SENSE [15] is performed in the image domain and so it is the 
most intuitive to understand, thus it is more fully described here. A simple two-coil 
introduction is given in figure 2.13 below. Two coils pick up signal from an object and 
two images are obtained, one from each coil. These images may be acquired with a 
reduced FoV by sampling the signal in k-space less densely. This means that signals 
from different spatial positions {a and b in figure 2.13) are aliased. However, because
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the aliased signal (from the same spatial position in the two images II  and 12) is 
weighted differently, the relative contributions from the two aliased spatial positions 
can be determined provided the sensitivity functions (S I and S2) are known.
Object with spin density 
p(x,y) in the FoVfollis 
imaged using two coils.
Two positions a & b are 
highlighted to track what 
happens to signal from 
these positions.
The spin density is 
weighted by the sensitivity 
of each coil S1 and S2. 
Profiles of SI and S2 with 
x are shown.
Two images are generated 
II & 12 that have a reduced 
FoV. The aliased signal 
from positions a and b is 
shown in pixels c and d in 
the reduced FoV.
The signal in c and d is 
weighted by the different 
functions SI and S2.
If we know S1 and S2 we 
can get p(x,y) over the full 
FoV from images II and 12 
by solving these 
simultaneous equations.
Il(c,y) = Sl(a,y) * p(a,y) + SI (b,y) * p(b,y) 
I2(d,y) = S2(a,y) * p(a,y) + S2 (b,y) * p(b,y)
Figure 2.13 Principle of SENSE
Generalising, SENSE relies on the acquisition of multiple images (/), with each image
acquired by a different receiver (r). These images contain information about spin
density (p) modulated by a spatial weighting from the coil (S). To shorten scan time in
conventional Fourier imaging the same area o f k-space is sampled less densely, leading
to images with a reduced FoV (fovr), but the same resolution. Pixels in the fovr images
now contain weighted information from several positions [15]. If in each image the
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weightings are significantly different they may be used to separate the aliased signal. So 
in the Cartesian case, where x  and y  give position and the number of positions aliased is 
n, individual images are represented by the following equation
(2-37)
( h ]
^Sl(x,y) Sl(x + fovr, y) . . .  S l(x + (n x fovr), y) P(*,y) >
h
=
S2(x,y) S2(x + fovr, y) . . .  S2(x + (n x fovr), y)
X
p(x + fovr, y)
vSr(x,y) Sr(x + fovr, y) . . .  Sr(x + (n x fovr), y)^ vP(x + (n x fovr))>
or
I =  Sxp (2-38)
This enables us to obtain a full FoV image by inverting the sensitivity matrix S. 
p = S“'x I  (2-39)
The SENSE technique has a more complicated Signal to Noise Ratio (SNR) 
performance than conventional Fourier imaging. There are two main factors that reduce 
the signal to noise: firstly, the degree of speed up given by the Reduction factor (R). R is 
ratio of the number of k-space lines acquired with the fovr  to the number of k-space 
lines for a full FoV acquisition. The second consideration is how good the sensitivity 
functions are at separating the signal. This is related to how independent the different 
views of the coils are (in the ideal case each coil would receive signal from one spatial 
region only and an unaliased image would be formed of a part of the FoV) and is also 
dependent on the degree of aliasing. Mathematically, the extra SNR penalty for having 
to separate the signals is given by the g-factor (g), which can be calculated from 
knowledge of the sensitivity functions and the level and correlation of noise in the 
receivers. This is discussed more full in section 5.2.5. From reference [15], the SNR for 
SENSE is given with respect to the noise performance of a coil array with no reduction 
in sampling SNRfUn
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SNRr = s ^ fn" (2-40)
V R x g
It should be noted that the SNR performance of the array itself has certain 
characteristics, so when considering overall SNR first the SNRfUn performance of the 
array must be taken into consideration. This can also be derived from the sensitivity 
functions and the receiver noise characteristics, and is explored further in section 5.2.5.
2.7.2 Frequency Domain or SMASH-Tvpe Techniques
Methods that use the sensitivity information in the time domain are called SMASH [16] 
type techniques after one of the first methods to produce images in a reduced time using 
multiple receivers: Simultaneous Acquisition of Spatial Harmonics. As the name 
suggests, in this approach the modulation on the magnetisation normally imposed by 
phase encoding is partly replaced using the complex coil sensitivities. The coil 
sensitivities available are always low frequency, which means that k-space lines are 
required over the whole of k-space. A partial sampling of k-space is then used with the 
sensitivity data to ‘fill in the gaps’ and calculate a full matrix of k-space data.
Rather than trying to create a combination of coil sensitivity functions that replicates
phase encoding, the signal in the time domain can simply be considered an object’s
signal modulated by an encoding function. The time domain signal is a product of the
spin density and an encoding function (in a very similar way to equation 2-37). The
encoding matrix can be inverted (like in equation 2-39) to obtain the spin density. This
is the basis of Generalised SMASH [17] and unifies the time and frequency domain
approaches. There are also a number of hybrid techniques, which bridge the gap
between using all the k-space lines together (as in SENSE and Generalised SMASH)
and using each line individually (as in SMASH). The various related reconstruction
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approaches include GRAPPA [18], G-SMASH [19] and SPACE-RIP [20] in addition to 
those already mentioned.
2.8 Echo Planar Imaging (EPI)
Mansfield first introduced Echo Planar Imaging in 1977 [21]. This, the most rapid of 
imaging techniques, was conceived well in advance of its routine application. EPI is 
now used for performing studies of, for example, diffusion, perfusion and BOLD 
functional activation.
An EPI diagram is shown in figure 2.14. A gradient echo is formed when the transverse 
magnetisation is dephased and then rephased by linear magnetic field gradients alone. 
The EPI experiment involves a single RF pulse followed by a train of gradient echoes 
that are read out by applying a series of gradients with equal areas and opposite 
magnitude. Each echo has a different net phase encoding gradient due to the extra 
gradients (blips) applied between the readout gradient reversals [22]. This is in contrast 
with the 2DFT experiment (figure 2.7), where each phase encoding step requires a 
separate excitation of the magnetisation (and a subsequent wait for it to relax). Here, 
EPI acquires all the PE steps in one TR making it a much faster technique than the 
2DFT. This implementation of EPI is termed ‘single-shot’ because it requires only one 
excitation of the magnetisation to obtain an image.
The echo time TE is centred on the middle PE step where the net phase encoding 
gradient is zero. It is clear that because each echo is at a different position in time, the 
magnetisation will have experienced different amounts of dephasing from local
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susceptibility gradients. This inconsistency between successive echoes has associated 
problems that will be discussed at greater length later.
TE
RF
Frequency 
Encoding (x)
Phase    A A A A A A A.
Encoding (y) urSlice 
Selection (z)
TR
Figure 2.14 A Blipped Echo Planar sequence diagram
The Echo Planar experiment forms a set of echoes with a single RF excitation. EPI 
uses Phase Encoding between a series of readout gradients with alternating polarity.
EPI has one major advantage: its speed; an image can typically be obtained in 50ms 
using modem hardware. EPI is able to take multiple images (slices) over a large volume 
in a few seconds, allowing a dynamic system to be imaged repeatedly. This also enables 
motion to be frozen, particularly important in Diffusion Weighted Imaging for example, 
which is highly motion sensitive [23].
2.8.1 EPI Problems
EPI can suffer from a number of problems that are directly related to its strategy of full 
k-space coverage in a single-shot. EPI readouts are naturally longer than for other pulse 
sequences, because a greater distance through k-space must be travelled. Further
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problems are associated with having reversed the direction travelled through k-space in 
alternate lines; see reference [24] for a full description of EPI artefacts and their causes.
Blurring of image detail occurs because of T2*/T2 decay over the length of the 
acquisition. This is because the PSF of an image is made considerably worse by the 
extra filter that is imposed in k-space by relaxation of the magnetisation over the length 
of the readout. This is a greater problem at higher field where T2* is shorter and the 
stronger filter imposed results in a worse PSF. Shortening the readout duration reduces 
this problem leading to a sharper image.
Distortion is the result of local susceptibility gradients and chemical shifts that cause 
spins from a particular spatial position to precess with a different frequency than 
expected in the presence of a linear magnetic gradient field. In an EPI acquisition, these 
local susceptibility gradients are significant in size when compared to the gradients 
encoding along the phase direction, causing an error in the assignment of spin position. 
In 2DFT images the receiver bandwidth is kept as low as possible, this is to maximise 
SNR as discussed in section 2.6.3. In EPI, large readout gradients (Gro) are used to get 
through k-space more quickly and so a high receiver bandwidth (BWreCeiver) must be 
used i.e. 2t/FoVro=Akro='yGr0Ts = fGro(1/BWreceiver), a large Gro is used for EPI so an 
equal increase in the BWreCeiver is required to maintain the readout direction FoV (FoVro), 
where Akro is the distance in k-space between sampled points in the readout direction 
and Ts is the time between sampled points.
The Phase Encoding direction (PE) in an EPI acquisition is somewhat like a second 
readout direction. The points are readout consecutively in time Tspe and so also have a
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bandwidth (BW pe) in this direction of 1/Tspg. The bandwidth per pixel is the B W pe  
divided by the number of PE steps. This corresponds to the frequency difference 
between the harmonics measured using N sample points with a sample time of Ts (i.e. 
1/N.Ts). In EPI, Tspe is typically long (of the order of 1ms) and there are 64 points on 
the phase encoding axis, this means BWpe/N pe is typically ~1000/64Hz. Susceptibility 
gradients in the human head of 1 part per million at 4.7 T (!H frequency=200MHz) 
corresponds to a frequency of 200Hz. Thus, susceptibility gradients can cause 
significant distortion of the spatial position of magnetisation in the PE direction. To 
reduce distortion, the bandwidth per point along the phase encoding axis must be 
increased.
The dephasing of signal from within a voxel causes dropout. The amount of dephasing 
is dependant on the local field inhomogeneity. In regions where susceptibility gradients 
are strong, the magnetisation within a voxel can become completely incoherent. This 
means that no signal is seen from this region, often described as a region of ‘dropout’. 
To reduce this problem the amount of dephasing across a voxel can be reduced by 
making the voxel smaller, or by reducing the time that the local fields have to dephase 
the signal by minimising the echo time TE.
In EPI, ghosting is normally produced by a mismatch between echoes formed by read 
gradients of opposite magnitude. Gradient inconsistencies, eddy currents and 
susceptibility gradients can all contribute to this mismatch. Hardware improvement or 
corrections can both reduce the artefact level [24]. One way to correct for mismatches is 
to employ a reference scan (or navigator echo) [23], The echo train used for the EPI 
acquisition is performed without PE gradients. A series of echoes is formed that can
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alternately be reversed in time. Any shift in time between them (in k-space) will 
produce a corresponding linear phase shift in image space. The phase of the Fourier 
transformed echoes can be compared. The difference may then be used to correct all 
subsequent acquisitions.
2.8.2 EPI Variants
The basic idea of EPI is to travel through the whole of k-space in a single image 
acquisition, one example of the gradients required to do this is shown in figure 2.14. 
However, a number of other strategies may be employed to perform the same function 
[25], some of which are briefly summarised.
Firstly, different gradient pulse shapes can be used in the readout direction, the most 
popular of which are trapezoidal (as in figure 2.14). This produces linear k-space 
sampling except when signal is sampled during the gradient ramps (at the edges of k- 
space in the readout direction). The major disadvantages of trapezoids are that rapid 
gradient switching is required between the lobes of opposite polarity. This is hardware 
intensive and is associated with high acoustic noise levels and eddy currents. 
Alternatively, sinusoidal readout gradients may be used. These are slightly smaller on 
average and so the readout will be longer. However, sinusoidal pulse shapes do not 
require such rapid switching and acoustic noise is reduced. In addition, they tend to be 
less affected by eddy currents that can cause ghosting in the images. With uniform 
sampling in time, a non-uniform readout gradient amplitude in time produces non- 
uniform sampling in k-space. The reconstruction process used must take this into 
account (normally the data is regridded-using interpolation, alternatively, a trajectory 
based reconstruction method could be used [26]).
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Secondly, different phase encoding gradients may be employed. Blipped gradients like 
those in figure 2.14 are the most common. These ‘jump’ the trajectory to the next k- 
space line before it is readout. Alternatively, a constant gradient may be applied. This 
causes a zigzag trajectory across k-space that again requires more processing for correct 
image reconstruction. One other method is to apply a sinusoidal phase encoding 
gradient. This can be employed alongside a sinusoidal readout gradient to form a spiral 
k-space trajectory. The amount of very fast gradient switching that is required using this 
method is lowered. Also, the signal can be sampled continuously during the readout 
period, which compensates for the lower average gradient amplitude obtained using the 
sinusoidal readout gradient when compared to a trapezoidal readout gradient. The major 
advantage of the spiral trajectory is that the phase encoding bandwidth is significantly 
increased and correspondingly distortion is significantly reduced.
A further group of EPI pulse sequences are also used. These are segmented EPI 
sequences that aim to split the coverage of k-space into several separate readouts. 
Different groups of k-space lines are acquired in separate readouts; for two segments 
every other line of the standard k-space coverage is readout, then, the remaining lines 
are acquired in a separate readout. Some sequences aim to acquire the different lines in 
a single-shot using different components of the magnetisation. The segments can be 
readout consecutively by using a 45° RF pulse and acquisition followed directly by a 
90° RF pulse and acquisition. This method is susceptible to differences between the 
segments caused by RF inhomogeneity and phase evolution during the sequence that 
cause ghosting artefacts. Alternatively, if a steady state is achieved by the repeated 
application of RF pulses then many different segments may be readout consecutively. A
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more robust strategy is to allow the magnetisation to relax fully before acquiring each 
segment, though this entails a penalty in temporal resolution that would be unacceptable 
for many applications. Furthermore, these multi-shot segmented methods suffer from 
reduced tolerance to motion. Segmented acquisitions have the advantage of reduced 
blurring and distortion within the images. However, because they involve the 
combination of data from different readouts (in k-space), any mismatch or discontinuity 
in the k-space data leads to ghosting artefacts in the image that can be severe.
2.9 The Fast Spin Echo (FSE) Method
The FSE technique is a variant of RARE, Rapid Acquisition with Relaxation 
Enhancement [27]. This sequence is used routinely in clinical MRI, so there is a wealth 
of information describing the sequence. This work is not about the FSE sequence, but it 
is used to obtain images in chapter 5. A brief introduction of the FSE technique is 
included in this section to illustrate some of the choices that can be made and their 
possible implications see references [28-32] for more details.
The idea behind the FSE is to use repeated 180° RF pulses, to successively refocus the 
magnetisation, and form a train of spin echoes. Each echo in the train can be used to 
acquire a different k-space line. The acquisition time can then be reduced by a factor 
equal to the number of echoes used in the RF pulse train.
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 ^  *
Figure 2.15 A Fast Spin Echo Pulse sequence
The Fast Spin Echo (FSE) experiment forms a set o f echoes with a single RF 
excitation. Each echo is formed by the application o f a 180 RF pulse. The echoes 
each have a different phase encoding gradient to acquire a different line o f k-space. 
Each echo also has different relaxation characteristics (and so amplitude) that is 
dependent on the position of the echo within the echo train. The effective echo time 
is the echo time at which the centre of k-space is read out.
There are a number of factors that can be varied in the FSE sequence above. Some of 
the most important are summarised below.
• Number of echoes
• Inter Echo Time (ETS in figure 2.15)
• Effective echo time (i.e. which echo in the train to use for the central line of k-
• Choice of encoding gradients, their position and balance (i.e. refocusing scheme)
• RF pulse characteristics such as amplitude, bandwidth, number and position.
• Number, order and distance between slices
space)
• K-space ordering (i.e. which echo in the train to use for all the other k-space lines)
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The choice of these parameters is important because they alter the SAR (see next 
section), image contrast, the PSF and the SNR of the resulting image, in addition to the 
total acquisition time. Thus, to obtain the best possible FSE images a careful choice of 
parameters must be made to balance the positive and negative effects that the various 
factors can produce.
T2 weighting is the main contributor to image contrast in most FSE images. However, 
Magnetisation Transfer (MT) and direct saturation can also contribute significantly. Fat 
often appears brighter in FSE images due to J modulation effects. As with 2DFT 
images, diffusion weighting can also be a factor [29].
2.10 RF Effects: SAR and RF Penetration Effects with Reference to Field Strength
Later in this work a number of techniques are considered for use at high field strength 
(>1.5T). The consideration of RF non-uniformity and power deposition must be made 
for the reasons outlined in this section.
When an RF field interacts with tissue in the body energy is absorbed. MRI is termed 
non-invasive because the most important known effect of this interaction is heating. 
Thus, one of the most important limits on an acquisition is the Specific Absorption Rate 
(SAR). This is a measure of the energy deposited in tissue and is governed by the likely 
temperature changes induced from this exposure [33]. For the human head 4W/Kg is the 
current safety limit for a period of 15 minutes. It should also be noted that there are two 
slightly different considerations to be made. Firstly, what is the overall energy 
deposition and secondly, what is the distribution of this deposition [34-36]. Particular
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care must be taken over structures that receive a lot of RF power but which do not have 
mechanisms for redistributing the heat such as high levels of perfusion.
In pulse sequence design and implementation the level of SAR must be considered. 
SAR is particularly important in sequences that use many high power pulses in a short 
period of time such as the FSE. At higher field strength there are two factors to 
consider. Firstly, the RF Power is generally increased because the frequency (and so 
energy see section 2.2) required for spin transitions is higher. Secondly, at higher field 
strength RF distribution tends to become less uniform and so local regions of excess RF 
deposition are more likely [35-37].
RF coils have been designed that have high levels of uniformity such as the birdcage 
[38] and TEM coil [39]. RF coils tend to produce a lower level of uniformity at higher 
field, because the wavelength of the field produced is of a similar size to the coil 
elements. Standing waves can be produced in the elements creating a variation in 
performance along their length. While distributed capacitance can reduce this problem, 
it is hard to eliminate using capacitors that have a capacitance within a reasonable 
range.
At higher field strengths the RF field is also non-uniform because of interactions 
between the coil and the RF field. RF tends not to penetrate samples in the same way 
when frequencies used are of the order of MHz. The electric field produced by 
conductive samples can produce magnetic fields that distort and attenuate the Bi field 
created by the RF coil alone. When the wavelength of the applied RF field is small 
compared to the size of a sample, and if it has a reasonable dielectric constant, modified
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Bi fields are produced in the sample. The sample and coil interact in a complicated 
manner both producing fields and inducing current in each other [35-37].
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3. SPENT: Sub Pixel Enhancement of Non-uniform Tissue
In this chapter, a new method called Sub Pixel Enhancement of Non-uniform Tissue 
(SPENT) is introduced that produces an original form of contrast sensitive to variations 
in the distribution of magnetisation across a voxel. An image is obtained that has a 27T 
phase wrap applied across each voxel. This leads to a coherent signal only when there is 
a non-uniform magnetisation distribution within a voxel. The homogeneity of 
magnetisation within voxels can be investigated in different directions by applying the 
phase wrap in different directions.
SPENT is investigated as an original technique for the extraction of information about 
the structure of a sample with reference to the following questions
• How does new contrast produced in SPENT images behave?
• Does SPENT improve the visualisation of pixels that lie on the boundary of two 
tissue types and contain a partial volume of each?
• Is SPENT a more efficient way of targeting k-space for certain structural 
information than a standard image acquisition?
• Can SPENT images provide a global measure of structure within a sample?
The assistance of Marios Yiannakas in the preparation of the bone samples used in this 
chapter is acknowledged.
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3.1 Background and Introduction
In this chapter, to accurately consider the differences between SPENT and standard 
images a number of terms need to be defined. The term ‘resolution’ is defined as 
A,min=27r/kmax (as in section 2.6.2), Xmjn is the length of a pixel in a given direction. The 
term ‘true resolution’ of an image (akin to the ability to resolve two point sources) is 
determined by the resolution, but also by the Signal to Noise Ratio (SNR) and Point 
Spread Function (PSF) of the image pixels. A pixel is the point in an image that 
represents an area of the object. A voxel is defined here as the volume of magnetisation 
in the object that is represented by a pixel. Bleeding is where signal in a pixel originates 
from other surrounding voxels rather than the voxel represented by the image pixel.
Diffusion-Weighted MRI (DWI) [1-3] is routinely used to probe structure that is smaller 
than the size of a voxel, typically examining structures of several microns. This is 
achieved by making the signal inside a voxel sensitive to the microscopic, intra-voxel 
movement of water. SPENT [4] aims to investigate structures that are at the limits of 
standard image resolution by making the appearance of a pixel sensitive to a non- 
uniform magnetisation distribution within its voxel. This contrast, achieved by applying 
a 27r phase wrap across each voxel, could be useful for assessing the structure of a 
sample.
In k-space the majority of the signal lies in the centre, where the main low frequency 
features of an object are encoded. In higher frequency regions of k-space smaller details 
of an object are to be found, however, the SNR of this information is usually decreased. 
To image at the highest possible resolution, k-space is normally sampled up to the point 
at which no more useful information is acquired; at this point the SNR in k-space is too
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low [5,6]. Normally, the k-space data is then Fourier transformed (FT’d) to produce an 
image.
If a region of k-space contains certain information, it is possible to target this by 
sampling the desired region with greater efficiency. This idea has been used in keyhole 
methods [7,8]. These methods are often used to study dynamic information to enable a 
better time resolution or image quality. Similarly, in a high resolution image the smaller 
structures on the limits of resolution are found in higher frequency regions of k-space; 
SPENT aims to target these regions and sample them with a greater efficiency.
SPENT should produce signal in samples that have regular structures such as edges 
between tissue types. If the SPENT signal changes when there are more or less of these 
structures, it might produce a global measure of the structure contained within the 
sample without requiring the image processing techniques that are normally used. From 
a time domain perspective, if an object contains some regular sized structures these will 
produce signal in a certain region of k-space. The smaller the size of the structures, the 
further out in k-space the signal will lie. SPENT, by sampling a higher region of k-space 
and reconstructing it independently could sensitise images to the level of structure 
within the object.
The discrete nature of k-space sampling means that the signal at each position in the 
frequency domain is convolved with the Fourier transform of the sampling window 
applied in the time domain. The result is that each pixel has a PSF that describes the 
distribution of signal across an image originating from a particular spatial region of the 
object (see section 2.6.4). The signal in a pixel with a defined PSF is then a sum of the
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signal from both the voxel at the pixel’s position and a contribution of signal from all 
the other voxels. The largest additional contribution is normally from neighbouring 
voxels.
When an isolated voxel contains a different spin density, the averaging effect of signal 
contributions from surrounding voxels can greatly reduce its pixels contrast relative to 
surrounding pixels. One example of this is when a pixel contains a Partial Volume (PV) 
of two tissue types. The difference in pixel signal intensity can be much less than the 
corresponding difference in voxel spin density. However, it may be possible to use 
different reconstruction schemes to display the higher frequency information about a PV 
pixel better, by altering the effects of the PSF and the resulting bleeding of signal from 
bright neighbouring pixels.
In the following chapter, SPENT is introduced by considering the effect of acquiring an 
image when an extra gradient is applied within a standard sequence to produce a 2tt 
phase wrap across each image pixel. This is then illustrated in terms of k-space 
coverage in two ways. Firstly, the different ways to cover the same, or a similar area of 
k-space, are discussed. Furthermore, the reduced region of k-space that is sampled for a 
SPENT image is used to obtain the same information as is present in a high resolution 
image. If structural information can be obtained from SEPNT images, the different 
ways to cover k-space could be used to enable a reduction in scan time or a 
correspondingly increase in SNR.
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3.2 Theory
The idea behind SPENT is that structure below the resolution of a pixel may be 
investigated by making the imaging experiment sensitive to the level of homogeneity 
within a voxel. In figure 3.1, the meaning of magnetisation homogeneity within a voxel 
is investigated.
a. A homogeneous 2D voxel that contains a uniform magnetisation 
distribution and no structure.
b. This voxel does contain structure but over the size of the pixel 
the magnetisation distribution is quite homogeneous.
c. A smaller voxel contain the same structure starts to have a less 
homogeneous magnetisation distribution.
d. As the structures approach the size of the voxel the 
magnetisation distribution is non-uniform.
e. A voxel containing a distribution of magnetisation that is
completely uniform in the up down direction, but, is highly non- 
uniform in the left right direction.
Figure 3.1 Homogeneity, describing how uniform the magnetisation 
distribution is within a voxel
Various different distributions of spins are seen in a-e. Within the voxel, how 
homogeneous the magnetisation distribution is depends on the distribution of spins. 
Structures that are uniform do not always have a uniform magnetisation 
distribution within the voxel, especially when the voxel size is similar to the 
structure size.
Different distributions of magnetisation (or spins) have different levels of homogeneity 
- compare figures 3.1 a-e. There are two main factors that describe the distribution of 
spins. Firstly, there is the overall spin density (i.e. 3.1a and 3.1e clearly have different 
spin densities). Secondly, there is the way that the spins are distributed (i.e. 3.1e and 
3.1b have similar overall spin densities but quite different levels of homogeneity). It is
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also noted that the distribution in 3.1e is completely homogeneous in one direction 
while being highly non-uniform in the other. Additionally, the same distribution is seen 
to exhibit different levels of homogeneity depending on its scale relative to the voxel 
size in 3.lb-d.
SPENT aims to make the signal intensity in an image sensitive to some of the 
differences between the spin density distributions seen in figure 3.1. This can be 
achieved by applying an extra gradient within a standard Spin Echo (SE) sequence as 
shown in figure 3.2, which generates a phase wrap of 271 per voxel.
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Figure 3.1 The SPENT pulse sequence diagram
An extra gradient is applied within a 2DFT Spin Echo sequence.
In figure 3.3, the progression of magnetisation for a uniform and a non-uniform voxel 
is shown. For the voxel with a uniform spin density in the direction of the applied 
gradient, spins experience a field that is dependent on their position and so precess at 
different rates, causing intra-voxel dephasing. The gradient is applied until there is a 
phase dispersion of 271 across each voxel. In the uniform voxel in figure 3.3, the
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components of magnetisation at different positions are equal in magnitude, and thus 
when summed, no coherent magnetisation remains. The voxels net magnetisation (of 
zero) then contributes no signal and, in the image, the pixel is dark. If the voxel has a 
non-uniform spin density the components of the magnetisation have a non-zero sum; 
this produces a coherent signal and a bright pixel in the image. Thus, pixel signal 
intensity reflects voxel homogeneity in the direction of the applied gradient.
Before Gradient During Gradient Sum of vectors
Gx
\
2n
Image with a Moments from the Moments from the
homogeneous central pixel are coherent pixel are dephased 
pixel
During Gradient After G rad ien t Sum of vectors
Gx
\
Image with a Moments from the
portion missing pixel are dephased pixel are dephased the pixel may
from the central by 2it generate signal
pixel
Figure 3.2 How SPENT works
Top left to right, a homogeneous pixel in an image has its magnetisation dephased by 
a gradient such that no signal is produced. Bottom left to right, the signal from a non- 
uniform pixel is dephased by the same amount and a coherent signal can be seen.
The gradient can be applied in each direction (read/phase/slice or x/y/z) making the 
image sensitive to voxel homogeneity in each direction. Here, the SPENT sequence is
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used with proton density weighted spin echo images, because this does not expose the 
magnetisation to any loss of coherence other than from spin density inhomogeneity.
The SPENT sequence can also be considered in terms of the k-space area that is 
sampled to create an image. The area in k-space that is traversed in an acquisition (from 
section 2.6.2) gives the resolution of the image. A standard image acquisition will 
examine a region like that seen in figure 3.4a with the centre of k-space lying in the 
centre of the sampled region. The application of the extra gradient in SPENT takes a 
section of the same size but displaced by 2it/ X (remembering X is the image resolution 
in that direction), which is the next section of k-space often referred to as a ‘tile’.
Application of the gradient in the x-direction acquires the next tile along the kx axis; its 
application in the y-direction acquires the next tile along the ky axis. The data for two 
SPENT images and a standard image could be obtained in three separate experiments, 
each acquiring the tiles seen in figure 3.4a. However, this is not the most efficient 
sampling regime.
The main time factor in a 2DFT acquisition is the number of phase encoding (npe) steps 
needed to generate the image data. This is because each phase encoding (PE) step 
requires a separate excitation (and subsequent relaxation time (TR) before the next 
excitation) of the magnetisation. From section 2.6.1, scan time— TR*npe. Figure 3.4b 
shows a different scheme for k-space traversal that uses 2/3 of the PE steps that are 
needed in 3-4a. Two sections of k-space are acquired, each section uses a longer readout 
length and the direction of the readout is switched between the acquisition of the two 
tiles. This regime gains 4 SPENT images and a standard image taken with 2 averages.
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Provided the longer readout is short compared to T2, and that the TR is sufficiently long 
to allow enough slices to be gained for a specific application, there is little penalty from 
extending the readout length.
A further alternative would be to acquire an image at a higher resolution. This 
acquisition is represented in k-space by figure 3.4c. In addition to being able to produce 
a high resolution image, the same data can be used to produce 8 sub images equivalent 
to the application of a SPENT gradient in the x, -x, y, -y, xy, -xy, x-y, -x -y directions and 
a standard image: All 9 sub images have 1/3 of the resolution of the high resolution 
image. Reconstructing the data in separate tiles to form SPENT images may reduce the 
bleeding effect of signal contributions from surrounding voxels that can reduce the 
contrast of a pixel when it contains a PV. This is because the SPENT image pixels 
should have less bleeding from bright neighbouring voxels, as they do not contain bulk 
regions of high signal intensity that are produced by the centre of k-space. However, 
sampling a discrete area of k-space will have an effect on the distribution of signal from 
a voxel in the object due to the PSF. The different ways of reconstructing the high 
resolution k-space data, therefore, represent ways of changing the averaging of signal 
that occurs in a pixel through both the PSF and image combination.
The SPENT gradient can be applied in the slice direction to gain an idea of the levels of 
voxel uniformity found in this direction. In the z-direction a separate acquisition is 
required to form a SPENT image. One alternative to the acquisition of a standard and 
SPENT image would simply be to excite thinner slices for a corresponding 
improvement in resolution.
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Figure 3.4 SPENT and high resolution image acquisitions represented in k-space
From the top, diagram a, the different tiles in k-space are seen that are obtained with a 
standard Spin Echo sequence and with the SPENT sequence with the extra gradient 
applied in the x and y directions respectively. In figure b a more efficient scheme of k- 
space traversal is demonstrated. In contrast, figure c shows a high resolution image 
acquisition. This can be divided into separate tiles forming a lower resolution image 
and 8 possible SPENT images.
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A second way to examine thinner slices is through the use of Fourier encoding in the 
slice direction. This approach is used in slab selection and 3D methods. The 
application of the 2x phase wrap in SPENT is identical to a phase encoding step in 
these other methods. Hence, there is no obvious advantage in terms of k-space 
sampling efficiency. It should be noted that the ideas of SPENT and of the filtering and 
tiling of k-space seen in figure 3.4, can be generalised to include the slice direction. If 
SPENT images can give a direct measure of structure from a sample then it could 
become desirable to apply SPENT in the z-direction.
3.3 Methods
3.3.1 Simulating SPENT
A ID simulation of the SPENT sequence in figure 3.2 was developed in MatLab 
(Mathworks, Natick, MA). A sample was modelled as a discrete set of magnetic 
moments. Gradients and RF pulses were treated as vector rotations of the magnetisation; 
Ti and T2 relaxation were not considered. A sum over the set of magnetic moments 
replicates the signal expected during the application of the readout gradients. The FoV, 
resolution and SPENT gradient were controllable parameters. This enabled sections of 
k-space to be sampled as a ID representation of the sampling regime in figure 3.4a.
The magnetisation distribution of the sample was modelled using 2048 discrete points. 
An object was created using a box function with gaussian edges to avoid excessive 
Gibbs ringing, see example in figure 3.5a. The sample distribution was altered to 
contain a region with zero magnetisation and this region could be varied in size. The 
size of the region was displayed as percentage PV given by 100*(region size)/(voxel 
size). The sample was imaged with a matrix of 64 points and with a FoV that covered
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the full width of the sample, this meant there were 32 magnetic moments per pixel. The 
fid generated by the simulation was filtered to avoid excessive ringing created from the 
PV.
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Figure 3.5 A simulation to produce standard and SPENT images of an object 
containing a non-uniform region of magnetisation
From the top, 3.5a shows the discrete distribution of magnetisation used in the 
simulation. The gridlines represent the centre of a pixel. Examining pixels 30-33 
more closely, in 3.5b; the discrete positions and a region containing a partial 
volume are clearly seen centred on pixel 32, further highlighting the distribution 
of magnetisation used. In 3.5c the standard image produced with this 
magnetisation is shown with the SPENT image in 3.5d.
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In figure 3.5, the gridlines show the position of the centre of each pixel. Pixel 32, in 
figure 3.5b, can be seen to contain 32 magnetic moments. The central 12 magnetic 
moments of pixel 32 having a magnitude of zero, simulating a voxel with a PV. The 
signal in the time domain is generated for different magnetisation distributions, 
containing different degrees of PV. This was repeated for SPENT and standard 
acquisitions. The time domain data was then reconstructed to obtain ID images. Figure 
3.5c shows an example of a standard image that was generated with the magnetisation 
distribution in figure 3.5a & b. An example of a SPENT image that was generated with 
the same magnetisation distribution is seen in figure 3.5d.
To investigate the Signal to Noise Ratio (SNR) and Contrast to Noise Ratio (CNR), 
pseudo-random noise was added to the simulated signal at a constant level. The noise 
was calculated for each pixel by taking the standard deviation of the signal for a set of 
one thousand images, the signal being the mean value over the same set. The contrast 
was taken as the difference between the signal in the PV pixel and the average signal 
from a neighbouring region of 12 pixels that lay within the sample, but that did not 
include the PV.
To demonstrate whether SPENT images can be used to produce a global measure of 
structure, a second simulation was developed. This examined the global signal produced 
in SPENT images by certain structures within an object. To simulate the continuous 
signal produced by an object in k-space, a large image matrix was constructed that 
contained an object at very high resolution within a large FoV. This will subsequently 
be referred to as the object. To simulate the k-space that this would produce the object is 
Fourier transformed. The high resolution k-space data is then sub-sampled both in area
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and sampling density to simulate discrete sampling of continuous k-space data. If the 
original matrix is large in comparison to the sub-sampled version, this should provide a 
reasonable approximation.
Create a discrete object on a 
large dense grid
The FT produces the 
corresponding k-space data 
on a large dense grid
The k-space data is sub­
sampled to produce k-space 
data that models sampling of 
continuous data____________
A smaller region of k-space 
is sampled, again to model 
sampling of continuous data
Figure 3.6A Simulating SPENT -  generating k-space data
In the top left an object is created that has some structure. The object is 
created on a fine mesh, and over a wide FoV. The FT of this object produces 
the corresponding k-space data. To simulate sampling k-space, the data is 
sub-sampled and a reduced area is taken.
The smaller region of k-space produced in figure 3.6A is used to create images in figure 
3.6B below. These images have a smaller FoV and lower resolution than the original 
object. In figure 3.6B, three different images (or sets of images) are produced from the 
same k-space data. Firstly, the whole region is FT’d to produce an image in the 
conventional manner. Secondly, the data was split into 9 equal tiles and FT’d to produce 
9 individual images. The central image is the same as a 1/3 resolution standard image. 
The other images are equivalent to SPENT images with a gradient applied to produce a
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27r phase wrap across each pixel in the direction of the centre of each tile from the 
centre of k-space.
N.B. FoV in 
all images 
is the 
same
smaller region or k-space 
is sampled modelling 
sampling of continuous data
orresponding image
ie region ot k-space is 
divided up to produce 
separate tiles
orresponding images. The 
Standard image is in the 
centre, the SPENT images 
are around the outside
The region of k-space is 
divided up to produce 
separate tiles
orresponding image. The 
filtered k-space data was 
reconstructed.
Figure 3.6B Simulating SPENT: using the simulated k-space data to produce 
SPENT images
On the left hand side, the k-space data obtained using the process illustrated in 
figure 3.6A is used in different ways. The corresponding images that are produced 
are seen on the right hand side. At the top the full k-space area is used to produce an 
image. In the middle, the k-space region is separated in to 9 equal sized tiles. This 
produces a standard image of 1/3 resolution o f the image above and 8 SPENT 
images with 1/3 resolution of the image above.
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In figure 3.6B, the various images produced show different behaviour. At the top, a 
higher resolution image demonstrates that there was some structure in the object. There 
were small holes in the original object (3.6A top left) that are displayed as darker pixels 
in the image at the top right of figure 3.6B. The tiled images in the centre right of figure 
3.6B are quite different. The central image of the set shows a similar image to the one 
above only with a reduced resolution. The SPENT images around it have bright pixels 
where there is non-uniformity due to the holes in the original object. At the bottom of 
figure 3.6B a filtered image is seen where the central tile is made equal to zero. This 
creates an image similar to the SPENT images, with only the pixels containing holes 
appearing bright. However, the image formed by filtering k-space has a higher 
resolution than the SPENT images formed from the k-space tiles.
Filtered image Standard image of Normalised filtered
the same resolution image
—
A sum of Spent 5Standard image of Normalised!SPENT
images the same resolution image
Figure 3.6C Simulating SPENT: extracting structural information from the 
SPENT images
The images obtained in figure 3.6B are used to gain a measure of structure. This is 
achieved by dividing the filtered image (from the filtered k-space region) by the 
standard image of the same resolution along the top row of images. On the lower 
row the SPENT image pixel values from a sum of the 8 SPENT images (from the 8 
k-space tiles in figure 3.6B) is divided by the standard image of the same resolution 
(from the central k-space tiles in figure 3.6B). These images can have their global 
signal level measured and used to compare to structural parameters.
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In figure 3.6C, the images produced by filtering and tiling k-space were divided by a 
standard image of the same resolution. This produces images that should have a signal 
intensity related to the structure in a pixel. These are called Normalised SPENT (N- 
SPENT) images. The global N-SPENT signal can be measured within an object or 
region and investigated as a correlate to structural parameters of the sample.
The simulation allowed images to be produced with different densities of holes and 
different sized holes lying within the original object. The holes were positioned 
randomly within the object. The simulation could then be run repeatedly to check that 
the result was not affected by the specific structure generated in any particular run. An 
object of 3600 pixels was created originally and this was Fourier transformed to create 
the time domain data. This was sub-sampled by a factor of 3 in density. The central 1/8 
of the area was taken and used to obtain images. The object was varied to contain 100 
different sized holes ranging from 1-10 original pixels. The simulation was also 
repeated with different densities of holes of 1 pixel in the original object.
3.3.2 Imaging with SPENT
A high resolution 2DFT proton density weighted image was taken of a 1.5 cm bone 
cube. The bone cube was cut from an excised femoral head before having the marrow 
removed and replaced with water (see chapter 4, especially section 4.3.2 for further 
information on bone, its structure and its preparation). Bone is close to being MR 
invisible and so it forms a binary distribution of image pixel intensities with water; 
pixels containing bone will be dark and those containing water will be light. However, a 
third set of pixels will contain a partial volume (of bone and water) and will appear with 
intermediate signal intensity.
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Experiments were performed using a 7 T, 12cm bore, Bruker Avance spectrometer 
using a standard spin echo sequence with the following parameters TE/TR=20/1162ms, 
3cm FoV, 192x192 matrix, 1mm slice thickness. The image was reconstructed in 
several ways. Firstly, as in figure 3.4c, the k-space data was separated into 9 tiles of 
64x64 data points and then each tile was reconstructed individually. This produces 8 
separate SPENT images and a low resolution standard image.
The 8 SPENT images were summed and divided by the spin density image to give a 
measure of voxel homogeneity. This measure should be independent of both the 
direction of the structures in the xy plane and of the overall spin density of the voxel 
and is called a Normalised SPENT (N-SPENT) image. Secondly, a standard 2D Fourier 
Transform was performed on the full data matrix to obtain a full resolution image. 
Thirdly, a 2D box filter was applied to the full k-space data matrix. This makes the 
central third of k-space equal to zero while the rest remains unaltered; applying a 2D 
Fourier Transform to this data produced an additional image. The filtered image was 
processed in a similar way to the SPENT images; the filtered image was divided by the 
full resolution image to gain a representation of the homogeneity of a voxel.
To compare the filtered image and the combined SPENT images, the resolution of the 
filtered image was reduced to the same level as the tiled images. This was achieved by 
taking the mean value of the signal from 3x3 pixels to form a new larger pixel with the 
resolution of the SPENT images. The difference between the images formed from 
filtering and tiling was compared by subtraction after the mean value of each image had 
been normalised.
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3.4 Results
3.4.1 Simulation Results
Figures 3.5a & b show an example magnetisation distribution that was used in the 
simulation. The ID images that were created using this distribution are seen in figure 
3.5c, for a standard image acquisition and figure 3.5d, for a SPENT image acquisition.
In figure 3.5c, the standard image accurately represents the overall shape of the 
magnetisation distribution. The non-uniform voxel (number 32) contains 20/32 of the 
magnetisation of its neighbours, but while a reduction in signal is clearly visible from 
pixel 32, its value is greater than 20/32 of the signal in the nearby pixels. The adjacent 
pixels (number 31 and 33) also show a reduction in signal, though they have a full quota 
of magnetisation. This demonstrates the signal ‘bleed’ that occurs between pixels in MR 
images that reduces the contrast of a pixel with a lower spin density, especially when it 
is surrounded by bright pixels. Figure 3.5d shows a SPENT image of the same object. 
Here, only the non-uniform voxel (32) is bright; both the background and the 
homogeneous regions of the sample appear dark. Again some signal can be seen to 
bleed, only now it is from pixel 32 into the surrounding pixels 31 and 33.
Standard and SPENT images like those in figure 3.5 were generated. In each, a different 
sized region of zero magnetisation was created, centred on pixel 32. In figure 3.7, the 
signal strength in pixels 31-33 was investigated as a function of partial volume (PV). In 
figures 3.7 and 3.8 the level of PV ranges from 0% for a completely full voxel, through 
100% for a completely empty voxel. 150% is the maximum value and this is for a 
region of zero magnetisation of 1.5 voxels length, again centred on pixel 32.
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Figure 3.7 Signal from a non-uniform pixel in standard and SPENT images
The signal in a pixel is investigated with partial volume for simulated standard 
and SPENT ID images. This is done for pixel 32 that contains the partial 
volume and for the two adjacent pixels 31 and 33. The top three plots show the 
magnitude signal from the SPENT and standard image pixels. The bottom three 
plots show the signal ratio (N-SPENT value) over the same three pixels.
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The behaviour of the signal with PV is quite different for a standard image (dotted line) 
than for a SPENT image (continuous line). In the voxel containing the PV (32, figure 
3.7b), the signal in the standard image pixel is seen to drop as the size of the PV 
increases. This relationship is approximately linear; however, when the voxel contains 
no magnetisation nearly half the signal level is still present in the pixel. This is because 
the signal bleeds in from magnetisation in surrounding voxels by an amount determined 
by the pixel’s PSF. In contrast for SPENT, a full voxel (0% PV) containing uniform 
magnetisation produces a pixel with no signal. As the PV increases, so does the signal 
level in the SPENT image pixel 32, until it reaches a maximum when at -50%  PV, the 
signal then decreases to zero as the PV passes 100%.
The surrounding pixels (31 and 33, figures 3.7a and c) also show changes in signal 
intensity, despite the PV being completely contained within a different voxel for a 
PV<100%. hi the standard images, the signal in the adjacent pixels falls as PV 
increases, because more signal bleeds out of voxels 31 and 33 than bleeds in from their 
surrounding voxels. In the SPENT images, the signal in the adjacent pixels increases, 
because the amount of signal that bleeds out of voxel 32 increases with PV. The SPENT 
image signal in the adjacent pixels 31 and 33 then continues to increase as the PV 
region enters these voxels.
The SPENT images were divided by the standard image to make Normalised SPENT 
(N-SPENT) images. These Normalised SPENT (N-SPENT) values are displayed 
against PV in figure 3.7d-f, for pixels 31-33. The shape of the signal response with PV 
is similar to the pure SPENT signal in the same pixel with values lying between 0 and 
0.5. The simulation was run for several different densities of magnetic moments and the
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signal intensity was calculated as in figure 3.7. The different magnetic moment densities 
changed the signal level of the SPENT and standard images. However, the N-SPENT 
contrast was not altered by quantity of magnetisation, it was only altered by the 
distribution (or PV size in this simulation). This result indicates that the N-SPENT 
images give a measure of sub-pixel uniformity that is independent of the amount of 
magnetisation contained within a voxel.
To assess the ability of both a SPENT and a standard image to distinguish a voxel 
containing a PV, the CNR was calculated for two different noise levels over a range of 
PV values.
In figure 3.8a, the noise level added to the image was low in comparison to the signal. 
The CNR with PV for each type of image is significantly different. The CNR with PV 
of the SPENT image pixels follows the form of the SPENT signal with PV (in figure 
3.7), with most contrast found when the pixel has a PV of around 50%. This is a spin 
distribution within a pixel like that shown in figure 3.1a. The standard image shows a 
more linear relationship between CNR and PV, the largest CNR possible (where there is 
a pixel with zero signal amongst pixels with maximum signal) does not occur even with 
a region of zero magnetisation of 1.5 voxels (150% PV). This demonstrates the true 
image resolution is not as high as the pixel size may suggest. SPENT exhibits a higher 
CNR for a PV of 0-50% in figure 3.8a; this advantage is diminished when the noise 
level is higher as shown by figure 3.8b. This is because the SPENT signal is contrasted 
against a background of rectified noise: as the noise increases, the SPENT signal 
becomes closer to the average background level.
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Figure 3.8 Contrast to Noise Ratio (CNR) from a non-uniform pixel in both 
a standard and a SPENT image
The figures above demonstrate how the CNR behaves as the level of partial 
volume changes within the pixel for a standard and a SPENT image. Figure 3.8a 
shows the signal change for a high SNR image, 3.8b shows the same result for a 
lower SNR regime.
In figure 3.9, the results of the simulation to examine the variation in global N-SPENT 
signal with sample structure are displayed. In the top graph, different densities of holes 
in the object were plotted against the global N-SPENT signal. A hole is a pixel of 
signal=0, as opposed to a pixel of signal=l in the surrounding object. The holes were 
randomly distributed through the object. The SPENT images that were used had a 
resolution of 1/3 compared to the sub-sampled data. The different SPENT directions x
76
SPENT: Sub-Pixel Enhancement o f Non-uniform Structure
and -x (see figure 3.6B) were displayed using different markers. This showed that the x 
and -x  directions contained the same information, which suggests that only one of these 
tiles of data needs to be acquired. It was also noted that all the directions gave the same 
response. This might be expected, because the structure in the object is approximately 
uniform with direction. In a uniform structure, it may be possible to extract all the 
desired information from two of the 9 tiles in figure 3.6B. The images from different 
directions can be combined by adding the N-SPENT images together. The N-SPENT 
signal increases with hole density in a non-linear fashion.
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Figure 3.9 The simulated variation of global N-SPENT signal with structure of a 
sample
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In the lower graph in figure 3.9, the same number of holes was generated, but the holes 
were increased in size from 1 to 10 pixels in the original object. This corresponds to a 
PV of between 0 and 124% (1.235 as a fraction in figure 3.9) because the image pixels
• 9 • • • » » • • • •are the same size as 9 pixels m the original object. Again, an initial increase in signal 
was seen with increased hole size, until the hole is significant in size compared to the 
pixel size. This graph follows a similar form to the ID simulation in figure 3.7. There 
were some small differences between the N-SPENT signal in different directions with 
hole size.
3.4.2 Imaging Results
A high resolution image data set was acquired on a sample of trabecular bone. This was 
used to generate the nine images in figure 3.10. The central tile forms a standard proton 
density weighted image. The other 8 images have effectively had a 27T phase wrap 
imposed across each voxel in the directions indicated. This is because the gradient 
applied in the pulse sequence (in figure 3.2) is the correct size to acquire the adjacent k- 
space tile (as shown in figure 3.4a).
The signal in the SPENT images was bright where there was a non-uniform voxel, such 
as in the bone region or at the edges of the container. In contrast, there was no signal in 
the SPENT images from the homogeneous regions of pure water. In addition, the 
SPENT direction of the image indicated in figure 3.10 makes a difference to the image 
produced. The SPENT image pixels were bright when an edge cut through the voxel 
perpendicular to the SPENT direction. This is because the voxel was not uniform in the 
direction perpendicular to the structure.
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Figure 3.10 Nine 64x64 images created from different tiles of a 192x192 matrix in 
k-space
A high resolution data set is used to generate nine images by dividing up the raw 
spectrum into 9 sections (see figure 3.4c). The central tile forms a standard proton 
density weighted image. The other 8 images have had a 2n phase wrap imposed across 
each pixel in the directions indicated. The signal in these SPENT images is then bright 
where there is a non-uniform pixel such as in the bone region or at the edges of the 
container. In contrast there is no signal in the SPENT images from the homogeneous 
regions of pure water.
In figure 3.11a, the SPENT images were summed to give an overall measurement of 
homogeneity independent of direction. In figure 3.11b, the summed SPENT image
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(3.11a) was divided by the standard low resolution image (tile 5 image from figure 3.10 
that is formed with the central tile of the k-space that is filtered figure 3.12b) to obtain 
an N-SPENT image.
Figure 3.11 An averaged SPENT image and a normalised averaged (N-SPENT) 
image are created from the tiled images in figure 3.10
a. To gain a measure of the homogeneity of the pixels in all directions, the SPENT 
images from each of the 8 directions are averaged to form a new image
b. The averaged SPENT image is divided by the standard image. This divides out any 
dependence on spin density to obtain an image of spin density uniformity over the scale 
of a pixel.
In figure 3.12a, the same data was used to form a single high resolution image. The 
central 1/3 of the k-space data was then filtered and an image formed by Fourier 
transforming the filtered k-space data. This image uses exactly the same information 
that was used to make the combined SPENT image (figure 3.11a). The filtered k-space 
data is shown in figure 3.12b, with the image it creates in figure 3.12c. The filtered 
image (3.12c) was then divided by the standard image (3.12a) to obtain figure 3.12d; 
this produced a ‘normalised’ image in a similar way to the N-SPENT images. The 
normalised filtered image highlights the edges and inhomogeneities of the bone while 
leaving background and water regions dark in a similar manner to the N-SPENT image. 
However, the filtered image resolution is much higher than in the N-SPENT image with 
little visible reduction in image quality.
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Figure 3.12 High Resolution images created from a 192x192 matrix in k-space
3.12a is a high resolution image. The k-space data used to reconstruct the image is 
filtered in 3.12b. 3.12c shows the image formed by reconstructing the filtered k- 
space data. 3.12d is the filtered image (c) divided by the high resolution image (a).
In figure 3.13c, a difference image was taken between the two ‘normalised’ images. 
First the filtered image resolution was reduced to the same resolution as the N-SPENT 
image by averaging pixel values together. The two images, figure 3.13a & b appear to 
be similar and pick out similar features: areas of uniform water appear dark and edges 
are clearly defined. Despite both images having been formed from the same data, there 
are also some clear differences between them, as demonstrated by the non-zero 
difference image. Broad regions do remain similar, represented by the grey areas in
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figure 3.13c. However, some individual features have quite large differences in signal 
intensity between the images seen as black or white pixels in the difference image.
a. filtered b. SPENT
Figure 3.13 A comparison of the averaged SPENT image and the averaged 
filtered image
The difference image (c) shows the percentage difference between a and b and is 
scaled between -20% and +20%.
3.5 Discussion
To resolve smaller structures higher frequency regions of k-space must be sampled. 
However, these regions have lower SNR. When taking a high resolution image there is 
a point at which it is no longer worth acquiring data. This is because the SNR of the 
data degrades image quality without adding useful information about smaller structures. 
To improve the imaging of smaller structures it is necessary to measure the higher 
frequency regions of k-space with better SNR.
Increased SNR may be achieved by averaging in k-space or image space. However,
image acquisition must normally be performed in a limited period and the speed of k-
space traversal is fixed by gradient performance. This means improvements in
resolution can normally only be achieved via more efficient sampling. A secondary
consideration relates to the true resolution of the images. In MR images, signal from a
physical position is distributed in an image: the PSF is used to describe this distribution.
This means that in a bright region of an image corresponding to a high proton density a
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small region of low proton density appears ‘filled in’ by signal from surrounding voxels 
and so is hard to resolve.
Some structural features of a sample may be related to the magnetisation homogeneity 
of the pixels in SPENT images. If so, SPENT images may be useful for extracting 
structural information. The non-linear contrast behaviour even for the simple structure 
used, seen in the simulation results (figure 4.9), suggests that the relationship between 
structure and N-SPENT signal may be complicated, especially in real, more complex 
structures.
The main points that need to be addressed in this section are: i) can SPENT improve 
resolution or probe sub-voxel structures beyond what a high resolution image could 
achieve in the same acquisition time? ii) Are there any improvements in the ability to 
resolve small structures in SPENT images as compared to standard images, due to 
differences in the PSF and bleed of signal between pixels? And, iii) is SPENT a simple 
way to extract architectural or structural information about a sample without the need 
for complicated and potentially biased image processing methods?
3.5.1 Can SPENT Improve Resolution or Probe Sub-Voxel Structures Beyond What a 
High Resolution Image Could Achieve in the Same Acquisition Time?
To improve the resolution of smaller structures k-space must be sampled with greater 
SNR by sampling more efficiently. In figure 3.4, various regimes for image acquisition 
were presented. Firstly, a low resolution image could be acquired. Alternatively, an 
image acquisition could be performed with 3 times the resolution. This data could be 
used to reconstruct a high resolution image, or, the separate tiles could be used to form a
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standard, lower resolution image and 8 SPENT images. A time saving of 1/3 can be 
made to the acquisition while sampling 5/9 of the area to gain the low resolution image 
with two averages and a further 4 SPENT images. The time saving of 1/3 can be made, 
but this comes at a cost to the amount of information collected. If similar structural 
information about an object was obtained in the different SPENT images, time saving 
strategies could be employed, and a significant time saving would be possible. This 
would be particularly useful if regular structures allowed some structural information to 
be gained from a few of the k-space tiles/SPENT directions.
3.5.2 Are There Any Improvements in the Ability to Resolve Small Structures Using 
SPENT Images Compared to Standard Images?
The performance of a SPENT image was examined and compared with a standard 
image of the same resolution. The signal and contrast were investigated as a function of 
partial volume. In figure 3.7, the difference in the contrast is clear: The SPENT image 
pixels display a signal dependence that is non-linear and is most sensitive to a 50% 
partial volume. This is the point at which the voxel has the greatest level of non­
uniformity and so the pixel signal is representative of the level of sub-voxel uniformity.
In some structures, the non-uniform voxel is surrounded with voxels containing full 
magnetisation. In the standard image, this means there is signal bleed into the non- 
uniform pixel. This is in contrast to the SPENT image where signal bleeds out of an 
isolated bright pixel. The PSF is the same for these two images and so the signal bleed 
out in the bright SPENT image pixel is the same as the bleed in seen in the standard 
image. The standard image shows less contrast than the SPENT image over low PV 
values (see figure 3.8) because there are more bright pixels making a significant
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contribution to ‘filling in’ the signal. The contrast to noise ratio for a pixel with PV 
(figure 3.8) demonstrates that any advantage from the ‘filling in’ effect appears to be 
minimal in the low SNR regime in which SPENT would be most likely to find 
application. This is because the signal in a SPENT image pixel is seen against a 
background of rectified noise, lessening the contrast between a pixel with a PV and, the 
surrounding dark pixels. The standard image resolved small structures with a higher 
CNR. This suggests that, to resolve a structure, the best strategy is to take the highest 
resolution standard image possible in a certain time, while maintaining the SNR of the 
image at a certain level.
3.5.3 Can SPENT be Used to Display Structural Information About a Sample?
If the CNR for a PV in a SPENT image was no better than in a standard image, was 
there any advantage to processing the high resolution image data to gain architectural 
information about a sample by creating filtered, or SPENT images from the data? There 
were three choices used here.
Firstly, the most obvious approach was to create a full resolution image like that in 
figure 3.10a. The advantages of this were that the full amount of information was used 
and that the PSF of the image pixels was minimised due to the larger window in k- 
space. The high resolution image can be used with various processing procedures to 
gain estimates of structural parameters such as, in the case of a bone cube, surface area 
and trabecular thickness. The potential disadvantages of this approach are that good 
SNR is necessary to gain accurate global measures of structural parameters. Also, the 
structural parameters can be affected by user dependent variables such as threshold
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levels and the details of the structure in the higher k-space regions are dominated by the 
stronger, lower frequency components.
Secondly, the high resolution k-space data was filtered to obtain an image of edges and 
inhomogeneous regions. This removed the influence of the lower frequency components 
and maintained the pixel resolution while using the same data as the combined SPENT 
image.
Thirdly, a combined SPENT image was itself used to obtain a 1/3 lower resolution 
image sensitive to sub voxel non-uniformity. The filtered data, and the image generated 
from it, was displayed in figure 3.12. The image (3.12c) clearly picks out smaller 
structures without showing any of the broader regions of homogeneous water; the 
contrast appears similar to the SPENT image (figure 3.11a) but with a greater 
resolution. The filtered image pixels have a worse PSF than in the standard high 
resolution image because of the k-space filter that is applied. However, the quality of 
the filtered image appears high and the contrast shows pixels that are on the edge of a 
structure. In contrast, the combined SPENT image (figure 3.11) had a lower resolution 
and its pixels containing an edge or PV appeared bright, even though on a standard 
image of the same resolution the edge or PV cannot be clearly identified.
The similarity between the information displayed in the filtered and SPENT images was 
demonstrated in figure 3.11, where the filtered image had been averaged to be at the 
same resolution as the SPENT image. Many similar structures are seen with lower 
signal apparent in the less homogeneous regions. The filtered image seems to show 
similar information to the SPENT image while assigning the signal to a more accurate
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position in space, though for a global measure of structure this may not be required. 
Both ways of displaying the higher frequency data were normalised to produce the 
‘uniformity maps’ in figures 3.11b and 3.12d. The N-SPENT map should give a 
measure of magnetisation distribution that is independent of the amount of 
magnetisation in a given voxel.
The relationship between N-SPENT signal and structure was investigated by using a 
simulation of randomly distributed holes in an object of uniform spin density. The size 
and density of the holes was varied and the global N-SPENT signal was measured. The 
N-SPENT signal increased with both size and density of the holes. The exact 
relationship between the structural parameters (size and density) was not simple even in 
the basic model used here (see figure 3.9). In addition to the structural parameters of the 
sample, the size of the pixels used in the SPENT images also appears to make some 
difference. In each different structure and especially in more complicated ones, the 
relationship between the global N-SPENT signal and structural parameters of a sample 
are likely to be complicated. However, in general the global N-SPENT signal should 
increase with the size and density of the structures in the object when the structure is 
around the size of a pixel.
3.6 Preliminary Conclusions and Future Work
SPENT does not intrinsically improve resolution or probe sub-voxel structures beyond 
those attainable with the highest resolution image possible in a given time because 
neither sampling efficiency nor SNR is intrinsically increased. The advantage of 
SPENT is that signal bleed into pixels is reduced in regions of high signal intensity.
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However, simulations show SPENT does not increase the CNR of pixels containing a 
PV.
The SPENT images represent a simple way to extract architectural or structural 
information about the sample without the need for complicated and potentially biased 
image processing methods. In general, the N-SPENT signal increased with the level of 
structure in a simple model.
Further work is required to ascertain the exact relation and quality of the SPENT or 
filtered image information to existing measures of structure. This is also likely to be 
highly dependent on the structure of the samples that are imaged.
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4. Assessing the Structure of Bone with MRI
Osteoporosis is a disease that affects millions of people worldwide and is becoming 
progressively more common as the worlds population ages. To assess the disease Bone 
Mineral Density (BMD) is normally used as a predictive measure of bone strength. This 
is normally achieved using Dual-Energy X-ray Absoptiometry (DEXA). DEXA is 
limited by its accuracy; it measures ‘area* density rather than ‘true’ density. In addition, 
it imparts a dose of radiation. MRI can provide a non-invasive investigation of bone 
density and structure. However, MRI assessment of bone has been limited in a clinical 
setting by the resolution and sensitivity of the images available.
The main aim of this chapter was to investigate the use of MRI to assess the structure, 
and most importantly, strength of trabecular bone. Excised samples were used, both to 
enable a direct measure of bone strength and to remove complicating factors, present in 
vivo such as the composition of fat in the bone. MR relaxation rate constants R2 and 
R2’, SPENT and bone volume calculated from MR images were compared to i) the 
Young’s Modulus (YM) of the bone that is a measure of the bones biomechanical 
strength, and ii) Bone Mineral Density (BMD) measured using both DEXA and by 
weighing.
The assistance of Marios Yiannakas is acknowledged in this section.
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4.1 Background
Osteoporosis is a disease that affects the skeletal system and is strongly associated with 
increased age. The disease is a large and growing problem: ‘Osteoporotic fractures are a 
frequent and important cause of disability and medical costs worldwide’ [1], with the 
cost for osteoporotic fractures estimated at $13-8 billion in 1995 ($17 billion dollars in 
2001) in the USA [1,2]. Due to the association of osteoporosis with age, this figure is 
set to rise as the average age of the world’s population increases. While there are 
genetic factors that can cause the early onset of osteoporosis [3] it is a universal 
problem from middle age onwards. The main danger to people with osteoporosis is a 
bone fracture that can result in increased chances of disability and morbidity. The most 
common sites for fractures are the hip, vertebrae, upper femur and wrist. All these sites 
predominantly contain trabecular bone [4,5] that consists of an interconnecting network 
of plates and rods to form a strong and lightweight structure. The trabecular bone is 
present in regions that take a mechanical load. While it is not surprising that the regions 
that carry high loads are more prone to fracture, trabecular bone also responds up to 
eight times faster to metabolic stimuli and exhibits the earliest changes in bone volume 
[6] due to osteoporosis.
In osteoporosis, there is a degeneration of bone that can be characterised by two factors. 
These is a loss of both bone mineral content and bone volume [1] that occurs via the 
constant process of bone turnover. This process can change the mass and architecture of 
the bone, though the exact relation of bone turnover to bone strength is complex [7,8].
A number of methods have been used to determine fracture risk that can be classified 
into two groups. Firstly, there are techniques to measure the change in Bone Mineral
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Density (BMD); these include Radiographic Absorptiometry (RA), Single or Dual 
Photon Absorptiometry (S/DPA), Single or Dual Energy X-ray Absorptiometry 
(S/DEXA). All of these methods measure the rate of absorption of photons at various 
energies. BMD provides a good degree of correlation with fracture risk [9-11]. 
However, BMD does not take into account bone architecture, which is an important 
factor in bone strength [12,13]. These BMD measurements are also limited by accuracy 
and precision; other tissue types, such as cortical bone, contaminate most accessible 
sites for measurement. In addition, the density is measured over an area, so the size or 
width of bone at a given site in a given subject also contributes to the measured BMD. 
The ‘true’ BMD would be measured within a well-defined volume only containing 
trabecular bone.
Studies have used BMD measured by DEXA because it is the conventional method for 
assessing fracture risk. It is noted here that this technique is limited to a measurement of 
density area, is not the only determinant of strength and imparts a radiation dose. 
Although the radiation dose imparted is not prohibitively high, DEXA is not an ideal 
technique for screening patients, or for studying disease. It would therefore, be desirable 
to use an alternative method to obtain BMD.
Computed Tomography (CT) and Magnetic Resonance Imaging (MRI) can provide 
structural measurements of the bone from high resolution images. From the images 
estimates of Bone Volume Fraction (BVF -  very similar to BMD) can be made. While 
CT can provide a good assessment of BVF and bone architecture, to do so accurately 
requires a significant radiation dose and is often beyond the capabilities of a standard 
clinical CT scanner [14]. MRI can provide high quality information on BVF and
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architecture and crucially, it is the only non-invasive way of gaining this level of 
information. This makes MRI invaluable in research, and in a more clinical setting, for 
investigating osteoporosis. However, MRI is limited by sensitivity and cost. The 
resolution and Signal to Noise Ratio (SNR) required to accurately assess bone structure 
and volume in vivo is difficult to achieve on standard machines, and has only been 
performed in peripheral sites of the skeleton [15,16].
4.2 Introduction
MRI has been used to determine the fracture risk of bone in two distinct ways. The first 
relies on the acquisition of high resolution structural images. This normally requires an 
imaging resolution that can resolve trabecular structures that are typically of the order of 
200 microns. The images can then be processed to derive a large range of structural 
parameters. The most common is Bone Volume Fraction (BVF) that gives a measure of 
the ratio of bone to marrow, which has been performed in samples [5,17,18] and in vivo 
[15,16,19-21]. The BVF has also been estimated using low resolution MR, by directly 
calculating the fraction of bone present from the signal intensity [22]. The BVF gives a 
measure of bone structure that is similar to BMD because the density of bone is 
reasonably consistent in comparison to changes in bone volume in osteoporosis. Thus, a 
change in density normally results from a change in bone volume. It is noted that the 
mineral content of bone can vary without producing large changes in bone volume 
particularly in some diseases.
Architecture is also important in determining bone strength [12,13] and a whole range 
of structural parameters have been measured from the high resolution MR images and 
correlated to bone strength and BMD [16,19,23-29]. The parameters that are commonly
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used are BVF, mean trabecular width and mean trabecular spacing. More complex 
parameters such as three dimensional connectivity [23], fabric tensor [12] in three 
dimensions and texture related parameters such as fractal dimension [30,31] are also 
used. Most of these processes rely on image segmentation by thresholding to obtain a 
binary image of voxels containing bone and water / marrow respectively. Sub-voxel 
processing is often used to reduce blurring due to voxels containing a partial volume, 
which reduce the accuracy of the image segmentation and the subsequent structural 
measures that are obtained.
There are two large drawbacks with all of the methods stated above. All these methods 
require good image uniformity and all but the work in reference [22] require high 
quality, high resolution images of the bone. At clinical field strengths images at this 
resolution are not reliably obtainable in a reasonable time scale. It is also noted that the 
work done so far in vivo has been limited to peripheral sites such as the heel and wrist. 
Further problems arise from non-uniform images that can result from coil loading or RF 
penetration effects. To accurately segment an image, or to map directly from signal 
intensity to bone density, the images must be uniformly sensitive to signal over a large 
volume in patients. Additionally, generating more complicated results from more 
complicated image processing methods presents a greater challenge for the widespread 
use of these techniques in a more clinical environment.
Secondly, relaxation parameters have been measured and used to infer bone strength. 
The relaxation rate R2’ (1 AY described in section 2.4.2), characterised by a loss of 
coherence through spatial variation in the main magnetic field Bo, is generally regarded 
as the most useful. The relaxation rate R2 is considered not to be strongly related to
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bone structure or density. The effect of bone structure on the local magnetic field has 
been both modelled and simulated showing that R2’ will be altered by the bones 
structure and the orientation of this structure to the main magnetic field [32-34]. R2’ and 
R2 have been measured in samples [18,32,35-37] and in vivo [19,38-40]. Unlike R2’, R2 
is not thought to be directly related to bone structure. The level of anisotropy in bone 
architecture has been investigated with both structural and relaxation parameters 
[27,37,41,42]. The work presented here follows the body of work outlined above, and 
investigates the relationship between R2’, R2, BVF, BMD and Young’s Modulus. In 
addition, SPENT is investigated as a means for extracting architectural information 
from low resolution images. Bone samples are used in this study to eliminate 
contaminating effects of marrow composition and variability. Thus, only the effects of 
the bones structure are apparent in the various results presented here.
The question that this, and future work in the same area must address, is whether MRI 
can reliably measure fracture risk to produce simple easily interpreted results? This 
must be achieved at clinical field strength and in different body sites including the 
femoral head. In this work, an investigation of MR relaxometry and SPENT is described 
as a promising alternative to DEXA for measuring bone fracture risk.
4.3 Methods
4.3.1 RF Coil and Pod
The requirements for imaging bone were good SNR and a reasonable level of Bi 
uniformity. A saddle coil [43] was built that retained close coupling to the sample while 
offering a good level of Bi uniformity in the imaging region. The coil was tuned to *H 
at 300 MHz for imaging at 7 T. The coil was fixed to a Perspex pod that just fitted the
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magnet bore size of 12 cm, so that when inserted down the bore the coil centre matched 
the magnet bore centre in the x,y directions. The z position of the coil could be adjusted 
by sliding the entire pod down the magnet bore. The coil was mounted on a cylindrical 
tube with a diameter sufficient to just fit a standard 50ml syringe inside.
holder screws
in syringe
sample
Syringe is slid 
into close fittin, 
coil J
tuning/matching
rods
Holder is 
mounted
Figure 4.1 The experimental apparatus
A saddle coil was built into a pod that allowed easy positioning of the sample in 
the centre of the magnet bore. The sample was held in a Perspex holder that was 
the correct size to fit in a syringe. The syringe was then easily mounted within 
the coil.
The 1.5cm3 sample needed to be positioned accurately in the centre of the magnet to 
ensure good Bo homogeneity. This also ensured that measurements would be more
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accurate and repeatable. It was necessary to ensure that the bone samples were fully 
immersed in water and contained no air bubbles either inside the bone cube or in it’s 
near surroundings. To perform this task a plastic holding device was created. This was a 
precisely cut plastic cylinder with a square hole for the cubes to be inserted into. The 
bone cube could then be secured with plastic screws so that it fitted securely in the ring. 
The ring with a sample inside could then be slid into the 50 ml syringe. The syringe had 
its nose cut off so that it had two similar open sides. Two syringe handles were then 
inserted one at either end so that the sample could not move. The entire operation of 
fixing the sample into the syringe was performed under water to avoid the introduction 
of air. To remove any air or excess water in the syringe a needle could be inserted and 
pressure applied to the handle. This will force the excess air or water out via the needle. 
Once the sample was secured in the syringe it could be slid into the coil, which in turn 
could be positioned to place the cube repeatedly in the magnets iso-centre. The bone 
cubes were cut and positioned so that the majority of their trabecular bone structure was 
in the same direction as the Bo field. The approximate direction of the majority of the 
bone structure is also termed the ‘direction of trabecular flow’ in his work. This was the 
readout direction used for the SPENT image acquisitions discussed later. Due it being 
the readout direction it is termed the x-direction in later sections i.e. the x-direction as 
used later in this chapter is the direction of trabecular flow, but it is not what is normally 
termed the x-direction in the MR scanner.
4.3.2 Trabecular Bone Samples
The trabecular bone samples were prepared using an established technique [44]. The 
samples used were 1.5cm cubes cut from an excised human femoral head, in a location 
determined on the basis of two perpendicular radiographs. The femur was chosen due to
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the accessibility of samples (because of the number of hip replacements) and its strong 
trabecular architecture. It is also where other studies have found the greatest level of 
sensitivity to osteoporotic changes in turnover [6] and is the site which has the greatest 
cost both financially, and in terms of disability, from osteoporotic fractures [45]. The 
area chosen to collect samples was carefully selected to lie in a region at the top of 
femur above Ward’s triangle, as shown in figure 4.2, where there is a well-defined 
orientation of both stress and trabecular flow.
Figure 4.2 The Human Femur, Structure,
Lines of Stress and the Sampled Region
a. The femur is shown with lines 
representing directions of stress. The bone 
cubes are cut in the location shown, b. The 
different trabecular regions according to the 
distribution of stress (From Whitehouse &
Dyson, 1974, p422).
The cubes were cut using an Isomet 1000 precision saw with a diamond blade. Then, 
once cut, the marrow lipids were removed from the samples. The samples required the 
removal of marrow because the cutting process allows some of the marrow to escape 
and yellow marrow can degrade with exposure to oxygen in air. The introduction of any 
small air bubbles in the cutting process could dramatically change MR measurements 
and image quality. The cubes had their marrow removed via a process of emersion in an
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enzyme-based detergent (Alconox Terg-a-zyme) and a 40°C temperature controlled 
ultrasonic bath.
The size of the bone cubes was determined by the ability to penetrate the sample and 
remove the fat effectively. The samples were verified as being clean by immersing them 
in ethanol, then pouring the ethanol into water. When no fat dissolves from the sample 
into the ethanol, it will form a clear solution with water. To image the bone samples the 
fat was replaced with water. The cleaned samples were immersed in a beaker of water 
before being placed in a vacuum pump (Edwards No 5, High Vacuum International, 
U.K.) to ensure the water fully penetrates the sample and that no gas remains. This 
process was normally achieved in 45-60 minutes.
4.3.3 MR Measurements
All measurements were performed on a 7 T, 12cm bore, Bruker Avance spectrometer 
running under Paravision 2.0. A number of standard sequences supplied by the 
manufacturer were used.
An adapted Spin Echo (SE) sequence (MSME_mod) was used to measure T2. The level 
of diffusion was predicted to be a significant factor affecting the measured value of T2 
due to the sample being filled with free water. This would not normally be such a strong 
influence because water protons in marrow are much less mobile. The sequence was 
changed to minimise the effect of diffusion on the T2 value. This was achieved by 
putting gradient dephasing and refocusing lobes as close together as possible and 
making the spacing between these lobes invariant with echo time (TE). Three different 
echo times were chosen to sample a significant portion of the decay.
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The sequence was tested in two modes. Firstly, three different images with different TE 
values are obtained in separate acquisitions. Initially the TE values used were 20ms, 
40ms and 60ms. Secondly, three images were formed from multiple echoes obtained in 
the same acquisition by the insertion of extra 180° RF pulses. The echo times used were 
20ms, 40ms and 60ms with an image being formed at each. The other parameters used 
were FoV=3cm / TR=3000ms / Matrix size=96x96 / 16 adjacent slices acquired in an 
interlaced order / slice thickness=lmm. Both protocols achieved a precise measurement 
(see table 4.1). While there would be a time advantage for using a multiple echo 
sequence in vivo, there were less time constraints for the imaging protocol used in the 
samples. Here, the multiple single echo approach was used on all the samples to obtain 
values of T2 because it was considered more robust to any variation in Bi. Following the 
repeated measurement test the TE values used on all the samples were 20, 50 and 80ms 
to enable a more precise measurement of T2 values of ~100ms.
A standard gradient echo sequence supplied by the manufacturer (GEFI BIO) was used 
to obtain T2* weighted images. Three different images were taken in separate 
acquisitions with different TE times of 5ms, 15ms and 25ms. The other imaging 
parameters used were FoV=3cm / TR=2000 / Matrix size=96x96 / 30° flip angle.
2D and 3D structural imaging was performed using methods and parameters that would 
potentially be possible in vivo. 2D multi-slice imaging has been shown to be less 
accurate for the assessment of bone architecture, however it can provide spin echo 
images in a reasonable time scale. The alternative is to use a fast 3D Gradient Echo 
(3D-GE) sequence, for this purpose a 3D FLASH [46] sequence was used. Both 2D and 
3D images were obtained at two different resolutions in 10 minutes maximum scan
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time. This limit was imposed to make the resolution and SNR of the images obtained at 
the 7 T field strength used here in the samples, approach the capabilities of clinical 
scanners in the future. 3D spin echo sequences were not available with sufficient image 
quality and resolution using the hardware and time limitations imposed in this work, 
thus they are unlikely to be available in a more clinical setting. The 2D images were 
acquired with an in-plane resolution of 176 and 195 microns with a 500 micron slice 
thickness (256x256 matrix, 4.5 / 5cm FoV for 176 / 195 micron resolutions 
respectively, 46 0.35mm slices, TR/TE=2339.2/21.6ms). The 3D images were acquired 
with a resolution of 176 and 195 microns in all directions (256x256x256 matrix, 4.5 / 
5cm FoV for 176 / 195 micron resolutions respectively, TR/TE=9.16/4.23ms, 30° flip 
angle).
SPENT gives information on the structure of a sample and is sensitive to voxels 
containing a partial volume such as those on the edge of a bone/water interface (as 
described in chapter 3). SPENT images were obtained in different directions for a low 
resolution, spin echo, multislice sequence by applying an extra gradient in the desired 
direction to produce a 2ir phase wrap across each pixel. The imaging parameters used 
were FoV=3cm, 96x96 matrix/128xl28 matrix, 1mm slice thickness, TE=20ms, 
TR=1162ms. In addition, SPENT images could also be created by filtering the 3D and 
2D high resolution k-space data to obtain images from different tiles (see figure 3.3 and 
images in figure 3.7). This was used to investigate the SPENT images dependence on 
resolution.
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4.3.4 Image Processing
4.3.4.1 R? and R?’ Calculation
Three T2 weighted images at different echo times were obtained. A square region 
containing pure bone was selected in the images over all the slices containing pure bone 
(as in figure 4.3 for the SPENT images). From equation 2-26 we know that the signal 
intensity S decays according to
The log of the total signal intensity from the volume selected varies linearly with echo 
time. A first order ‘least squares’ polynomial fit to the data can then determine the 
overall T2 value. The T2 was also calculated on a pixel-by-pixel and slice-by-slice basis 
over the same volume.
of T2* for each sample. The value of R2’ were then derived using the following 
equations
To address the precision of the relaxation measurements a sample was scanned 
repeatedly. The sample was removed from the magnet, the standard setup procedure of 
tuning and matching the coil, shimming, setting the centre frequency and calibrating the 
amplifier attenuation for accurate 90° and 180° RF pulses was repeated each time. R2, 
R2’ and R2* were measured 10 times. In table 1, the standard deviation was typically a 
few percent of the mean value with the R2 measurement being the least precise. The
(4-1)
Taking the natural log gives
(4-2)
Exactly the same process was repeated with the T2* weighted images to obtain a value
(4-3)
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reduced accuracy of R2 was assigned to the use of less than optimal values of TE (20, 
40 & 60ms) to measure a longer T2 decay of around 200ms for the sample scanned 
repeatedly. In the subsequent protocol, used on all the samples, TE values of 20, 50 and 
80ms were used as previously described. Overall the precision of the relaxation 
measurements in table 1 is high, typically 2-4%.
s.d.(ms'1) Mean (ms'1)
Estimated error on a 
single measurement
r2 0.0002167 0.0049995 4.3%
Ra 0.0017975 0.0704605 2.6%
r2* 0.0017392 0.0754600 2.3%
Table 4.1 The precision of relaxation measurements
4.3.4.2 SPENT Calculation
The SPENT signal was generated for each direction x, y  and z corresponding to read, 
phase and slice directions respectively. This was achieved using a low resolution (for 
the 7 T system used) proton density weighted, multislice, spin echo sequence. A 
standard image with the same imaging parameters (e.g. TE, TR) was also acquired.
As described in chapter 3, a Normalised-SPENT (N-SPENT) image was derived by 
dividing the SPENT image by the standard image. This should remove the dependence 
on proton density and coil sensitivity that is present in the SPENT image signal to 
obtain contrast dependent only on the level of sub-pixel uniformity. The N-SPENT 
images can have a mean value taken over a region of the object. This should give some 
measure of the structure within a region.
The average N-SPENT value was calculated for each sample over a volume only 
containing bone (see figure 4.3). This was performed for each SPENT direction
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individually (x, y  and z) and for the combined in-plane directions (xy) and for all three 
directions combined (xyz).
A. A region is selected ( 
here shown over a number of 
slices at different positions 
through the sample)
Only the slices that contain 
pure bone are selected to 
give a volume of interest
B. Regions of pure bone-  
normal images and 
corresponding SPENT 
images over the same region
C. SPENT images 
(gradient applied in direction 
indicated with arrow) over 
the same region
D. N-SPENT x-direction 
images (direction on image 
indicated by arrow).
E. N-SPENT xyz-direction 
combined images
The mean value over these 
regions is taken to get a 
global measure of 
homogeneity 
Figure 4.3 SPENT image processing
From the top, a number of different slices through the volume are displayed. A 
square roi is selected lying entirely within the bone (A). Slices that contain only 
bone are also selected so that a volume of pure bone is selected (B). The SPENT 
image for the same region is shown (C). The N-SPENT images for x (D) and xyz 
(E) are then shown. The mean value over this volume can be calculated for the 
different N-SPENT images to obtain a global measure of homogeneity
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A further calculation was performed to look at the effect of resolution on the N-SPENT 
signal. The 3D data sets that were acquired were processed using a program developed 
in Matlab. The idea was to use different sized volumes of the raw k-space data to 
generate different resolution images. The central portions of the 195 micron, 2563 
datasets were taken. This was perfonned for 4 different resolutions corresponding to the
3 3 3 3central 255 , 192 , 126 and 66 points in k-space. Each of these data cubes can be split 
into 27 further sub-cubes (like a rubix cube!) of data. The central sub-cube can be FT’d 
to produce a ‘standard’ 3D image with 1/3 of the resolution. All the other cubes can be 
FT’d to obtain 3D SPENT images. The SPENT images are sensitised to structure in a 
direction specified by the vector joining the centre of k-space to the centre o f the 
‘SPENT’ sub-cube, see figure 4.4.
Figure 4.4 Separating k-space data into separate cubes
On the left hand side a 3D k-space region is represented. This could be FT’d 
to produce a 3D image. Alternatively a smaller region of the k-space data 
can be taken and this will form an image of lower resolution. The data can 
be separated into separate ‘tiles’ (like in figure 3.4c, only in 3D). The central 
cube can be FT’d to obtain a standard image of 1/3 the resolution, the others 
will form SPENT images in different directions.
The resolution of the 2553, 1923, 1263 and 663 k-space data cubes was 196, 260, 396 and 
756 (to 3s.f.) microns respectively. The SPENT images divide k-space into 27 separate 
sections that will have a further 1/3 reduction in resolution (in all directions) when they
3D volume can 
be ‘tiled’ to form
reduced 3D k- 
sp ace  volume
Full 3D k-space volume
Each 3D volume
 can be separated
27 cubes of data and reconstructed
individually
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are Fourier transformed to produce images. As described earlier pixel wise division of a 
SPENT image by the same resolution standard image produced N-SPENT images. A 
global measure of the N-SPENT signal intensity was taken over a region of interest. 
This was achieved by selecting a square region of interest in the xy-plane over all the 
volume. All the planes in the z-direction that contained pure bone were then selected to 
obtain a 3D volume of pure bone. The volume that was selected using the 195 micron 
image was applied to all the lower resolution images to take a very similar region of 
interest for each of the different resolution data sets. This process was performed on 10 
samples.
4.3.4.3 Bone Volume Fraction (BVF) Calculation
The BVF was extracted from the 3D images using MatLab. Each 3D volume of data 
was loaded and Fourier transformed to create a 3D image. A 3D volume of pure bone 
was selected from these images. This was achieved by selecting a square region of 
interest in the xy-plane over all the volume. All the planes in the z-direction that 
contained pure bone were then selected to obtain a 3D volume of pure bone. In figure 
4.3a, a square region is selected, shown on one o f the images from the xy-planes. A 
threshold level was obtained by taking a fraction o f the average signal intensity within 
the region (4.3b). The threshold level was then used to create a binary image (4.3c) that 
represents regions of pure water (white) and bone (black). The ratio of black to white 
pixels over the volume is calculated as the BVF. This accuracy and precision of this 
simple method to extract BVF relies on the images being at sufficient resolution and 
SNR to obtain an approximately binary distribution of pixel intensities.
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Figure 4.5 A simple calculation of BVF
a. A square region is selected. This is applied to all the slices containing pure 
bone to form a volume over which the BVF is calculated.
b. The region selected in 4.5a.
c. The bone (black) and water (white) components are selected with a threshold 
based on the mean signal intensity o f the region in 4.5b. The BVF is then the 
ratio of black pixels to white pixels.
4.3.4.4 BMD and Stress Tests
The bone cube samples were weighed and measured to determine both their mass and 
size. The ratio of mass over the volume then gives the BMD (g/cm3).
DEXA measurements were also performed on each sample with a Hologic QDR-4500A 
machine. A reading of BMD (g/cm2) was obtained from the machine having manually 
selected a region of interest within the sample using a scout image. The regions were 
each of similar dimensions. A conversion factor of photon absorption/cm2 to mass/cm2 
was used for the lumbar spine.
The measurement of BMD from directly weighing the bone samples was compared to 
measurements made using DEXA. To clearly visualise the level of consistency between 
the values, they were plotted against each other in figure 4.6.
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Figure 4.6 BMD calculated by weighing is compared to the values of BMD 
obtained from performing DEXA measurements for a subset of samples
In the plot of BMD a high correlation is seen between the two measures of BMD 
suggesting that consistent results are produced with the simple weighing method. 
The weighing method produced consistently higher values than DEXA for the 
BMD as seen by the mean values displayed in the figure
In figure 4.6, the difference between the two methods for measuring BMD was 
assessed. There was a high level of correlation between the two measures with the 
majority of the points lying close to the linear fit. The mean values for the two measures 
indicate that the BMD as measured by DEXA was consistently lower than the BMD 
measured by weighing. The source of this systematic underestimation was probably due 
to an error in the scaling factor used to obtain the bone density from the measured 
attenuation of the DEXA beam.
The weighed BMD was used for comparison with other parameters in all the following 
work. Due to the consistency between the measures of BMD, the results would be very 
similar if  the DEXA BMD measurement had been used.
BMD w eighed  v BMD DEXA
R? = 0.9558
Mean value
Weighed 0.497 
DEXA 0.453
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Mechanical tests were carried out on each sample with an actuated test machine (Lloyds 
M3 OK, UK). The load is applied in the direction of trabecular structure, replicating the 
direction of load applied in the human femur. Each sample is gradually loaded with an 
increasing force between 0 and 500 Newtons, while having the displacement of the 
sample measured. This yields a load-displacement curve that can be converted into a 
stress strain curve from knowledge of the samples dimensions. The Young’s Modulus 
(YM) of the sample is then measured as the gradient from the linear region of the 
stress/strain curve. Though YM is not a direct measure of the load required for 
biomechanical failure, it is a direct measure of biomechanical strength. It is likely that 
biomechanical strength (and so YM) will be closely related to the risk of fracture [47- 
50].
4.4 Results
30 samples of bone were imaged with MRI, BMD was measured by weighing the 
samples and YM was measured using the stress test outlined above. The graphs, 
including the linear fits and R values on the graphs were generated using Excel 
(Microsoft). For a summary of the R values with their p-values to indicate the 
significance refer to table 4.2 at the end of the results section.
4.4.1 RVR?’ vBMD
Three T2 weighted images and three T2* weighted images, obtained at different echo 
times, were used to calculate R2 and R2’ as described in section 4.3.4.1. The values of 
R2 and R2’ obtained for each sample were plotted against BMD in figures 4.7 and 4.8.
108
Assessing the Structure of Bone with MRI
BMD v R 2
0.014
R2= 0 .3 4 8 2
E 0.012
0.01
0.008
0.006
0.004
0.002
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
BMD (g/cm 3)
Figure 4.7 Graph of R2 against BMD
The transverse relaxation rate R2 is plotted against the BMD. A low level of 
correlation is seen between these two parameters as indicated by a value of 
R2=0.3482 for the linear fit.
In figure 4.7, R2 was not highly correlated to the BMD. Almost the entire signal used to 
calculate the R2 value is from the water in the spaces of the bone. The R2 of this water 
component is not dependent on the structure or volume of the bone. There is normally 
some contribution to R2 from diffusion, which could relate to the size of the spaces 
within the bone. Hence, a low level of correlation between these parameters may be 
expected.
In figure 4.8, R2’, the relaxation rate from local temporally invariant magnetic fields, 
correlated strongly to the BMD. R2’ is dependent on the interaction between the bone 
structure and the main magnetic field. The susceptibility differences produced at the 
interfaces between bone and water will depend on the quantity of bone and its 
architecture. Hence, some correlation was expected between R2’ and BMD.
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Figure 4.8 Graph of R2’ against BMD
The transverse relaxation rate due to local (temporally invariant) magnetic fields 
R2’ is plotted against the BMD. A reasonably high level of correlation is seen 
between these two parameters, indicated by a value of R2=0.6063 for the linear fit.
4.4.2 R?/ R f  v YM
The values of R2 and IV  obtained for each sample were plotted against the YM in 
figures 4.9 and 4.10. R2 was not correlated to the YM (see figure 4.9). Again, this result 
is not surprising because almost the entire signal is from water in the spaces between the 
bone. The R2 of this water is unlikely to be related to either the structure or volume of 
bone within a sample and it is these factors that determine the YM of the samples.
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Figure 4.9 Graph of R2 against YM
The transverse relaxation rate R2 is plotted against the YM. No correlation is seen 
between these two parameters as indicated by a value of R2=0.1773 from the 
linear fit.
In figure 4.10, the R.2 * does appear to be correlated to the YM. Again, this might be 
expected from a consideration of local magnetic fields created by the interaction 
between the bone structure and the main magnetic field. The susceptibility differences 
produced at bone/water interfaces will be dependent on the quantity of bone and its 
architecture. Figure 4.10 suggests that while some measure of bone volume and 
architecture has been obtained, R^’ was not a strong enough correlate to bone strength to 
be used as a solely indicator of fracture risk. R2 ’ correlates more strongly to the density 
of bone than to its strength as measured by the YM.
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Figure 4.10 Graph of R2’ against YM
The transverse relaxation rate due to local (temporally invariant) magnetic fields 
R2’ is plotted against the YM. Some correlation is seen between these two 
parameters, indicated by a value of R2=0.4073 for the linear fit.
4.4.3 SPENT v BMD
The N-SPENT signal was calculated over a region lying entirely within the bone cube 
and over the largest volume of pure bone possible. This process was performed for each 
SPENT direction (x,y and z) and for the combined directions (xy and xyz). The x  and y  
directions lay in the imaging plane while the z-direction was used for slice selection. 
The bone cubes were cut and positioned so that the majority of their trabecular flow was 
in the x-direction. In figure 4.11, the average N-SPENT value was plotted against the 
BMD for each sample. Each direction was displayed using a marker of different colour 
and shape.
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Figure 4.11 Graph of the Mean N-SPENT against BMD for each of the 3 
directions that the N-SPENT is applied
The BMD is highly correlated with the N-SPENT in all three directions. The 
highest level of correlation is between BMD and N-SPENT in the z-direction. 
The mean value of the N-SPENT also appears different between directions.
Figure 4.11 showed a number of interesting trends. Firstly, the average N-SPENT signal 
was highly correlated to the BMD in all three directions. The slice direction shows the 
highest level o f correlation and it was noted that the 1mm slice thickness was a different 
size to the in-plane resolution of 0.3125mm. This may account for some of the 
differences in the R2 value between the N-SPENT z-direction v BMD and the N-SPENT 
x  or ^-directions v BMD. The increase in average signal level found in the z-direction 
may be due to a more consistent amount of signal being present in all pixels in the 
SPENT image. This could be due to a combination of the slice profile with a phase 
modulation that is not exactly 27t imposed across it, leading to some signal being present 
even in homogeneous regions o f magnetisation. Secondly, while the in-plane directions 
x and y  show a very similar level of correlation (R2~0.7), the N-SPENT signal level was 
lower in the x-direction when compared to the ^ -direction. A higher level o f N-SPENT
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signal might be expected in directions perpendicular to the trabecular flow (y and z), 
because normally these will be less homogeneous.
N-SPENT N-SPENT in different d irections v BMD
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Figure 4.12 Graph of the Mean N-SPENT against BMD averaged over each 
direction (xyz)and over the in-plane directions (xy)
The BMD is very highly correlated with the N-SPENT in the combined 
directions. The level of correlation is highest when all the directions are 
combined together.
The N-SPENT signal from the different directions can be averaged to obtain an overall 
value. In figure 4.12, the N-SPENT signal is shown for the in-plane directions {xy) and 
for all the directions {xyz) averaged together. A very high level of correlation was seen 
between the combined directions and the BMD. The level of correlation was 
particularly high for the xyz directions combined. This measure of SPENT is 
independent of direction. Again, this result suggests that the slice direction contributes 
important information even though it is at a lower resolution and has extra factors such 
as slice profile and thickness that could potentially influence the result.
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4.4.4 SPENT v YM
The N-SPENT signal was plotted against YM (in the same way as for N-SPENT with 
BMD in the previous section). In figure 4.13, the correlation between the individual x, y  
and z directions average N-SPENT signal and YM was displayed. All the N-SPENT 
directions suggested a relationship with the YM of the sample. The directions that ran 
perpendicular to the trabecular flow (y and z) provided a stronger relationship seen by 
the higher R values. This was probably due to the sensitivity o f the SPENT signal to 
the more frequent edges and discontinuities (inhomogeneity) in these directions.
N-SPENT v N-SPENT in different d irections
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Figure 4.13 Graph of the Mean N-SPENT against YM for each of the 3 
directions that the N-SPENT is applied
The YM is correlated with the N-SPENT in all the directions. The level of 
correlation is higher in directions that are against the trabecular flow.
The most important differences between the results shown in figure 4.13 (N-SPENT v 
YM) compared to figure 4.11 (N-SPENT v BMD) were i) that the strength o f the 
relationship was lower for YM v N-SPENT and ii) while N-SPENT and BMD are 
highly correlated in all directions, the YM is correlated highly only in the directions 
perpendicular to the trabecular flow. This demonstrates that the N-SPENT was more
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sensitive to changes in bone volume than bone strength. Additionally, whatever the N- 
SPENT images have actually measured (i.e. homogeneity), while this correlates to BVF 
in all directions, it does not correlates to bone strength in the direction of the trabecular 
flow.
In figure 4.14, the combined xy and xyz N-SPENT image signal levels were plotted 
against YM. The graph was similar to that for BMD (figure 4.12); both combined 
directions suggested a relationship, with the combination of all three directions 
providing a stronger R2 value. The strength of the relationships, as with the individual 
directions, was weaker for N-SPENT v YM than for N-SPENT v BMD.
YM v N-SPENT in different d irection s
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Figure 4.14 Graph of the Mean N-SPENT against YM averaged over each 
direction (xyz)and over the in-plane directions (xy)
The YM is correlated with the N-SPENT in the combined directions. The level 
of correlation is highest when all the directions are combined together.
4.4.5 SPENT and the Effects of Resolution
The relationship between the average N-SPENT signal and BMD was investigated 
using 3D images at different resolutions. Four different 3D data sets were created with a
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Figure 4.15 Global N-SPENT signal v BMD at 4 different resolutions
Each graph shows the N-SPENT signal v BMD for 3 different SPENT directions. In addition, 
two combinations of the N-SPENT directions are displayed. The resolutions is different in a-d 
with the resolution given being that for the 3D data set used i.e. SPENT images have a 
resolution of 1/3 of the value of the data set used that is given above.
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resolution of 196, 260, 396 and 756 (to 3s.f.) microns respectively. The N-SPENT 
images produced from each of these data sets have a resolution of 1/3 of the resolution 
of the whole data set given above. The N-SPENT signal was calculated for each of the 
26 SPENT directions obtained from the 3D data set (see figure 4.4), the x, y  and z 
direction N-SPENT values were displayed against BMD in figure 4.15. Some of the 26 
SPENT directions showed a much higher correlation to BMD than others. Again the y  
and z directions displayed a higher correlation to BMD than the ^-direction, probably 
the result of the increased structure perpendicular to the direction of trabecular flow 
producing reduced homogeneity on the scale of the pixel. This was not true for the 396 
resolution, however a low level of correlation was seen for all directions at this 
resolution.
The level of correlation between the BMD and the combined N-SPENT directions was 
highest for the 260 micron data set. This may be an effect of the resolution, or 
alternatively it could be due to improved levels of SNR between the 196 and 260micron 
data. Interestingly, the performance of the lowest resolution data was better than for the 
second lowest resolution data. This suggests that lower resolution data can be used, and 
that it is important to choose a resolution that reflects the size of the structure. It is not 
clear whether there is a direct relationship between the resolution and the N-SPENT 
signal level. If the N-SPENT images pick up structures of different sizes, it could be the 
prevalence of the structures that is in turn related to the BMD. It was also noted that the 
average N-SPENT signal level increased consistently with resolution. This could be 
because the N-SPENT was picking up more of the structure at higher resolutions. It is 
noted that even at the highest resolution of 196 microns the N-SPENT images have 1/3 
of this resolution (i.e. 588 microns). This means the increase in N-SPENT signal is not
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likely to be due to pixels that have large values due to division using a standard image 
with pixels containing very low signal intensity (e.g. from pure bone).
It was found that for certain individual N-SPENT directions the correlation to BMD was 
as strong as for all the directions combined together. The difference between the various 
directions, a kind of structural anisotropy, may contain further useful information.
4.4.6 BMD v YM
To help determine the relationship between the density of bone and its strength for our 
samples the BMD was directly compared to the YM. A strong relationship was found 
between these parameters in figure 4.16. However, there are samples with similar 
BMDs that exhibit quite large differences in YM. This suggests that it is not only the 
quantity of bone but also it is architecture that is important for the strength of the bone.
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Figure 4.16 Graph of BMD against YM
The YM is strongly correlated to the BMD, indicating that greater bone density 
generally will give more strength. This is not the whole story however, the 
scatter in the results indicates that different bone samples with similar BMD can 
have widely varying strength. This is due to the bone architecture.
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4.4.7 Image Based BVF Measurement
The BVF was calculated using the process described in section 4.3.4.3. In figure 4.17, 
the BVF was seen to correlate very closely to the BMD for the 10 samples. This 
indicates that even with the simple calculation of BVF used, the values of BVF obtained 
accurately reflected the BMD of the samples. The BVF measured using higher 
resolution images (176 microns) correlated slightly more strongly to the BMD. This is 
most likely due to a reduction in the number of pixels containing a partial volume and 
being incorrectly assigned as containing either pure bone or water.
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Figure 4.17 Graph of BMD v BVF
The BVF measured from 176 micron and 195 micron 3D images is compared 
with BMD for the first 10 samples. The level of correlation is very high 
demonstrating that, at the resolution used here, MR images accurately give the 
fraction of bone in a sample.
4.4.8 Summary of Results
The different parameters were entered into the JMP statistics package (SAS institute,
Cary, NC, USA). The r2 value was calculated to obtain a measure o f the strength o f the
relationships between the different parameters and the p-value was calculated to
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determine the significance of these results. The r2 value is the same parameter as the R2 
value given previously in this chapter. The R was calculated in excel from the linear 
fits shown in figures 4.6-4.17, the r2 is calculated using the JMP package. The results 
were summarised in table 4.2 with the different parameters compared to both the 
Young’s Modulus and BMD.
Results
Table
YM
r2 p-value
BMD
r2 p-value
R2 0.178 0.0205 0.348 0.0006
R2' 0.484 <0.0001 0.653 <0.0001
SPENT xy 0.431 <0.0001 0.768 <0.0001
SPENT xyz 0.499 <0.0001 0.865 <0.0001
SPENT x 0.260 0.0056 0.702 <0.0001
SPENT y 0.508 <0.0001 0.689 <0.0001
SPENTz 0.523 <0.0001 0.866 <0.0001
SPENT yz 0.570 <0.0001
YM 0.582 <0.0001
Table 4.2 The relationships between the different parameters are summarised 
Key points
1. YM and BMD correlate strongly (r^O.582, p <0.0001). YM closely describes the 
strength of bone and the BMD describes the bone density. This result confirms that
the strength of bone is strongly related to its density. However, samples with a 
similar density did have quite different strengths, which must be due to their 
architecture.
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2. R2’ correlates with both BMD (r^O.653, pO.OOOl) and a little more weakly with 
YM (1^=0.484, pO.OOOl). This result suggests that, while the value of R2’ is related 
to the bone architecture, it is more strongly influenced by the density of the bone.
3. R2 correlates weakly with BMD (i*=0.348, pO.001). However, R2 does not 
correlate significantly with YM and so it is not a useful parameter for assessing 
bone strength.
4. SPENT correlates very highly with BMD in all directions x,y and z. The z-direction 
is best (i^=0. 866, pO.OOOl).
5. SPENT correlates with YM, though not as highly as with BMD and not in all 
directions. The ^-direction (with the trabecular flow) was not significantly correlated 
to YM.
The results that have been obtained in this study were compared to previous work in
table 4.3 below.
Majumdar 
et al 1991
R2* v BMD r=0.92,
p<0.0001
Lumbar Samples in saline
Kang et al 
1999
R27 R2* v density from 
qCT images
r=0.87 / 0.90 
p 0 .0 0 0 5  / 
0.0002
Sheep vertebra samples
Wehrli et 
al 2000
a
tt
R2’ v Fracture risk r^O .3, pO .001 In vivo Femoral neck
BMD v Fracture risk r*=0.48, pO .001 In vivo Ward triangle
Combined BMD and R2’ 
v Fracture risk
^=0.60, pO .001 In vivo, BMD Ward triangle, 
R2’ trochanter
Link 2002 BMD v Biomechanical 
strength
r=0.69, pO .01 In-vitro, BMD Ward triangle, 
Biomechanical strength of 
the femur
Table 4.3 Some literature values of the relationships between various parameters 
4.5 Discussion
The key questions raised in this section are: i) how do the results obtained in this 
chapter compare with previous findings, ii) can SPENT provide a simple MR correlate 
of BMD, and iii) what prospects are there for MRI to become the most accurate and safe 
way of assessing bone in diseases such as osteoporosis.
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4.5.1 How do the Results Compare with Previous Studies?
The MR parameters previously measured with any great frequency in bone have been 
R2, R2j and BVF. More complicated structural parameters have also been calculated 
from high resolution images [16,19,23-29]. These were not considered in this chapter 
because the resolution, SNR and uniformity of the images required for their accurate 
calculation would not be available on a standard clinical machine. Images have been 
obtained with sufficient quality in the heel and wrist but even here it is still a technical 
challenge [15]. In addition, the level of image processing that many of these methods 
require prevents them being applied easily in a more clinical setting. The other 
parameter that was measured in this, and previous studies, was bone density (or BMD). 
In this chapter Young’s Modulus (YM) was used as a measure of biomechanical 
strength, and so a close correlate to fracture risk.
The relationship between bone strength, described here by the YM and the BMD was 
investigated. A strong relationship was established between these parameters that 
confirmed the previous findings in references [19,51] displayed in table 4.3. However, 
figure 4.12 showed that some samples with similar BMD have different YM. This is 
mainly thought to be due to a difference in the architecture of different bone samples 
although some difference in mineral content is also a factor [23]. YM should be a better 
measure of bone fracture risk than BMD because it is a direct measure of biomechanical 
strength. The YM is a measure of the amount that the bone contracts with load before 
reaching mechanical breakdown. While this is not a direct measure of ultimate load (the 
maximum load before breaking), the YM will normally be strongly related to the 
ultimate load in bone [47-50].
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The correlation between R2’ and BMD/YM was seen to be consistent with previous 
findings (see tables 4.2 and 4.3). R^’ is highly correlated to BMD, especially in-vitro 
where there is less likelihood of results being contaminated by surrounding structures 
that may create local fields and so change R2’.
Primarily, the BVF gives a known MR correlate to BMD. In figure 4.13, the MR images 
produced a measure of BVF similar to BMD using a simple method. The values of BVF 
produced were not very accurate due to systematic errors arising from the use of a 
gradient echo sequence [52] and from the simple method used to calculate the BVF. 
However, the correlation between the BMD and the BVF indicated that the same 
information was obtained.
Why has BVF measurement using MRI not yet become a reality in a clinical setting? 
This is mainly due to the difficulty of performing MRI at the high resolution required, 
and additionally, because complex image processing is also normally needed. Despite a 
lot of work at clinical field strength to find an MR method for accurately obtaining 
BMD/BVF [15,16], sites other than the distal radius or heel have not yet been used. 
BVF has been investigated using low resolution MRI [22], though in this work the 
limitations of performing this technique in sites with B\ non-uniformity (such as in the 
trunk) were noted.
Overall the results presented in this chapter were consistent with those previously 
found. Despite much effort at clinical field strengths, accurately obtaining BMD/BVF 
[15,16] using MRI is still the primary objective of work in this area.
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4.5.2 SPENT as a Simple MR Parameter to Determine BMD
The N-SPENT signal averaged over a region correlated highly with BMD both in 
individual directions and in different directions combined together. The xyz directions 
combined gave a high correlation to BMD while being independent of direction. This 
could be useful in vivo where the trabecular orientation may not be known. The highest 
correlation was found between BMD and N-SPENT in the z-direction. This may 
indicate that only one SPENT direction would be required to gain a reasonable measure 
of BMD. If so, benefits in SNR or time may be found by sampling a smaller region of 
k-space as discussed in the previous chapter. In addition, the z-direction was the slice 
select direction, indicating that 1mm slices can be used to determine the bone volume 
using this method. This provides encouragement for the possible use of SPENT in vivo 
for BVF assessment.
N-SPENT correlated highly with the measure of bone strength used in this chapter - 
YM. Improvements in the level of correlation were seen when the y  and z directions 
were combined. The N-SPENT in the combined yz directions, correlated nearly as 
highly with YM as the calculated BMD correlated with YM. This is despite the fact that 
the BMD could be measured in the samples to a very high degree of accuracy by 
weighing them; BMD cannot be measured in vivo with the accuracy by any method.
Interestingly, the average N-SPENT signal did not correlate as highly to YM in all the 
individual directions. The ^-direction, the direction of trabecular flow, displayed a 
weaker, less significant relationship. In contrast, the BMD displayed a high correlation 
to N-SPENT in all the individual directions. This may indicate that, while the N-SPENT 
is highly correlated with BMD, it is measuring something slightly different. SPENT
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tends to highlight edges, so perhaps this difference in the x-direction is due to the 
strength of the bone being less dependent on the amount of structure in x, while the 
BMD still varies in a similar manner to the amount of structure in any direction.
4.5.3 Can MRI Produce a Better Assessment of Fracture Risk than DEXA?
It should be noted that BMD as measured by DEXA has limitations; it imparts a 
radiation dose and cannot avoid contamination in its results from cortical bone and other 
tissue. Furthermore, DEXA produces an area density as opposed to a true density that 
reduces its accuracy.
As stated previously, N-SPENT for the y  and z directions combined produced a level of 
correlation to YM that was comparable to the correlation of BMD with YM. N-SPENT 
in the z-direction also provided a close correlate to both BMD and YM. These results 
suggest that N-SPENT is a simple way to extract the BMD from images of a sample.
In vivo, SPENT will have a number of obstacles to overcome. The most important issue 
is SNR and resolution, which can of course be traded for each other. SPENT has a 
number of advantages in this respect when compared to normal image acquisition. For 
normal image acquisition a full area of k-space must be acquired, requiring a certain 
time period. SPENT allows a reduced area to be targeted and so a time saving or 
corresponding SNR increase could be made. In addition, the N-SPENT images that 
were obtained should remove (by division) any variability in Bi transmission and the 
receiver sensitivity on reception. This avoids the problems that other MR methods for 
BVF calculation encounter when non-uniform images are obtained. Perhaps more 
importantly, the insensitivity to Bi could allow surface coils (both individually and in
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arrays) to be used for optimal signal reception in sites such as Wards triangle. This 
would provide greatly enhanced SNR and may also allow FOV reduction, particularly if 
imaging of just one femur is required for overall fracture risk assessment.
If SPENT was proved effective in obtaining BMD/BVF measurements in vivo then it 
could be combined with measurements of R2* or R2*. R2’ may give a measure of bone 
architecture as well as BMD, providing complimentary information. R2’ has been 
shown to have a dependence on the angle of the trabecular bone relative to Bo. If 
SPENT is used with R2’, it may be preferable to obtain N-SPENT images that are 
independent of direction.
4.5.4 Translation of Results to In Vivo Data at Clinical Field Strengths 
The N-SPENT signal averaged over region gives a very close correlation to BMD in 
samples. More work is needed to determine how useful SPENT will be in vivo for 
assessing bone fracture status. This involves two main differences from the work carried 
out in this study. Firstly, the composition of real bone marrow is different; it contains a 
mixture of fat, as opposed to water, in the spaces within the trabecular. Imaging of fat 
instead of water should not be difficult; high resolution images of bone have already 
been acquired in vivo at peripheral sites in the body [15,16,21,53]. In addition, human 
geometry and the SNR/resolution available at clinical field strength must be overcome.
N-SPENT images have the following characteristics that should allow their acquisition 
at clinical field strength: 1mm multislice images were used, indicating that high quality 
and time efficient multislice sequences such as the Fast Spin Echo (see section 2.9) 
could be used to obtain N-SPENT values. The ability of N-SPENT images to be used
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for BMD / bone strength assessment appears to be possible at resolutions lower than 
those required for image based techniques. Normally, 3D images of around 200 microns 
resolution are used to try to extract the structural information. In figure 4.14, a 260 
micron data set was used to accurately obtain BMD. The high correlation between N- 
SPENT and BMD for the individual directions corresponded to using two ‘tiles’ of k- 
space. This showed that a smaller region of k-space could be used to extract a measure 
of BMD. Sampling a reduced area of k-space could save enough time to get higher SNR 
data, at the necessary resolution. N-SPENT images and their average intensity within an 
object should be tolerant to transmit/receive variations in sensitivity. This allows RF 
coils with the best SNR (i.e. surface coils and array coils) to be used in vivo with N- 
SPENT to maximise SNR performance.
Though SPENT has not been proven to work in vivo for BMD calculation, the 
technique does appear to provide reasons to believe that it should yield similar results. 
The measurement of R2’ or R2* with SPENT may in combination yield a practical MR 
based index of fracture risk.
4.5.5 Wider Implications -  Information and K-space Regions
This work has demonstrated that by reconstructing regions of k-space certain 
information about the object may be obtained. While a large amount of work has been 
performed in the analysis of the information contained in images, less has been done on 
the information present in k-space. While an object in image space shows the local 
signal intensity, a local k-space area provides an indicator of the amount of structure 
throughout the object around a certain size. In objects containing regular structures,
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perhaps a more specific area of k-space could provide distinct structural information, 
which would otherwise require full data sets at a higher resolution to be extracted.
4.6 Conclusions
In general, the average N-SPENT signal in a region produces a measure of BMD. The 
N-SPENT signal in a single direction also appears to offer a good measure of the BMD 
of a bone sample. The average N-SPENT signal has been shown to produce a close 
correlate to BMD/BVF using a multislice sequence, without requiring very high 
resolution images. A smaller area of k-space can be obtained for N-SPENT images 
when compared to high resolution images making the technique more efficient. The N- 
SPENT images should remove the sensitivity to Bi transmit/receive non-uniformity that 
other methods can suffer from. R.2’/R2* measurements may give additional information 
about bone strength and structure. Further work is required to translate the promising 
results displayed here into a useful in vivo method for assessing bone fracture risk.
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5. Development of Multiple Receiver Imaging Hardware and Software
for use at 4.7 T
In this chapter a prototype array coil, designed in conjunction with Pulseteq (Guilford, 
Surrey, UK) is evaluated.
High field strengths enable higher resolution images to be obtained. For the greatest 
improvements in resolution to be achieved the best possible SNR performance is 
required from RF receivers. Array coils have been used increasingly because they 
enable the higher sensitivity of a surface coil to be achieved over a larger volume. Array 
coils are also used to speed up image acquisition with techniques such as SENSE [1] 
and SMASH [2]. The efficacy of the prototype array coil for this purpose is also 
investigated.
Array coils have varying sensitivity and so they produce multiple images with a 
variation in intensity across them. To form an image of uniform sensitivity and optimal 
SNR, accurate maps of the individual coil sensitivities must be obtained and the 
multiple images combined having been weighted on a pixel-by-pixel basis according to 
their sensitivity. The software that will be described here, developed to reconstruct 
images from both fully sampled and reduced Fourier data sets, is also used to evaluate 
the coil design and performance.
The work of Navjeet Chhina, responsible for the design and production of the array 
coils and Mark Cooper and Colin Sunderland, responsible for the electronics (from 
Pulseteq, Guilford, Surrey) in the array coil used in this section is acknowledged.
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5.1 Background and Introduction
5.1.1 Surface Coils
It has long been realised that surface coils, so called because they are applied to the 
surface of an object, provide a very efficient way of receiving signal. These coils can be 
positioned very close to the object of interest and are very sensitive to signal originating 
from their vicinity. In addition, because most of the noise in a coil originates from the 
sample (this is especially true at higher field strengths) a coil that only picks up signal 
from a small, localised region will only pick up noise from a small, localised region. 
This has the overall effect of producing a coil that has a very high SNR performance in 
its vicinity.
The main disadvantages of a surface coil are that the coil can only effectively cover a 
certain volume and that over this volume the sensitivity to signal from the object will 
vary (though, as we will see both of these characteristics can be used to provide distinct 
advantages). Due to the principle of reciprocity [3] the sensitivity to signal produced in 
a receiver coil from a field Bj  has the same spatial dependence as the Bj  field generated 
by the coil when current is being driven around it. This means that surface coils produce 
a spatially varying Bj  field when used to transmit RF pulses and correspondingly 
produce a flip angle that varies with spatial position. Hence, for many routine 
applications, where uniform flip angles and uniform sensitivity over a volume are 
desirable, coils such as the birdcage [4] have become the clinical workhorses.
5.1.2 Using Multiple Surface Coils Simultaneously
While surface coils have been used throughout the development of NMR/MRI, one 
relatively recent development made by Roemer et al in 1990 [5] has meant that surface
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coils can be used with greater scope; this was the ability to simultaneously receive 
signal from multiple surface coils. Receiving from multiple coils simultaneously 
requires a separate receiver channel incorporating the usual receiver circuitry for each 
coil. In addition, the coils have to be non-interacting. When a receiver coil is placed 
near a sample that has been excited by an RF pulse a current is induced in it by the field 
from the sample. This current is the signal that is measured during an acquisition. A 
current in a coil produces a field, which in turn induces a current in any secondary 
receiver coils that experience the field. This interaction means that the coils pick up 
signal and noise from one other. Hence, the coils lose their highly localised sensitivity 
to signal and noise from the sample and reduce their high, local SNR performance. If 
multiple surface coils are used together they must not interact if  they are to incorporate 
the high, local SNR performance of the individual elements, while together provide 
coverage over a large volume.
A larger volume coil used around an array of surface coils can provide uniform RF 
transmission, which is important in most applications. This also requires careful 
decoupling between the transmit and receive coils to prevent the RF power being 
deposited directly into the receivers as opposed to the sample. Pin diodes are normally 
used to actively switch the receiver array into a detuned mode during RF transmission. 
The correspondence between the multiple receivers used in NMR/MRI, and phased 
array ultrasound and radar, led Roemer to call his array coils ‘The NMR Phased Array’.
5.1.3 High Field and High Speed Applications
Two factors have catalysed both further developments in, and the increased use of, array 
coils. Methods such as spectroscopic imaging [6,7] and the desire for ever higher
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resolution images have demanded coils that produce the highest SNR at the expense of 
SNR uniformity. In addition, imaging of constantly moving systems such as the bowels 
and the heart has made it desirable to shorten even the most rapid imaging sequences. 
One other tendency has been the continuous move to higher field strengths throughout 
the development of NMR and MRI, to provide greater SNR and, more recently, 
increased sensitivity to BOLD contrast. The main reasons that array coils are required at 
higher fields (as at lower field strengths) are to maximise SNR performance and to 
increase acquisition speed. At higher field strengths, the increase size of magnetic 
susceptibility gradients causes the faster decay of T2* weighted signal during image 
acquisition in sequences such as Gradient Echo EPI. In this example, image quality is 
reduced at higher field strengths due to increased levels of blurring and distortion. To 
improve the image quality, faster imaging is required and array coils can be used to 
achieve this goal. It is also noted that at higher field strengths many volume coil designs 
no longer provide uniform RF reception due to dielectric resonance effects (see section 
2.10 for a brief description).
It was realised that the simultaneous acquisition of data could be utilised for increasing 
the speed of image acquisition [8] even before Roemer had published his paper that 
enabled the use of multiple receivers in parallel. Increased speed may be achieved 
because the amount of information per unit time acquired by parallel receivers is 
greater. Each view of an object provided by a different coil gives the same information 
about the object modulated by the spatial sensitivity function of the coil. If the 
sensitivity functions of the coils are sufficiently different over the same region of an 
object, knowledge of the spatial sensitivity functions can be used to localise where the 
signal has come from. If spatial localisation can be partially achieved by the coils, the
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demands of spatial localisation using Fourier encoding have been reduced. This allows a 
reduction in the density with which k-space must be sampled [1]. With a reduction in 
sampling density, for most sequences, comes a reduction in the length of the k-space 
trajectory, without increasing hardware demands (such as gradient amplitudes / 
switching rates).
To map the array elements spatial sensitivities, images must be obtained from each of 
the coils in the array. A further reference image of the same contrast and spatial region 
of the object is then required. The division of the images will then produce a ratio of 
coil sensitivities. If an approximately uniform reference image is used, then the ratio of 
the coil sensitivities will be a good estimate of the absolute sensitivity of the array coil 
element, scaled relative to the coil used to obtain the reference image. It is normally 
necessary to measure the sensitivity data for each different subject due to different 
loading of the coils producing inter-scan variability in the coils sensitivities. The time 
required to map the coil sensitivities is minimal in dynamic studies where the maps can 
be used for the subsequent generation of many images. For conventional imaging the 
time required for pre-scanning can be minimised and in some cases removed altogether 
[9,10],
The extra information available from array coils has also been exploited in other ways 
by, amongst others, Bydder et al to correct for motion corrupted data by regenerating 
affected k-space lines or to produce navigators from the data already acquired [11,12], 
and to remove ghosting by Kellman et al [13]. These techniques have shown some 
promise but have yet to be introduced into routine use in a clinical setting.
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The coil desired for the SMIS MR5000, 4.7 T / 90cm bore system is a 4-channel receive 
only dedicated head coil that can improve the SNR of imaging when used as a standard 
array coil over the whole brain volume. This should enable an improvement in the 
resolution available for high resolution imaging. Furthermore, the coil should be able to 
speed up imaging by at least a factor of 2 in either of two dimensions without 
significant geometry related noise enhancement in SENSE images (see section 2.7.1 and 
5.2.5). The coil also needed to be compatible with audio and visual communication 
apparatus used to both communicate with the subject and to present audio and visual 
stimulus (e.g. in functional MRI studies).
5.2 Methods
In this section the array coil design, and the methods used to evaluate it, are 
summarised. The process used to map the array coils sensitivity and to estimate the coils 
performance is described. In addition, an FSE sequence optimised for use at 4.7 T is 
illustrated and the experimental details are given.
5.2.1 Array Coil Requirements
The requirements of the array coil designed for use on the SMIS MR5000, 4.7 Tesla / 
90cm bore system are distinct. The receiver system comprises of four channels; the 
array is dedicated to head imaging; and it will be used as a receive-only phased array 
coil. A body volume coil often provides RF transmission. However, in the system used 
the head gradient coil inserts restrict the space available. This means a dedicated head 
volume coil must be used for RF transmission.
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The volume coil used for transmission was a 28cm diameter, 16 rung, high-pass, 
birdcage coil (see reference [14] for a summary of birdcage coil design). The birdcage 
was a transmit / receive coil to enable a reference image to be obtained with a 
reasonably uniform sensitivity for sensitivity mapping. The array coil had to fit within 
the 28cm birdcage while allowing enough space for the subject, making space a 
premium. The array coil was required to provide up to 3 times the SNR at the edges of 
the brain, while maintaining the SNR performance of the birdcage in the centre of its 
FoV. In addition, the array coil elements needed to have sensitivity profiles that would 
allow the coil to be used as a SENSE array to speed up imaging in either of the principal 
gradient directions, while maintaining acceptable SNR performance throughout the 
imaging volume.
5.2.2 The 4-element 200MHz Array Coil
The design features incorporated into the array coil are given below (see figure 5.1 for 
pictures that illustrate the coil design):
• The efficiency of surface coils is dependent on their close proximity to the tissue 
being imaged. Hence, the coils were made to follow the contours of the head to 
achieve close coupling over the majority of the irregularly shaped imaging volume.
• The size of each of the array elements was designed to have approximately the same 
penetration as a 12.5cm diameter circular surface coil. In the head, this should 
provide enough penetration for imaging in the centre, while providing higher 
sensitivity to the peripheral regions. The localised sensitivity profiles necessary for 
SENSE imaging should also be provided by coils of these dimensions.
N.B. Using smaller more highly localised coils for SENSE imaging can reduce local 
regions of degraded SNR performance (i.e. reduce the g-factor in equation 2-40, section
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2.7) that can result from the coils inability to separate aliased signals at a particular 
position. However, if the overall SNR performance of the array coil is also reduced by 
changing the coil size there may be no net gain in SNR performance for SENSE 
imaging (i.e. if the SNRfuii performance is reduced so is SNRr in equation 2-40, section
2.7). A balance must therefore be made between providing the highest possible SNR 
over the volume and having sensitivity profiles that are effective in separating aliased 
signals.
Figure 5.1 The Prototype 
Four-Element Array Coil
a.The array coil is displayed 
on the plastic former without 
its covering. The individual 
elements of the array can be 
clearly seen. Each coil has 
its own pre-amplifier.
b.The sealed array coil is 
seen with a subject inside. 
Spaces are left to allow 
audio and visual 
communication to be 
maintained. The top half of 
the coil may be removed to 
allow easier access for a 
subject. The whole array coil 
with the subject inside sits 
on the standard bed and 
headrest, which then slides 
into the 28cm diameter 
birdcage coil in the magnets 
centre.
• The array was designed to fit within a standard 28cm birdcage transmit / receive coil.
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•  The plane of the coils was not clear because they are formed by the contours of the 
head. However, the approximate plane of the coils was offset by around 45° to the 
principal gradient axes (x and y). This means that each coil has a spatial sensitivity 
profile that varies both in magnitude and phase when either of the principal axes is 
chosen for reduced Fourier encoding. Furthermore, this coil arrangement should 
allow the achievement of higher speed up factors when using 2D SENSE [15].
• Good audio and visual communication with the patient was also required. Gaps were 
left around the ears to incorporate the use of ear defenders. The position of the coils 
also enables clear vision out of the coil.
• Small gaps were left between the coils of 2-4cm. This should avoid high local 
regions of noise enhancement when the coils are used to speed up imaging as 
demonstrated by Weiger et al [16]. This may slightly reduce the SNR performance of 
the array coil when it is used as a phased array, especially in the centre of the head 
where smaller coils will not penetrate as effectively.
• The top of the coil could be separated from the bottom to gain easy access to the coil.
• Mutual coupling was minimised solely via high impedance matching to the 2 stage 
pre-amplifiers [5].
• Pin diodes were used to actively decouple the array and volume coils.
5.2.3 Mapping Sensitivity
Accurate mapping of array coil sensitivity values has been achieved by Preussmann et
al in their original SENSE paper [1], drawing on their earlier work [17] and the work in
references [18-20]. The mapping procedure described below draws heavily on this
work, although it is entirely composed of procedures that have been independently
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written and tested. The requirements of sensitivity mapping are that accurate maps can 
be produced easily on different subjects in a reasonable time scale.
A number of simple image processing tools were required for the sensitivity mapping to 
be performed. These were programmed in MatLab (Mathsworks, Natick, MA), along 
with the map generation and reconstruction routines, and provided a basis for the 
description of a protocol for sensitivity map determination that follows.
5.2.3.1 Masking
In this context, masking images is a simple process that involves the differentiation 
between pixels that lie within an object from the pixels that lie outside the object. A 
binary image (or mask) can be created that reflects the status of a pixel; normally the 
pixel has a value of ‘1 ’ within the object and ‘O’ outside. Many methods have been used 
to calculate the masks. One of the simplest (and most frequently used) relies on a 
signal-intensity-based threshold of the magnitude data (see figure 5.3). Most magnitude 
images contain a wide range of pixel intensity values and their distribution is multi­
modal. However, this distribution can be simplified to being bimodal. There is one peak 
due to pixels that lie in regions of pure noise and another with pixels containing signal 
from the object. This means, with an appropriate choice of the threshold level, the pixels 
above the threshold can be assigned as lying within the object and a reasonably accurate 
mask created.
The threshold value can be chosen in a number of ways, however, this choice is 
dependent on the image that is being used to generate a mask. In a noisy image with low 
SNR, the distinct peaks that are from the signal in the object and the pure noise overlap.
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In this low noise regime it is inevitable that some pixels will be incorrectly assigned 
from both within and outside the object.
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Figure 5.2 Thresholding an image to create a mask
The image a on the bottom left is used to create mask images by thresholding using 
different intensity values. The histogram of pixel intensities is shown; it displays two 
distinct peaks one from pixels inside the object and another from those outside 
containing pure noise. A threshold based on the mean and standard deviation (s.d.) of 
the noise from the 4 comers is demonstrated: the red line gives the mean value of a 
group of pixels known to contain pure noise, the standard deviation (s.d.) is also 
calculated from the same group. By adding a number of standard deviations of the 
noise to the mean value two threshold levels are chosen. Masks are created with these 
thresholds in c and d  where pixels greater than the chosen level appear white.
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The threshold used in this work was produced by taking regions in the comers of the 
magnitude image that in almost all situations will lie outside the object. The mean and 
standard deviation of the noise can then be calculated. A threshold level was then 
chosen by adding a number of standard deviations of the noise to the mean noise level. 
The rectified noise follows a Rician distribution. Hence, both the mean and the standard 
deviation of the noise in the magnitude image are proportional to the standard deviation 
of the noise in the complex image. This process excluded the noise regions effectively 
in most situations. The strength of the threshold can be varied depending on the purpose 
of the mask, the object properties and the SNR of the image.
When there are regions of low signal intensity within the object they will often be 
masked out (e.g. see single pixel in the centre of figure 5.2d). The SNR of the image 
used will determine if  the threshold can be lowered to include them. Ghosting in the 
background of an image (that sometimes is not visible due to the scaling applied to 
display an image) can cause inaccurate values of mean and s.d. of the noise. Ghosting 
can often cause pixels outside the object to also be wrongly assigned.
5.2.3.2 Accurate Masking from Ghosted Array Coil Images
The procedure outlined in this section was developed to gain accurate masks from array 
elements in the presence of ghosting. Array coil images can be liable to suffer ghosting 
artefact in some circumstances. Surface coil elements receive signal very strongly from 
their local region, so the signal level can still be significant far out in k-space. Due to 
the discontinuity created between the significant signal-level and the edge of the 
discrete area of k-space sampled, ringing artefact is sometimes found. This artefact is
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usually removed, or at least significantly reduced, by applying a filter to the data in k- 
space. A Hanning filter was used in this work [21].
N.B. All m asks are created  
using the sa m e threshold of 
the m ean+5xs.d .
Mask from  
com bin ing  
individual coil 
m ask s
Sum  o f sq u a res  Mask directly
im age from Sum  of
Im ages from each  Mask generated  sq u a res  im age
coil (sca lin g  from threshold ing
adjusted  to  v iew  each  im age  
gh ostin g
Figure 5.3 Masking array coil images
A mask can be made from all the individual masks (on the left hand side) by assigning a 
pixel to be inside the image when it has a value o f one in a given number of the 
individual masks (here the pixels had to be present in 3 or more of the masks). On the 
right hand side a comparison is made between the ‘sum of squares’ image, a mask 
created directly from it, and the mask made from combining the individual element 
masks.
Furthermore, with the Fast Spin Echo (FSE) technique that will be described in more 
detail in section 5.2.6, significant ghosting can arise from a combination of the imaging 
technique’s PSF, and regions of very high, localised signal intensity produced in the 
individual array element’s images. When a mask is created from the sum of squares of 
the individual element images there is a further complication of regional variation in 
image intensity making the choice of threshold level more difficult.
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When significant inaccuracies were found in the simple threshold determined mask, an 
individual mask was created from each individual image from each coil. An 
examination of these images (see figure 5.4) revealed that the regions of ghosting were 
different in each image, and so the regions of background assigned as lying within the 
object in each mask were also different. However, the majority of the object was 
assigned correctly in each of the individual masks. Using this observation a second 
criterion could be set for the inclusion of a pixel in a final mask. If we look at a pixel in 
a given position in the FoV, in each mask the pixel has been assigned a value. If the 
pixel contains a value of 1 in a certain number of the masks (that can be set depending 
on the quality and number of images) it is assigned 1 in the final mask, otherwise it is 
assigned zero. Two choices are then usually possible for creating the mask: a) A low 
threshold level is used but the pixels must equal ‘ 1 ’ in a high number of the masks, b) A 
high threshold level is used but a lower number of masks must agree for the pixel to be 
included. In figure 5.3, this masking procedure is shown to provide a more accurate 
mask than using a simple threshold on the sum of squares image. Generally, values for 
the threshold level were between mean+2xs.d. and mean+8xs.d. of the noise. The pixels 
had to be classified as within the object for either 2 or 3 of the individual masks.
5.2.3.3 Density filling and Erosion or Region Growing
Density filling involves the assessment of the environment of a pixel. Namely, is the 
pixel isolated (also called sparse) or is it part of a larger object? Most objects that are 
imaged using MRI are part of a large body that normally takes up a central region in the 
FoV. Thus, pixels that occupy a sparse environment are unlikely to lie within the object.
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This can serve as a further criterion for the removal or addition of pixels to the masked 
region that have already been assigned using an intensity level threshold.
Figure 5.4 Density Filling
The process of density filling is 
demonstrated opposite on a binary 
mask shown at the top. A pixel is 
considered as belonging within 
the object (pixel intensity=l) 
when its surrounding region has a 
mean pixel intensity above the 
density factor. Alternatively, the 
pixel is excluded (pixel 
intensity=0).
N.B. The pixel itself may be either 
1 or 0; it is then sparseness of the 
local region around the pixel that 
determines whether it is assigned 
1 or 0.
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'RegionRegion around 
highlighted
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The process of density filling is described in figure 5.4. For each pixel a sub-matrix is 
created from the its surrounding environment. A different sized sub-matrix may be 
selected but here a 9x9 pixel region was used. The mean value o f the pixel’s sub-matrix 
indicates how sparse the environment of the pixel is. A threshold can then be chosen 
based on the mean value of the pixel’s sub-matrix. Pixels that have a mean sub-matrix 
value above a certain factor (here called the density factor) are considered not to be in a 
sparse environment and so remain assigned to the object (pixel intensity=l). On the 
contrary, if  the mean of the sub-matrix falls below the density factor they will be 
considered sparse and so are excluded from the object (pixel intensity=0).
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Mask
Density factor, 
low (0.3)
Density factor 
high (0.7)
Difference
Figure 5.5 Using Density Filling to 
Grow or Erode Regions
A density filter is applied to a mask 
(top). A low density factor is used to 
create the mask on the left hand side, 
while a high density factor is used on 
the right hand side. The resulting new 
masks have had very isolated pixels 
removed. Additionally, the mask is 
either eroded (right hand side) or 
grown (left hand side) depending on 
the density factor used.
Difference
The density filling procedure can be used to erode or grow regions (see figure 5.5 
above) by controlling the level of the density factor. If a low density factor is chosen 
then pixels on the edge of a structure are likely to be included within the object and so 
‘grow’ the region. Alternatively, if a high density-factor is chosen then pixels on the 
edge of a structure are likely to be removed and excluded from the object (or eroded). 
Pixels that lie in a region of pure noise are highly likely to be in a sparse environment, 
and so are normally removed even when a low density factor is chosen.
5.2.3.4 Sensitivity Map Generation
Sensitivity maps are obtained by image division followed by a refinement procedure.
The division of an array coil image ‘7 /  of sensitivity by another image ‘I r e f
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of sensitivity ‘SREFfcy)’ removes all of the contribution to the signal intensity in the 
images from the magnetisation, leaving purely the ratio of the coil sensitivities. This 
happens provided that both IA and I  ref have sampled the same spins ‘p’ in the same way 
(i.e. that relaxation / pulse sequence parameters were identical), the spins contrast is 
given by ‘C \
IA(x,y) = SA(x,y)-p(x ,y)C (x ,y)
I  REF (x,y) = S REF (x ,y )p (x ,y )C (x ,y )
hence
IA(x, y ) /  = SA( x ,y ) /  r s , ,
/ ^ E F ^ y )  / S REF(X» y )
There are various choices that can be made for the reference image [1,5,22]. The best 
solution is to use a separately acquired volume coil image. The advantage of this 
approach is that the sensitivity of the reference is highly uniform. This means the 
resulting sensitivity information will be similar to the absolute sensitivity of the coil, 
scaled to the sensitivity of the coil used to take the reference image. The main 
drawbacks of this approach are practical issues. The coil used to gain the reference must 
be capable of performing in transmit and receive modes while being decoupled from the 
array coil. This is normally achieved by pin diode decoupling. The second disadvantage 
of using a separate reference image is the additional time penalty for the acquisition of a 
separate image. This penalty can be minimised by acquiring fast, low resolution images 
to obtain the sensitivity information.
An alternative solution is to use the square root of the sum of squares of the array coil 
images (this will be referred to as the ‘sum of squares’ or ‘SSQ’ image from now on). 
This is a pragmatic alternative that provides a reasonable solution, although the images
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produced will have the sensitivity variation present in the sum of squares reference [5]. 
Another alternative is to use one of the individual element images as a reference [22]. 
N.B. For standard array coil imaging the SSQ image can be easily formed from the 
individual element images without knowledge of the coil sensitivity functions. This 
avoids the need for sensitivity mapping while producing an image with a high level of 
SNR [5].
Image from array 
coil 2
Image from volume 
coil
Image from array Image from array
coil 3 coil 4
Figure 5.6 Array coil and volume coil images for sensitivity map generation
All the images are displayed with the same scaling and exhibit the same contrast 
behaviour. The difference in coil performance between the individual array elements 
can be clearly seen. The highly localised regions of increased signal intensity in the 
array element images indicates the respective position of the array element. While 
the volume coil image displays a more uniform signal level, it also exhibits a lower 
maximum signal level.
As stated above sensitivity map generation requires array element images and a 
reference image. Both array coil images and a volume coil image were acquired such as
Image from array 
coil 1
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those in figure 5.6. Exactly the same the pulse sequence parameters and instrument 
settings were used between acquisitions. In this way the volume and array coil data was 
characterised by the same spin relaxation behaviour and image contrast.
There are two factors that are also important for the acquisition of the images. The first 
is speed, because the time required for pre-scanning reduces the time available for 
useful data acquisition in a limited examination period. Secondly, gross movement 
between the acquisition o f the reference and array coil images will produce errors in the 
sensitivity information that are more difficult to eliminate by processes such as 
smoothing.
M a g n itu d e
n 5
Array coil image
Volume coil image
Figure 5.7 Generating Raw 
Sensitivity Maps
On the Left Hand Side (LHS) 
is magnitude data; on the Right 
Hand Side (RHS) is the phase 
information. The top row 
displays the complex data from 
one array coil element. The 
middle row shows the 
complex data from the volume 
coil. The bottom row shows 
the complex raw sensitivity 
data formed by the division of 
the complex array coil images 
(top) by the complex volume 
coil images (middle).
P h a s e
Raw sensitivity map
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The mapping procedure was demonstrated here on a single array element to avoid 
unnecessary complication. The data chosen for the demonstration in figures 5.7 and 5.8 
exhibited some ghosting to better illustrate the refinement procedure.
The creation of raw sensitivity maps by complex image division is shown in figure 5.7. 
The raw sensitivity map exhibits little of the structure or contrast seen in the image 
above it. The values seen in the map show that the array element has around 3 times the 
sensitivity of the volume coil in its local vicinity, but that it only covers a small region 
of the volume with a sensitivity greater than 1. It is also clear that the sensitivity of the 
coil has a phase component that is slowly varying across the object. If the volume coil 
reference is assumed to have a spatially uniform sensitivity function (i.e. SREF(x,y)=l in 
equation 5-2), the ratio of the images is then a close approximation to the absolute 
sensitivity of the array element both in magnitude and phase but its value is scaled 
relative to the volume coil.
The raw sensitivity maps need to be refined for several reasons. Primarily, the noise in 
the raw maps needs to be removed so that additional noise is not propagated into the 
final image during the reconstruction process. Smoothing is applied to the sensitivity 
maps to remove any noise. Extrapolation of sensitivity information can be used to 
prevent errors at the edges of an object created by smoothing. This is because the 
averaging effect of smoothing at discontinuities causes errors in the sensitivity values. 
In addition, the maps need to be extrapolated over a region large enough to allow for 
subject movement during the course of an examination.
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A Binary mask formed from thresholding the 
array coil images followed by the application 
of a density filter as described in section 
5.2.3.2-5.2.3.3. The object is seen as white 
pixels with a value of 1. Noise/low value 
regions are seen as black pixels with a value 
of 0.
B Binary mask formed from thresholding the 
volume coil image as described in section
5.2.3.1 followed by the application of a 
density filter.
C Binary mask image formed from multiplying 
the two masks A and B, thus eliminating all 
the pixels identified by either A or B as 
potentially unreliable i.e. if  l=true and 
0=false, & is the logical operator then 
C=(A=1)&(B=1).
D Mask is ‘grown’ by a process of repeatedly 
density filling the mask seen in A (though 
any of A to C could have been used). 3 
density fills were performed here using a 3x3 
sub-matrix and density factors of 0.1, 0.3,
0.3.
E By calculating |D-A|-1, regions that require 
sensitivity information but do not contain it 
reliably in the raw data have been identified 
(black pixels).
Figure 5.8 Identification of regions for extrapolation of sensitivity information
A process of masking and region growing using the masking and density filling 
procedures outlined in preceding sections is used to identify a region over which 
sensitivity information is required but where the information obtained directly from the 
raw maps is considered to be unreliable.
Masking was used to identify regions of the sensitivity maps that contain poor
sensitivity information. Regions of low signal intensity within the object, and regions
containing pure noise outside the object, were identified by masking and density filling
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as described in sections 5.2.3.1-5.2.3.3. In figure 5.8, the process of identifying pixels 
with unreliable sensitivity data in the raw maps is described. Masking was used to 
eliminate all pixels containing low signal or pure noise in either set of data used for 
making the maps. The region around the object was identified by region growing to 
create a new mask. Subtraction of the two masks (figure 5.8 D & A), yielded a region 
over which sensitivity information must be extrapolated (figure 5.8 E).
M agnitude P h ase
Imaginary
P h aseM agnitude
The raw sensitivity maps for one o f the array 
elements
B Regions on the edges of the object or that contain
unreliable sensitivity information are identified using 
the masking procedure outlined in figure 6.8. These 
pixels are then filled with the nearest pixels 
sensitivity values. The resulting maps are shown here.
C Complex data is separated into real and imaginary
components because they do not contain 
discontinuities.
D Smoothing is applied using a 5x5 kernel of l/25s.
Refined maps magnitude and phase components are 
shown.
Figure 5.9 Processing the sensitivity maps by smoothing real and imaginary 
components
The raw sensitivity maps are processed to remove noise via a process of smoothing. 
The real and imaginary components of the signal are smoothed individually. This 
produces refined magnitude and phase sensitivity maps without requiring any phase 
unwrapping procedures. Errors are avoided at the object edges by filling regions lying 
on the edge of the object with reliable sensitivity information from within the object.
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The refinement procedure applied to the raw maps was illustrated in figure 5.9 & figure 
5.10. A choice between the components of the data that were smoothed was allowed. In 
figure 5.9, smoothing was applied to both the real and imaginary components of the 
sensitivity maps. Alternatively in figure 5.10, smoothing was applied to the magnitude 
data only.
The raw sensitivity maps are shown at the top of the figures 5.9 & 5.10. Pixels 
identified as requiring sensitivity information, but that did not contain reliable values in 
the raw maps were identified (as described in figure 5.8). The pixels identified were 
then assigned a more accurate estimate of the coils sensitivity at that position. The 
nearest neighbours’ pixel intensity was used to ‘fill in’ the missing data to give more 
accurate values in these pixels. This process should give good results when the 
sensitivity information is missing from a few pixels within the object. The sensitivity 
information does not vary rapidly over the short distances, so the nearest neighbour 
value used for the extrapolation is unlikely to have a large error prior to refinement 
using smoothing. The averaging effect of the smoothing tends to produce a final 
sensitivity value in an ‘identified’ pixel that is an interpolation between the nearest 
reliable values. This process will also produce reasonable results at the edges of the 
object; further from the objects edges the sensitivity functions will tend to level off and 
so become less accurate. Large low resolution pixels were used for obtaining the 
sensitivity maps. Hence, the sensitivity values typically used here lie within a region 
exhibiting a high degree of accuracy, even when there is subject movement of several 
millimetres.
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M agnitude
A The raw sensitivity maps for one of the array 
elements
B Regions on the edges o f the object or that contain 
unreliable sensitivity information are identified using 
the masking procedure outlined in figure 5.8. These 
pixels are then filled with the nearest pixels 
sensitivity values. The resulting maps are shown here.
C Refined maps magnitude and phase components are 
shown.
Figure 5.10 Processing the sensitivity maps by smoothing the magnitude 
component
The magnitude component of the raw sensitivity maps was smoothed. This produces 
refined magnitude maps without changing the phase information. As in figure 5.9 
errors are avoided at the object edges by filling regions lying on the edge of the object 
with reliable sensitivity information from within the object.
There are a number of parameters that have to be chosen for the generation of 
sensitivity maps. These have different effects on the accuracy of the final maps, and will 
also depend on the pulse sequence and imaging parameters used. A full discussion of 
this is not presented here however some of the various parameters and implications are 
outlined.
1. Threshold for masks to make maps: here it is important to remove the regions 
that could contain inaccurate values in the raw maps so a reasonably high 
threshold is preferred. However, if  too many pixels are removed then large 
regions within the object may need to have sensitivity information recovered. The 
greater the distance over which the extrapolation must be made, the greater the 
possible error.
2. The size and shape o f the smoothing kernel used on the maps: a greater level of 
smoothing will reduce random noise but may introduce systematic error especially
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where a function is changing rapidly. The shape of the kernel can be changed to 
allow more or less averaging and to control its special extent. A simple box filter 
(e.g. a square of identical values and zero outside) was generally found 
acceptable. The kernel can also be changed on a pixel wise basis (for an example 
see reference [1]).
3. Smooth real and imaginary data or just magnitude: If the real and imaginary 
components of the sensitivity information have a high frequency variation just the 
magnitude data may be smoothed to avoid introducing systematic error.
4. Reference image: A volume coil reference can be acquired and used; 
alternatively, a sum of squares reference can be generated and employed as a 
reference.
5. Final mask to apply to the processed sensitivity maps from all the array 
elements: As discussed previously parts of the FoV that are far away from the 
object do not contain reliable sensitivity information. In addition, the images that 
are reconstructed contain regions of noise. For pixels that are not aliased, treating 
them as being aliased with a region outside the object means that some of the 
signal originating from a position will be assigned as lying outside the object. 
Thus, in SENSE reconstruction, masking the background reduces noise in the 
image. In addition, if parts of the object are masked out incorrectly, the signal 
from a position outside the masked region will appear as artefact at the aliased 
position inside the masked region.
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C oil3
Coil4
Figure 5.11 A comparison of the magnitude and phase component of the raw and 
refined sensitivity maps
On the left hand side are the refined masked sensitivity maps from each of the 
individual array elements. In this example maps were processed with a 3x3 smoothing 
kemal applied to the real and imaginary data. Next to these are the raw sensitivity 
maps. On the right hand side are difference images. The difference images demonstrate 
the refinement procedure has removed noise from the maps seen in the speckled 
appearance of the difference images. The maps do not exhibit any obvious systematic 
error from the smoothing.
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To display the effect of the sensitivity map refinement ‘difference’ images are taken 
between the raw sensitivity maps and the refined versions in figure 5.11. In both the 
magnitude and phase components of the sensitivity maps random noise and local 
fluctuations in the maps have been removed without introducing any obvious systematic 
error to the information. This is demonstrated in the percentage difference images that 
show isolated pixel differences of up to 10% (white and black pixels). Only in the 
regions at the edges of the object that exhibit ghosting are consistent differences from 
the raw sensitivity maps found.
5.2.4 Combining the Multiple Images
In Roemer’s original paper on combining images from array coils [5] the optimal way 
to combine the array images (larray) was derived. The individual coils signals are 
combined by weighting them according to their particular sensitivity (S(x,yj) at a given 
spatial position. As noted by Bydder et al [22] this is equivalent to a SENSE 
reconstruction (see section 2.7) with no speed up factor.
U ' S - ' - U  (5-3)
5.2.5 Calculating SNR
We want to assess the SNR performance of the array coil relative to the volume coil for 
standard imaging; here this is called the ‘basic’ performance of the array. The coil 
images are combined by weighting them optimally according to the sensitivity of the 
coil at that particular spatial position. This means the signal is effectively scaled to one 
and the relative SNR is proportional to 1/noise (see equation 5-4 below).
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The ‘basic’ SNR performance of the array (relative to the volume coil) was estimated 
from the coil sensitivity maps using the following expression [1,16]
SNR (r)«: — I  = V(S(r)HY-‘S(r)) (5-4)
Noisefull
Where S  is the encoding matrix (made from the sensitivity map values), which here is 
simply a vector containing the coil sensitivity values at a given position r. >k is the 
receiver noise matrix containing the level and correlation of the noise. The superscript H  
denotes the transposed complex conjugate (sometimes called hermitian conjugate).
>k can be calculated by taking the average over sets of simultaneously acquired samples 
of noise in different coils where the coils are counted by the subscripts 7  and y5, where 
7,Y=1 :number of coils [16]
V|»r r. = mean(n7 • t|*.) (5-5)
Equation 5-5 takes an average over many samples of the product of the pure noise 
signal in one coil r?7 multiplied by the complex conjugate of the pure noise signal in a 
second coil 7/y . The noise amplitude can usually be described by a normal distribution 
with a mean value of zero. If the coils signals are independent of each other then the 
mean of the product yields a value of zero. In contrast, if the coils sample similar noise 
then, on average, the product of the signals will sum to a value reflecting their level of 
correlation. 'k is then a matrix with the diagonal components containing the relative 
level of noise in each channel, with the cross term reflecting the correlation of noise 
between the different coils. In some cases a unit matrix can be used to approximate 'k 
because the noise in each channel is made to be equal so the diagonal values of 'k are 
equal (and could be normalised to one). Additionally, when the level of correlation 
between the different channels is low the cross terms in 'k are small and can be
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approximated by zero. 'F can be calculated by taking a region of pure noise in images 
from the different coils, the individual pixel values are then used as the values of rj 
entered into equation 5-5.
The SNR performance of the array at a speed up factor (R) can also be estimated from 
the coil sensitivity information as (see section 2-7)
SNR„ = SNR™ (5-6)
g - VR
SNRfuii is the basic SNR from equation 6-4. The g-factor ‘g ’ (where g>I) describes the
ability of the coil sensitivity functions to separate aliased signals.
The g-factor is calculated in a similar manner to the ‘basic’ SNR using the encoding 
matrix S  (formed from sensitivity profiles) and the receiver noise matrix 4'
8, - # Ht " s £ ( 5 H* - ,s L  (5-7)
Where ‘x ’ counts the aliased positions i.e. for a pixel in the reduced FoV: x counts the 
aliased positions in the full FoV, and forms a matrix whose diagonal values are
selected by x  and the value put in the correct position gx, the g-factor over the full FoV.
It is worth noting that the ‘basic’ noise also needs optimisation when the coil is used for 
SENSE. Using smaller more highly localised coils for SENSE imaging can provide 
reduced geometrical noise enhancement, however, if  the basic SNR performance of the 
array is reduced there may be no net gain in the SNR performance for SENSE imaging. 
A balance must therefore be made between providing the highest possible SNR over the 
volume and having sensitivity profiles that are effective in separating aliased signals.
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5.2.6 The FSE Technique
The original Fast Spin Echo (FSE) sequence (introduced in section 2.9) originally 
provided by the manufacturer of the 4.7 T system (SMIS Ltd, Guilford, UK) was 
significantly developed and optimised by our group [23,24]. This section should provide 
an impression of the problems associated with the FSE and some of the possible 
solutions. The implementation of the FSE used here, aims to strike a good balance 
between the various parameters available, to maximise contrast and image quality while 
keeping within SAR and hardware limitations.
The FSE technique employs a series of refocusing pulses that are normally 180° see 
figure 2.16 (though lower flip angles can be employed e.g. FLARE/UFLARE [25]). 
The 180° pulses will refocus the magnetisation to produce a spin echo (SE) with the 
multiple pulses producing a chain of SEs at different echo times. At 4.7 T there is 
considerable Bi non-uniformity (see section 2.10 for a brief description of the reasons 
for this). This means that some parts of the object will experience a repeated refocusing 
pulse of flip angle of rather than the expected 180° pulse. The amplitude of the signal 
that has received m cP pulses rather than 8 or more 180° pulses will be smaller, by a 
factor [sin2(a/2)]m. If the stimulated echo (STE) components are refocused at exactly 
the same time as the SE, they will partially compensate for this loss of magnetisation. 
This procedure yields images of even signal intensity, although some difference in 
contrast with respect to a standard FSE image of the same echo time will be present due 
to the STE contributions.
Each echo in the FSE echo train is formed at a different echo time. The echo time 
reported for the FSE image (called the effective echo time Tefj) is given by time of the
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echo used for encoding the central lines in k-space, but, what is the effect of acquiring 
different lines of k-space with echoes formed at different times? It causes the formation 
of echoes with different intensities due to T2 decay (see figure 5.12). This is equivalent 
to the application of a filter on the k-space data that is dependent on the first echo times, 
the echo train length and the order in which the k-space lines are acquired. These effects 
are well documented in references [26-30].
From section 2.6.4 we know that applying a filter in k-space translates into a Point 
Spread Function (PSF) for signal in image space that differs from a simple comb (or 8) 
function. In the implementation of the FSE described here rotated centric-type phase 
encoding was used [27], this means the centre of k-space is covered using the first echo, 
the next sections by the second echo and so on (see figure 5.12). The inter-echo spacing 
was 22ms (for reasons discussed later) which is significant in length when compared to 
T2 (of 50-60ms for grey and white matter in the human adult brain at 4.7 T). This means 
that there is a significant drop in signal intensity between adjacent k-space lines that 
have been acquired at different echo times. The changes in the intensity of the signal are 
equivalent to the application of a filter in k-space, which causes significant sidebands in 
the PSF that will in turn cause artefacts in the images. These artefacts were reduced by a 
technique called ‘feathering’ the k-space data [24].
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Figure 5.12 K-space filtering by the FSE in the phase encoding direction 
and the feathering technique
Adapted with permission from E. De Vita, Development and Optimisation of 
High Field Techniques, PhD Thesis, 2003. The filtering window applied by 
the FSE in k-space is seen in figure (a). The steps in the filter correspond to 
the different intensities of the echoes used to generate the k-space lines due to 
their different echo times. To avoid the problems caused by these steps the k- 
space lines are ‘feathered’ with each line alternating in intensity over a period 
around the step.
Feathering is the interleaving of adjacent k-space lines that have been acquired with 
different echo times. This is performed at the steps in the k-space filter; present because 
of the echoes, with different amplitudes, used to acquire the different k-space lines (see 
figure 5.13). The odd sidebands of the PSF are effectively moved to the edges of the 
image and if a large FoV is used they will not affect the part of the image containing the 
object. Another method that is used to mitigate this problem is to offset the echo times 
used for each k-space line. This avoids obtaining any large discontinuity in signal 
magnitude in k-space. The extra time delay needed to offset the echo times of each of 
the echoes within the train can cause STE coherences to be refocused at unwanted times. 
This can cause problems in the FSE implementation described here, because some STE 
components are refocused at the time of the SE for removing sensitivity to B] non­
uniformity.
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Figure 5.13 K-space filtering in the FSE acquisition, the effect of the filter on the PSF and its 
mitigation by feathering in the phase encoding scheme
Adapted with permission from E. De Vita, Development and Optimisation of High Field 
Techniques, PhD Thesis, 2003. a) The two filters that are applied to the k-space data in the phase 
encoding direction are demonstrated with and without feathering, b) and c) The PSF of the FSE with 
and without feathering is demonstrated showing that the high intensity side bands are shifted to the 
image edges when feathering is employed.
The implementation used here had an inter-echo spacing of 22ms. This is fairly long 
compared to some implementations and adds to the problems described above of large 
discontinuities in the k-space filter due to significant T2 decay between echoes. 
However, this value does provide a lower Specific Absorption Rate (SAR) of RF power 
due to the reduced density of refocusing pulses, necessary at 4.7 T where larger RF 
powers are required to obtain a given flip angle than at lower fields. To refocus the STE 
component of the magnetisation the echo time of the first echo is the same as the inter­
echo spacing. The first echo time is also the effective echo time and 22ms provides a
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good balance between contrast and SNR performance determined by the receive 
bandwidth (here 50kHz). With this inter-echo spacing an echo train of 8 echoes was 
selected. Longer echo trains would have increased blurring, while shorter echo trains 
suffer a serious time penalty because they require more excitations of the magnetisation 
(or shots). Additionally, the echo train length determines the number of slices that may 
be obtained with a given ETS and recovery time TR.
5.2.6.1 Phase Correction for the FSE Technique
Each echo in the echo train may have a slight difference in echo time, due to small 
differences the timing of RF pulses A difference in time in k-space produces a phase 
shift in image space. Furthermore, having lines in k-space effectively shifted in time can 
cause ghosting artefacts in the image.
To remove this problem a phase correction was applied. One complete echo train was 
acquired without phase encoding; the relative phase of each of the subsequent echoes in 
the train can be established relative to the first. This was calculated by taking the data 
from each echo and Fourier transforming it to produce a ID spatial profile. The phase 
difference between each ID profile relative to the first is calculated for each echo. 
These values are then used to correct all subsequent k-space lines by the same amount 
so each echo is aligned with the first.
5.2.7 Experimental Details
Experiments were performed on a SMIS MR5000, 4.7 T /90cm system supported by 
Philips Medical Systems. Imaging was performed with a Fast Spin Echo (FSE) 
procedure with 8 echoes spaced 22ms apart, effective TE=22ms, 2mm slice thickness
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and an image array of 1024x768, field of view 360x270mm, producing an isotropic in­
plane resolution of 0.35mm. The total scan time was 5mins 40s. All volunteers were 
healthy and were imaged after informed consent had been gained. Approval was 
obtained from the University College London Hospital Ethics committee. Images were 
obtained from the 28cm birdcage coil (transmit/receive) and the 4-channel receive array 
(with the same birdcage coil for RF transmission).
Software developed in house using MatLab (Mathsworks, Natick, MA) was used to 
process the complex raw data acquired by the scanner. For each slice the raw complex 
data was read-in before having a phase correction applied (as described previously). The 
raw data was then re-ordered according to the scheme used to acquire the lines, which 
included ‘feathering’ the data. A Hanning filter was then applied to the k-space data to 
remove any ringing artefact. The slice of k-space data was then 2D Fourier transformed 
to produce an image.
5.3 Results
The SNR performance of the array coil is calculated from FSE data acquired using the 
protocol outlined in section 5.2.7. Low resolution sensitivity maps are then obtained 
from this data using the (sensitivity mapping) procedure described in section 5.2.3. The 
sensitivity maps can then be used to estimate the SNR performance of the array coil for 
both standard and SENSE imaging (as detailed in section 5.2.5).
5.3.1 Individual Array Element Performance
Low resolution sensitivity maps were created from FSE images using the processing 
described in the previous section, the real and imaginary components of the sensitivity
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maps were smoothed with a 3x3 pixel box filter unless otherwise indicated. The 
threshold level entered for the mask used within the mapping procedure was the 
mean+(5*s.d.).
The sensitivity information was displayed as a contour plot of sensitivity relative to the 
volume coil in figure 5.14. The sensitivity of the volume coil was not uniform and this 
additional sensitivity dependence should be noted [31]. The FSE technique is relatively 
insensitive to variations in flip angle on transmission caused by Bi non-uniformity. 
However, the maps do contain some of the Bi variation present at 4.7 T because the 
volume coil image, used as a reference, contained variation in its receive sensitivity. 
N.B. Birdcage coils loaded with a human head at 4.7 T tend to drop off in sensitivity at 
the edges of the head, so absolute sensitivity profiles are probably a little greater in 
centre and a little lower at the edges.
The coil profiles were highly localised in figure 5.14, demonstrating that the decoupling 
between the coils is effective. The coils have high signal in their vicinity (e.g. high 
signal in the top left comer of the head from the top left coil etc). The coils were around 
3 times more sensitive relative to the volume coil in local areas as indicated by the red 
colours in the contour map, yet still 0.5-1 times as sensitive in the centre indicated by 
the green and light blue regions.
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Figure 5.14 Sensitivity Maps 
from the individual array 
elements
2 . 5  The sensitivity of each array 
element relative to the 
transmit/receive volume coil is 
2  shown in the form of a contour 
plot. Regions of high SNR 
 ^ g performance appear red and are 
localised to the position of the 
coil. Regions of lower SNR are 
1 blue.
Despite the coils used being symmetrical in shape, the Bi field (or sensitivity due to 
their reciprocal nature) shows some non-symmetric behaviour. This non-symmetric 
behaviour is often found in RF fields at high field strengths due to dielectric resonance / 
wavelength effects and provides an interesting challenge for coil design [32-34],
When the coils are used for SENSE imaging, they need to possess significantly different 
sensitivity information in the spatial positions that are likely to aliased. This is 
necessary for the aliased signals to be separated without enhancing noise. Significant 
drop off with distance was seen in the sensitivity profiles which should provide the 
significantly different sensitivity values required over the head.
5.3.2 Decoupling and the Receiver Noise Matrix
In the following sections the array performance will be calculated using expression 5-4 
from section 5.2.5. This uses !Fthe receiver noise matrix, which can be calculated from 
the expression 5-5. In some cases the unity matrix can be used to approximate IF
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because the noise in each channel is adjusted to be equal, and the level of correlation 
between the noise in the different channels is low. The value of 'k was investigated to 
determine the actual level and correlation of noise between the channels to see if the 
approximation of ^  as a unit matrix is reasonable.
In figure 5.14, the coil elements were seen to be highly decoupled with regions of high 
sensitivity highly localised to their spatial position, so the noise that each coil receives 
from the sample should be quite different. The level and correlation of noise between 
the images used to create the sensitivity maps in figure 5.14 was calculated using 
equation 5-5. A typical result of this calculation (see below) yields a matrix with values 
very close to 1 down its diagonal; this means that noise level is very similar in each 
channel. The off diagonal terms are small, indicating a small level of correlation 
between the noise picked up by each coil.
%alculated= 1-0001 -0.0332 + 0.0301i -0.0163 + 0.006l i  0.0064 + 0.0284i
-0 .0332-0.0301i 1.0006 -0.0075 - 0.0023i 0.0064 + 0.0424i
-0 .0163-0.0061i -0.0075 + 0.0023i 1.0025 0.0352 + 0.0299i
0.0064 -0.0284i 0.0064 - 0.0424i 0.0352 - 0.0299i 1.0000
In figure 5.15, two maps of the SNR performance calculated using different values for 
'k are shown. In 5.15a 'Irf=unity, in 5.15b ¥ =  ¥ calculated- The difference between the SNR 
performance calculated for each Tr is very small, the largest difference is only a 2% 
reduction in the SNR. This indicates that to estimate the SNR and g-factor with the 
array coil, making the approximation 'k=unity gives acceptably accurate results.
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Percentagea. SNR calculated b. SNR calculated
using 4J= unity using from images difference
Figure 5.15 Relative SNR calculated with two different values for the receiver noise 
matrix
a. The SNR is calculated with a unit matrix for the receiver noise matrix.
b. The SNR is calculated with a receiver noise matrix calculated from noise in the 
receivers.
c. The difference between the two measurements of SNR (a-b).
In this figure the effect of using a value 1 (a unit matrix) for the receiver noise matrix in 
calculations of SNR is assessed. The SNR is lower in b than a, however, the difference is 
very small with values of 1 - 2  percent at most.
5.3.3 Basic SNR Performance
The relative noise performance of the array coil was determined for each slice. The 
resulting SNR maps are displayed using contour plots in figure 5.16. The axial slices 
begin at the top of the head in the top left hand comer, then we travel down through the 
head towards the feet from top left to bottom right viewing every other slice. The FoV is 
240x180mm.
The SNR regions displayed in the contour plots as red values are in the peripheral brain 
areas. This indicates around a 3-fold improvement in SNR. It is worth noting that this 
three-fold improvement is relative to the birdcage, which has some drop off in 
performance in similar regions.
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Figure 5.16 The basic SNR performance of the array coil relative to the birdcage 
coil over a volume
Contour plots showing the SNR of the array coil relative to the birdcage are shown for 
different slices. The slices are axial and are from the top of the head in the (top left) to 
lower in the head (bottom right). Overall the maps show an increase in SNR 
performance that is more marked in peripheral regions of the head. Going down the 
head there is some reduction in SNR performance though even the lowest slice shown 
maintains SNR performance in the centre while improving SNR by a factor of 2-3 over 
much of the slice.
slice9
slicel 5
slicel 1
slice17
In the centre of the brain there is still some SNR improvement, the contour maps show 
green and turquoise colours indicating a 1.25-1.5 improvement in the SNR 
performance. In the lower slices (e.g. 15 & 17) there is some reduction in the coil 
performance compared to the top slices (e.g. 1 & 3). This drop in performance is mainly 
present in the central regions of the head. The coils perform best in their own close
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proximity; the coils are on average furthest away from the lower central regions of the 
head, so a lower performance in these regions is expected.
The SNR plots exhibit some non-symmetric behaviour with a small region on the right 
hand side of slice 17 showing a regional dip in performance. This appears to be related 
to the non-symmetrical form of the individual array elements seen in figure 5.12, where 
it was clear that the top right coil profile is rotated and does not cover the centre right 
region with the sensitivity that might be expected. Indeed, all of the coil profiles exhibit 
some degree of rotation. However, the SNR performance in the back of the head in the 
lower slices remained very high and the overall SNR performance on the lower slices 
was still improved. Overall, the SNR maps from different slices demonstrated an 
improved level of performance over a large volume.
The SNR performance was similarly calculated for several different subjects with 
comparable results (data not shown).
5.3.4 FSE Images
A comparison between two FSE images acquired using the volume coil and the array 
coil was made (see figure 5.17). The FSE images had a resolution of 0.35 millimetres 
in-plane with a 2mm slice thickness. The effective TE was 22ms and 17 slices were 
acquired in 5mins 40s. Low resolution sensitivity maps were obtained as previously 
described. These were interpolated using Matlabs 2D cubic interpolation function to 
produce sensitivity maps of the same resolution and FoV as the high resolution array 
coil images. The Hanning filtering and phase correction described earlier was applied to 
the individual array element raw data. This was reconstructed to produce an image from
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each element by performing a 2D FT. The array element images were then combined 
according to their sensitivity on a pixel-by-pixel basis to produce images of 
approximately uniform sensitivity.
a. Volume coil b. Array coil
c. Volume coil region d. Array coil region
Figure 5.17 A comparison of FSE images acquired with different coils at 4.7T
Effective TE=22ms, 2mm slice thickness and an image array of 1024x768, FoV 
360x270mm, in-plane resolution 0.35mm. The total scan time was 5min 40s. Images 
are cropped in this figure.
In figure 5.17, on the left is a volume coil image (5.17a) and on the right is an image of 
the same slice, obtained after appropriate processing, with the array coil (5.17b).
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Though both of these images are of high quality, when a region is blown up (5.17c & d) 
the SNR improvement is clearly visible in the array coil image. There was a large 
improvement in performance from using the array coil in the peripheral regions, there 
also appears to be some improvement in SNR in more central regions of the head 
confirming the SNR improvements predicted by the contour plots (figure 5.16).
The combination of the FSE’s high level of contrast and the high level of image quality, 
provided by the array coil, enables excellent discrimination of anatomical structures in 
the brain (see figures 5.18 & 5.19 on the next pages). A high in-plane resolution of 0.35 
microns was achieved in a short experiment of 5mins 40s duration. Good quality images 
could be obtained at this resolution due to the high SNR provided by the high field 
strength together with the array coil. The choice of an echo train length of 8 refocusing 
pulses (echo spacing 22ms) enabled i) SAR, often a problem at high field, to be kept 
below the recommended limit, ii) the acquisition bandwidth to be kept low to maximise 
SNR, and iii) 17 slices to be obtained in a TR of 3.5s and total scan time of 5mins 40s at 
the desired in-plane resolution of 0.35 microns.
The higher SNR performance of the array coil enabled the clear visualisation of some 
brain structures that previously have not been seen in images taken in similar 
acquisition times. The array coil gives a large increase in performance, particularly in 
the peripheral regions of the head. For example, striation in the visual cortex is clearly 
visualised (see figure 5.19).
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Figure 5.18 Inverted contrast FSE at 4.7T using the Array Coil
Images of high quality were obtained from the FSE with the array coil on a 25year old 
male volunteer. One slice (out of 17) is displayed, (TEeff / TR=22ms / 3500ms, 
resolution 0.35x0.35x2 mm, scan time 5min 40s, contrast inverted so low signal is 
displayed white). Arrow 1 indicates one of the medullary laminae, separating the 
different segments of the globus pallidus. Arrow 2 indicates a striated fold of the visual 
cortex.
176
Development of Multiple Receiver Imaging Hardware and Software for use at 4.7 T
Figure 5.19 Inverted contrast FSE at 4.7T using the Array Coil: cortical regions
Regions of the inverted contrast FSE image in figure 5.18 taken with the array coil are 
displayed with greater magnification. There are two main points to note; firstly, the 
SNR is clearly very high, especially at the edges of the head, allowing a large degree of 
magnification without ‘granulation’ of the image. Secondly, alternate bright and dark 
bands indicated by the white arrows are clearly visible. These striations follow the folds 
of the brain over large regions of the visual cortex.
5.3.5 SENSE Performance
The SNR performance of the array coil was evaluated for different levels of speed up in 
both of the principal gradient directions (left-right and anterior-posterior) using the coil 
sensitivity information derived from the FSE images and the expressions given in 
section 5.2.5.
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5.20 Assessing the SNR performance of the array coil using SENSE at a speed up 
factor of 2 in left-right direction
The figure shows the SNR performance for three representative slices (3,9 and 15). 
The basic SNR performance is shown on the left hand side while in the centre the g- 
factor is shown. Using SNRred=SNRftlll/(R° 5 *g), the SNR estimated for SENSE at a 
speed up factor of R=2 is shown on the right hand side.
In Figure 5.20, the SNR performance for SENSE at a speed up factor of 2 (in the left- 
right direction) was displayed. The SNR performance was calculated for three axial 
slices (3,9 and 15) corresponding to different positions in the head, with slice 3 near the 
top and slices 9 and 15 lower down. The FoV is 240mm in the anterior-posterior 
direction and 180mm in the left-right direction. For each slice in figure 5.20, on the left 
hand side the basic SNR is displayed, in the middle the g-factor is shown at a speed up 
factor of R=2 and on the right hand side the SNR is displayed at R=2. The g-factor plots
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demonstrate that there are no ‘hotspots’ where the noise is locally enhanced by a large 
factor. This translates into the SNR plot where a global reduction in SNR is visible but 
no smaller regions contain a very large SNR reduction. A large proportion o f the head 
still exhibited improved SNR performance relative to volume coil even at R=2, seen by 
the regions that are still green-red in colour.
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5.21 Assessing the SNR performance of the array coil using SENSE at a speed up 
factor of 2 in anterior-posterior direction
The figure shows the SNR performance for three representative slices (3,9 and 15). 
The basic SNR performance is shown on the left hand side while in the centre the g- 
factor is shown. Using SNRred=SNRfilll/(R°-5 *g), the SNR estimated for SENSE at a 
speed up factor of R=2 is shown on the right hand side.
Figure 5.21 shows similar plots to figure 5.20, only this time for under sampling in the 
anterior-posterior direction (vertical in the images shown). The g-factor is very low
Slice 15 SNR
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throughout the head, so the SNR reduction in the slices is the minimum expected from 
sampling the signal less densely (the square root of the speed up factor: V2). The 
difference in the g-factor between the two directions can be attributed to the narrower 
FoV in the left-right direction (180mm as opposed to 240mm). The FoV was made 
narrower deliberately, so that the same degree of wrap-up occurred in the images in 
both directions. The g-factor is overall slightly higher in the left-right direction because 
the aliased pixels are closer together. The sensitivity profiles however, have a similar 
drop off in both directions so the aliased pixels in the left-right direction have more 
similar sensitivity values. This makes the aliased signals more difficult to separate.
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1
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5.22 Assessing the SNR performance of the array coil using SENSE at a speed up 
Factor of 3
Figure 5.22 shows the SNR performance for a central slice in both gradient directions. 
On the left hand side the basic SNR performance is shown, in the centre the g-factor is 
shown. The basic SNR, g-factor and level of speed up are then used to obtain the SNR 
estimate for SENSE at a speed up factor of 3.
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In figure 5.22, the SNR performance at a speed up factor of 3 is shown for a single slice 
in each either of the 2 possible under-sampling directions. The g-factor exhibits regions 
of high noise enhancement -  above a factor of three (red) in large regions. Again, the 
left-right direction shows worse g-factor behaviour, though in both directions the SNR 
is drastically reduced, as indicated by the deep blue regions in the SNR plots. The level 
of local SNR degradation is prohibitively high for the use of SENSE at a speed up 
factor of 3 in either direction for most applications.
To examine the level of speed up possible with the array, the maximum and average g- 
factor was calculated for speed up factors between 1 and 4. The maximum g-factor 
measures the worst level of local noise enhancement and subsequent SNR degradation. 
The mean value of the g-factor gives a value representative of the global increase in the 
noise and corresponding reduction in SNR.
Figure 5.23 The mean and 
maximum g-factor with 
speed up factor R in left- 
right direction
The g-factor describes the 
enhancement of noise due to 
SENSE reconstruction at a 
given speed up factor. The 
mean (o) and maximum (x) 
values give a measure of 
global and local noise 
enhancement respectively. 
The speed up direction is left- 
right as in figure 5.20. N.B. 
last two crosses are off the
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The cost of speeding up image acquisition in either direction was examined. The g- 
factor was calculated versus R for both gradient directions. In figure 5.23, the calculated
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g-factor is plotted against R for under-sampling in the left-right direction. The mean g- 
factor (‘o’ in figure 5.21) showed a slow rate of increase over most of the range of R , it 
should be noted that R=4 is the maximum level of speed up possible using a 4 coil 
array. Towards the higher R-values the mean g starts to increase more sharply, but this 
value also indicates that, on average, the SNR would not be unduly reduced by R -values 
up to 3. The maximum g-factor (‘x ’ in figure 5.23) showed a much steeper rise, with an 
increasing gradient as the ^-value increased. Due to this sharp increase in the maximum 
g-factor it is clear that small regions have a much greater reduction in performance, 
even when on average the coil is performing without large-scale SNR degradation. The 
maximum g  increases faster at higher speed up factors indicating that the cost in SNR is 
greater for the same increment in R at higher values of R. Up to a value of R~2.25 in 
figure 5.23, the maximum g  factor remains below 2, above this /lvalue the g-factor 
increases rapidly. This indicates the level of speed up that should be possible, without 
local regions developing prohibitively poor SNR performance.
Figure 5.24 The mean and 
maximum g-factor with 
speed up factor R in 
anterior-posterior direction
The g-factor describes the 
enhancement of noise due to 
SENSE reconstruction at a 
given speed up factor. The 
mean (o) and maximum (x) 
values give a measure of 
global and local noise 
enhancement respectively. 
The speed up direction is 
anterior-posterior as in figure 
5.21. N.B. last cross is off the 
scale
In figure 5.24, the calculated g-factor was plotted against R for the anterior-posterior 
under-sampling direction. Both the mean g-factor (‘o’ in figure 5.24) and the maximum
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g-factor (‘x’ in figure 5.24) have curves with the same shape as for the left-right plot in 
figure 5.23. The mean g-factor in the anterior-posterior direction showed a slower rate 
of increase over all the R-values when compared to the left-right direction, 
demonstrating that the SNR is not globally reduced by the geometry factor, even at the 
highest speed up factors. However, the maximum g-factor again showed a much steeper 
rise with increased R at higher R-values. The maximum g-factor does not rise as fast in 
the anterior-posterior direction as for the left-right speed up direction. Up to a value of 
R~2.5, the maximum g-factor remains below 2, above this i?-value the g-factor 
increases more sharply with R in figure 5.24. This indicates the level of speed up that 
should be possible, without local regions developing prohibitively poor SNR 
performance.
5.3.5.1 SENSE in 2 Dimensions (2D)
To allow the maximum speed up factors possible with a 4-coil array the efficacy of 2D 
SENSE [15] was investigated in the same way as in the previous section. In figure 5.25, 
the g-factor is calculated for three speed up factors R=3, 3.5 and 4 displayed going from 
left to right in the figure. This provides an estimate of the noise enhancement / SNR 
reduction when an equal reduction in sampling is applied in both of the indicated 
directions. The g-factor is low both for all the R-values used, and over the whole head 
region, with a maximum of g=1.58 for a speed up factor of R=4. This indicates a large 
improvement in local performance when compared to the maximum g-factors seen in 
figures 5.23 and 5.24 for ID SENSE at R=3-4. The plots of SNR reflect the fact that 
some global reduction in SNR is inevitable due to the reduction in the density of k- 
space sampling that is performed in a SENSE experiment. However, when the g-factor 
is maintained at a reasonable level (e.g. 1.5-2) over the entire object, a maximum level
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of speed up can be achieved from the four-coil array using 2D SENSE, because this 
arrangement minimises geometry related noise enhancement.
g-factor
R=3(1.72xl.72)
g-factor
R=3,5(1.87xl.87)
Under­
sample
directions
SNRR=3 SNR R=3.5 SNR R=4
2  5  SNR 
relative
volume
g max=l .44 g max=l .58
Figure 5.25 2D SENSE should allow greater speed up factors to be realised by 
reducing geometric noise enhancement
The g-factor and SNR performance is calculated for three speed up factors 3, 3.5 and 
4 using under-sampling in 2 dimensions. The geometry factor is low globally in all 
the plots, even at maximum speed up factor of R=4. The most notable difference for 
2D SENSE (c.f. ID SENSE R=3 in figure 5.22) is the maximum g-factor. There are 
no regions that suffer prohibitively high noise enhancement with a maximum g of 
1.3-1.6 . This is translated into SNR maps that show a global reduction in SNR with a 
similar level of SNR uniformity as seen in the basic SNR performance of the array.
The design of the four coil array effectively placed a coil offset at approximately 45° to 
the main gradient axes in each of the four comers. This arrangement favours 2D SENSE 
because each pixel is aliased with pixels from each of the quadrants of the full FoV. 
Each quadrant is covered uniquely by one o f the coils. This permits effective unfolding 
of the images and so the g-factor is low. 2Dd SENSE is most likely to find application 
where two phase encoding directions are used such as 3D imaging and CSI.
g-factor 
R=4 (2x2)
g-factor
g max=l .31
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5.3.6 SENSE Images
Here, an example of using SENSE at a speed up factor of two was obtained using a 
2DFT sequence.
a. sensitivity 
maps
Combine
J
b. Images (half 
sampled)
d. reference
Figure 5.26 SENSE at a speed up factor of 2
This figure demonstrates the SENSE technique at a speed up factor of 2 using a 2DFT 
imaging protocol. Full FoV images were acquired with the array coil and with a 
birdcage coil. These were used to create the sensitivity maps (a). Half FoV images can 
then be acquired with reduced sampling (b) and combined to form an image with the 
aliasing removed (c). The image from the birdcage coil is provided as a reference (d).
On the left-hand side of figure 5.26, the sensitivity maps from each coil are displayed. 
These were obtained from full FoV, 2DFT, array coil images from each element and 
from a full FoV, 2DFT, volume coil image via image division followed by processing 
as described in section 5.2.3. Half FoV images were then acquired from each coil. The
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half FoV images were combined using the sensitivity maps to create a full FoV image 
with the aliasing removed. The full FoV image can be compared to the volume coil 
reference image on the right hand side of figure 5.26. The SENSE image provides 
similar image quality in half the time.
5.4 Discussion
The array coils design was described and then its performance evaluated. The 
assessment of the array coils performance was broken down into several sections.
The first consideration for the array performance was how efficiently the array elements 
were decoupled. This is crucial to the SNR performance of the array, because coupling 
between the coils introduces a large level of correlation between the signal and noise 
that they sample. The coupling between the coils was verified as being low by the 
highly localised sensitivity of the individual elements in the sensitivity maps seen in 
figure 5.14. Some asymmetry could be seen in the elements sensitivity profiles. While 
this behaviour is expected at high field, it is hard to predict without complicated 
modelling, due to the interactions that occur between the coil and the sample.
The most important test of the array coil was its basic SNR performance. This is crucial 
to its performance as an array, but it also should be the primary feature of a SENSE coil 
because the SNR of the SENSE coil at any speed up factor is proportional to the basic 
SNR. The coils were shaped to fit the contours of the head (see figure 5.1). While their 
shape may not have had quite the same efficiency as a similarly sized circular surface 
coil, it allowed the array coil elements both to be in close proximity to the head and for 
parts of the head to sit inside them. This enabled a high sensitivity to be achieved over a
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larger irregular volume than a set of circular surface coils would have allowed. In 
addition, the coils could be kept to a minimum size and did not overlap each other, 
which is advantageous when the array coil is used with SENSE [16].
The array coil provided a considerable gain in SNR over the majority of head when 
compared to a standard 28cm head Birdcage coil. The SNR was around 3 times better at 
the edge of the head and 1-1.5 times better in the centre of the head. The array coil had 
no regions of markedly reduced performance in the brain regions of the head because 
the elements were shaped to fit together to cover the whole volume.
The SNR improvements seen in the basic SNR plot can be traded for speeding up the 
acquisition time using SENSE. A factor of speed up of R=2.2-2.5 was shown to be 
achievable in either of the two principal gradient directions while maintaining 
acceptable SNR performance over the whole imaging volume. The array coils perform 
slightly better for SENSE applied in the anterior-posterior direction. This is attributed to 
the size of the coils and the larger FoV used in this direction, which favour SENSE 
because aliased pixels have a larger difference in sensitivity, are easier to separate and 
so have a lower g-factor. Smaller coils would reduce the g-factor for SENSE in the left- 
right direction. However, more coils would be required to maintain the volume coverage 
and basic SNR performance of the array described here.
The coils were offset at approximately 45° with respect to the principal gradient axes. 
This provides good geometry for separating pixels that have been aliased from each 
quadrant - exactly what happens when 2D SENSE is performed. Speed up factors up to 
4 (the maximum theoretically possible) appear achievable when 2D SENSE is
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performed. This will be particularly advantageous when used with pulse sequences that 
require phase encoding in 2 dimensions such as 3D imaging and Chemical Shift 
Imaging (CSI).
The first practical application for the array is likely to be high resolution imaging. Some 
of the preliminary FSE images shown in this chapter (figures 5.17-5.19) demonstrate 
that the coil enables imaging to be performed at a much greater resolution, particularly 
in cortical regions.
With the in-plane resolution reaching 0.35mm in this work, it is increasingly important 
to reduce motion. Any motion on this scale is likely to reduce the effective resolution of 
the final image. Furthermore, severe artefacts can result from small movement during 
periods of data acquisition. Further developments of this work are likely to focus on 
motion correction. The ability of the extra information obtained using array coils for 
motion correction has already been investigated [11,12]. The combination of these 
parallel imaging based approaches, with the acquisition of navigator echoes [35] and 
interactive reacquisition techniques [36], should lead to image resolutions beyond those 
achieved here being realised routinely in vivo at 4.7 T.
One of the main applications of SENSE at high field strengths may prove to be with 
EPI. This is because SENSE can shorten the length of the readout and so reduce 
blurring. Perhaps more importantly, the phase encoding bandwidth per pixel may also 
be increased to reduce levels of image distortion. Thus, the main benefits of reducing 
the sampling density are found in the phase encoding direction. This is typically chosen 
to be the direction we called left-right. Increasing the level of speed up beyond 2.5 is
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difficult using coil arrays because the geometric flexibility of the coils is limited and the 
sensitivity functions they produce are fixed. To speed up by a greater factor in the phase 
encoding direction new pulse sequence designs such as Common SENSE (that will be 
presented in the next chapter) may need to be combined with SENSE.
5.5 Conclusions
An efficient head array coil design has been presented. The coil fits into a 28cm 
birdcage transmit / receive coil while allowing audio-visual communication to be 
maintained with the subject.
The coil produces improved SNR performance over almost the entire head while 
producing large gains in SNR in peripheral regions. This was used to obtain high 
resolution images using an FSE sequence optimised for use at 4.7 T. Structural images 
of very high resolution, quality and contrast were produced.
The coil is compatible with SENSE to allow imaging to be sped up by a factor of 2.25-
2.5 using ID SENSE or by a factor of 3-4 using SENSE in 2D.
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6. Common SENSE, TRAIL and TWIST
In this chapter, new methods are presented that enable image acquisition to be 
segmented into two readouts. Both of the readouts are performed in rapid succession 
after a single excitation of the magnetisation (i.e. two readouts are performed per shot). 
This is achieved using new pulse sequences that create two components of 
magnetisation with different spatial profiles. Each component of the magnetisation is 
measured in one of the readouts. This produces two images with complimentary 
‘sensitivity profiles’ and near identical contrast. The images can be acquired with a 
reduced data matrix that corresponds to shorter periods of data acquisition. The reduced 
matrix images are then combined to produce a full matrix image.
The most promising application for these techniques is in improving the performance of 
Gradient Echo-Echo Planar Imaging (GE-EPI) at high field. Single-shot Gradient Echo- 
Echo Planar Imaging (GE-EPI) has a single, long period of data acquisition (or readout) 
and a low bandwidth per pixel in the phase encoding direction. This causes blurring and 
distortion in the GE-EPI images when magnetic field susceptibility gradients are present 
(see section 2.8). One way to reduce these problems is to segment the acquisition into 
several shorter periods. This can be achieved using Common SENSE, TRAIL and 
TWIST, the new methods investigated in this chapter,
The author would like to acknowledge the work that has gone into this chapter from 
members of the group. The chapter is broken into two sections. The first features 
Common SENSE that is a technique originally proposed by R. J. Ordidge before being
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developed by the author. Common SENSE using EPI readouts at 4.7 T benefited from 
the work of D.L. Thomas who programmed and developed EPI on the system and E. De 
Vita who assisted in both the extra pulses programming required for Common SENSE 
and in data acquisition. Simulations of Common SENSE were developed by the author 
having been based on initial work by A.N. Priest. The second section features three 
techniques. Firstly there is ROCS, a high frequency variant of Common SENSE that is 
entirely the authors work. Secondly there is TRAIL; A.N. Priest mainly developed this 
method, though the author programmed the pulse sequence used. Lastly there is 
TWIST, the co-work of E. De Vita is acknowledged in this section.
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6.1 Introduction to Common SENSE
MR imaging applications have found a continued need for increased speed of image 
acquisition. The use of MRI in the observation of dynamic systems has made it 
desirable to shorten even the most rapid imaging sequences. One such application is 
fMRI [1] where a local change in blood volume and oxygenation causes a change in T2* 
contrast called Blood Oxygenation Level Dependent contrast or BOLD [2,3]. The 
observation of this regional change with time can be used to chart brain activity. The 
current imaging method of choice for making these measurements is Gradient Echo-EPI 
[4] (GE-EPI, see section 2.8) due to its speed and contrast. BOLD contrast is increased 
by the use of higher field magnets; however, EPI suffers from increased distortion and 
blurring with field strength. The challenge is to reduce the level of distortion and 
blurring whilst maintaining the increased BOLD sensitivity afforded by higher fields.
Summarising section 2.8.1 ‘EPI problems’, distortion in GE-EPI images is the result of 
local susceptibility gradients and chemical shifts that cause an error in the assignment of 
spin position. To reduce this problem, the bandwidth per point along the phase encoding 
axis must be increased. Blurring of image detail occurs because of T2* decay over the 
length of the acquisition, this is a greater problem at higher field where T2* is shorter. 
Shortening the total readout length reduces this problem leading to a sharper image. 
Ghosting is produced by a mismatch in amplitude or phase between adjacent lines of k- 
space data. Gradient inconsistencies, eddy currents and susceptibility gradients can all 
contribute to this mismatch. Hardware improvement or corrections can both be used to 
reduce the artefact level [5].
194
Common SENSE, TRAIL and TWIST
The simplest method to reduce distortion and blurring is to shorten the length of the 
readout. The rate at which the read gradient can be switched is limited. This is due to 
physiological constraints; rapidly varying magnetic fields can induce currents in nerves 
large enough to cause stimulation. Additionally, the desired gradient waveform is only 
accurately produced when both its amplitude and switching rate lie within certain limits. 
Therefore, one option available is to reduce in the number of phase encoding steps in 
the acquisition window, necessitating the recovery of a full set of image information by 
some other means. There are a number of different techniques to perform this function 
that can be classified into two approaches.
Firstly, there is the segmentation of k-space (see section 2.8.2); different lines of the 
standard k-space coverage are acquired in separate readouts. The signal amplitude and 
phase must remain precisely the same between the readouts. Otherwise, when data from 
different readouts is combined in k-space, ghosting is produced in the images 
reconstructed from it. There are two different kinds of segmented image acquisition: 
single-shot and multi-shot. Multi-shot segmented EPI requires more than one excitation 
of the magnetisation producing a penalty in temporal resolution that would be 
unacceptable for many applications. Furthermore, any motion between the shots can 
result in severe ghosting artefacts. Single-shot segmented EPI is rarely performed 
because the data must be combined to produce a smoothly varying function across k- 
space [6]. One method to obtain the segments consecutively is to use a 45° RF pulse- 
readout followed directly by a 90° RF pulse-readout. This method suffers from ghosting 
due to discontinuities in signal phase and amplitude between segments that are difficult 
to eliminate.
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The second approach uses prior information to recreate full images from reduced data 
sets. Partial Fourier methods that exploit the conjugate symmetry of k-space have been 
used [7], but, because they do not increase the phase encoding bandwidth, there is no 
reduction in distortion. In EPI, due to magnetic susceptibilities, k-space is often not 
symmetrical which can cause reconstruction errors.
In recent years, a new group of methods has allowed a considerable increase in 
acquisition speed. These Parallel Imaging (PI) methods all rely on the simultaneous use 
of receiver coils with different spatially varying sensitivities (see section 2.7 and chapter 
5). Knowledge of the sensitivity functions of these coils gives information that is 
complimentary to standard Fourier encoding. This allows a reduction in the density with 
which k-space must be sampled [8]. For EPI, employing the reduction in sampling in 
the phase encoding direction increases the bandwidth and correspondingly reduces 
distortion in this direction. The data from the multiple coils can be combined in either k- 
space or image space. SENSE, which combines the data from separate coils in image 
space, has been used for fMRI with some success in references [9-11]. The time 
required to map the sensitivity is minimal in dynamic studies where the same maps can 
be used for the subsequent generation of many images.
As illustrated by chapter 5, each coil arrangement used for PI possesses its own non- 
uniform sensitivity profile and SNR performance. The maximum degree of speed up is 
limited by coil geometry (i.e. by the g-factor) that can reduce the SNR prohibitively in 
certain regions and for some slice geometries even with a low degree of speed up. For 
the array in chapter 5, the maximum speed up factor along one dimension was ~2.5, 
which is similar to the values reported in reference [8]. It is unlikely that significantly
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greater speed up factors will ever be achieved using SENSE in ID because of the 
geometry of the head, and the limited positions at which surface coils may be arranged 
around it. This means that the sensitivity profiles that the coils can produce are also 
limited. It would be advantageous if the sensitivity profiles could be optimised further, 
either by using hardware or by using new imaging methods. N.B. there is little obvious 
advantage from performing SENSE in 2D for 2D-EPI.
There have been some other approaches to minimise the amount of phase encoding 
needed to produce a full image; these include a reduction in the size of the FoV using 
2D RF pulses [12], saturation [13] and stepped Bo fields [14,15].
Though there are many approaches to EPI that enable a reduction in distortion and 
blurring, a robust method to perform a single-shot segmented acquisition is desirable. 
This method must maintain temporal resolution and robustness to ghosting, while using 
conventional hardware with its more uniform SNR characteristics and absence of 
geometric constraints. In this chapter ‘Common SENSE’ is presented as such a method. 
The technique is demonstrated using both EPI and standard two-dimensional Fourier 
transform (2DFT) scans, where Common SENSE may also prove to be effective in 
reducing imaging times. The high quality, artefact free images obtained by the 2DFT 
technique are used here to facilitate the clear presentation of Common SENSE.
At high field strength, it is likely that a combination of the techniques outlined above 
will be necessary to obtain GE-EPI images of optimal quality, especially if any 
improvement in resolution is to be achieved.
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6.2 Theory
In this section, the Common SENSE pulse sequence is described in terms of the 
development and manipulation of magnetisation. This should lead to an understanding 
of the how two images are produced in rapid succession and how the spatial variation in 
sensitivity is imposed upon them.
6.2.1 Pulse Sequence and Magnetisation
The principle underlying Common SENSE is that the magnetisation may be split into 
two different components; these components vary in magnitude and phase as a function 
of position across the object. Each component of the magnetisation is used to acquire an 
image that has a spatially varying sensitivity function across the FoV corresponding to 
the underlying, spatially varying magnitude and phase of the magnetisation.
The pulse sequence is similar to that used in TRAIL (Two Reduced Acquisitions 
InterLeaved) [16,17]. The spatial responses are produced by imposing a linear phase 
shift on the transverse magnetisation with a gradient after the first 90° RF pulse (see the 
pulse sequence in figure 6.1 and the corresponding development of magnetisation with 
position in figure 6.2). This creates two components of magnetisation Mx and My> that 
vary cosinusoidally and sinusoidally respectively across the FoV. The second 90° pulse 
then selectively rotates a portion of the magnetisation into the z-axis where it can be 
stored. In this state, the longitudinal magnetisation is only affected by a small amount of 
Ti relaxation. The component that remains in the transverse plane is used to acquire an 
image. A third 90° pulse recalls the z-component of magnetisation, and a second image 
can be taken with a response of the same spatial frequency but with a phase difference 
of 7i/2. The two images obtained using the Common SENSE pulse sequence can be
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acquired with a reduced FoV. The reduced FoV images can then be combined using 
reconstruction methods used in SENSE to form a full FoV image.
90°(1) 180° 90°(2) 90°(3)
_ j — V_V ^—1 \___________ / V
Slice
Read or. 
Phase
Readout 2Readout 1
Wrap up gradient o f SENSE reconstruction
variable size
Figure 6.1 The Common SENSE pulse sequence
All RF pulses are slice selective. The readout may be a 2DFT or EPI acquisition.
The pulse sequence has two other important features. Firstly, a 180° RF pulse is used to 
ensure that any dephasing due to Bo inhomogeneities is refocused immediately prior to 
the second 90° pulse. Secondly, the magnetisation in the transverse plane is spoiled after 
the first readout. This prevents any interference from the first component of 
magnetisation in the second readout (where the second component of magnetisation is 
measured). The phase of the 90° pulses determines the spatial phase of the response 
functions, and the size of gradient determines the spatial frequency, making the spatial 
profiles easy to control. The profiles may be imposed in the read or phase directions, 
though they are used in the phase encoding direction here, as this is where the greatest 
gains in time or quality can be realised.
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At Discreet Positions 
90°(1) After Gradient
A A A A A A
Total Magnetisation 
Mx___________  Mx
90°(2) 90°(3)
A ^  ^  y  0 <■ <■ •
FoV FoV FoV FoV
Figure 6.2 The progression of magnetisation during the Common SENSE pulse 
sequence
After the first 90° pulse the magnetisation is coherent and lies along Mx. A gradient 
is applied to split the magnetisation into two components. The second 90° pulse then 
puts one component onto the z-axis and an image may be gained from Mx. The third 
90° pulse then recalls Mz and an image is gained with My.
Common SENSE can also be understood by examining the phase graph in figure 6.3 for 
the pulse sequence shown in figure 6.1. The first 90° RE pulse (90i) brings the 
magnetisation into the transverse plane where the magnetisation is dephased by T2 * 
relaxation. The 180° RF pulse then reverses the phase of the magnetisation and the T2 * 
dephasing is reversed by the same processes that created it. The magnetisation would 
be completely refocused (pass through the (w,v) signal line) immediately before the 
second 90° pulse (9 O2) because the time between the 180° pulse and both 90i and 9 O2 is 
equal. This makes the magnetisation decay by T2 relaxation only between the 90i and 
9 O2 pulses, typically the amount of time between these pulses is short compared to T2 , 
so dephasing due to this decay is negligible. However, a gradient is applied between the 
two 90° pulses that causes the magnetisation to be dephased, with the area of the 
gradient determining the degree of dephasing. At the second 90 degree pulse some of 
the magnetisation effectively experiences a 180° pulse, it is converted to an F* 
coherence and forms a spin echo (SE) when it crosses the signal line. A second
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component of the transverse magnetisation effectively experiences no RF pulse, it 
remains an F  coherence and forms a second SE when it crosses the signal line. The 
coherences are made to passes through the signal line by the application of the 
appropriate readout gradients.
Readoutl
Gradients
Readout2
GradientsGrad
T2 weighting
JL .
WV-
F coherences: Transverse magnetization evolving in gradients 
Z coherences: Stored as longitudinal magnetization.
(u,v): Echoes formed when coherence passes through ( u,v) signal line
Magnetic Field Gradients 
Stimulated Echo 
Spin Echo
Figure 6.3 A Phase Graph description of the Common SENSE pulse sequence
A 90-180-90 series of RF pulses forms the preparation period of the Common 
SENSE pulse sequence. This forms two components of magnetisation. The first is 
a super position of the F and F* states. These are used to perform the first readout 
and obtain the first image. The interference between the F and F* states produces a 
sinusoidal oscillation in the magnetisation profile. The second component is the 
combined Z and Z* states. This longitudinal magnetisation is stored on the z axis 
after the 902, it is then brought back into the transverse plain by the 903. A second 
readout is then performed with a second sinusoidal oscillation in the magnetisation 
profile.
There are also components of the magnetisation that experience the 902 as a 90° pulse. 
This converts the transverse magnetisation to longitudinal magnetisation represented by 
the two states Z and Z*. These states will not be dephased by any gradients but they do
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decay via Ti relaxation. Because the time between the second and third 90° pulses is 
typically much shorter than Ti this decay is small. After the first readout the transverse 
magnetisation (F and F* states present after the 9O2) is spoiled. The longitudinal 
magnetisation, Z and Z*, is brought back to the transverse plane by the third 90° pulse to 
form F  and F* coherences. These coherences are used for a second readout and two 
further echoes are measured, these are stimulated echoes (<STE). Though the echoes 
from each readout are termed SE and STE they both have the same relaxation weighting. 
The size of the gradient between the first two 90° pulses determines the separation of 
the coherences and the interference between them causes the spatial modulation in 
sensitivity response described above.
In Common SENSE, for each readout the F  and F* coherences are nearly on top of one 
another and both are seen as a single combined echo in the centre of the readout. Similar 
sequences with three 90° pulses have been used [18-20] with a much larger gradient 
between the first two 90° pulses, causing an oscillation in sensitivity below the size of a 
pixel. These are used to obtain two images that are very similar in appearance without 
doubling the number of shots required to obtain the data. However, the underlying 
oscillation of the magnetisation is not visible in the images produced. If each image is 
deliberately given a different contrast the sequence can be used for various 
measurements [19,20] such as chemical shifts [21] Ti [22], and diffusion [23-26]. These 
sequences have not previously been used to create a variation in sensitivity across an 
image for the purpose of segmenting an acquisition as described here.
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6.3 Methods
In this section, the 2DFT experiments performed to investigate Common SENSE are 
described. The EPI pulse sequence adapted to perform the Common SENSE experiment 
is also detailed. A simulation to model the signals produced by the Common SENSE 
pulse sequence is also described. This was further developed to determine the optimal 
way to reduce the readout length in terms of the SNR of the final image produced.
6.3.1 Simulations
The sequence described above was simulated using code written in MatLab to 
investigate the SNR behaviour of Common SENSE images. A uniform sample was 
modelled as a discrete set of magnetic moments. Gradients and RF pulses were treated 
as vector rotations of the magnetisation. Ti and T2 relaxation were not considered. The 
SNR was modelled by the addition of pseudo-random noise to the simulated signal at a 
constant level. The noise was calculated for each pixel by taking the standard deviation 
of the signal for a set of two hundred images, the signal being the mean value over the 
same set. This was done for both a reconstructed full FoV Common SENSE image 
(speed up factor R=2) and standard image (R=l) for comparison. There will be some 
additional noise due to inaccuracies in the sensitivity maps though these are assumed to 
be small in comparison to noise in the images.
N.B. Common SENSE images will be referred to as having a ‘speed up factor R \  This 
is not exactly the same as the R described for SENSE. The SENSE R gives a reduction 
in the overall time taken to obtain the image data from sampling k-space with reduced 
density. For Common SENSE R describes the reduction in sampling density in k-space 
for each consecutive readout, though this does not correspond to a reduction in the 
overall time taken to obtain the image data.
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The sensitivity of Common SENSE to Bi inhomogeneity was investigated by altering 
the flip angle of all the 90° RF pulses seen in figure 6.1. The 180° RF pulse was 
assumed to be uniform. A set of 200 images was generated for a full FoV Common 
SENSE acquisition (speed up factor R=2) and a standard acquisition (R=l) with the 
same flip angle. This was repeated with values of flip angle ranging between 45° and 
90°. The SNR per pixel was calculated for the Common SENSE and standard images 
(as above) for each flip angle.
6.3.2 2DFT Methods
2DFT experiments were performed on a 40cm bore, Bruker Biospec, 2.35 T, Avance 
system running under Paravision 2.0 using a standard birdcage coil supplied by the 
manufacturer. Processing was performed offline, using software developed by the 
author in MatLab (Mathworks, Natick, MA). Images were acquired using the Common 
SENSE sequence shown in figure 1. The sequence allowed the option of adding an extra 
180° pulse before each readout to obtain T2 weighted images.
Full FoV Common SENSE images with the desired sinusoidal sensitivity modulation 
(of 7r across the FoV, see section 6.4) were taken. These correspond to the images 
obtained from the individual array coil elements in chapter 5. However, the Common 
SENSE images were obtained consecutively by the same coil as opposed to the images 
obtained simultaneously by multiple coils in chapter 5. The sensitivity functions 
imposed on the Common SENSE images can be mapped as described in section 5.2.3. 
A reference image is required for the mapping process. This may be acquired using a 
‘standard’ pulse sequence, characterised by the same image contrast as produced in the
204
Common SENSE, TRAIL and TWIST
Common SENSE images. Alternatively, the root of the sum of squares of the Common 
SENSE images (SSQ) may be used as a reference image. The SSQ image will have an 
approximately uniform sensitivity because the profiles in the two images vary as a
7 7cosinusoid and sinusoid respectively and cos (x)+ sin (x)=l for any value of x. Reduced 
FoV images can then be acquired and combined with the sensitivity maps to obtain full 
FoV images.
A tomato was imaged using ‘standard’ 2DFT and Common SENSE 2DFT pulse 
sequences. The following parameters were used Te / Tr~40 / 2000ms, 3mm slice, full 
FoV=9x9cm, full matrix=96x96, half FoV=9x4.5cm, half matrix=96x48. A sinusoidal 
response with a period of n radians was generated across the full FoV. This response 
was produced by the gradient pulse, applied before the second 90° RF pulse in figure 
6.1, which created a n radian linear phase shift across the full FoV. The reasons for 
using a n radian linear phase shift are discussed later.
6.3.3 EPI Methods
EPI experiments were performed on a SMIS MR5000, 4.7 T / 90cm system supported 
by Philips Medical Systems utilising a head gradient set (Magnex, UK) and a standard 
birdcage coil. The maximum gradient strength on the system is 35mT/m with a 
maximum slew rate of 195mT/m/ms. The slew rate used was significantly less than this 
maximum. All volunteers were healthy and were imaged only after informed consent 
had been gained. Approval was obtained from the University College London Hospital 
Ethics committee.
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The EPI sequence featured blipped phase encoding gradients with sinusoidal readout 
gradients [6], The k-space data (100x64) was re-gridded to a uniform (64x64) Cartesian 
matrix before being Fourier transformed to produce an image. Acquisitions performed 
with read gradients of opposite polarity were used to eliminate ghosting from 
mismatches between echoes [27,28]. Maps of the sensitivity profiles imposed by the 
Common SENSE pulse sequence were generated using full FoV Common SENSE 
images and a reference image. The SSQ of the two full FoV Common SENSE images 
gave an approximately uniform reference image without the need for a separate 
acquisition. To ensure the sensitivity maps contain the same level of distortion as the 
half FoV images, a two shot interleaved sequence was used. This method provides the 
same signal bandwidth per point along the phase encoding direction. Half FoV 
Common SENSE images were then acquired in a single-shot and full FoV images 
reconstructed (speed up factor R=2) using the sensitivity maps as previously described. 
Reference images were taken using a single-shot, single segment acquisition (R=l) and 
a two shot, two interleaved segment technique for comparison. A volunteer’s head was 
imaged using the following parameters TR / TE=3500 / 20ms, FoV=20cm, 3mm slice 
thickness; for a 64x64matrix the full-length acquisition window was 26ms.
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Acquisition Further Details / figure Time (a.u.)
2DFT Full FoV ‘standard’ 
acquisition
figure 6.7h 2 units of time
Full FoV Common SENSE 
acquisition
figure 6.7a & b 2 units of time
Half FoV Common SENSE 
acquisition
figure 6.7e & f 1 unit of time
EPI Full FoV ‘standard’ 
acquisition
1-shot, BWpe=la.u. 
figure 6.8c
1 unit of time
Full FoV ‘standard’ 
segmented acquisition
2-shot 2-segment, 
BWpe=2a.u, figure 6.8d
2 units of time
Full FoV Common SENSE 
segmented acquisition
2-shot 2-segment, 
BWpe=2a.u,
SSQ reco. in figure 6.8b
2 units of time
Half FoV Common SENSE 
acquisition
1-shot, BWpe=2a.u 
SENSE reco. in figure 6.8a
1 unit of time
Table 6.1 A summary of the Common SENSE image acquisitions
6.4 Results
In this section the results obtained from simulating the pulse sequence are presented 
with particular reference to SNR performance and sensitivity to Bi non-uniformity. 
Common SENSE and ‘standard’ images are then presented obtained using both 2DFT 
and EPI imaging methods.
6.4.1 Simulation of SNR Results
The spatial sensitivity functions generated by the pulse sequence determine the SNR of 
the final image. The simulation was run for various spatial responses of different 
frequency and phase by changing the gradient size and RF pulse phase. The best SNR 
performance for Common SENSE images (reduction in the FoV of R=2, reconstructed 
from a pair of half FoV images) was produced when the frequency of the sinusoidal 
response was n radians across the FoV. This was expected because it produces the
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maximal variation in sensitivity across the FoV without the function repeating. This is 
compared to the SNR of a standard image with a full FoV in figure 6.4a. The simulation 
shows the SNR to be uniformly V2 worse across the entire FoV. 2DFT phantom results 
confirmed this finding (data not shown).
The SNR performance of Common SENSE with different ‘90°’ RF pulse angles was 
investigated to model RF non-uniformity. In figures 6.4a-c the RF pulse flip angles used 
for the ‘90°’ RF pulses in figure 6.1 were 90°, 70° and 50° respectively. The SNR 
performance of the standard images decreases with flip angle, as expected from a 
consideration of the reduction in the amount of magnetisation available in the transverse 
plane for image acquisition. The flip angle is uniform across the FoV and so in the 
standard image the SNR is also uniform.
In the Common SENSE images the flip angle has a less direct effect on the SNR, 
because the flip angle changes the sensitivity functions imposed on the half FoV 
images. The sensitivity functions then influence the SNR of the final image. Figures 
6.4a-c demonstrate that the Common SENSE images have a greater variability in SNR 
across the FoV as the flip angle deviates further from the ideal of 90°. However, figure 
6.4b shows that the level of SNR uniformity in the Common SENSE image is still high 
at a flip angle of 70°, with the drop in SNR being around V2 across the entire FoV 
compared to the standard image acquired with the same flip angle. Figure 6.4c shows 
that the SNR is becoming non-uniform at a flip angle of 50° with the SNR varying from 
above a V2 reduction at the edges to a factor of nearly 2 in the centre, again, as 
compared to the SNR of the standard image at the same flip angle.
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SNR with position across the FoV for a Standard Image (R=l) and a 
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Figure 6.4 The Simulated SNR Performance of Common SENSE and 
Standard Imaging with position across the image FoV for several flip 
angles
The average SNR performance across the FoV with flip angle of Common SENSE and 
standard imaging was compared in figure 6.5. The SNR performance of the standard 
image (triangle points) drops with the size of the reduced flip angle (square points). The 
average SNR for Common SENSE falls with flip angle in a similar manner to the SNR 
fall for standard imaging. The crosses show the standard image SNR divided by V2. 
This is in close agreement with the simulated Common SENSE SNR. In summary the
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average SNR in Common SENSE is V2 worse at a speed up factor of 2, even when there 
is some variation in the flip angle away from the ideal 90°. When the pulse angle is far 
away from 90°, Common SENSE images do have some variation in SNR across the 
FoV that is not present in the standard images. However, the overall SNR performance 
of Common SENSE is affected by RF pulse flip angle in a similar manner to standard 
imaging.
SNR V Pulse Angle
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■ theoretical standard 
image SNR
simulated standard 
image SNR
♦ Common SENSE 
average SNR
, theoretical standard 
image SNR divided 
by square root 2
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Figure 6.5 The Simulated Average SNR Performance of Common SENSE 
and Standard Imaging with RF pulse flip angle
6.4.2 2DFT Images
Images were taken of a water phantom to demonstrate the control that can be exerted on 
the sensitivity profiles across the FoV of the image. In figure 6.6a, the modulus of the 
sinusoidal response is seen in the magnitude image, which was taken using readout 1 in 
figure 6.1 and a gradient that, in this case, produces a 27c linear phase difference over 
the FoV. Figure 6.6b has a phase difference of rc/4 in its spatial response profile from a 
corresponding 7t/4 phase change in the second 90° RF pulse, compared to figure 6.6a. 
An increase in the frequency of the response by a factor of two is generated in figure 
6.6c by doubling the gradient evolution following the first 90° RF pulse. The gradient
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can be increased still further, until the frequency of response is over the scale of a pixel 
rather than over the scale of the object, this is demonstrated in figure 6.6d (and will be 
revisited later in this chapter). The second readout produces images with the same 
frequency but with a phase difference of 7r/2 in the spatial response functions.
a. A 271 period sinusoidal function is 
imposed on the images over the 
FoV. There is a phase difference 
of 90 degrees between the 
functions imposed on the images 
acquired in each readout.
b. As in a but with the phase o f the 
90°2 RF pulse in figure 6.1 
changed by tc/4.
Readout 1 Readout 2
c. As a but with the 2x gradient area 
between the first two 90° RF 
pulses in figure 6.1.
d. As a. but with the a much larger 
gradient area imposing 
approximately a 7i/2 period over 
each pixel.
Figure 6.6 Manipulation of Sensitivity Functions on a Water Phantom 
All images are produced using the Common SENSE pulse sequence
A full FoV 2DFT image of a tomato was obtained from a pair of half FoV 2DFT images 
(see figure 6.7). Full FoV images, figure 6.7a and figure 6.7b, were acquired in two 
consecutive full-length readouts and show the same contrast, modulated by different 
spatial response profiles. Figure 6.7c & figure 6.7d are the sensitivity maps generated
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with these full FoV images after division by a standard full FoV image with a near 
identical relaxation weighting. The images shown in figure 6.7e & figure 6.7f have had 
the FoV reduced by one half in the phase encoding direction. A full FoV Common 
SENSE image, figure 6.7g, is generated using the information in figure 6.7c-f. The 
Common SENSE image maintains a high of level of image quality and identical 
contrast when compared to the reference, figure 6.7h, despite being produced from the 
half FoV images. The difference between these images is shown to be pure noise by the 
difference image figure 6.7j.
Figure 6.7 2DFT Common SENSE images
Figures a & b are full FoV images acquired 
consecutively, c & d are the sensitivity maps generated 
from a & b, e & /a re  half FoV images that are used to 
generate g .h  is a standard image for reference.A 
percentage difference image j  (j=100*(g-h)/h) is created 
to highlight any imperfections in the reconstructed 
image when compared to the reference.
6.4.3 EPI Images
A comparison of Common SENSE and standard EPI techniques is shown in figure 6.8.
Figure 6.8a shows a Common SENSE image reconstructed from half FoV data. Figure
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6.8b is the square root of the sum of squares reference that is produced in the generation 
of the sensitivity maps. A standard EPI image obtained in one shot is shown in figure 
6.8c, with a two shot interleaved image in figure 6.8d. The Common SENSE image has 
the same level of distortion and blurring as the two shot references, while maintaining 
the temporal resolution of the single-shot reference. The Common SENSE image, figure 
6.8a, most closely resembles the Common SENSE reference, figure 6.8b, because this is 
the reference image used to form the sensitivity maps. Figures 6.8a and 6.8b 
demonstrate that Common SENSE can be used in vivo to produce images of two shot 
quality in a single-shot.
Figure 6.8 A Comparison of Standard and Common SENSE EPI images
The contrast throughout the white and grey matter appears consistent between the 
Common SENSE and ‘standard’ EPI images. However, the CSF appears brighter in the 
Common SENSE images. This is thought to be due to the flow of CSF during the
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Common SENSE sequence. Any CSF that flows into the slice between 90° RF pulses 
will be excited by the next 90° RF pulse and fully contribute to the signal. Whereas CSF 
that has remained in the slice will be attenuated in each readout according to the 
sensitivity function imposed on the magnetisation by the Common SENSE pulse 
sequence. More work is required to fully investigate, quantify and, if  necessary, 
ameliorate this effect.
6.5 Discussion
In this section, the Common SENSE method is described as a technique to create pairs 
of images with different sinusoidal sensitivity functions. Common SENSE is first 
illustrated with the 2DFT imaging technique and its possible application here is 
discussed. Common SENSE is primarily concerned with segmenting the EPI readout for 
reducing image distortion and blurring and this is the subject of the remainder of this 
section. Particular reference is made to SNR performance, time efficiency and the 
differences and similarities between SENSE and Common SENSE.
6.5.1 Common SENSE and the 2DFT Technique
The Common SENSE method has been demonstrated with the 2DFT technique. The 
phantom experiments in figure 6.6 show the degree of control that can be exerted over 
the spatial response using easily varied gradient and RF parameters. This ability enables 
the method to be used like any conventional experiment, allowing geometric factors 
such as the desired FoV and slice orientation to be freely chosen. It also permits use of 
Common SENSE with a wide variety of standard RF coils.
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Full FoV 2DFT Common SENSE images can be generated from a pair of images 
obtained in rapid succession, with a half FoV and the same contrast. When applied in 
the phase encoding direction, the scan time was halved. However, the level of pre­
scanning necessary to accurately process these images determines the total time saving 
that is possible. The generation of a reference image can easily be avoided by using the 
convenient fact that the root of the sum of squares of the image pair should produce an 
even intensity image with the same contrast as in a standard reference scan. For the 
sensitivity functions to be mapped, full FoV images with the desired sensitivity profiles 
need to be obtained in addition to the reference image. For SENSE and SMASH it has 
been demonstrated that pre-scanning can be eliminated by acquiring a few extra lines in 
the centre of k-space to obtain a low resolution, full FoV image from the same data 
[29,30]. For Common SENSE the inter-subject variation in the sensitivity functions, 
imposed by RF pulses and gradients alone, may be small enough in spin echo images to 
use the same maps on many subjects thus eliminating the need for a pre-scan. There are 
already methods for obtaining T2/T1 weighted images in a reduced time such as RARE 
[31] and its derivatives that are highly efficient, robust and are not compatible with 
Common SENSE. However, where 2DFT images are used, Common SENSE could 
provide a reduction in scan time.
6.5.2 SNR and Sensitivity to Inhomogeneitv
The penalty in SNR for producing a full FoV image from two half FoV images obtained 
using the Common SENSE method is V2 compared to a ‘standard’ image acquisition. 
This is achieved by imposing a half wavelength (7r radian) sinusoidal modulation across 
the FoV. Some small extra variation in SNR due to RF inhomogeneity is likely, as is the 
case with conventional images. The average SNR performance of Common SENSE
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with reduced flip angle is similar to standard imaging. Common SENSE is robust to RF 
inhomogeneities because they simply cause a slight change in the sensitivity functions 
that, when mapped correctly, will still produce a uniform image. Any changes in the 
sensitivity functions due to RF inhomogeneity can in turn affect the SNR performance 
of Common SENSE, however, it is found that a very large change in the flip angle away 
from an ideal 90° pulse is required to cause significant SNR non-uniformity.
It should also be noted that the ability to use different pulse strengths for the three 90° 
RF pulses in Common SENSE is a further way to eliminate the effects of any RF 
inhomogeneity. This can compensate for flip angle non-uniformity by ensuring that at 
every spatial position all the magnetisation sees at least one ‘90°’ pulse that is close to 
90°. The majority of magnetisation is then brought into the transverse plane and so 
contributes to the acquired signal. Unlike the SENSE method, the g-factor for Common 
SENSE is nearly always g«l due to the imposition of near ideal sensitivity functions 
independent of any geometric factor. This is because the optimum sensitivity variation 
can easily be imposed across the object. As with SENSE, unaliased pixels in Common 
SENSE images have a higher SNR due to the 4R factor present in equation 2-40.
6.5.3 Common SENSE with EPI
The use of Common SENSE with EPI can reduce the length of the acquisition window 
(or effective readout time) by a factor of two. This produces a corresponding reduction 
in both blurring and distortion. The advantage of Common SENSE over two shot, 
segmented EPI or a 45-readout-90-readout-type acquisition is that there is maintenance 
of both temporal resolution and robustness to ghosting. This is because the two sets of 
data are acquired within a few tens of milliseconds and then recombined in image space.
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Common SENSE requires two consecutive half length readouts and a short preparation 
period (see figure 6.9) compared to a single readout in a ‘standard’ EPI acquisition. This 
means the time required to acquire the data from one slice (Ttotai) is different. In fMRI, it 
is important to maintain the same volume coverage (acquire the same number of slices) 
at a certain scan repetition rate. This means that Ttotai must not be significantly greater 
for Common SENSE than for a ‘standard’ acquisition. The respective lengths of the TE 
and TACQ determine how much longer the Common SENSE acquisition will take. The 
shorter the echo time used in an EPI experiment, the less time (TW) that is wasted 
between the RF pulse and the start of the readout. Thus, Common SENSE is suited to 
experiments that require a shorter TE, because it has two such TW  periods. Common 
SENSE may be useful for obtaining EPI images where the readout length is too long to 
allow a very short echo time (i.e. where TE<TACQ/2 in a ‘standard’ readout).
a ^ _______________ Common SENSE Ttotal_________________
______ TACQ/2 ^  ^  4 TACO/2 »
< ►<-
TPREP TE
X
TACQ/4 TE
X
TACQ/4
‘standard’ Ttotal
TACQ
EPI Readout
XE A A A A A A A A_ A A -A ..A  A—A A.
TE TACQ/2
Figure 6.9 Schematic of time considerations for the the Common SENSE pulse 
sequence
The time required for performing Common SENSE and its two half length EPI 
readouts (a) is compared to single ‘standard’ EPI readout of double the duration (b).
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For fMRI, there is an optimum echo time that produces maximum sensitivity to BOLD 
contrast. This optimum echo time is lower at higher field strength. Additionally, a 
slightly lower echo time than the optimum for BOLD contrast is sometimes used to 
reduce the dropout of signal from regions of the head containing strong susceptibility 
gradients. From figure 6.9, Ttotai for Common SENSE is approximately 
TPREP+2TE+TACQ/2 and Ttotai for a ‘standard’ is approximately TE+TACQ/2. On the 
4.7 T system described in section 6.3.3, TE~20ms (the approximate T2* of grey matter 
at 4.7 T), TPREP~10ms and TACQ~26ms giving Ttotai Common SENSE~63ms and 
Ttotai standard~33ms. This should allow both methods to acquire at least 48 slices of 
data in a TR of 3.5s. The TPREP time could be made shorter though this would entail a 
reduction in the length of the RF pulses. This results in a higher deposition of power 
(SAR). SAR is an important consideration in the design of pulse sequences at high field 
because more power is required to produce the same flip angle. Common SENSE uses 
three 90° RF pulses and one 180° RF pulse in a time of approximately 66ms. While this 
is an increase relative to the ‘standard’ EPI readout it does not exceed the SAR limits. 
When compared to the FSE sequence in chapter 5, which utilises a train of 8, 180° RF 
pulses with an inter-echo spacing of 22ms and a similar repetition time, the SAR of 
Common SENSE EPI is lower.
Higher field strengths are being used increasingly for fMRI because of the greater 
sensitivity to BOLD contrast. Common SENSE is likely to be more useful at higher 
field strengths because it favours shorter echo times and reduces the effective length of 
the readout.
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6.5.4 SENSE and Common SENSE
The application of both SENSE and Common SENSE to EPI is more beneficial at 
higher field strengths, because they both incur a penalty for reducing blurring and 
distortion. The main penalty from using these methods is the reduction in SNR of the 
final images by a factor of yjl, for halving the effective readout duration. Additionally, 
there is a time penalty from performing a pre-scan for sensitivity mapping. Dynamic 
studies performed with EPI suffer a minimal time penalty from performing the short 
pre-scan required before a much longer acquisition.
Common SENSE does not need the extra hardware that SENSE requires. This means it 
can maintain the greater level of SNR uniformity that standard volume coils may 
provide. The SNR performance of Common SENSE is also independent of slice and 
phase encoding geometry, whereas for SENSE the fixed geometry of the coils allows 
for less flexibility in this respect. As discussed previously, there is an additional time 
penalty from the greater total acquisition length necessary for Common SENSE. This 
time penalty is reduced for shorter echo times. Thus, Common SENSE is most useful 
for fMRI at higher field strengths where shorter echo times are preferred. SENSE has 
been used with some success for fMRI [9,10], Common SENSE could provide similar 
advantages, but, with a greater flexibility in the choice of geometry and more uniform 
SNR performance.
When applied with parallel imaging methods, Common SENSE could allow a greater 
reduction in scan time. In parallel imaging the manipulation of sensitivity functions 
afforded by Common SENSE could be used to reduce geometry dependent noise levels 
and variance. With the array coil described in chapter 5, a maximum speed up factor of
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2-2.5 was produced. The combination of SENSE and Common SENSE should allow the 
effective readout time to be reduced by double this factor. The modulation of sensitivity 
profiles by RF pulses has already been explored to improve k-space based parallel 
imaging reconstruction methods [32], Common SENSE is possibly a method to do this 
using standard slice selective RF pulses.
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6.6 Further Related Ideas: ROCS. TRAIL and TWIST
The Common SENSE method was described previously as a pulse sequence that could 
improve EPI image quality, while maintaining temporal resolution and robustness to 
ghosting and using conventional hardware with its more uniform SNR characteristics. 
There are two other methods and a second mode of operation for Common SENSE that 
have been developed at the same time by our group to fulfil the same criteria, these are 
described in the following section.
6.6.1 High Frequency Mode Common SENSE and TRAIL
In the implementation of the Common SENSE method described above a low 
frequency, sinusoidal, spatial sensitivity profile was imposed with a of period 71 radians 
over the FoV on the images. This frequency modulation was used because it produces 
the best SNR performance, a result expected because at this frequency the sensitivity 
functions exhibit the maximal variation across the FoV without repeating. However, 
there are further modes of operation that should also produce optimal SNR 
performance; these modes are investigated in the following section.
In addition, at this frequency of modulation, the coherences (F & F*) in figure 6.3 were 
nearly on top of one another. As the size of the dephasing gradient in figure 6.1 is 
increased, so the coherences move further apart, and the frequency of the modulation 
imposed on the magnetisation increases. When the function imposed on the 
magnetisation experiences a period over a scale of the order of a pixel (rather than over 
the FoV) the F  & F* coherences are nearly separate. This allows the potential for each 
coherence to be used individually or together to obtain more information from the same 
readout than might normally be available.
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6.6.1.1 Theory
When a larger dephasing gradient is applied between the first two 90° RF pulses in 
figure 6.1 the coherences described in figure 6.3 move apart until they appear separate. 
When the two readouts in figure 6.1 are full length, they produce images with alternate 
dark and light stripes corresponding to maxima and minima of the applied modulation; 
with the positions of signal maxima and minima reversed between the two images. If 
the gradient is set to produce a n il  linear phase shift per pixel (as shown in figure 6.6d), 
and the pixels are centred on the maxima and minima of the applied modulation, the 
stripes correspond to alternate pixels containing full signal and minimum signal.
In figure 6.12 (see section 6.6.1.3), the signal and images produced with a n il linear 
phase shift per pixel are simulated using the method described in section 6.2.4. The 
readouts 6.12a and 6.12b contain two distinct echoes at XA and % of the readout 
duration. The image pixels contain alternately maximum and minimum signal. This is in 
contrast to the standard acquisition that produces a uniform image in figure 6.12c. The 
two striped images contain redundant information, as they have no signal in half of the 
image pixels. This pair of images can be acquired with some reduction in the points in 
k-space that are sampled, and using the redundancy in information, enable an increase 
in image quality or scan time as described previously.
The first way in which to reduce the distance through k-space that must be traversed is 
to sample only one of the two possible coherences (F or F* as seen in figures 6.3 & 
6.12) with full density. The particular coherence selected is determined by the polarity 
of the applied read gradient. The single coherence, sampled in each half length readout, 
forms a half resolution image. The underlying sinusoidal modulation of the
222
Common SENSE, TRAIL and TWIST
magnetisation, shown in figure 6.10, means that the majority of the signal has come 
from only one side of the half resolution pixel. In each image (obtained from readouts 1 
and 2) the signal has come from the opposite side of each pixel, thus the two images can 
be interleaved to obtain a near full resolution image. This is TRAIL: Two Reduced 
Acquisitions InterLeaved [16].
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Figure is reproduced from Priest, 
A.N. et al A Method to Halve EPI 
readout times: TRAIL (Two 
Reduced Acquisitions 
InterLeaved), submitted to Magn. 
Reson. Med. 2003Pixels
Figure 6.10 The Principle of TRAIL
Distribution of signal relative to pixels for the readout 1 ‘spin echo’ and readout2 
‘stimulated echo’ images acquired using the pulse sequence in figure 6.1. Each readout 
samples with half the desired final resolution. The readout 1 image has a sinusoidal 
magnetisation profile (a) with a period of four pixels, so the magnetisation is 
concentrated in the left half of each pixel (b); the magnetisation distribution is indicated 
by the the shading across each ‘pixel’. The signal from the right half is nulled, so the 
signal from the left half can be assigned to a half-sized pixel (c). Similarly the readout2 
image has a co-sinusoidal magnetisation (d), also with signal concentrated in the left half 
of each pixel (e), but with the pixel positions displaced by half a pixel relative to the 
readout 1 image. Again the signal is assigned to a half-sized pixel (f). Since only half each 
pixel contributed any net signal, the pixels of the readoutl and readout2 images can be 
interleaved, to give the TRAIL image (g).
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Alternatively, both coherences may be measured with a full length readout. This forms a
reduce the distance through k-space that must be traversed is called high frequency 
mode Common SENSE, which has been termed Rapidly Oscillating Common Sense 
(ROCS). Here, both the coherences are sampled with a reduced density; this is in 
contrast to TRAIL that samples one coherence with full density. If the FoV is reduced 
by the correct amount and an odd number of pixels are used, the pixels containing 
maxima will be aliased with those containing minima, as shown in figure 6.11. This 
maximises the information content in each pixel. Full FoV images can be reconstructed 
from the reduced FoV pair of images by simply rearranging the pixels as shown in 
figure 6.11. For the pixels to be correctly arranged while reducing the FoV by the 
maximum amount possible, the FoV reduction factor R is given by
where Rmax=maximum possible reduction factor, N is odd and is the number of pixels in 
the full FoV in the direction of the FoV reduction. When N is large (typically N=256 in 
a MR image) R~2.
full resolution image with alternate dark and light stripes. The second way in which to
R N (6-1)
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I
Representation o f an image pixel 
containing no signal
Representation o f an image 
pixel containing full signal
Representation o f a standard image
Full FoV 
Images
Half FoV 
Images
ROCS Image from readoutl
71
ROCS Image from readout2
Aliasing that occurs in reduced FoV images; each 
bright pixel is aliased with a dark pixel
&  £
Reduced FoV Image 1 Reduced FoV Image 2
Half FoV image pixels are rearranged so that they are in the same order as in 
the full FoV image
Full FoV 
Image
reconstructed 
from Half FoV S 
pair
Figure 6.11 ROCS - A High frequency mode for Common SENSE and a way 
of performing a reconstruction without sensitivity maps
Pixels are represented by rectangles and these are put together to represent ID 
images. Full and half FoV ‘standard’ and ROCS images are then represented using 
light and dark pixels. The half FoV ROCS image pixels may be rearranged to 
produce a full FoV image.
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6.6.1.2 Methods
The sequence in figure 6.1 was simulated using the program described in section 6.2.4. 
The gradient applied between the first two 90° pulses was increased until there was a 
7t/2 phase difference applied across the distance corresponding to one pixel. Full FoV 
images with and odd number of pixels were obtained. The pixels were aligned with the 
maxima and minima of the sinusoidal modulation so that the image would appear 
striped.
2DFT, TRAIL and ROCS images of a tomato were acquired on a 40cm bore, 2.4T, 
Bruker Avance spectrometer using the manufacturer’s birdcage coil. Parameters were 
TE = 13.2 ms, TR = 3 s, FoV 9 cm, slice thickness 2 mm. TRAIL images were taken at 
‘full resolution’, 128 x 128 pixels, 9x9 cm FoV and ‘half-resolution’, 128 x 64 pixels, 
9x9 cm FoV. ROCS images were acquired at ‘full FoV’, 128x129 pixels, 9x9.07cm 
FoV and ‘half FoV’, 128x65 pixels, 9x4.57cm FoV.
6.6.1.3 Results
The simulation was run with a gradient applied to create a phase difference of 7t/2 across 
a distance corresponding to one pixel. In figure 6.12 the acquired signal is displayed on 
the left hand side with the ID profile formed from the same data on the right hand side. 
The two full length readouts, performed consecutively with the same excitation of the 
magnetisation, show two separate coherences within them. The full FoV profiles can be 
seen to contain maxima and minima in alternate pixels. The position of the maxima and 
minima is reversed between the two readouts. Figure 6.12c shows the signal and ID 
profile formed from a standard acquisition for comparison.
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Figure 6.12 A simulation of the change in the image and time domain 
signal produced when a nil per pixel phase shift is applied between the 
first two 90 degree pulses in the Common SENSE pulse sequence
In figure 6.13a and b, full resolution TRAIL images (128 x 128 pixels) are shown that 
were obtained from full length readouts 1 and 2. In these images a striped appearance 
was seen due to the underlying magnetisation that has maxima and minima 
corresponding to the positions of alternate image pixels. In figure 6.13c and d, half 
resolution images (128 x 64 pixels) are shown that were obtained from half length 
readouts 1 and 2. In figure 6.13e the two half resolution images were interleaved to
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produce a full resolution image (128 x 128 pixels). This was compared to an image 
obtained using a standard 2DFT acquisition and the same imaging parameters.
 Hn.
,ii i n i .  %
  »'
Figure 6.13 TRAIL images
Figure is reproduced from Priest, A.N. et al A Method to Halve EPI readout times: 
TRAIL (Two Reduced Acquisitions InterLeaved), submitted to Magn. Reson. Med. 
2003. Top, figures a and b\ full resolution images (128 x 128 pixels) gained from 
readouts 1 and 2 respectively. Middle, figures c and d\ half resolution images (128 
x 64 pixels) formed from readout 1 and readout 2 respectively. Bottom e\ an 
interleaved image formed from c and d. For comparison,/, a conventional gradient 
echo image (128 x 128 pixels).
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The TRAIL image was seen to exhibit improved resolution from the half FoV images. 
However, when closely compared to the standard image of full resolution there appears 
to be some loss in resolution. The main source of this resolution degradation is from the 
slight difference in intensity between spin echoes used in readout 1 and the stimulated 
echoes used in readout 2. This can occur when the RF pulse non-uniformity and causes 
a slight difference in the magnitude images. This also causes the appearance of some 
striping in the reconstructed TRAIL image (figure 6.13e). There is also a loss in image 
quality associated with the reduction in the image SNR by a factor of y/1. This factor is 
the SNR loss in each half FoV image associated with reducing the number of sampled 
points by a factor of 2. Some differences between the TRAIL and standard image could 
be the result of a difference in slice profile. This is because the application of repeated 
RF pulses of the same bandwidth results in the excitation of a different slice profile than 
a single RF pulse would excite.
Full resolution ROCS images (9x9.07cm FoV, 128x129 matrix) obtained from full 
length readouts 1 and 2, are shown in figure 6.14a and b. In these images the expected 
striped appearance is seen. This was due to the underlying magnetisation that has 
maxima and minima corresponding to the positions of alternate image pixels. In figure 
6.14c and d, half FoV images (9x4.5cm FoV, 128x65 matrix) are shown that were 
obtained from half length readouts 1 and 2. The reduction in FoV was calculated using 
equation 6-1. Sensitivity maps formed from the full resolution images are displayed in 
6.14e & f. The bottom four images compare full FoV ROCS images (reconstructed in 
different ways from the half resolution images 6.14c & d) with a reference image.
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Figure 6.14 ROCS images
From the top left, a &b; full resolution ROCS images 
formed from readouts 1 and 2 respectively. Top middle, c 
& d; half resolution images formed from readouts 1 and 2 
respectively. Top right, e & /; Sensitivity maps formed 
from the full resolution images a & b. The bottom four 
images (g-i) are full FoV ROCS images reconstructed from 
the half resolution images (c & d ). Figure g, shows the 
simplest reconstruction o f the data (illustrated in figure 
6.11) where the pixels in c & d are simply re-arranged. 
Figure h, shows the same reconstruction with two extra 
corrections that do not require a pre-scan. Figure i, shows a 
SENSE reconstruction o f the half FoV data using 
sensitivity maps (e & f). Figure j ,  shows reference image 
gained from a standard acquisition.
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In figure 6.14g, the simplest reconstruction of the two half resolution images was 
performed by simply rearranging the pixel positions (as described in figure 6.11), to 
produce a full resolution image. This image (6.14g) contains a stripe artefact due to 
mismatches in signal intensity between images formed from readout 1 and readout 2. To 
reduce this problem the half FoV images were normalised to have the same mean value. 
In addition, there is some ghosting both inside and outside the image. This aliased 
signal is due to a non-perfect sinusoidal modulation imposed on the magnetisation. In 
the images this will produce maxima and minima that are not equal to 1 and 0 
respectively in alternate pixels. The imperfections in the sinusoidal modulation are 
caused by a variation in flip angle away from the ‘perfect’ 90° pulses seen in figure 6.1. 
The incorrect flip angle is manifested as signal that has not seen the first 90° pulse, or, 
that has not seen the second 90° pulse. In the phase graph (see figure 6.3) either of these 
eventualities can be seen to produce a third state of transverse magnetisation that will lie 
between the F  and F* states shown.
The signal produced in the middle of the readout can be removed by filtering the data in 
the time domain. Here, a Hannig filter was applied to k-space data before it was 
reconstructed to form half FoV images. The filtered images were then normalised to 
have approximately the same sensitivity to signal. This was achieved by making mean 
(magnitude) pixel intensity consistent between the two images formed from each 
readout. A reconstruction was then performed by simply rearranging the pixel positions 
(as described in figure 6.11) to produce the full FoV image in figure 6.14h. This image 
has been obtained without the need for a prescan thus reducing the experiment time by a 
factor of 2.
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There is some residual artefact in image 6.14h, even after the filtering and normalising 
corrections have been applied. All of these errors can be more accurately corrected by 
using a prescan that has also been applied to TRAIL images, described in detail in 
reference [17]. Briefly, by acquiring two pairs of images with the phase of the 90°2 RF 
pulse offset by 7r/2 radians between acquisitions, the maxima and minima of the applied 
modulation are reversed (a 7r/4 change to the same pulse is shown in figure 6.6a-b). The 
difference in the images obtained in readouts 1 and 2 (in separate acquisitions) with the 
same magnetisation modulation produces a correction for the intensity of each pixel. A 
further correction is obtained to remove the extra coherence present from RF 
inhomogeneity that lies in the centre of the readout (i.e. between the echoes seen in 
figure 6.12a & b). By acquiring images with the phase of the 90°2 RF pulse offset by 7r 
radians between acquisitions, the phase of the unwanted coherence is reversed. The two 
complex data sets may be combined to create an image free of this artefact. A correction 
can be made to all subsequent images by comparing the difference between the original 
image containing the artefact and the corrected image from the combined data.
An alternative is to use the full FoV ROCS images (6.14a & b) to generate sensitivity 
maps. A SENSE reconstruction of the half FoV data (6.14c & d) was performed using 
sensitivity maps (6.14e & f) to obtain the full FoV image (6.14i). This image exhibits a 
much lower artefact level and a closer resemblance to the reference image than the other 
reconstructed images. However, the SENSE reconstruction of the data does appear to 
further degrade the SNR of the final image.
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6.6.1.4 Discussion
Both TRAIL and ROCS were used to reduce the effective scan time by half for 2DFT 
images, and can be used to reduce the effective readout time in EPI by half. Also, both 
methods used two half length readouts to form a pair of images that were combined to 
obtain a single full image. The reduction in SNR associated with this process is V2, due 
to the reduction in the number of sampled points in each readout by a factor of 2. More 
work is needed to discover if ROCS can be used effectively to obtain spin echo 2DFT 
images in half the time without pre-scanning.
For the simple implementation of TRAIL and ROCS described, it was important that 
the maxima and minima of the spatial modulation imposed on the magnetisation were 
aligned with the pixels correctly. The application of a linear phase shift in k-space can 
be used to move the positions of the pixels relative to the magnetisation for correct 
alignment. It was also important that the modulation was near to the ideal sinusoidal and 
cosinusoidal functions that should be produced by the Common SENSE pulse sequence. 
Inconsistencies in the imposed modulation caused image artefacts in the reconstruction. 
In ROCS, the artefact is produced by aliased signal from a different spatial position that 
causes a Nyquist ghost in the image. In TRAIL the artefact amounts to a blurring of the 
information from the two sides of a pixel leading to a reduction in the true resolution of 
the images.
A further problem can arise due to signal intensity differences between the first and 
second readouts, which leads to a stripe artefact in the final image. A number of 
corrections have been successfully applied to TRAIL images to reduce these problems 
[17,33,34]. However, when these corrections entail a prescan, the time saving for 2DFT
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imaging from reduced phase encode k-space sampling is diminished. The corrections 
that have been applied to TRAIL could also be applied to ROCS, however, all the image 
artefacts in the ROCS images can be corrected by reassigning the aliased signal using a 
SENSE-type strategy. Sensitivity maps can be obtained from full FoV images and 
SENSE reconstruction performed on the half FoV data, as shown in figure 6.14. This 
appears to entail a reduction in the SNR of the ROCS image suggesting the correction 
methods outlined in the previous section may be the best approach.
The rest of the discussion is focused on the application of TRAIL and ROCS to EPI. 
TRAIL and ROCS can be used with EPI readouts to improve the level of blurring in the 
images. This is due to the shorter acquisition window that reduces filtering effect of T2* 
relaxation over the length of the readout. It should be noted that both TRAIL and ROCS 
maintain the point spread function of an equivalent ‘standard’ image. For the 
implementation of TRAIL described here, there is no improvement in the level of 
distortion in the phase encoding direction because the phase encoding bandwidth is not 
increased by acquiring a half resolution image. ROCS exhibits the same improvement in 
distortion as the low frequency Common SENSE method described previously. The full 
resolution acquisitions (like those in figures 6.13a & b and 6.14a & b) can be used to 
correct for distortion and provide an effective correction for amplitude mismatches 
between the two readouts and RF non-uniformity in both TRAIL [17,33] and ROCS. 
Alternatively, the full resolution acquisitions can provide sensitivity maps for ROCS in 
the event of signal being aliased due to the imposition of a non-ideal sinusoidal 
sensitivity function. A SENSE reconstruction may be used with the sensitivity maps to 
assign the signal to its correct spatial position, at some cost in SNR that will depend on 
the level of aliasing (i.e. how far the sensitivity functions are from being ideal).
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When methods are used for acquiring a time series of EPI images, a pre-scan is easily 
accommodated. In this case, the intrinsic reduction in distortion and blurring provided 
by Common SENSE is an advantage over TRAIL. Motion or distortion may cause 
differences between the reference data, obtained for sensitivity mapping or for 
correcting the data, and the reduced FoV images to be reconstructed. A slow variation in 
the sensitivity functions will mean that any movement over the scale of a few pixels will 
not result in the use of inappropriate sensitivity values. However, because the sensitivity 
function imposed in ROCS and TRAIL is a function of spatial position, and is 
independent of the position of the object within the FoV, these methods should also be 
reasonably tolerant to patient motion. The same considerations must be applied to 
TRAIL and ROCS that were discussed for Common SENSE, both for the total 
acquisition length and the SAR (see section 6.5.3 and figure 6.9).
It is possible to use the two coherences produced using full FoV TRAIL and ROCS to 
correct for distortion on a shot-by-shot basis because they provide two images at 
different TE times. If it were possible to extract this information from reduced FoV 
ROCS acquisitions it would provide a distinct advantage over the low frequency 
Common SENSE variant. It is likely that Common SENSE can readily be combined 
with SMASH or SENSE to provide a higher speed up factor without a prohibitively 
high reduction in SNR. The flexibility to produce the optimal frequency sensitivity 
function for the a given FoV and degree of speed up makes Common SENSE appear a 
strong method for reducing the effective readout time for the GE-EPI.
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6.6.2 TWIST (Tilted Wedge Inclined Slice Technique)
TWIST (Tilted Wedge based on Inclined Slices Technique) is another method that 
allows the production of full resolution images from pairs of images acquired with half 
the number of phase encoding steps and conventional hardware. TWIST differs from 
TRAIL and Common SENSE in that it does not use separate sinusoidal components of 
magnetisation to create spatial sensitivity profiles. Instead, TWIST uses the excitation 
of overlapping slices to gain images of the same slice but with different spatially 
varying ‘sensitivity profiles’. As with Common SENSE, TWIST images can be 
combined using reconstruction methods based on those used in SENSE. This allows the 
production of a full Field of View (FoV) image with uniform sensitivity from two half 
FoV images. In this section TWIST is explored as another technique that may be 
employed to reduce the effective readout time for GE-EPI to improve image quality.
6.6.2.1 Theory
The basic principle behind TWIST is to selectively excite slices with wedge-shaped 
profiles of magnetisation. The acquisition of each conventional rectangular slice is 
replaced with the acquisition of two separate wedge shaped slices. If the conventional 
slice has a near uniform spin density through the slice plane, the wedge shaped slice 
profile will be a good approximation to the conventional rectangular slice modulated by 
a sensitivity profile.
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Slice a  [3  Slice
volume VI volume V2
slth
FoV
Figure 6.15 The principle of TWIST
Two different triangular volumes of a standard slice are exciting in rapid 
succession. When images are taken with a reduced FoV the signal in each 
image, II and 12, is a product of the slice volume excited, VI and V2, and 
the spin density p within that volume. If the spin density through the slice 
is uniform the slice volumes may be used as sensitivity profiles to separate 
aliased signals such as those from positions a and b.
A slice o f an object with a spin density distribution o f p  is imaged, as shown in figure 
6.15, with triangular slice volumes VI and V2 each excited in turn. If the images I I  and 
12 are taken with a reduced FoV, such that positions a and b across the FoV are aliased, 
then the equations for the signal in the highlighted pixels o f I I  and 12 are
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11  “  P a l ' ^ a l  P b l ’ %>1
1 2  =  Pa2 * ^ a 2  +  P b2 * V b2
(6-1)
Where p is the spin density and V is the volume, both counted over the positions a and b 
and slice excitations 1 and 2. The excited volumes can be estimated as triangles with 
one side equal to the FoV  and the other the slice thickness slth. Alternatively, the 
profiles can be measured by taking full FoV wedge images and dividing by a standard 
slice; this removes the spin density p to leave values of V. The two equations 6-1 
contain 4 unknown values of p. However, if  we assume that the slice has a uniform spin 
density through its slth then
Substituting this into equation (6-1) gives a set of equations that can be solved for p.
These can be compared with equation 2-37 in chapter 2 (section 2.7) for SENSE; the 
difference is the substitution of sensitivity profiles for slice volumes. As with SENSE, if 
the spatial sensitivity functions (or spatial slice volumes) are known, aliasing can be 
removed effectively from reduced FoV images. SENSE samples all the magnetisation 
with a varying sensitivity; TWIST samples a varying fraction of the spins. Hence, for 
TWIST to work effectively equation 6-2 must be a reasonable assumption: the spin 
density through the slice must be reasonably uniform.
The excitation of the triangular profiles is achieved by an appropriate combination of 
gradients and RF pulses, as illustrated in figure 6.16. Consecutive slices are separated 
by half the slice thickness (slth) and are acquired alternately along the conventional 
slice-select direction (slices 0, 2, 4,...) and tilted by an angle 0 along the phase 
encoding (pe) direction, (slices 1,3,5,..., where &=atan [slth/FoV]). Due to the
P a l ~  Pa2 ~  P a  * P b l ~  Pb2 ® P b (6-2)
11 = P . V . 1 + pb Vbl
12 = pa .V ^ + p b Vb2
(6-3)
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overlapping of successive excitation profiles, partial saturation of signal from each slice 
occurs, resulting in the excitation of wedge-shaped slice profiles. In this way, signal 
intensity is linearly modulated across the FoV with the gradient of the applied 
modulation reversed between odd and even wedge slices (e.g. excited profile of slices 1 
and 2). With ideal saturation, adding the complementary signals obtained at full FoV 
from a pair of slices (e.g. slices 1 and 2) produces a sum of wedges (SoW) image 
equivalent to a ‘conventional’ acquisition (a parallel slice with a rectangular slice profile 
of thickness slth).
9 0 °  Med 9()0 T i l t e d90° 90°, 90° 'ilted
Readout 0 Readout 1 Readout 2
Saturation Saturation
Extra phase encoding A _ Agradients
Position along slice axis
TR
Slice 0
Slice 2
FoV
Phase encoding direction 
across slice I I Excited Profile 
Saturated Profile
Figure 6.16 The TWIST Pulse Sequence
In TWIST slices are alternately excited with a conventional slice profile and 
a tilted slice profile. The tilted slices have an offset of a slice thickness in 
the phase encoding direction. This is achieved via the application of an extra 
gradient in the phase encoding direction. After each RF pulse and readout 
the slice just acquired is saturated with an additional RF pulse. This means 
from slice 1 onwards wedge shaped profiles are excited in rapid succession.
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6.6.2.2 Methods
All experiments were performed on a SMIS MR5000, 4.7 T / 90cm system supported 
by Philips Medical Systems with a transmit / receive head birdcage coil and a head 
gradient set (Magnex, UK). Both 2DFT and EPI images were obtained.
For both the 2DFT-TWIST and the EPI-TWIST sequences that were implemented, an 
extra (sine) 90° pulse similar to that used for imaging was applied in combination with 
spoiler gradients just before the excitation of the subsequent slice to improve saturation. 
Maps of the sensitivity profiles imposed by the TWIST pulse sequence were generated 
using full FoV TWIST images and a reference image. The sum of the two full FoV 
TWIST images gave a reference image with approximately uniform sensitivity without 
the need for a separate acquisition. The sensitivity maps could be processed to remove 
noise by smoothing as described in chapter 5, section 5.2.3.
2DFT images of a tomato were obtained using the following parameters TR / TE / flip- 
angle=1.5s / 27ms / 90°, slice thickness=3mm. Full FoV TWIST images (10x10cm, 
256x96 matrix and 15nex) and half FoV TWIST images (10x5cm, 256x48 matrix and 
3 Onex) were acquired. A full FoV standard 2DFT image was also acquired using the 
same parameters (10x10cm, 256x96 matrix and 15nex). Two approaches were used to 
obtain sensitivity maps. Firstly, full FoV images were used to obtain measured 
sensitivity profiles by dividing the full FoV TWIST images by the SoW. Alternatively, 
the need for preliminary scans was avoided by assuming an ideal sensitivity profile (a 
linear variation from 0 to 1 (odd slices) and 1 to 0 (even slices) across the full FoV). 
The reconstruction methods used in SENSE were applied to the pairs of half FoV 
TWIST images (using the sensitivity maps) to yield an unaliased full FoV image.
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The GE-EPI sequence featured blipped phase encoding gradients with sinusoidal 
readout gradients [6]. The k-space data was re-gridded to a uniform 64x64 Cartesian 
matrix before being Fourier transformed to produce an image. Acquisitions performed 
with read gradients of opposite polarity were used to eliminate ghosting from non­
perfect read gradient refocusing and Bo inhomogeneity [27,28]. To ensure the sensitivity 
maps contain the same level of distortion as the half FoV images a two shot interleaved 
sequence was used. This method provides the same signal bandwidth per point along 
the phase encoding direction. Half FoV TWIST images were then acquired in a single­
shot. Full FoV (speed up factor R=2) images were reconstructed from the half FoV 
images, using sensitivity maps as previously described. A volunteer’s head was imaged 
using the following parameters Tr / Te=3.5s / 20ms, FoV=20cm, 4mm slice thickness, 
for a 64x64 matrix full FoV image the full-length readout duration was 26ms.
The theoretical SNR of TWIST was investigated using programs written in MatLab. 
Ideal wedge shaped profiles were used as input sensitivity functions. The ideal wedge 
shaped profiles were functions varying linearly from zero to one, and one to zero 
respectively, across the FoV. The SNR was calculated in the same way as described in 
chapter 5 section 5.2.5 using equation 2-40 restated here
SNR„ = (6-4)
V R x g
N.B. TWIST images will be referred to as having a ‘speed up factor R \  This is not 
exactly the same as the R described for SENSE. The SENSE R gives a reduction in the 
overall time taken to obtain the image data from sampling k-space with reduced density. 
For TWIST R describes the reduction in sampling density in k-space though this does 
not correspond to a reduction in the overall time taken to obtain the image data.
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To briefly recap, there are three factors taken into consideration to determine the SNR 
of TWIST using half FoV images (R=2). The first factor is the SNR performance of 
optimally combining full FoV TWIST images, given by SNRfUn (this was the ‘basic 
SNR’ of the coil array in chapter 5), as compared to the SNR performance of a 
‘standard’ image acquisition. When the full FoV TWIST images are reconstructed using 
the SENSE algorithm they produce an image with the same signal as a standard image 
(i.e. the signal is scaled to a factor of one). From chapter 5, the SNRfuu was estimated 
from the sensitivity maps S  at a position r using the following expression from 
references [8,35]
H  denotes the transposed complex conjugate of a matrix. 'fr is the receiver noise matrix 
that contains the level and correlation of noise between images used in the 
reconstruction. The level of noise in the full FoV TWIST images is uniform with spatial 
position. Additionally, the noise is not correlated between images acquired in 
consecutive readouts. This means Tr is equal to unity hence
The above equation demonstrates how the noise is summed in an optimally weighted 
combination of the images. The noise in the combined image is equal to the square root 
of the sum of squares of the sensitivity weightings of the two TWIST images at a given
1
(6-5)
NoisefnU
SNRfoll = (sS H)f/2 (6-6)
For full FoV TWIST images S = (VI V2)
SNRfllll = V v i J +V2 2 (6-7)
position. The signal is made to be at the same level so the signal SNRfUn is also equal to
this expression.
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The second factor to consider is the geometry factor g , at a pixel x, where S is the 
sensitivity matrix for given reduction factor, g  is calculated using equation 5-7 again 
from reference [8], which with 'F equal to unity is
by the square root of the reduction factor R.
6.62.3 Imaging Results
Figure 6.17 shows 2DFT TWIST images. Half FoV images (6.17a & 6.17b seen at the 
top of figure 6.17) were obtained from the two consecutive half duration readouts, with 
each readout performed using a different wedge shaped profile of magnetisation. On the 
left-hand side the measured sensitivity maps (6.17c & 6.17d) are shown, these were 
generated from full FoV TWIST images and a SoW reference image. A full FoV image 
(6.17e, below the sensitivity maps) is displayed, which was reconstructed using the 
sensitivity maps shown. On the right-hand side the estimated triangular profiles (6.17f 
& 6.17g) are seen under the half FoV images. A full FoV image (6.17h) was 
reconstructed using the triangular profiles shown. Both of the full FoV reconstructed 
images are compared to a full FoV reference image (6.17h).
(6-8)
The third factor is simply the SNR cost of sampling k-space less densely that is given
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Acquisition Further Details / Figure Time (a.u.)
2DFT Half FoV TWIST acquisition Figure 6.17a & b,
SENSE reco. from these in 
figures 6.17e & h
1 unit of time
Full FoV TWIST acquisition Not shown,
used to make maps in
figures 6.17c & d
2 units of time
Standard acquisition Figure6.17i 2 units of time
EPI Full FoV ‘standard’ acquisition 1-shot, BWPe=la.u. 
figure 6.18c
1 unit of time
Full FoV ‘standard’ segmented 
acquisition
2-shot 2-segment, 
BWpe=2a.u. 
figure 6.18d
2 units of time
Full FoV segmented TWIST 
acquisition
2-shot 2-segment, 
BWpe=2a.u 
figure 6.18a
2 units of time
Half FoV TWIST acquisition 1-shot, BWpe=2a.u 
figure 6.18b
1 unit of time
Table 6.2 A summary of the TWIST image acquisitions
The reconstructed 2DFT TWIST images show a reasonable correspondence with the 
reference image in figure 6.17. The TWIST image reconstructed without measured 
sensitivity maps (6.17e) shows a low level of ghosting within the image and in the 
background. This demonstrates that the estimated functions were able to separate the 
aliased signal with reasonable efficiency. There are several sources of error in the 
estimation of the wedge shaped profiles. Firstly, the slice profiles selected are unlikely 
to be perfectly rectangular, thus the wedges formed will also have a non-perfect 
triangular wedge shape. Secondly, any non-uniform spin density across the thickness of 
each slice will cause an additional, local deviation from the ideal triangular shaped 
function. The TWIST image that was reconstructed using the measured sensitivity maps 
(figure 6.17h) shows little ghosting within the image, demonstrating that the sensitivity 
maps can correct for most of these errors. If the sensitivity maps are smoothed or fitted, 
then any local sensitivity changes from the non-uniform spin density across the slice 
thickness is likely to be removed and an error will remain in the reconstructed image.
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Half FoV images
Measured TWIST Sensitivity Maps over 
the full FoV , used with a & b to make 
image e below
Estimated TWIST functions, used 
with a & b to make image h below
Reconstruction using estimated Reconstruction using estimated
functions above and half FoV images functions above and half FoV images
Reterence image
Figure 6.17 TWIST 2DFT Images
Half FoV images (a & b) were obtained from the two 
consecutive readouts in TWIST, with each readout 
exciting a different wedge shaped profile. On the left 
hand side are the sensitivity maps (c &d)  created 
from Full FoV TWIST images (not shown). These 
maps (c&d)  are used to reconstruct a full FoV 
image (e). On the right hand the estimated profiles (f  
& g) are used to reconstruct a full FoV image (h).
The full FoV reconstructed images (e & h) can be 
compared to a full FoV reference image bottom left. 
See table 6.2 for a summary of the details.
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In figure 6.18, a TWIST-EPI image formed from a pair of half FoV images is compared 
to a Sum of Wedges (SoW) image (6.18b, obtained by summing a pair of full FoV 
TWIST-EPI images), a standard single-shot image (6.18c) and a two shot interleaved 
image (6.18d). The full FoV TWIST image (6.18a) closely matches the reference 
(6.18b) with no visible signs of Nyquist ghosting. The TWIST-EPI image also exhibits 
the same reduction in distortion and blurring as the two shot, interleaved image while 
maintaining the temporal resolution of the single-shot image. In addition, the TWIST 
image dropout is reduced in the temporal regions as well as in the vicinity of the frontal 
sinuses.
Figure 6.18 TWIST EPI images
A TWIST image formed from a pair of half FoV images is compared to a summed 
pair of full FoV TWIST images (b), a standard single shot image (c) and two shot 
interleaved image (d).
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6.6.2A SNR Simulation Results
The SNR performance of a full FoV image, produced for the combination of half FoV 
TWIST images, is investigated in figure 6.19. The SNR of the TWIST image was scaled 
relative to the SNR of a standard image so that the standard image had a nominal 
uniform SNR of 1 across the FoV. The SNR of an optimum combination o f the lull FoV 
TWIST images (SNRfuii) was not uniform, but varied from 1 at the edges of FoV to 1/V2 
in the centre. This is because in the centre of the FoV the sum of the signal has the same 
level as a standard image; however, the sum of the noise in the images is ^2 greater.
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Figure 6.19 The SNR performance of TWIST
TWIST obtains a pair of images with wedge shaped sensitivity profiles. The SNR 
produced is investigated for the combination of both full FoV TWIST and half FoV 
TWIST images relative to the SNR of a standard image. The combination performed 
is a SENSE reconstruction for R=1 (full FoV) and R=2 (half FoV). All the factors 
that determine the overall reduction in SNR for reconstructing half FoV TWIST 
images are shown. These factors are the full FoV performance of TWIST, the g- 
factor that gives the noise amplification due to separating the aliased signals with the 
‘ideal’ triangular TWIST functions and the reduction in SNR (2°5) due to reduced 
sampling (of R=2).
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The SNR of a half FoV TWIST image combination (SNRr=2) was governed by the 
factors described in the previous section. All the factors that determine the reduction in 
SNR when reconstructing half FoV TWIST images are shown in figure 6.19. These 
factors are the full FoV performance of TWIST (SNRfUn), the g-factor that gives the 
noise amplification due to separating the aliased signals with the wedge shaped 
functions and the reduction in SNR due to reduced k-space sampling of y/R. The 
triangular wedge functions have a significant g-factor that varies from y/1 to around 1.25 
with position across the FoV. The combination of this with the SNRfUn and the y/1 
reduction factor leads to an SNR performance of between 1/2 to 1/2y/1 with the greatest 
reduction in the centre of the FoV compared to a ‘standard’ acquisition.
6.6.2.5 Discussion & Conclusion
The TWIST technique has been successfully tested on phantoms and healthy human 
volunteers with 2DFT and EPI methods. It can be readily used on any scanner as it only 
requires conventional hardware. In its simplest implementation, TWIST involves setting 
a separation between subsequent slices equal to half the slice thickness and tilting every 
other slice. TWIST can be applied to any multi-slice pulse sequence.
The value of TWIST may ultimately be limited by its SNR performance that is a factor 
of between 2 and 2y/1 worse than a standard image acquisition and is dependant on 
position with in the FoV. The SNR was estimated using ideal wedge shaped functions. 
The actual TWIST functions used will not be ideal wedges due to non-uniform slice 
excitation. There is also a phase component in the images that may not be consistent 
between each readout due to the excitation of different regions of magnetisation. Both 
of these factors may serve to improve the g-factor of the actual sensitivity functions
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imposed by TWIST, helping to maintain the SNR at more acceptable level. Similar 
considerations must be made for TWIST, as discussed for Common SENSE, with 
regard to the total acquisition length and SAR (see section 6.5.3 and figure 6.9). The 
TWIST implementation described here fell within SAR limits, though by removing the 
extra saturation RF pulses in figure 6.16, SAR can be reduced further.
TWIST images have one additional problem to be overcome for correct image 
reconstruction in the presence of a non-uniform through-slice spin density. There are 
two choices:
i) The ‘sensitivity’ may be mapped by image division and local ‘sensitivity’ variations 
caused by a non-uniform spin density remain. This results in correct image 
reconstruction, at the expense of being able to process the TWIST sensitivity maps to 
remove noise. Hence, very high SNR images are required to produce maps that avoid 
incurring an additional SNR penalty from propagating additional noise into the final 
images. Furthermore, if the sensitivity maps do contain local variations due to local spin 
density non-uniformity, some sensitivity to subject motion is introduced. This is 
because any movement of the subject could significantly change the ‘sensitivity’ 
information.
ii) The ‘sensitivity’ maps produced do not take into account local variations in spin 
density non-uniformity and so do not completely remove aliasing in the reconstructed 
image. This will result in a systematic image artefact.
TWIST reduces the distortions introduced by magnetic susceptibility gradients in the 
slice volume; blurring is also reduced due to a smaller level of signal decay during the 
readout. This is achieved by acquiring pairs of half FoV images, to halve the effective
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readout time while doubling the phase encoding bandwidth. In addition, through-slice 
image dropout is also reduced because of the smaller local effective slice thickness in 
the individual, wedge-shaped, half FoV images. This may make TWIST a useful 
sequence to employ for GE-EPI where brain regions of interest suffer from high levels 
of dropout such as the temporal lobes and frontal sinuses. However, SENSE can be used 
in the slice plane [36] to obtain twice as many slices in the same time period. This 
would allow slices to be obtained with half the slice thickness resulting in a similar 
improvement in levels of dropout as are provided by TWIST. The cost in SNR for 
SENSE in the slice plane is likely to be lower than for TWIST even for axial slices 
where the geometry of the head and neck may not allow ideal placement of array coil 
elements. With only a simple alteration of the GE-EPI pulse sequence TWIST can 
provide improvements in distortion, blurring and dropout making it a useful addition to 
existing methods that can provide some of these advantages.
6.6.3 Conclusions to ‘Further Ideas’ Section
TRAIL, ROCS and TWIST were used to reduce the effective scan time by half for 
2DFT images, and can be used to reduce the effective readout time in EPI by half. Also, 
all these methods used two half length readouts to form a pair of images that were 
combined to obtain a single full FoV image. All the methods presented in this section 
entail an increase in SAR. However, SAR did not prove a limitation for the work 
presented here, even at field strength of 4.7 T where more RF power is required than at 
lower field strength. For TRAIL and ROCS the reduction in SNR associated with this 
process is V2, and is uniform across the image FoV. The reduction in SNR for TWIST is 
greater and is non-uniform lying between 2 and 2^2 across the image FoV. For 2DFT 
image acquisitions the advantage of imaging with a reduced FoV would be a decrease in
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scan time. For this advantage to be realised a lengthy prescan must be avoided. Further 
work is needed to determine if the techniques can be performed reliably without the 
need for a prescan. TRAIL and ROCS are more sensitive to RF non-uniformity because 
they tend to rely on an accurate sinusoidal magnetisation profile being created.
The main aim of the methods presented in this section was to improve GE-EPI image 
quality, which is made worse at higher field strengths due to increased susceptibility 
related problems. TRAIL, ROCS and TWIST (like Common SENSE) are all methods 
that require longer total acquisition times. This is less important at higher field strength; 
shorter echo times are normally used and so two readout periods in rapid succession 
may be performed while still allowing a high number of slices to be obtained per TR 
time. Both of these factors suggest that all the methods presented in this chapter are 
most likely to find application at high (>1.5T) field strength.
TWIST and ROCS both reduce the levels of distortion and blurring seen in an image; 
TRAIL does not improve the distortion or blurring significantly in the implementation 
presented here. TRAIL can be used to correct for distortion [33] or can be used to 
readout two k-space lines per gradient reversal [37]. TWIST has an advantage over the 
other techniques due to the reduction of dropout from through slice spin dephasing, but 
it also has the worst SNR performance.
It is also noted that, for TWIST, when there is a non-uniform spin density across the 
thickness of each slice it will correspond to a local change of the sensitivity functions. 
This is an extra consideration for accurate sensitivity mapping and subsequent correct 
reconstruction of the images.
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6.7 Conclusions
Methods have been presented for reducing effective readout times through the 
consecutive generation of two images. Two half FoV images are acquired consecutively 
with the same contrast and complimentary sensitivity profiles. Unaliased images may 
then be created using processing methods from SENSE. The sensitivity profiles can be 
easily manipulated for best SNR performance. The minimum SNR penalty is y/1 and is 
uniform across FoV independent of coil or slice orientation. No special hardware is 
required and quadrature signal detection is preserved.
The main application of these methods is to GE-EPI at high field strengths (>1.5T). 
Common SENSE and TWIST should be a useful means for significantly reducing 
blurring and distortion in EPI images, with little artefact, since recombination is 
performed in image space. TWIST also improves dropout from through slice dephasing, 
but this advantage is offset by worse SNR performance. Common SENSE and TWIST 
may be used in conjunction with partial Fourier and parallel imaging techniques to 
further increase the performance of GE-EPI.
Two modes of operation for Common SENSE have been described. For use with EPI, 
the low frequency variant of Common SENSE should provide greater robustness to 
movement and Bi inhomogeneity. However, the strength of the Common SENSE (and 
TRAIL) pulse sequence is that any frequency of sensitivity modulation can be easily 
imposed across the object. This allows the use of the same pulse sequence to perform 
prescans for sensitivity mapping, distortion corrections, Bi uniformity corrections and 
image acquisitions that are tailored to the subject and protocol. It is hoped that, in
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certain situations, Common SENSE will also improve the performance of parallel 
imaging by augmenting SENSE array coils sensitivity functions.
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7. Thesis Conclusions
In this section a brief summary of the important conclusions from this work are 
presented. These conclusions are discussed with reference to future work arising form 
the ideas presented here. The four main projects presented in each chapter of this thesis 
can be separated into two parts.
Firstly, there is SPENT and its application to bone imaging. In this section SPENT is 
discussed as a technique to obtain a global measure of structure. The future for its 
application in the assessment of bone is discussed. Furthermore, if SPENT can be useful 
for investigating bone can it be used in other applications?
Secondly, the use of the 4-coil array on the 4.7 T system is discussed with regard to the 
most beneficial applications, and further development. The array coil can be used to 
speed up imaging using SENSE [1] (or other related parallel imaging methods). The 
applications that would benefit from SENSE are summarised. One application of 
SENSE is to reduce the length of the GE-EPI readout. This is also the aim of Common 
SENSE, TRAIL and TWIST. The relative merits of these methods for the purpose of 
improving GE-EPI at high field strength are discussed.
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7.1 SPENT and its Application to Imaging Bone
SPENT did not increase the ability to resolve individual structures and does not 
fundamentally increase the information gathered per unit time (i.e. the time taken to 
traverse k-space is not reduced and the SNR of the information gathered is the same). 
However, SPENT images do give some structural information about an object that 
would normally be displayed in an image of 3 times the resolution. Hence, if SPENT 
images can provide useful structural information about a sample, particularly in a single 
orientation relative to the structure, then a reduced area of k-space can be targeted. The 
subject for the next section is what structural information is being obtained - particularly 
in bone?
7.1.1 The Contrast Produced by SPENT
SPENT was found to give a signal that was dependent on the level of uniformity of 
magnetisation within a voxel. The level of uniformity in different directions could thus 
be investigated. While there appeared to be little benefit form performing SPENT to 
resolve individual structures, the global signal intensity produced by the SPENT images 
was thought to relate to the structure of an object in some way. By dividing SPENT 
images by the same resolution ‘standard’ image a Normalised SPENT (N-SPENT) 
image was obtained.
Simulations in section 3.4.1, showed that there was a non-linear relationship between 
the global N-SPENT signal and both the size and density of ‘holes’ placed in a uniform 
object. The exact correspondence between the structure and the N-SPENT signal was 
not clear. In contrast, for the bone samples, the N-SPENT signal gave a very high 
correlation to the BMD even when measured in a single direction. The N-SPENT global
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signal is unlikely to be directly measuring BMD so further analysis is required to 
identify exactly what the N-SPENT global signal represents. Further simulation using 
different structures in the object should provide the answer to this question. Of 
particular interest would be to use the same amount of structure and change the level of 
order. This should simulate an object with the same density but different architecture. In 
addition, simulating a structure that is a closer correlate to bone should help to bring a 
greater understanding of what exactly has been measured.
7.1.2 Further Applications of SPENT
SPENT can be viewed in two ways. Firstly, (as discussed previously) it is a method to 
gain some measure of structure. This was found to be most useful as a global N-SPENT 
value; a measure of how homogeneous the pixel’s magnetisation is on average in a 
certain direction. With improved understanding of exactly what the N-SPENT signal 
correlates to, a better idea will be gained of what additional structure or tissue SPENT 
may be useful for investigating. It seems likely that tissue such as bone that contain 
strong ordered structure, with two quite different tissue types (in terms of MR contrast), 
may also find application for SPENT.
SPENT may also be viewed in terms of k-space coverage. SPENT uses different k- 
space ‘tiles’ (see figure 3.4). If structural information is contained within a certain k- 
space region then SPENT is a way to target less of k-space. Interestingly, in highly 
ordered structure, such as a striped object, with stripes that are around the width of a 
pixel (somewhat like the imposed modulation deliberately created for TRAIL / ROCS 
in figure 6.12) more signal can be found further from the centre of k-space. If more 
‘phase wraps’ are applied to the signal before image acquisition (i.e. a larger gradient
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applied in figure 3.2 to put multiple phase wraps across each pixel as opposed to just 
one in figure 3.3) then a tile further from the centre of k-space will be obtained with a 
narrower width. This approach could target even smaller k-space regions containing the 
structural information desired, or alternatively, a larger region of k-space could be 
reconstructed in different sized tiles to attempt to extract more specific information.
One additional way to develop this work is to examine different ways to display the 
directional information obtained, especially by using 3D data sets that may be divided 
into separate ‘cubes’ (see section 4.3.4.2, particularly figure 4.4). This produces a value 
for the level of homogeneity in each direction and could be displayed as a ‘tensor’, 
somewhat like a diffusion tensors [2,3]. It is not known if this would yield additional 
information, particularly in anisotropic structure such as bone.
7.1.3 MRI Methods to Measure Bone Strength In Vivo
The global N-SPENT signal correlated very highly to BMD using a multislice spin echo 
sequence (1mm slice thickness 0.3125micron in-plane resolution). The global N- 
SPENT signal level should be able to be measured using receiver coils with non- 
uniform sensitivities and using relatively low resolution multislice slice images. These 
factors provide strong encouragement that the results found here using samples, a 
relatively uniform receiver coil and a field strength of 7 T, should be repeatable in vivo 
at clinical field strengths (-1.5T). R2’ has already been used to obtain an MR measure 
of bone strength [4,5] and in combination these parameters could give a better measure 
of bone status than BMD area measured by DEXA. As a result of the work presented 
here a grant application will be made to perform in vivo measurements of N-SPENT 
and R2’ using MRI, and BMD using DEXA, to study the prevalence of fracture.
259
Speed and Contrast in Magnetic Resonance Imaging
7.2 Using the 4-element Array Coil; High Resolution Imaging
A 4-element array coil for use on the head at 4.7 T was evaluated in chapter 5. The array 
coil provided improved SNR over much of the head in comparison to a 28cm head 
birdcage coil. This allowed the acquisition of images with improved resolution using an 
FSE sequence developed by the group [6,7]. A clear application for the array coil is 
high resolution structural imaging of the brain. The in-plane resolution achieved was 
0.35mm with a 2mm slice thickness and 17 slices in 5mins 40s. The high SNR that is 
apparent from visual inspection of these images (see figures 5.17-5.19) indicates a 
higher in-plane resolution or a smaller slice thickness could be used while maintaining 
an acceptable SNR throughout the image. Even higher resolution may be obtained in 
peripheral brain regions where work to examine cortical structure is currently being 
undertaken.
There are two main problems associated with images at this resolution that both occur 
from subject motion during the image acquisition. Firstly, it is likely that some blurring 
of image detail may occur from slight movements (tenths of a millimetre). In addition, 
gross movement of the subject during the scan, which may only be for a very short 
period before returning to approximately the same position, can result in severe 
ghosting image artefacts. Further development of high resolution imaging using the 
array coil will focus on these issues. The extra data obtained by coil arrays has been 
used for a number of related purposes. It may provide its own navigators echoes to 
determine if  a line of k-space data has been corrupted [8], or be used to correct for 
motion [9]. The data that is defined as being corrupted may be regenerated using 
SENSE or SMASH reconstruction methods to reduce motion related artefacts. There
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has also been some initial work towards determining and correcting for the motion that 
has occurred [10].
One further problem of image quality that is present in the FSE images is the ghosting 
created from the PSF of the FSE technique. To prevent large side lobes of the PSF 
creating blurring of signal from nearby voxels a technique called ‘feathering’ was used 
[7]. This moves strong side lobes of the PSF to the edge of an object. However this 
requires a wide FoV to be used so that the additional signal from the PSF lies outside 
the object. Array coils have been used to remove ghosting [11]. It should be possible to 
use the different array coil images to remove this artefact.
7.3 SENSE and Common SENSE with a TWIST
7.3.1 Using SENSE to Speed up Data Acquisition
The array coil can be used to speed up imaging. However, this always comes at a cost in 
SNR that has a minimum value of the square root of the speed up factor. Thus, it is 
important to identify those techniques that would benefit from using SENSE and those 
that, instead, demand the array to be used with the highest possible SNR. Standard 
spectroscopy methods such as PRESS [12,13] do not use Fourier encoding for spatial 
localisation. This means that SENSE cannot be used to ‘speed up’ the acquisition. 
However, the array coil can allow significant gains in SNR especially in voxels 
positioned in peripheral brain regions. A free choice of voxel position is also 
maintained, unlike a single surface coil that is limited by its localised sensitivity. 
Spectroscopic imaging (or Chemical Shift Imaging CSI as it is also known) [14] often 
uses two phase encoding directions to encode spatial position of spectra. Due to the long 
readout length and low concentrations of the metabolites of interest, a low spatial
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resolution is typically obtained. The PSF associated with limited k-space coverage 
spreads far (spatially) across the image resulting in blurring of information. By applying 
SENSE in 2D a significant increase in the spatial resolution of the data could be 
obtained in the same total time. This would improve the PSF of the spectra. If an 
increase in SNR was required images from the different pixels could be averaged. This 
would still result in better spatial definition of the information when compared to a 
lower resolution acquisition of the same length. 2D SENSE with a speed up factor of 
1.5-2 in each direction was demonstrated to be efficiently performed by the 4-coil array. 
Hence, the use of the array coil with SENSE is expected to improve the performance of 
CSI.
SENSE in 2D is also envisaged for improving the speed of 3D structural sequences such 
as 3D FLASH. There may be other circumstances when other structural sequences may 
be improved by using SENSE, because it enables a reduction in scan time, for example 
when patients cannot keep still for extended periods. The final goal for using the array 
coil for parallel imaging is to improve the image quality of GE-EPI at high field 
strength. This is to maximise the benefit of BOLD contrast increases found at high field 
for fMRI experiments [15,16] and will be discussed in the next section.
7.3.2 Methods to Improve GE-EPI
Increased levels of distortion, blurring and dropout are suffered at higher fields due to 
increased magnetic susceptibility gradients [17], and correspondingly, faster T2* decay. 
All of the methods presented in this section are designed to decrease the effective 
readout time. Various methods to achieve this goal are presented with a qualitative 
assessment based on the literature [1,18] in table 7.1 below. It is noted that table 7.1
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does not contain every method, or indeed, different implementations of these techniques
to try to circumvent their limitations.
Method Standard 1 shot
45/90
Fleet/Mesh
2-shot
segmented Partial Fourier
SENSE at 
speed up 
factor 2 along 
PE axis
Distortion
(a.u.) 1 1/ 2 1/ 2 1 1/ 2
Blurring 
(standard / 
improved)
standard improved improved
may be slightly 
improved in some 
circumstances
improved
Ghosting 
(standard / 
worse / 
poor)
standard poor worse worse standard
Dropout 
(standard / 
improved)
standard standard standard standard standard
SNR (a.u.) 1 1 /y/2. 1 ~MyJ2
Myp. (for most 
slice
geometries)
Hardware standard standard standard standard
RF coil array 
and multiple 
receive 
channels
Temporal
Res.(a.u) 1 1 2 1 1
Volume 
coverage 
(improved \ 
standard \ 
reduced)
standard
reduced 
(amount is 
TE
dependent)
slightly
improved slightly improved
slightly
improved
Motion 
sensitivity 
(standard / 
worse
standard standard worse standard standard
Table 7.1 Qualitative summary for various methods to reduce blurring and 
distortion in GE-EPI images
In table 7.1, various methods are presented for reducing the effective duration of the 
GE-EPI readout. To reduce distortion and dropout when compared to standard EPI, 
without decreased temporal resolution or increased ghosting, SENSE appears to be the 
only method available. SENSE entails the use of new hardware, a reduction in SNR of 
\fl (compared to an image using the same hardware with no speed up i.e. R=l) although 
this is increased for certain slice geometries. SENSE is generally limited to a reduction
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in readout duration of 2-2.5 for its application in the phase encoding direction (there are 
no clear advantages from its employment in the readout direction).
Method
Common 
SENSE (low 
frequency)
Common
SENSE
(ROCS)
TRAIL (for the 
implementation 
described here)
TWIST
Distortion (a.u.) 1/ 2 1/ 2 1 1/ 2
Blurring (a.u.) improved improved improved improved
Ghosting 
(standard 1 
worse / poor)
standard standard standard standard
Dropout 
(standard / 
improved)
standard standard standard improved
SNR (a.u.) 1 ly/2 1 lyJ2 My/2. ~2-2 y/2
Hardware standard standard standard standard
Temporal
Res.(a.u) 1 1 1 1
Volume 
coverage 
(improved \ 
standard \ 
reduced)
reduced 
(amount is 
TE
dependent)
reduced 
(amount is 
TE
dependent)
reduced (amount 
is TE dependent)
reduced (amount 
is TE dependent)
Motion 
sensitivity 
(standard / 
worse
standard standard standard
may be worse due 
to ‘sensitivity’ 
dependence on 
spin density
Table 7.2 Qualitative summary for new methods presented in chapter 6 to reduce 
blurring and distortion in GE-EPI images
In table 7.2 the methods developed in chapter 6 are summarised. Unlike the single-shot 
segmented sequences in Table 7.1 all of these methods should be robust to ghosting 
because the data is reconstructed in image space rather than k-space. In addition none of 
the methods in Table 7.2 require new hardware. Both Common SENSE and TWIST 
improve distortion and blurring, but they also maintain temporal resolution and have 
reasonable volume coverage at short TE times. Common SENSE has an SNR penalty of 
y/2 (the same as SENSE) independent of slice geometry (unlike SENSE). However, 
different RF coils are normally used for SENSE and a direct, general comparison 
between the techniques is difficult. With the exception of worse SNR that varies 
between 2-2*J2, the performance of TWIST is similar to Common SENSE. However, 
TWIST is the only method to reduce dropout as well as distortion and blurring due to
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the smaller effective slice thickness that it uses. Additionally, TWIST may suffer from 
either worse ‘ghosting’ if  through slice spin density non-uniformity is not taken into 
account. Alternatively, motion sensitivity is introduced if  the through slice spin density 
non-uniformity is introduced into the ‘sensitivity maps’. Further work is required to 
determine if significant extra motion sensitivity or ghosting is introduced by through 
slice variation in spin density for TWIST.
Both Common SENSE and TWIST should have advantages (discussed above), 
particularly in certain situations. Thus, they should be regarded as additional methods to 
compliment those displayed in table 7.1 that require further investigation. There are 
many situations where Common SENSE could be used in addition to SENSE. SENSE 
coils are generally designed for imaging with a certain FoV and normally perform better 
in certain slice orientations. Common SENSE should be able to provide additional 
flexibility for choice of these parameters, or, provide a greater reduction in the effective 
readout time. TWIST is likely to be useful in providing similar gains in image distortion 
and blurring in applications where dropout is a particular problem, rendering the 
decrease in SNR an acceptable penalty.
TRAIL has been used to map Biand Bo (for subsequent distortion correction) [19,20], to 
obtain two k-space lines per gradient reversal [21], and has been submitted for 
publication [19]. Common SENSE and TRAIL have been patented [22], additionally, 
papers are being prepared on both Common SENSE and TWIST.
All of the methods presented here need to be validated in future work using fMRI 
experiments at high field strength, where they are most likely to be employed.
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