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Abstract
Using a Markov chain approach and a polyomino-like description, we study some asymptotic properties of runs of
geometrically distributed random variables. We analyze the limiting trajectories, the number of runs and the run length
distribution, the hitting time to a length k run and the maximum run length. c© 2002 Elsevier Science B.V. All rights
reserved.
1. Introduction
During the LATIN 2000 Symposium in Montevideo, our attention was attracted to a talk given
by A. Knopfmacher on the run statistics for geometrically distributed random variables (RV). The
corresponding extended abstract by Grabner et al. [8] presented an interesting set of results on the
asymptotic properties of runs. Let a GEOM(p) RV, with distribution p(i) :=pqi−1; q := 1 − p.
The combinatorics of n i.i.d GEOM(p) RV has attracted recent interest: let us mention the skip
list [12] and the probabilistic counting [13]. Ascending runs statistics play a signiBcant role in the
behaviour of sorting algorithms (see [14]). We discovered that a Markov chain approach could lead
to further asymptotic results on the runs of equal consecutive values.
In this paper, continuing an approach we had started in [15–17], we consider the runs either as a
stochastic process or as a polyomino. This allows the derivation of several asymptotic distributions
of RV and processes such as: limiting trajectories, number of runs and run length distribution, hitting
time to a length k run and maximum run length.
The paper is organized as follows: in Section 2, we present the associated Markov chain and
the limiting trajectories. Section 3 is devoted to some simulations and the maximum run length
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distribution. Section 4 concludes the paper. The appendix provides some technical tools which are
necessary in Section 3.2.
2. Associated Markov chain and limiting trajectories
In this section, we Brst describe the runs process as a Markov chain. We then study the limiting
trajectories and the runs number distribution. We Bnally analyze the run length distribution.
2.1. Stochastic analysis
Our probabilistic model is the following: we consider a sequence of i.i.d. GEOM(p) RV. A run
is deBned as a sequence of equal consecutive values. It is immediately checked that we can see the
runs as a Markov chain, the states of which are given by the possible values i of the GEOM(p)
RV. The transition matrix is given by
(i; j)=p(j)=(1− p(i)); j = i; (1)
and the process stays, at each state i, for a length L(i), with another GEOM(p(i)) distribution:
’(i; l) :=Pr[L(i)= l] =p(i)l−1(1− p(i)): (2)
The chain  is irreducible, strongly ergodic, and reversible.
Several useful parameters are computed as follows.
The stationary distribution  of (1) is readily given by
(i)= p(i)(1− p(i))
with
=1
/ ∞∑
i=1
p(i)(1− p(i))= 1 + q
2q
:
The Brst moments of L(i) are given by
IL(i) = E(L(i))=
∞∑
l=1
l’(i; l)= 1=(1− p(i));
s2(i) =
∞∑
l=1
l2’(i; l)=
1 + p(i)
(1− p(i))2 : (3)
The probability generating function (PGF) F(i; z) of the run length is given by
F(i; z)=
∞∑
l=1
zl’(i; l)=
(1− p(i))z
1− p(i)z :
For further use, let us deBne
(i; l) :=
∑
w6l
’(i; w)= 1− p(i)l (4)
G. Louchard / Journal of Computational and Applied Mathematics 142 (2002) 137–153 139
and
IL(i; l) :=
∑
w¡l
w’(i; w):
Let us denote by M the number of runs. Let us Brst Bx M to m and let us consider the total length
X (m) (number of GEOM RV) of m runs:
X (m)=
m∑
k=1
L(ik);
where i1 : : : im are the successive GEOM values. By the ergodic theorem, we know that
E(X (m)) ∼ m IL;
where
IL=
∞∑
i=1
(i) IL(i)= 
and
E(X (m)2) ∼ ms2 + 2m
∞∑
k=1
Ck;
s2 =
∞∑
i=1
(i)s2(i)= 
∞∑
i=1
p(i)(1 + p(i))=(1− p(i));
Ck =
∞∑
i=1
∞∑
j=1
(i) IL(i)k(i; j) IL(j): (5)
2.2. Limiting trajectories
The computation of VAR(X (m)) can be done as follows. First, we note that
∞∑
i=1
∞∑
j=1
(i) IL(i)(i; j) IL(j)
can be written as

∞∑
i=1
∞∑
j=1
j =i
p(i)
1− p(i)
p(j)
1− p(j) :
More generally,
∑
i
∑
j (i) IL(i)
k−1(i; j) IL(j) is given by

∞∑
i1=1
∞∑
i2=1
i2 =i1
: : :
∞∑
ik=1
ik =ik−1
p(i1)
1− p(i1)
p(i2)
1− p(i2) : : :
p(ik)
1− p(ik) :
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Also, p(i)=(1− p(i)) is given by
pqi
q
[
1 +
pqi
q
+
(
pqi
q
)2
+ · · ·
]
:
So, generalizing [16,17], we build a polyomino as follows: we choose a starting integer i. We
construct L(i) copies of this integer. We call this a run. Then, we choose another integer j = i
and construct the corresponding run, etc. A polyomino of m runs has a total number of integers
X (m)=
∑m
k=1 L(ik). Let us call  the total size of the polyomino, i.e. the sum of all integer values:
 :=
m∑
k=1
L(ik)ik :
We mark  by x; X by z; m by w and the value of the last integer im by . The quadrivariate generat-
ing function (GF) is now given by (we omit the details, the technique is described in [16] and [17]),
(w; ; x; z|i)=A2(w; ; x; z|i) + A1(w; ; x; z)H2(w; x; z|i);
where
H2(w; x; z|i)=A2(w; 1; x; z|i)=g(w; x; z);
g(w; x; z)= 1− A1(w; 1; x; z);
A2(w; ; x; z|i)= 
iwxiz
1− xiz
/[
1 +
wxiz
1− xiz
]
;
A1(w; ; x; z)=
∞∑
i=1
A2(w; ; x; z|i):
Now, we derive from (5)
VAR(X (m)) ∼ m[s2 − IL2] + 2mS;
where
S : =
∞∑
k=1
∞∑
i=1
∞∑
j=1
(i)( IL(i)− IL)k(i; j)( IL(j)− IL):
It is now easy to check that S can be written as
S = lim
w→1

 ∞∑
i=1
∞∑
j=1
[ j]
{
A2(w; ; x∗; z∗|i)− w ix∗iz∗=(1− x∗iz∗)
w
+
A1(w; ; x∗; z∗)A2(w; 1; x∗; z∗|i)
wg(w; x∗; z∗)
}
−
IL2w
1− w


with x∗= q; z∗=p=q, which leads to x∗iz∗ ≡ p(i). Set w=1− ". We note that g(1; x∗; z∗)= 0. So
we obtain
S = lim
"→0
[
−
IL2
"
+ IL2 +  I’2 + 
[
− I’1(1)
gw"
+
I’1;w(1)
gw
− I’1(1)gww
2g2w
]]
; (6)
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where
I’2 =
∞∑
i=1
[
p(i)
1− p(i)
/[
1 +
p(i)
1− p(i)
]
− p(i)
1− p(i)
]
=
∞∑
i=1
− p(i)2=(1− p(i));
’1(w)=
∞∑
i=1
∞∑
j=1
w2
p(i)
1− p(i)
p(j)
1− p(j)
/{
w
[
1 +
wp(i)
1− p(i)
] [
1 +
wp(j)
1− p(j)
]}
:
We derive next I’1(1)= 1 so the singularity in (6) is removed.
gw =−
∞∑
i=1
p(i)(1− p(i))=− 1=;
gww =
∞∑
i=1
2p(i)2(1− p(i))= −2q(2q
2 − q− 1)
(1 + q)(q2 + q+ 1)
;
I’1;w(1)=
∞∑
i=1
∞∑
j=1
[p(i)p(j)− p(i)2p(j)− p(i)p(j)2]= 1− 2
∞∑
i=1
p(i)2 =
3q− 1
1 + q
:
After all algebra, this Bnally leads to VAR(X (m)) ∼ m#2, where
#2 =
−(q3 − q2 + 2q− 2)(1 + q)
4q2(q2 + q+ 1)
:
We can check that our Markov chain is ’-mixing (see for instance [4], p. 168) and we apply the
Functional Central Limit Theorem [4, p. 174, Theorem 20:1]. We obtain the following result, where
B(t) is the standard Brownian motion (BM).
Theorem 2.1.
X ([Nt])− ILNt
#
√
N
⇒ B(t); N →∞; t ∈ [0; 1]:
Let us now condition on X (m)= n. N becomes a RV. A realization of X for Bxed n is given by
Theorem 2.1, where we stop at a random time m such that X (m)= n. Proceeding as in [15] it is
easy to check that this amounts to Bx N = n= IL in the denominator of Theorem 2.1 and we obtain
the following result.
Theorem 2.2. Conditioned on X (m)= n,
X ([mt])− ILmt
#
√
n= IL
⇒ B(t):
Moreover, from [18], the RV M := number of runs is such that
M ∼N(n'1; n#21); (7)
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where
N := a Gaussian (normal) RV;
'1 = 1= IL=
2q
1 + q
;
#21 = #
2= IL3 =
2(1− q)(q2 + 2)q
(1 + q)2(q2 + q+ 1)
:
This is actually an application of the Renewal Theorem.
Property (7) was already found in [8].
Let us Bnally remark that we have taken here the opposite of our usual route: we have started
from a Markov chain and constructed the corresponding polyomino, in contrast to our previous work
on directed animals and compositions.
2.3. Runs length distribution
For large m (or n), the asymptotic PGF of the stationary distribution of the run length L is given
by
∞∑
i=1
(i)F(i; z)= z
∞∑
i=1
p(i)(1− p(i))2
1− p(i)z : (8)
All moments of this distribution can be derived from (8) by setting z=es and expanding wrt s. Of
course, we recover E(L)= IL and E(L2)= s2. Moreover, expanding (8) wrt z gives the asymptotic
distribution IF(l) of the run length L: IF(l) :=Pr[L= l]. For instance,
IF(1)=
4p2 − 9p+ 6
2(p2 − 3p+ 3) ;
IF(2)=
p(2p2 − 4p+ 3)(1− p)
(p2 − 3p+ 3)(p2 − 2p+ 2) ;
IF(3)=
p2(4p5 − 24p4 + 61p3 − 82p2 + 60p− 20)(p− 1)
2(p2 − 2p+ 2)(p2 − 3p+ 3)(p4 − 5p3 + 10p2 − 10p+ 5) :
The distribution is geometrically decreasing.
We have done a simulation of U =2000 sequences of n=10000 GEOM(0:75) RV (this simulation
will be extensively used in Section 3), leading to 8004396 runs. The observed and limiting run length
distributions are given in Fig. 1. The Bt is quite good. A )2 test with 16 classes gives 10:45, which
corresponds to a level of signiBcance 0:79.
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Fig. 1. Run length (observed = circle, asymptotic = line).
3. Simulations and maximum run length distribution
In this section, we Brst present some trajectories simulations. We then study the hitting time to a
length k run and the maximum run length distribution.
3.1. Realizations
We have simulated a typical trajectory for X (i) for n=10000; p=0:75. This has given M =3997
runs. The unnormalized trajectory is given in Fig. 2, which shows a “Blament silhouette”. The nor-
malized trajectory for (X (i)− ILi)=#√M and (X (i−1)− ILi)=#√M , showing the run length is given in
Fig. 3. Of course, both trajectories are asymptotically equivalent for n→∞. A zoom on i=[530 : : : 550]
is given in Fig. 4. We have also checked the asymptotic Gaussian property of M as given by (7).
This is shown in Fig. 5. A )2 test with 14 classes gives 12:87, which corresponds to a level of
signiBcance 0:46.
3.2. Hitting time and maximum run length distribution
In this section, all vectors and matrices will be written in bold. Let us deBne Tk := the time
(counted in terms of number of GEOM RV) necessary to obtain a run of length k. We sethi :=Ei(Tk),
(when possible, we drop the k for ease of notation). With (4), we derive
hi = [ IL(i; k) + kp(i)k−1] + (i; k − 1)
∞∑
u=1
u =i
(i; u)hu: (9)
144 G. Louchard / Journal of Computational and Applied Mathematics 142 (2002) 137–153
Fig. 2. Unnormalized X (·).
Fig. 3. Normalized X (·), with run length.
By (2), we observe that ’(i; k)=O("); " :=pk; k →∞, uniformly on i, and by standard properties
of Markov chains (see [10,1–3]), we know that the hitting time to k is such that
hi =
D(i)
"
+  (i) + O(") (Actually a Laurent series exists for " suMciently small)
Pri[Tk¿ x] ∼ e−x=hi ; x →∞: (10)
We will soon check that D is independent of i. First we note that
IL(i; k) + kp(i)k−1 = IL(i) + O("):
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Fig. 4. Unnormalized X (·), with run length (zoom).
Fig. 5. Observed and limiting M distribution.
Eq. (9) leads to
D(i) + " (i) = " IL(i) +

 ∞∑
u=1
u =i
(i; u)[D(u) + " (u)]

 (1− p(i)k−1) + O("2)
=D(i) + O("): (11)
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IdentiBcation of " powers in (11) leads to [I −]D=0, which conBrms that D is independent of
i. Now we premultiply (9) by . This leads to
h= IL+ h −
∞∑
i=1
∞∑
u=1
u =i
p(i)p(u)p(i)k−1hu + O(")
or
0= IL− 
∞∑
i=1
p(i)k
∞∑
u=1
p(u)hu + 
∞∑
i=1
p(i)k+1hi + O(")
= IL− Dpkq="+ O("):
Therefore, we obtain D=1=q. We proceed now as in [16]. Let M(n) := maximum run length based
on n GEOM(p) RV. We know that
Pr[M(n)¡k] = Pr[Tk¿ n+ 1]:
We start our asymptotic analysis by Brst using (10):
Pr[M(n)¡k] ∼ exp[− exp[log n− k log(p−1)− logD]]; n →∞
Set now k := j + 1; D1 =p=D=pq. We derive the following theorem
Theorem 3.1. Let
1 := j − [log n+ logD1]=log(p−1)
Then; with integer j and 1=O(1);
Pr[M(n)6 j] ∼ G1(1); n →∞
where G1(1) := exp[− exp[− 1 log(p−1)]]. Let
 1(n) := log(D1n)=log(p−1)
and 1= j− 1(n)−{ 1(n)}. Asymptotically; the distribution is a periodic function of  1(n) (with
period 1); which can be written as
log Pr[M(n)6  1(n)+ k]e−{ 1(n)} log(p−1) →
n→∞− e
−k log(p−1):
We also have
Pr[M(n)= j] ∼ f1(1)
where f1(1) :=G1(1)− G1(1− 1).
The asymptotic moments of M(n) are also periodic functions of  1(n). They can be written
as Harmonic sums which are usually analyzed with Mellin transforms (see [7]). The asymptotic
non-periodic term in the moments of M(n) is given by the following result.
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Theorem 3.2. The constant term IE in the Fourier expansion (in  1(n)) of the moments of M(n)
is asymptotically given by
IE[M(n)−  1(n)]i ∼
∫ +∞
−∞
1i[G1(1)− G1(1− 1)] d1:
Proof. We need a rate of convergence property for Theorem 3.1. Indeed, the analysis of this type
of Harmonic sums is detailed in [6], where the author uses bounds for tail estimates. In our case,
there will be established as follows. From Keilson [10], we know that
|Pri[Tk¿ x] ∼ e−x=hi |6C
[
h(2)i
2h2i
− 1
]1=4
for some cst C, uniformly on x and h(2)i :=Ei(T 2k ). Now, by (A.1) and (A.4),
h(2)i
2h2i
− 1=O(pk):
For k log(p−1), respectively, given by log n − log log n; log n and 2 log n, the error bounds are
(log n=n)1=4; 1=n1=4 and 1=n1=2, which are suMcient to establish our conclusions, following the lines
of [6].
It is well known that the extreme-value distribution function e−e−x has mean 4 and variance 2=6.
From this, we can for instance derive
IE[M(n)] ∼  1(n) + 12 +
4
log(p−1)
: (12)
The other periodic terms of the moments have very small amplitude (see [7]).
From Hitczenko and Louchard [9], we also know that
VAR[M(n)] ∼ 
2
6 log(p−1)2
+
1
12
: (13)
The dominant term (log n) of (12) is already given in Grabner et al. [8]. The observed and lim-
iting distribution function (DF) are given in Fig. 6 (observed = circle, asymptotic = line). The
limiting DF is given by G1[j −  1(n)] and, due to the sensitivity of G1 to the mean, we have
taken  1(n)= IM0(n)− 12 − 4=log(p−1) where IM0(n) is the observed mean =28:8425 : : : : The lim-
iting mean IE(M(n)) is given by (12) and leads to 31:11270630 : : : : A )2 test with 14 classes
gives 11:29, which corresponds to a level of signiBcance 0:50. (We have here 12 degrees of free-
dom). Actually, n=10000 is not large enough to entail the validity of our mean asymptotic ex-
pression. But larger simulations are time-consuming. So we have tested a sample of 100 sequences
of 40 000 GEOM(0:75) RV. This has given an observed mean 33:03 that we must compare with
the asymptotic value 33:52212715 : : : : After normalizing with (13), this leads to a normalized value
1:10 which corresponds to a level of signiBcance 0:27 for a N(0; 1).
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Fig. 6. Observed and limiting M distribution function.
Let us now consider the maximum run length of type u. We derive
hi(u) = IL(i) +
∞∑
j=1
j =i
(i; j)hj(u); i = u;
hu(u) = [ IL(u; k) + kp(u)k−1] + (u; k − 1)
∞∑
j=1
j =u
(u; j)hj(u):
Proceeding as above, with now " :=p(u)k , we obtain
hi(u) ∼ D(u)" + O(1)
with D(u)= 1=q(u); q(u) := 1−p(u). All previous results are easily adapted. For u=1, the limiting
distribution is given by Theorem 3.1. Note that p(u) ≡ p in this case. This means that the dominant
term of the maximum run length is related to runs of type 1. For u=2, we obtain an observed
mean =5:2530 : : : and a limiting mean =5:636922625 : : : : The simulation is given in Fig. 7. A )2
test with 4 classes gives 1:067, which corresponds to a level of signiBcance 0:59. (We have here
2 degrees of freedom.) Again our sample of 100 sequences of 40 000 GEOM(0:75) RV leads to
an observed mean 6:13 that we must compare with the asymptotic value 6:050994871 : : : : After
normalizing with (13), this leads to a normalized value −0:96 which corresponds to a level of
signiBcance 0:33 for a N(0; 1).
4. Conclusion
Using a description of the runs either as a stochastic process or as a polyomino, we have ob-
tained several asymptotic probability distributions. We intend to pursue this approach on other runs
properties such as ascending runs (see, for instance [19]).
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Fig. 7. Observed and limiting M distribution function, u=2.
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Appendix A. A detailed analysis of hi and h
(2)
i
We must Brst be more precise in the analysis of hi. Assume that q¡p (the analysis is similar if
q¿p). Set
hi =
D(i)
"
+  (i) + ")(i) + O("2): (A.1)
We note that
IL(i; k) + kp(i)k−1 = IL(i) + pkqk(i−1)=(qi−1 − qi − 1):
We obtain
D(i) + " (i) + "2)(i) = " IL(i) + "2qk(i−1)=(qi−1 − qi − 1)
+ [D(i) + " (i) + "2)(i)](1− "q(i−1)(k−1)=p) + O("3): (A.2)
The " term leads to
 (i)= IL(i) + (i)− Dq(i−1)(k−1)=p
or
[I −] = ; (A.3)
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where
5(1)= IL(1)− 1=(pq);
5(i)= IL(i); i ¿ 1:
First, we premultiply (A.3) by . This leads to
= IL=D(1)=p hence D=1=q;
which conBrms to the analysis of Section 3.2. Next (A.3) leads to
 =M+ 41; where 41 := 
and M :=
∑
n¿0(
n − 1× ). M is the Drazin inverse of I−. We refer to Campbell and Meyer
[5] for a detailed deBnition and analysis of the Drazin inverse. We have M=Z − 1 ×  where
Z := [I −  + 1 × ]−1 =∑n¿0 [ − 1 × ]n is the potential used in [11]. First, by (A.9) (see
Appendix B), we know that M is Bnite. Next, to derive 41, we premultiply (A.2) by . This leads
to
D + " + "2= " IL− "2(1)=q+ D + " + "2
−
∑
i
∑
u =i
p(i)p(u)[D + " (u) + "2)(u)]p(i)k−1 + O("3):
The last term can be written as
− p
k
1− qk
[
D + "
∑
u
p(u) (u)
]
+ 
pk+1
1− qk+1D + "
∑
i
p(i)k+1 (i) + O("3):
The " term leads of course to D=1=q. The "2 term leads to
0=− (1)=q− 
∑
u
p(u) (u) + p2 (1);
which allows the determination of 41.
We must now compute the Brst terms in the expansion of h(2)i :=Ei(T 2k ). We obtain, after some
algebra,
h(2)i = s
2(i) + "qk(i−1)G(k; i) + 2 IL(i; k)
∞∑
u=1
u =i
(i; u)hu + (i; k − 1)
∞∑
u=1
u =i
(i; u)h(2)u ; (A.4)
where s2(i) is given by (3) and G(k; i) is a (complicated) polynomial in k; qi. When i=1; G(k; 1)
is linear in k. We set
h(2)i =
D(2)(i)
"2
+
 (2)(i)
"
)(2)(i) + O("): (A.5)
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Eq. (A.4) leads to
D(2)(i) + " (2)(i) + "2)(2)(i)
= "2s2(i) + 2[" IL(i) + "2qk(i−1)=(qi−1 − qi − 1)− k"2q(i−1)(k−1)=p][D(i) + "(i)]
+ [D(2)(i) + " (2)(i) + "2)(2)(i)]
(
1− "q(i−1)(k−1)=p)+ O("3): (A.6)
The constant term leads to [I−]D(2) = 0, which conBrms that D(2) is independent of i. The " term
leads to
 (2)(i)= 2 IL(i)D + (2)(i)− D(2)q(i−1)(k−1)=p
or
[I −] (2) = (2); (A.7)
where
5(2)(1)= 2 IL(1)D − D(2)=p;
5(2)(i)= 2 IL(i)D; i¿ 1:
First, we premultiply (A.7) by . This leads to
0=2 ILD − D(2)(1)=p hence D(2) = 2=q2 ≡ 2D2 as it should:
Next (A.7) leads to
 (2) =M(2) + 42; where 42 := (2):
First, by (A.9), we know that M(2) is Bnite. Next, to derive 42, we premultiply (A.6) by . This
leads to
D(2) + " (2) + "2(2)
= "2s2 + 2" ILD + 2"2
∑
i
(i) IL(i)(i) + 2"2(1)(−1=q− k=p)D + D(2) + " (2) + "2(2)
−
∑
i
∑
u =i
p(i)p(u)[D(2) + " (2)(u)]p(i)k−1 + O("3):
The last term can be written as
− p
k
1− qk
[
D(2) + "
∑
u
p(u) (2)(u)
]
+ 
pk+1
1− qk+1D
(2) + "
∑
i
p(i)k+1 (2)(i) + O("3):
The " term leads of course to D(2) = 1=q2. The "2 term leads to
0= s2 + 2
∑
i
(i) IL(i) (i) + 2(1)(−1=q− k=p)D − 
∑
u
p(u) (2)(u) + p2 (2)(1);
which allows the determination of 42.
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Appendix B. An explicit expression for M
We proceed as in Section 2.2. We must compute M :=
∑
n¿0(
n − 1× ).
We see that S :=
∑
n¿1(
n − 1× ) can be written as
S(j; k)= lim
w→1
[∑
n¿1
wn+1n(j; k) +
w2
1− wp(j)(1− p(j))
]
:
But
(j; k)=
1
p(i)
p(i)
1− p(i)[i = j]
p(j)
1− p(j)(1− p(j));
similarly,
2(j; k)=
1
p(i)
p(i)
1− p(i)
∑
l =i; j
p(l)
(1− p(l))
p(j)
1− p(j)(1− p(j)):
We obtain
S(j; k) = lim
w→1
[
1
p(i)
[ j][(w; ; z∗|i)− w ix∗iz∗=(1− x∗iz∗)](1− p(j))
− w
2
1− wp(j)(1− p(j))
]
or
S = lim
w→1
[
1
p(i)
[ j]
{
A2(w; ; x∗; z∗|i)− w ix∗iz∗=(1− x∗iz∗)
w
+
A1(w; ; x∗; z∗)A2(w; 1; x∗; z∗|i)
wg(w; x∗; z∗)
}
(1− p(j))− w
1− wp(j)(1− p(j))
]
:
This leads to (we set w=1− ")
S = lim
"→0
[
−−p(j)(1− p(j))
"
+ p(j)(1− p(j))− p(i)[i= j]
+
1
p(i)
[
− I’1(1)
gw"
+
I’1;w(1)
gw
− I’1(1)gww
2g2w
]
(1− p(j))
]
; (A.8)
where
’1(w)=w2
p(i)
1− p(i)
p(j)
1− p(j)
/{
w
[
1 +
wp(i)
1− p(i)
] [
1 +
wp(j)
1− p(j)
]}
:
We derive next I’1(1)=p(i)p(j) so the singularity in (A.8) is removed.
I’1;w(1)= [p(i)p(j)− p(i)2p(j)− p(i)p(j)2]
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and Bnally,
M (i; j) = S(i; j) + [i= j]− (j)
= [i= j]− p(i)[i= j]
+
1
p(i)
[− [p(i)p(j)− p(i)2p(j)− p(i)p(j)2]− p(i)p(j)gww2=2](1− p(j)):
(A.9)
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