We use the jackknife to bias correct the log-periodogram regression (LPR) estimator of the fractional parameter in a stationary fractionally integrated model. The weights for the jackknife estimator are chosen in such a way that bias reduction is achieved without the usual increase in asymptotic variance, with the estimator viewed as 'optimal' in this sense. The theoretical results are valid under both the non-overlapping and moving-block sub-sampling schemes that can be used in the jackknife technique, and do not require the assumption of Gaussianity for the data generating process. A Monte Carlo study explores the finite sample performance of different versions of the optimal jackknife estimator under a variety of fractional data generating processes. The simulations reveal that when the weights are constructed using the true parameter values, a version of the optimal jackknife estimator almost always out-performs alternative bias-corrected estimators. A feasible version of the jackknife estimator, in which the weights are constructed using consistent estimators of the unknown parameters, whilst not dominant overall, is still the least biased estimator in some cases.
Introduction
Data on many climate, hydrological, economic and financial variables exhibit dynamic patterns characterized by a long lasting response to past shocks. Notable examples include, water levels in rivers (Hurst, 1951) , rainfall (Gil-Alana, 2012) , aggregate output (Diebold and Rudebusch, 1989) , inflation (Hassler and Wolters, 1995) , interest rates (Baillie, 1996) , exchange rates (Cheung, 2016) and stock market volatility (Bollerslev and Mikkelsen, 1996; Andersen et al., 2003) . Such 'long memory processes' are characterized by non-summable autocovariances that decline at a (slow) hyperbolic rate, in contrast to the usual exponential, and summable, decay associated with a short memory process; the fractionally integrated autoregressive moving average (ARFIMA) model of Adenstedt (1974) , Granger and Joyeux (1980) and Hosking (1981) being a popular representation. Equivalently, a stationary (potentially) long memory process, {Y t } , t = 0, ±1, ±2, . . . , can be represented by the spectral density,
where the fractional differencing parameter d satisfies d ∈ (−0.5, 0.5), and f * Y Y (·) is an even function that is continuous on [−π, π] , is bounded above and bounded away from zero, and satisfies Doukhan et al. (2003) and Robinson (2004) .
In estimating the parameter d, the semi-parametric log-periodogram regression (LPR) estimator of Geweke and Porter-Hudak (1983) and Robinson (1995a,b) has been widely used, due to the simplicity of its construction as an ordinary least squares (OLS) estimator, and its avoidance of potentially incorrect specification of the short memory component. However, consistency of the LPR estimator is achieved only at the cost of both a slower rate of convergence than the usual parametric rate and substantial finite sample bias in the presence of ignored short run dynamics (see, for example, Agiakloglou et al., 1993 and Nielsen and Frederiksen, 2005) .
Given this well-documented bias, bias reduction of the LPR estimator has been a focus of the literature. Andrews and Guggenberger (2003) , for example, include additional frequencies, to degree 2r for r ≥ 0, in the log-periodogram regression that defines the LPR estimator, producing an estimator (denoted hereafter by d AG r ) whose bias converges to zero at a faster rate than that of the LPR estimator (recovered by setting r = 0), when r > 1. Alternative analytical procedures appear in Moulines and Soulier (1999) , Hurvich and Brodsky (2001) and Robinson and Henry (2003) , whilst a method based on the pre-filtered sieve bootstrap has been introduced by Poskitt et al. (2016) . Critically, all such bias-correction methods come at a cost: namely, an increase in asymptotic variance.
OPTIMAL JACKKNIFE BIAS CORRECTION bias-adjusted estimator hold under similar generality. 1 Simulation results show that, in finite samples, versions of the optimally bias-corrected jackknife estimator outperform the alternative bias-adjusted estimators of Guggenberger and Sun and Poskitt et al. (2016) , in terms of bias-reduction and root mean squared error (RMSE), with the RMSE being somewhat close to, or even smaller than, that of the LPR in some cases. This qualitative result holds under both Gaussian and Student t errors and for both autoregressive and moving average structures for the short run dynamics. In the empirically realistic case where the true values of the parameters -required in order to evaluate all relevant covariances -are unknown, we implement the jackknife estimator using an iterative procedure. This feasible version of the estimator does not consistently outperform either the bootstrap-based estimator of Poskitt et al. or (a feasible version of) the method of Guggenberger and Sun, but is not substantially inferior, in terms of either bias or RMSE, and is sometimes still the least biased estimator of all.
In summary, the paper makes two important contributions to the literature on semi-parametric estimation in fractional models. First, a new estimator is derived that bias-corrects the popular LPR estimator to a given order, with no associated variance inflation asymptotically. Second, that estimator is shown to perform well in finite samples, under ideal conditions, and to hold its own in empirically relevant scenarios, relative to existing comparators.
The remainder of the paper is organized as follows. In Section 2, we introduce two log-periodogram regression estimators; namely, the LPR estimator originally proposed by Geweke and Porter-Hudak (1983) and the particular bias-reduced estimator of Guggenberger and Sun (2006) . In Section 3, we develop the new jackknife estimator that accommodates both bias correction and variance minimization via the appropriate choice of weights. All theoretical results pertaining to the construction of the afore-mentioned covariance terms, and the resultant asymptotic properties of the optimal estimator, are given in Section 4. Section 5 documents the finite sample performance of the estimator by means of a Monte Carlo study.
The proofs of all results are contained in Appendix A, while Appendix B provides various technical results, including the evaluation of the covariances required for the construction of the weights for the optimal jackknife estimator. Appendix C contains Tables 2 to 9, which document the results of the Monte Carlo study. The following notation is used throughout: "→ P " denotes convergence in probability, "→ D " denotes convergence in distribution, and "→" is used to indicate the limit as n → ∞, (unless otherwise stated). The k th -order spectral density function of the time series {X t } is denoted 1 We refer the reader to Hahn and Newey (2013) , Chambers (2013) , Chen and Yu (2015) and Robinson and Kaufmann (2015) for other applications of the jackknife in time series settings. To our knowledge the technique has been used only once in a long memory setting per se, namely in the numerical work of Ekonomi and Butka (2011) , where the method of Chambers (2013) is adopted for the purpose of reducing the bias of the LPR estimator to the first order. However, no rigorous proofs of the properties of the estimator are provided, and no attempt at yielding an optimal estimator in the sense given in the current paper, is made.
by f X...X (λ 1 , λ 2 , . . . , , λ k−1 ), where λ 1 , λ 2 , . . . , , λ k−1 are fundamental frequencies. For instance, the density function given in (1) is the second-order spectral density of {Y t } .
Log-periodogram regression estimation methods
In this section we briefly review two log-periodogram regression estimators; namely, the raw (unadjusted) LPR estimator and the bias-reduced weighted-average estimator of Guggenberger and Sun (2006) (GS) . These estimators are used as benchmarks for later comparisons, and the raw LPR estimator, of course, underpins the jackknife method developed in Section 3. We summarize the asymptotic properties of these estimators and the assumptions underlying those properties. In contrast to earlier proofs related to the LPR estimator (e.g. Hurvich et al., 1998) we do not assume that the data generating process (DGP) is Gaussian. This extension to non-Gaussian processes means that the properties subsequently derived for the optimal jackknife estimator are also applicable for this general case.
The log-periodogram regression estimator
Let y ⊤ = (y 1 , y 2 , ..., y n ) be a sample of n observations from a process with a spectral density as given in (1). The LPR estimator, d n , is motivated by the following simple linear regression model that is formed directly from the spectral density given in (1), log I (n) Y (λ j ) = (log f * Y Y (0) − C) − 2d log(2 sin(λ j /2)) + ξ j ,
where
and D
(n)
Y (λ j ) is the DFT of the vector of realizations, y, measured at Fourier frequencies, λ j = 2πj/n, (j = 1, 2..., N n ), N n = ⌊n α ⌋ for 0 < α < 1, and ı = √ −1 is the imaginary unit. Here, the error terms
.., N n , where
are assumed to be asymptotically independently and identically distributed (i.i.d.) and C is the Euler constant. The LPR estimator of d is simply the OLS estimator of the slope parameter in (2) and is given by
where z j = log I (n)
Y (λ j ), x j = log(2 sin(λ j /2)), and x = 1 Nn Nn j=1 x j . The subscript n is introduced here in order to distinguish this full-sample version of the estimator from that computed subsequently from sub-samples, in the process of applying the jackknife.
(MSE) and asymptotic distribution have been derived by Hurvich et al. (1998) under given regularity conditions, and with certain approximations invoked. Alternative expressions for the bias and variance of the LPR estimator are provided in Theorem 1 of Andrews and Guggenberger (2003) , plus in Theorem 3.1 of Guggenberger and Sun (2006) , by setting r = 0. Lieberman (2001) also provides a formula for the expectation of the LPR estimator under the same conditions as Hurvich et al.; however, his expression is an infinite sum of a quantity that depends on the true values of d and the short memory parameters, which renders a feasible version of the jackknife technique using his expression more cumbersome.
With all results cited above derived under the assumption of Gaussianity, we now extend the results stated in Theorems 1 and 2 of Hurvich et al. (1998) to the general (potentially non-Gaussian) case. In particular, the resultant expression for the expectation of the LPR estimator is used in the specification of the optimal jackknife estimator, and in the proof of its properties.
We begin with the following assumptions on the DGP:
where '→ 0+' denotes an approach from above.
and f * ′′′ Y Y (λ) denote, respectively, the first-, second-and third-order derivatives of f * Y Y with respect to λ in a neighborhood of zero.
where b(λ) = ∞ j=0 b j exp (ıjλ) and {ε t } is a strictly stationary process with E (ε t ) = 0 and E ε 2 t = 1.
(A.4) The innovation process {ε t } satisfies the conditions in (A.3). In addition, E (ε t ) 3 < ∞ and
Assumptions (A.1) − (A.3) are standard in the long memory literature (see, ?, Hurvich et al., 1998 ?, among others) and are satisfied by the class of ARFIMA models. The boundedness of the first three derivatives of f * Y Y in Assumption (A.2) is required to control the fourth-order moment of the sine and cosine components of the standardized DFTs that are used to derive the bias term of the LPR. Assumption (A.4) specifies the third and fourth moments of {ε t } to be finite, as we do not invoke Gaussianity. The boundedness imposed on the higher-order moments of {ε t } ensures the asymptotic normality of the DFTs associated with the process {Y t }. The asymptotic normality of the DFTs is, in turn, used in proving Theorems 1 -5.
We now state Theorem 1, which gives the mean, variance and asymptotic distribution of the LPR estimator. We subsequently exploit these results to construct the optimal jackknife estimator, and to prove its properties, in Section 3.
Nn log Nn n → 0,
and d n → P d 0 . Given that (A.4) also holds and if N n = o n 4/5 and log
as n → ∞.
2.2 The weighted-average log-periodogram regression estimator
The motivation for the estimator of Guggenberger and Sun (2006) stems from the work of Andrews and Guggenberg (2003) . With (4) being the term that causes the dominant bias in the LPR estimator, Andrews and Guggenberger use a Taylor series expansion around j = 0 to approximate (4) as an even polynomial in the frequencies of order r. 2 Including the first 2r terms (with r ≥ 1) in the log-periodogram regression in (2) as additional regressors leads to
j . Application of OLS to (9) then yields an estimator of d, d AG r , with reduced bias relative to the raw LPR estimator, d n . The bias-adjusted estimator is shown to be √ N nconsistent, with an asymptotic variance equal to π 2 24 c r , with c r > 1 for r ≥ 1 and c r = 1 for r = 0. Guggenberger and Sun (2006) proceed to show that an appropriate weighted average of raw LPR estimators, as based on different bandwidths, N n,i = ⌊q i N n ⌋ ; i = 1, . . . , K, for fixed numbers q i chosen suitably, has the same asymptotic bias as d AG r (constructed using N n ), but with a reduced asymptotic variance. That is, bias reduction is achieved at a smaller cost than is the original method of Andrews and Guggenberger (2003) . Further, for the case of r = 0, the bias of the raw LPR estimator is retained but with reduced asymptotic variance. The authors also demonstrate that the weightedaverage estimator, denoted by d GS r hereafter, can be implemented via a simple two-step procedure.
In the first step, a series of K LPR estimates are obtained using the regression model in (2) and for bandwidths, N n,i , i = 1, . . . , K. Then, in the second step, the following pseudo-regression is estimated, using the K estimates produced in the first step as observations of the dependent variable in the regression,
where u i is the error term, and u ⊤ = (u 1 , u 2 , ..., u K ) has a zero (vector) mean and asymptotic variancecovariance matrix,
.
The tuning parameter δ on the right-hand-side of (10) is a fixed non-zero constant that is used to control the multiplicative constant of the dominant bias term and render that term equivalent to the dominant bias term of d AG r . The estimator, d GS r , is then defined as the first component of the GLS estimator of d, β ⊤ ⊤ , where
where d is the (K × 1) dimensional vector with i th element d N n,i , and
Both the raw LPR estimator, d n , and the weighted-average estimator, d GS r , with r = 1, are used as comparators of our proposed jackknife procedure in the Monte Carlo simulation exercises in Section 5.
3 The optimal jackknife log-periodogram regression estimator
Definition of the jackknife estimator
The idea behind jackknifing is to generate a set of sub-samples, by deleting one or more observations of the original sample, while preserving the structure of dependence within the sub-samples; the aim being to use (weighted) sub-sample estimates to produce a bias-corrected estimator of the parameter of interest. Let y i (i = 1, 2, ..., m) denote a set of m sub-samples of y, each of which has equal length, l, such that n = l × m. If sub-samples are chosen using the 'non-overlapping' method, then 
Error term
Other notation:
Note, regarding the sub-sample notation in point (iv), if the sub-samples are drawn with the non-overlapping scheme then, i ′ = (i − 1)l. If the moving-block scheme is used then, i ′ = i − 1.
. . , y il for i = 1, . . . , m; alternatively if the sub-sampling scheme is 'moving-block' then y ⊤ i = (y i , . . . , y i+l−1 ) for all i. In the current context we use the jackknife technique to bias correct the LPR estimator. Hence, we need to produce the full-sample estimator, d n , and the LPR estimators produced by applying OLS to the model in (2), using the relevant sub-sample. We denote these m sub-sample estimators (based on either the non-overlapping or moving-block method) by d i , i = 1, 2, ..., m. We summarize notation corresponding to the full-sample estimation and both forms of sub-sample estimation in Table 1 , for ease of subsequent referencing.
Define the jackknife estimator, d J,m , as
where w n and {w i } m i=1 are the weights assigned to the full-sample estimator and the sub-sample estimators, respectively. Re-iterating, d n is the LPR estimator obtained from the full sample (as defined directly in (5)) and d i (i = 1, 2, ..., m) denotes the i th sub-sample LPR estimator. Under the conditions of Theorem 1, it is straightforward to show that
The covariance between the full-sample LPR estimator and each sub-sample LPR estimator, Cov d n , d i , and the covariances between the different sub-sample LPR estimators, Cov d i , d j , for i = j, i, j = 1, 2, ..., m, are given respectively by,
with all notation as defined in Table 1 .
Our aim is to obtain the set of weights, {w n , w 1 , . . . , w m } , such that d J,m has the following properties: The 'optimal' jackknife estimator so defined is derived via the Lagrangian method in the following section. In Section 4, the asymptotic properties of the covariances in (15) and (16) that determine the asymptotic behaviour of the estimator are derived, and the asymptotic efficiency of the estimator then proven.
Derivation of the optimal estimator
The minimization problem is formulated as follows. Produce weights, {w n , w 1 , . . . , w m }, that satisfy:
subject to two constraints
We refer to the optimal estimator so produced as d 
Using Point (iii) of Table 1 , we have that f *
. Hence, the condition in (20) collapses to constraint (19). Given (17), Property (P.2) is satisfied by construction.
The first-order conditions (FOCs) are thus given by,
the optimal solution,
, is given by
Given the structure of b this means that the solutions for the weights are given by the elements of the first column of A −1 , and the optimal jackknife estimator is accordingly given as:
, given immediately by solving the first two FOCs.
To complete the result we need to show that (23) is a local minimizer ofL (·) . To do so, we need to show that: (i) the constraint qualification -that the rank of the matrix formed by the first-order derivatives at the solution of the constraints with respect to parameters, except the Lagrangian parameters, is equal to the number of conditions -is met, (ii) the solution of the Lagrangian function satisfies the FOCs, and, (iii) the leading principal minors of the bordered Hessian matrix,
, all take the same sign of (−1) k , where k is the number of constraints (see, Chapter 12
of Chiang and Wainwright, 2005, for more details).
In our problem, the number of constraints equals 2 and
Hence, the rank condition is met. The second condition is met by default. The important condition is the third one, where we need to show that the leading principal minors of H B (m+3)×(m+3) , exceed zero for every m = 2, 3, . . . . The bordered Hessian matrix for our case is given by
The proof of positivity of the principal minors of the above matrix is given in Appendix B. Hence, the solution in (23) is a local minimizer ofL (·).
We complete this section with three remarks:
Remark 1 If we consider only bias reduction to the order N 2 n n 2 , without concurrent variance re-duction; that is, we produce an estimator that satisfies only (P.1), and not (P.2), then the formulae for the weights are
and
These weights mimic those of Chambers (2013) in the short memory setting (under a non-overlapping sub-sampling scheme), in which variance minimization was not a consideration.
Remark 2 When Chambers (2013) considers the moving-block sub-sampling scheme (again, in the short memory setting), he chooses the sub-sample length to be l = n − m + 1. In this case, when n is large and m is small, the sub-sample length is l ≈ n, and the impact of bias correction is reduced as a consequence; something that is in evidence in the Monte Carlo simulation results reported by that author. As a result of this observation, in our investigations we use the common sub-sample length of l = n/m, under both the non-overlapping and moving-block schemes.
Remark 3 Condition 3.3 of Guggenberger and Sun (2006) has a similar purpose to our (19). The difference is that we eliminate the O N 2 n n 2 term from the bias of the LPR estimator, whereas they eliminate bias up to an order of N 2r n n 2r , for some r ≥ 1. The role played by (17) is somewhat different from that played by Condition 3.4 of Guggenberger and Sun (2006) . The latter condition is imposed mainly to link the bias and variance of d GS r to that of d AG r , for any given r; this link occurring via the introduction of the tuning parameter, δ (see (10) above), on which the finite sample performance of their estimator depends. In our method, (17) is used to control the increase in variance that occurs due to the reduction in bias, with the optimal weights determined by (17)-(19) not depending on any arbitrary quantities.
Asymptotic results
The asymptotic properties of the optimal jackknife estimator depend on the optimal weights which, in turn, are functions of the covariance terms between the log-periodograms associated with the full sample and the sub-samples, as seen in (15) and (16) . Provided that the DGP satisfies assumptions (A.1) − (A.3), Lahiri (2003) has shown that periodogram ordinates are asymptotically independent when the frequencies are at a sufficient distance apart, provided that the set of observations remain the same. However, in our case, we are dealing with periodograms calculated both for the full set of observations, and for subsets of the full set. Thus, two questions that arise here are: (i) Are the periodograms of the full sample and the sub-samples at different frequency ordinates asymptotically independent? and, (ii) When d = 0, do the periodograms still converge to a chi-square distribution 4.1 and provide formulae for calculating the relevant covariance terms algebraically, adopting the procedure used in Brillinger (1981) . In Section 4.2 we then use these results to derive the asymptotic properties of the optimal jackknife estimator.
Stochastic properties of periodograms in the full sample and in sub-samples
We begin by defining {X 1 , X 2 , . . . , X h } as an arbitrary set of h stationary time series. We link these series to the full sample and the m sub-samples of observations below. Our use of notation in this section mimics, in large part, that of Brillinger (1981, §. 2.6).
Definition 1 Suppose {X 1 , X 2 , . . . , X h } is a set of h stationary time series. The k th -order cumulant
. . , h, and u j = 0, ±1, ±2... for j = 1, 2, ..., k − 1, is defined as follows,
. . , h, and k = 1, 2, . . .. (26) is given by,
Now let X 1 = y denote the full sample of n observations on the random variable following the model in (1); whilst X 1+i = y i denotes the vector of observations for the sub-sample i = 1, 2, . . . , m,
(.) respectively be the DFT of the full sample and i th sub-sample at some frequency. Set
In Proposition 1 we give the expression for the k th -order joint cumulant of the DFTs of the h = m + 1 series associated with the full sample and the m sub-samples.
From Proposition 1 we can derive the relationship between the DFTs corresponding to full sample and the m sub-samples as the sample size increases. The result is given in the following theorem:
Theorem 2 Suppose Assumptions (A.1) − (A.4) hold, and suppose λ = 2πr/L i and ω = 2πs/L j for integers r and s. Then for a fixed value of
Theorem 2 immediately implies the asymptotic independence of the periodograms of the full sample and all sub-samples. However, in finite samples, the dependence structure across these periodograms may play an important role in determining the variance of the jackknife estimator in (14), through the form of the covariances in (15) and (16). Expressions for the covariances between the periodograms corresponding to the full sample and the sub-samples are provided in the following theorem, from which further insights on this point can be gleaned.
where η (ω) = lim T →∞ 1 2π
T t=−T exp {−ıωt}, and L is as defined in Proposition 1. When Assumption (A.4) also holds, the periodogram ordinates I
Theorem 3 is a generalization of the result of Theorem 5.2.6 of Brillinger (1981) to the context of jackknifing. Equation (30) provides the first few dominant terms of the covariance between the periodograms associated with the full sample and a particular sub-sample, or between distinct subsamples, at various frequency ordinates. Further, (30) reflects the fact that, for finite n, the relevant periodograms are positively correlated. This result is to be anticipated given that the sub-samples are subsets of the full sample and, hence, retain the same dependence structure as the full sample.
Furthermore, the theorem states that the periodogram ordinates (for either the full sample and a given sub-sample, or between sub-samples) have a limiting joint distribution of the form, f X 1 X 1 (λ) χ 2 (2) 2, where f X 1 X 1 (.) is the spectral density of the time series from which the full sample is generated.
3 The k th -order cumulant associated with the DFTs should, for completeness, be denoted by κ
.).
For notational ease, however, we express the cumulant without making explicit the relevant sample sizes.
Using the covariance terms and the distribution of the periodograms provided in the above theorem, we can find the joint distribution of the log-periodograms associated with the full sample and any sub-sample (or for two distinct sub-samples). Using the joint distribution of the log-periodograms, we can derive the moment generating function of the joint distribution. This leads to the derivation of the covariance terms for the log-periodogram. This result is provided in Appendix B. The covariances between log-periodograms allow us to obtain the covariances between the full-sample and sub-sample LPR estimators given in (15) and (16). Exploiting the relationship between the different LPR estimators, we then establish the consistency and asymptotic normality of the optimal jackknife estimator in the following section.
Asymptotic properties of the optimal jackknife estimator
Using the results established in the previous section, we state the relationship between the full-sample and sub-sample LPR estimators in Theorem 4. The asymptotic properties of the optimal jackknife estimator are then established in Theorem 5.
Theorem 4 (ii) d i and d j for i = j, i, j = 1, . . . , m, are asymptotically independent.
From Theorem 1, the LPR estimator constructed from the full sample is consistent and satisfies (8). Similarly, allowing the number of sub-samples, m, to be fixed (hence l changes as n changes such Theorem 5 Under the same assumptions and conditions given in Theorem 1, for a fixed value of m, 
Thus, it follows from Theorem 5 that d
Opt J,m is consistent for d 0 and achieves a limiting normal distribution with the same variance as the base LPR estimator itself. Further, the rate of convergence of the optimal jackknife estimator, √ N n , is also the same as that of the LPR estimator. That is, there is no loss of asymptotic efficiency compared to d n . Importantly, these asymptotic properties of the jackknife estimator do not depend on the number of sub-samples or the sub-sample length, as long as the former is fixed and the latter increases with n such that that n = m × l.
In this section, Monte Carlo simulation is used to compare the finite sample performance of the proposed jackknife estimator with: (i) the weighted-average estimator of Guggenberger and Sun (2006) , 
Monte Carlo design
Data are generated from two stationary fractional processes where, without loss of generality, it is assumed that the process mean is zero. The two processes considered are the ARFIMA(1, d 0 , 0) and
where B is the backward shift operator, B k x t = x t−k , for k = 1, 2, . . . , and ε t ∼ i.i.d (0, 1). We consider two alternative distributions for ε t , namely, (i) Gaussian, and ( Sample sizes n ∈ {96, 576} are considered. These values are chosen to reflect the size of samples used in real world examples (see, for example, Diebold et al., 1991 , Delgado and Robinson, 1994 , Gil-Alana and Robinson, 1997 , and Reisen and Lopes, 1999 . However, one should note that, in general, the size of data sets from finance, in particular those recorded at high frequency (for example, Granger and Hyung, 2004) , or from biology (for example, the tree-ring data set of Contreras-reyes and Palma, 2013), or in certain other of the examples mentioned in the Introduction, are much larger than the sample sizes considered here. On the other hand, these sample sizes are large enough to enable a range of values for the number of sub-samples, m, to be explored, with the chosen range of m being {2, 3, 4, 6, 8}. We also consider only sub-samples that have equal length, l = n/m, under both sub-sampling approaches.
We adopt the following procedure in implementing the jackknife bias-adjustment technique:
Step 1: Generate the full sample of size n, y, from the relevant stationary ARFIMA(p, d 0 , q) model.
Step 2: Compute the LPR estimator of d 0 , d n using (5).
Step 3: Draw the sub-samples, y i (i = 1, 2, ..., m) , from the full sample based on the relevant subsampling technique (non-overlapping or moving-block) and compute the LPR estimator of d 0 ,
Step 4: Depending on the sub-sample selection method chosen in Step 3, obtain the optimal weights for the corresponding method and compute the optimal jackknife estimator, d
Opt J,m .
Step 5: Repeat Steps 1 − 4 100, 000 times and compute estimates of the bias and RMSE of the optimal jackknife estimator.
In Steps 2 and 3, the number of frequencies used to calculate the relevant LPR estimator is set to N L = ⌊L α ⌋, with α = 0.65, where L is as defined in (28). The optimal jackknife estimators calculated using the non-overlapping (abbreviated to Opt-NO), and moving-block (abbreviated to Opt-MB) schemes, are denoted by d , respectively.
The weighted-average estimator of Guggenberger and Sun (2006) is computed as described in Section 2.2, with the following additional details. For a given N n , the set of bandwidths used to calculate the constituent estimators in (10) are N n,i = ⌊q i N n ⌋, where q ⊤ = (q 1 , q 2 , . . . , q K ) = (1, 1.05, . . . , 2).
We produce the GS estimator (based on r = 1) using two different choices of N n : (i) N n = ⌊n α ⌋, with α = 0.65 (denoting this estimator by d GS 1 ), and (ii) the optimal choice of N n as suggested in Guggenberger and Sun (2006, page 876) 
(denoting this version by d

Opt−GS 1
). Importantly, this optimal choice of bandwidth depends on knowledge of the true values of the short memory parameters.
The parameter δ, required for both versions of the GS estimator, is evaluated using the formula
and the number τ r is as defined in Andrews and Guggenberger (2003) . Details regarding the construction of the pre-filtered sieve bootstrap estimator ( d P F SB ) can be found in Poskitt et al. (2016) . In implementing this method, we set the number of bootstrap samples to B = 1000. 4
Finite sample bias and RMSE
In this section, we document the relative performance of the jackknife method in two scenarios: (i) when the true parameters are assumed to be known and are used in the construction of the optimal jackknife weights, and, (ii) when they are unknown. The relevant finite sample results are presented in Section 5.2.1 and Section 5.2.2 respectively. In case (i) we compare the jackknife estimator with the GS estimator obtained with the optimal choice of N n ( d - Table 2 here -- Table 3 here -- Table 4 here -- Table 5 hereWith reference to Tables 2 and 3 : as is consistent with existing results (see, for example, Agiakloglou et al., 1993 , Nielsen and Frederiksen, 2005 and Poskitt et al., 2016 when short memory dynamics are present, the raw, unadjusted, LPR estimator is biased, as the low frequencies are contaminated by the spectral density of the short run dynamics, particularly for negative values of φ (which corresponds to positive autocorrelation). As is evident from the recorded results, the bias is particularly large when there is a large negative value for φ 0 in (31), and it decreases as this value increases. Further, both bias and RMSE decline as the sample size increases, illustrating the consistency of the estimator. These characteristics of the LPR estimator are in evidence for both error processes: Gaussian and Student
We shall now comment on the performance of all nine bias-corrected estimators under the ARFIMA (m = 2), relative to the raw LPR estimator is up to 3.6%, and when n = 576, 82%, and from 67% to 97% when n = 576. Only occasionally is this particular version of the jackknife estimator inferior to an alternative bias-adjusted estimator. Importantly, however, an increase in m leads to an increase in bias for d
and, hence, a reduction in its superiority over all alternatives, including the raw LPR method. The reason is that the increase in m leads to a smaller sub-sample length and, hence, increases the finite sample impact of the dominant bias term on the sub-sample estimators used in the construction of the jackknife estimator. Now referencing the results in Table 3 , we see that despite the lack of variance inflation in the asymptotic distribution of the optimal jackknife estimator, the reduction in bias does cause some finite sample increase in variance, leading to RMSEs for d 
Case 2: True parameters are unknown
Evaluation of the optimal weights in (23), required for the construction of the optimal jackknife estimator, depends on the covariances between both the different sub-sample LPR estimators and between the full-sample and sub-sample estimators, as given in (15) - Table 6 here -- Table 7 here -- Table 8 here -- Table 9 here - Tables 6 and 7 J,m with m = 2 compared to the raw LPR estimator is up to 26% and when n = 576, the bias reduction rises to 62%. Overall, however, the estimators with the least bias are the feasible GS estimator and the PFBS estimator, where, as noted earlier, the latter does not depend on knowledge of the true DGP.
The RMSE results in Table 7 
Discussion
With the fractionally integrated autoregressive moving-average model being one of the key model classes for describing long memory processes, much effort has been expended on producing accurate estimates of the fractional differencing parameter, d, in particular. This quest has been hampered by certain problems, for both parametric and semi-parametric approaches. Specifically, the need to fully specify the model for parametric estimation means that any incorrect specification of the short memory dynamics has serious consequences, in terms of both finite sample and asymptotic properties (see, for example, Chen and Deo, 2006 and Martin et al., 2018) . On the other hand, the semi-parametric estimators, whilst not requiring explicit modelling of the short memory component, can suffer substantial finite sample bias in the presence of unaccounted for short memory dynamics.
It is bias-correction of this latter class of estimator that has been the focus of this paper.
A natural way of producing a bias-corrected version of the commonly used the log-periodogram regression (LPR) estimator is suggested in this article, based on the jackknife technique. Optimality is achieved by allocating weights within the jackknife that are adjusted for the bias to a particular order, and that minimize the increase in variance caused by the reduction in bias. The construction of the optimally bias-corrected estimator requires expressions for the dominant bias term and variance of the unadjusted LPR estimator. We show that the statistical properties of the LPR estimator, as originally established by Hurvich et al. (1998) , are valid for a more general class of fractional process that is not necessarily Gaussian. Hence, the jackknife estimator that we construct from the optimally weighted average of LPR estimators also has proven optimality under this general form of process. In NADARAJAH, MARTIN AND POSKITT addition to proving the consistency of the optimal jackknife estimator, we have the important result that the asymptotic variance of the estimator is equivalent to that of the unadjusted LPR estimator.
That is, bias adjustment is effected without any associated increase in asymptotic variance.
Our Monte Carlo study shows that, overall, the optimal jackknife estimator based on a small number of non-overlapping sub-samples outperforms both the pre-filtered sieve bootstrap estimator of Poskitt et al. (2016) and the weighted-average estimator of Guggenberger and Sun (2006) , albeit in the somewhat artificial case in which the parameters of the DGP are correctly identified and known, for the purpose of computing optimal weights. In the realistic case in which these parameters are not known, we suggest an iterative procedure in which the weights are constructed using consistent estimates. In this case the method is not dominant overall, compared to alternative bias-corrected methods, but is still the least biased in some cases, in particular when the true short memory dynamics are not too severe.
Throughout the paper we assume that the number of sub-samples is fixed. One may wish to allow the number of sub-samples to vary and explore the characteristics of the resultant bias-adjusted estimators in this case. Importantly, alternative methods of estimating the weights are to be investigated, including the possible use of a non-parametric estimate of the spectral density (see, Moulines and Soulier, 1999) , rather than replacing the true values with their consistent estimates, or the use of an adaptive method in the spirit of that suggested by Guggenberger and Sun (2006) . We also intend to explore the impact of model mis-specification on the computation of the optional weights.
Finally, although we focus on the LPR estimator, the jackknife procedure can easily be applied to other estimators such as the local Whittle estimator of Künsch (1987) , the local polynomial Whittle estimator of Andrews and Sun (2004) or even to the (already analytically) bias-reduced estimators of Andrews and Guggenberger (2003) and Guggenberger and Sun (2006) . Another possible extension is to relax the assumption of stationarity of the process using the results Velasco (1999), and to derive the properties the optimal jackknife estimators in the nonstationary setting. Prior to providing the proofs of the other theorems and lemmas, we will introduce the following definition, and its properties, to be used hereinafter.
where, a ≡ b (mod α) means that the difference (a − b) is an integral multiple of α for α, x, y ∈ R.
This immediately gives that
We will derive the following two properties of ∆ (T ) (λ).
1. Sum:
Consider the second term in the above expression,
Hence the expression in (35) is given by,
Lemma 1 Let W t be a stationary h vector-valued time series with n observations satisfying the spectral density given in (1). Suppose that Assumptions (A.1) − (A.3) hold. The k th -order cumulant of the multivariate series, κ D
where f Wa 1 ...Wa k (λ 1 , ..., λ k−1 ) is the k th -order spectrum of the series W t , with a 1 , . . . , a k = 1, 2, . . . , h, and k = 1, 2, . . ..
Proof. By Lemma P4.2 of Brillinger (1981), the cumulant, κ D
Substituting, u j = t j − t where t = t k , and −S ≤ u j ≤ S, for j = 1, . . . , k − 1 with S = 2 (n − 1) we
The rapidity of the convergence of
. . , λ k−1 ) as n → ∞ is measured as follows.
Hence the proof is completed since Assumption (A.1) holds and n −1+2d (|u 1 | + · · · + |u k−1 |) → 0 as n → ∞.
The above Lemma shows that when the DFTs correspond to multivariate time series with the same number of observations in their sample, the k th -order cumulant of the multivariate series can be approximated with the expression given in (37). The only difference between this Lemma and Proposition 1 is that the proposition deals with different sample sizes for the time series in the multivariate set-up.
Proof of Proposition 1. The proof of the proposition can be established in a similar fashion to the above proof. Hence, we omit the proof here.
Proof of Theorem 2. The expectation of the DFT of the full sample or the sub-sample is
(λ) behaves in the manner required by the theorem as the firstorder cumulant provides the mean of the random variable of interest.
The covariance between D
is measured by the second-order cumulant and
. Thus, the covariance between the DFTs of the full sample and the sub-sample tends to 0 as n → ∞.
Proof of Theorem 3. The covariance between I
Since the expectations can be expressed in terms of cumulants (see Appendix B for more details), we may express the covariance term as follows,
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Then Proposition 1 gives us that,
Using the two properties in (34) and (36), the covariance in (38) is simplified further as follows,
. We may re-write the periodogram as follows,
Following Theorem 2.1 of Lahiri (2003), we have that 
OPTIMAL JACKKNIFE BIAS CORRECTION
Hence the result.
Proof of Theorem 4.
Recall that x j = ln(2 sin (λ j /2)), a j = x j −x and S xx = Nn j=1 X j − X 2 . From Hurvich et al. (1998) we have that S xx = N n (1 + o (1)) and a j = log j − log
Using Appendix B we have that
This leads to
Similarly, we can prove that Cov d i , d j = o n −1 . Hence the result.
Proof of Theorem 5. Consider,
Recall that w * n = 1 − n . For fixed m and for the choice of N n such that N n log N n /n → 0,
with w * i → 0 as n → ∞ (see the proof of Theorem 4).
By virtue of the consistency of d n , we have that the first term in (39) such that w * n d n − d = o p (1), using (40). Now, we show that the second term in (39) is o p (1) . The proof of asymptotic normality of the optimal jackknife estimator depends on the joint convergence of d n and d i,m . Firstly, let us consider the following standardized optimal jackknife estimator,
Using Theorem 1 we have that
24 . Therefore, regarding the first component in (42), it immediately follows that
Now, let us consider the second term in (42):
By considering the first term in (43), for fixed m we have that
using (7) and (40). The second term in (43) would give us that,
immediately from (40). Therefore, Pr
Hence the proof completes.
Appendix B: Additional technical results
Evaluation of the covariance terms in (15) and (16) The main purpose of this exercise is to calculate the covariances between the full-sample and subsample LPR estimators (refer to (15)) and the covariance between two distinct sub-sample LPR estimators (refer to (16)). These covariance terms depend on the covariance between the log-periodograms associated with either the full sample and a given sub-sample or two different sub-samples.
To obtain the covariance between the log-periodograms associated with the full sample and a given sub-sample, or between sub-samples, we follow the method stated below.
Step 1: Write down the joint distribution of the periodograms (I
Step 2: Write down the joint distribution of the log transformed periodograms (log I
using the expression of the covariance between the two different periodograms.
Step 3: Find the expression for the covariance between the above mentioned log-periodograms, Cov(log I
, using the moment generating function.
In relation to
Step 1: Using the results of Theorem 3, we can say that the periodograms associated with the full sample and the sub-sample have a limiting distribution of the form f X 1 X 1 (λ) χ 2 (2) 2. For notational convenience, let us denote by (U, V ) the bivariate χ 2 k random variables, (I
Although k = 2, we use the generic notation for the degrees of freedom, k. Note that we ignore the constant term f X 1 X 1 (λ)/ 2 for convenience, as these terms will disappear in the calculation of the covariance between two different LPR estimators (either the full-and sub-sample LPR estimators or two distinct sub-sample LPR estimators).
The joint probability density function (pdf), f U,V (u, v) , is defined by (see, Krishnaiah et al., 1963) ,
where ρ = σ uv σ u σ v . Here, σ uv = cov (U, V ) . Then, the marginal densities of U and V, f U (u) and f V (v), are respectively given by,
In relation to
Step 2:
. Then, the joint pdf of W and Z is given by,
Step 3: The moment generating function (MGF) of (W, Z) is given by,
Now let us consider the form of the last expression in (44). Let
Then, substituting x = exp z would give us that
Therefore, using (45), the MGF given in (44) may be re-arranged as follows,
Setting k = 2 gives,
Therefore the cumulant generating function is given by K (t 1 , t 2 ) = log M W,Z (t 1 , t 2 ) and
The covariance between W and Z when k = 2, is given by, cov (W, Z) =
Therefore, let us firstly evaluate ∂K (t 1 , t 2 )/ ∂t 1 , as
where Ψ (.) is the digamma function and
This leads to,
The first derivative of 2 F 1 1 2 + t 1 , 1 2 + t 2 ; 1 2 ; ρ 2 with respect to t 2 is also given by (47). Now let us evaluate the second order derivative of K (t 1 , t 2 ) ,
Hence cov (W, Z) is given by,
using the fact 1 F 0 (a; ; z) = (1 − z) −a .
Let us now provide the expression for ρ in (48). For example, consider calculating the correlation between the full-and sub-sample periodograms. Using the similar arguments, the correlation between two sub-samples periodograms, ρ = corr I (n)
and V ar I (n)
(µ) can be calculated from the above given covariance formula.
The covariance and variance terms rely upon certain joint spectral densities. Those spectral densities can be expressed in closed form as follows. Let us firstly consider the cross spectrum corresponding to the full sample and jth sub-sample, f Y Y j (λ) . Suppose we consider the jackknife approach using non-overlapping subsamples. Then, the general definition of spectral density gives that
Similarly, for moving-block subsamples we have the relationship
Lemma 2 of Yajima (1989) immediately gives that,
, and k (z) is the transfer function of a stable and invertible autoregressive moving average (ARMA) process such that
The covariance and variance terms in (49) can thus be simplified as follows.
Hence, the correlation is given by,
Positiveness of the principle minors of the bordered Hessian matrix
Here we show that for every m ∈ N, H B (m+3)×(m+3) > 0 using mathematical induction. For our convenience, we assume that
where ϕ min (A) is the minimum eigenvalue corresponding to the matrix A.
Let us start with m = 1. The first minor of the bordered Hessian matrix, H B 4×4 , is,
That is, H B (m+3)×(m+3) > 0 for m = 1. Suppose that H B (m+3)×(m+3) > 0 is true for m = k, then we need to show that it is true for m = k + 1. To do so, we consider the partition of H B (k+4)×(k+4) is as follows:
. Then,
Since
Hence this completes the proof.
Appendix C: Monte Carlo results: Tables 2 to 9 Table 2: Bias estimates of the unadjusted LPR estimator, the optimal jackknife estimator based on 2, 3, 4, 6, 8 non-overlapping (NO) sub-samples, the optimal jackknife estimator based on 2 moving block (MB) sub-samples, both versions of the GS estimator, and the prefiltered sieve bootstrap estimator, for the DGP: ARFIMA(1, d 0 , 0). The estimates are obtained under Gaussian and Student t 5 innovations, with α = 0.65. 
