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Abstract
Let γ ∈ (0, 2), let h be the planar Gaussian free field, and consider the γ-Liouville quantum
gravity (LQG) metric associated with h. We show that the essential supremum of the Hausdorff
dimension of the boundary of a γ-LQG metric ball with respect to the Euclidean (resp. γ-LQG)
metric is 2− γdγ
(
2
γ +
γ
2
)
+ γ
2
2d2γ
(resp. dγ − 1), where dγ is the Hausdorff dimension of the whole
plane with respect to the γ-LQG metric. For γ =
√
8/3, in which case d√
8/3
= 4, we get
that the essential supremum of Euclidean (resp.
√
8/3-LQG) dimension of a
√
8/3-LQG ball
boundary is 5/4 (resp. 3).
We also compute the essential suprema of the Euclidean and γ-LQG Hausdorff dimensions of
the intersection of a γ-LQG ball boundary with the set of metric α-thick points of the field h
for each α ∈ R. Our results show that the set of γ/dγ-thick points on the ball boundary has
full Euclidean dimension and the set of γ-thick points on the ball boundary has full γ-LQG
dimension.
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1 Introduction
1.1 Overview
Let U ⊂ C be an open domain, let γ ∈ (0, 2), and let h be the Gaussian free field (GFF) on U ,
or some minor variant thereof. The γ-Liouville quantum gravity (LQG) surface associated with
(U, h) is the random two-dimensional Riemannian manifold parametrized by U with Riemannian
metric tensor eγh (dx2 + dy2), where dx2 + dy2 is the Euclidean metric tensor. LQG surface were
first introduced by Polyakov [Pol81] as canonical models of random two-dimensional Riemannian
manifolds. One sense in which these models are canonical is that LQG surfaces describe the scaling
limits of discrete random surfaces, such as random planar maps. In particular, the special case
when γ =
√
8/3 (sometimes called “pure gravity”) corresponds to uniform random planar maps.
Other values of γ (sometimes called “gravity coupled to matter”) correspond to random planar
maps weighted by the partition function of a statistical mechanics model on the map, such as the
uniform spanning tree (γ =
√
2) or the Ising model (γ =
√
3).
The above Riemannian metric tensor for an LQG surface does not make literal sense since the
Gaussian free field is a random distribution, or generalized function, not a true function, so eγh is
not well-defined. However, one can make rigorous sense of the Riemannian volume form and distance
function on U associated with an LQG surface via appropriate regularization procedures. Basically,
one can consider a sequence of continuous functions {hn}n∈N which approximate the GFF as n→∞,
exponentiate a constant times hn, re-scale appropriately, and then send n→∞. The volume form,
a.k.a. the γ-LQG area measure, is a random measure on U . This measure is a special case of a more
general family of random measures called Gaussian multiplicative chaos [Kah85,RV14,Ber17,Sha16].
A number of important facts about the γ-LQG area measure, such as the convergence of the
circle-average approximation and a version of the KPZ formula (which is a weaker variant of the
formula from [KPZ88]), were established in [DS11].
The Riemannian distance function, a.k.a. the γ-LQG metric, is a random metric on U which we
will denote by Dh. This metric will be our primary interest in this paper. This γ-LQG metric for
general γ ∈ (0, 2) was constructed in [DDDF19,GM19c]. More precisely, [DDDF19] established the
tightness of the approximating metrics and [GM19c] showed that the limiting metric is unique and
scale invariant in the appropriate sense, building on results from [GM19d,DFG+19,GM19a]. See
also [DD19,DF18,DD18] for earlier tightness results (preceding [DDDF19]); and [GM19b,GP19b]
which establish the conformal coordinate change formula and the KPZ formula [KPZ88, DS11],
respectively, for the LQG metric. For each γ ∈ (0, 2), the metric Dh is uniquely characterized by a
list of four simple axioms, which we state in Definition 1.4 below.
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There is also an earlier construction of the LQG metric in the special case when γ =
√
8/3
due to Miller and Sheffield [MS15,MS16a,MS16b]. This construction uses a completely different
regularization procedure from the one in [DDDF19, GM19c] which only works for γ =
√
8/3.
However, the Miller-Sheffield construction gives additional information about the
√
8/3-LQG metric
which is not apparent from the construction in [DDDF19,GM19c], such as certain Markov properties
for LQG metric balls and the connection to the Brownian map [Le 13,Mie13].
The γ-LQG metric Dh induces the same topology on U as the Euclidean metric, but it is fractal
in the sense that the Hausdorff dimension dγ of the metric space (U,Dh) is strictly larger than 2.
It is known, e.g., from the Miller-Sheffield construction that d√
8/3
= 4, but for other values of
γ ∈ (0, 2) the value of dγ is unknown even at a physics level of rigor. See [DG18,GP19a,Ang19] for
the best currently known rigorous upper and lower bounds for dγ .
The best-known guess for the value of dγ is Watabiki’s prediction [Wat93],
dWatγ = 1 +
γ2
4
+
1
4
√
(4 + γ2)2 + 16γ2. (1.1)
This prediction is known to be wrong at least for small values of γ [DG16], but it matches up
reasonably well with numerical simulations; see, e.g., [AB14]. A possible alternative guess, first put
forward in [DG18], is
dQuadγ := 2 +
γ2
2
+
γ√
6
. (1.2)
The formula (1.2) is consistent with all known bounds for dγ . Moreover, recent numerical simulations
by Barkley and Budd [BB19] fit much more closely with (1.2) than with (1.1). However, there is
currently no theoretical justification, even at a heuristic level, for (1.2).
A major motivation for computing dγ is that many quantities associated with γ-LQG surfaces
and random planar maps can be expressed in terms of dγ . Such quantities include the growth
exponents for metric balls [DG18] and random walk [GM17,GH18] on random planar maps, the
optimal Ho¨lder exponents between the LQG metric and the Euclidean metric [DFG+19], the KPZ
formula for the metric [GP19b], and the Hausdorff dimensions of various sets which we discuss just
below.
Just like other natural random fractal objects such as Brownian motion or SLE [Sch00], the
γ-LQG metric gives rise to a number of interesting random fractal sets in the plane. These include
geodesics, boundaries of metric balls, boundaries of Voronoi cells, and certain special subsets of
these sets. In this paper, we will give the first non-trivial calculation of the Euclidean and quantum
Hausdorff dimensions of one of these sets, namely the boundary of an LQG metric ball (Theorem 1.1
just below). We will also compute for each α ∈ R the Euclidean and quantum Hausdorff dimensions
of the intersection of an LQG metric ball boundary with the metric α-thick points of the field, which
we define in (1.10) (Theorem 1.2).
The background knowledge needed to understand this paper is rather minimal. Our proofs
use only the axiomatic definition of the LQG metric (Definition 1.4), some basic facts about
the Gaussian free field (as reviewed in Appendix A), and a few estimates for the LQG metric
from [DFG+19,GP19b] which we review as needed.
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1.2 Hausdorff dimension of an LQG metric ball boundary
Before stating our main theorems, we introduce some notation. Define the exponents
ξ = ξγ :=
γ
dγ
and Q = Qγ :=
2
γ
+
γ
2
. (1.3)
There exponents govern the scaling behavior of Dh when we add a constant to h and when we scale
space, respectively; see Definition 1.4.
Recall that for ∆ > 0, the ∆-Hausdorff content of a metric space (X,D) is the number
C∆(X,D) := inf

∞∑
j=1
r∆j : there is a cover of X by D-balls of radii {rj}j≥0
 (1.4)
and the Hausdorff dimension of (X,D) is defined to be inf{∆ > 0 : C∆(X,D) = 0}. See,
e.g., [MP10, Chapter 4] for more on Hausdorff dimension.
For simplicity, we will mostly restrict attention to the case when U = C and h is a whole-plane
GFF with the additive constant chosen so that the circle average over the unit circle is zero (we
review the definition and basic properties of the whole-plane GFF in Appendix A). Other cases
can be deduced from this case via local absolute continuity. For a set X ⊂ C, we write dim0HX
for the Hausdorff dimension of the metric space X with respect to the Euclidean metric, i.e., the
Hausdorff dimension of the metric space (X, | · |). We similarly define dimγH to be the Hausdorff
dimension of X with respect to the γ-LQG metric Dh. We refer to these quantities as the Euclidean
and quantum dimensions of X, respectively.
For s > 0, let Bs = Bs(0;Dh) be the Dh-ball of radius s centered at zero. We note that ∂Bs is
typically not connected since Bs has “holes”.
For a real-valued random variable X, we define its essential supremum by
ess supX = sup{x ∈ R : P[X ≥ x] > 0}. (1.5)
The first main result of this paper is the following theorem.
Theorem 1.1. For each s > 0, we have (in the notation (1.3))
ess sup dim0H ∂Bs = 2− ξQ+ ξ2/2 and ess sup dimγH ∂Bs = dγ − 1. (1.6)
The reason why we only compute the essential suprema of dim0H Bs and dimγH Bs is as follows.
To prove a lower bound for these dimensions, we use the usual argument (as in, e.g., [HMP10,
Bef08, MWW16]) which involves constructing a so-called Frostman measure on Bs with positive
probability; see Section 3 for details. This argument gives a lower bound for the essential supremum
of the dimension. In most applications of this technique, constructing the Frostman measure is the
main step in the proof and there is a simple zero-one law argument which says that the Hausdorff
dimension must be a.s. equal to a deterministic constant. In our setting, the zero-one law step
appears to be non-trivial. We are currently working on another paper with Joshua Pfeffer and Scott
Sheffield which will show that the Euclidean and quantum Hausdorff dimensions of several different
sets associated with the LQG metric, including the boundary of an LQG metric ball, are a.s. equal
to their essential suprema.
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Figure 1: Top Left. Graph of known upper and lower bounds for the essential supremum of the
Euclidean dimension of the boundary of an γ-LQG metric ball (red and blue) and the value of
this essential supremum assuming the quadratic guess (1.2) (orange). The upper and lower bounds
come from combining Theorem 1.1 with the bounds for dγ from [DG18,GP19a,Ang19]. Top Right.
Graph of the same bounds, but with γ restricted to [
√
2, 2]. Bottom Left. The same setup as the
top left, but for quantum dimension instead of Euclidean dimension. Bottom Right. The formula
for the metric α-thick point dimension ess sup dim0H(∂Bs ∩ T̂ αh ) from Theorem 1.2 for γ =
√
8/3, as
a function of α. The maximum dimension occurs at α = ξ = 1/
√
6 and the dimension is non-zero
for α ∈
(
1/
√
6−√5/2, 1/√6 +√5/2).
In the special case when γ =
√
8/3, we have ξ = 1/
√
6 and Q = 5/
√
6 and hence the ess sup of
the Euclidean (resp. quantum) dimension of ∂Bs is 5/4 (resp. 3). For other values of γ, we do not
know the value of dγ hence we do not know these dimensions explicitly. However, we get upper and
lower bounds for ess sup dim0H ∂Bs and ess sup dimγH ∂Bs by plugging in the known bounds for dγ
from [DG18,GP19a,Ang19]; see Figure 1. For example, we know that
ess sup dim0H ∂Bs ≤ 1.2584, ∀γ ∈ (0, 2) and (1.7)
1.2343 ≤ ess sup dim0H ∂Bs ≤
5
4
for γ =
√
2. (1.8)
We emphasize that the Euclidean and quantum dimensions in Theorem 1.1 are not related by the
KPZ formula from [GP19b] since ∂Bs is not independent from h.
1.3 Thick points on the boundary of an LQG metric ball
In the course of proving Theorem 1.1, we also compute the dimension of the intersection of ∂Bs
with a variant of the set of α-thick points of h for each α ∈ R. Following [HMP10], for α ∈ R, we
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define the set of α-thick points of h by
T αh :=
{
z ∈ C : lim
ε→0
hε(z)
log ε−1
= α
}
, (1.9)
where hε(z) is the average of h over the circle of radius ε centered at z (see Section A for more on
the circle average process).
When working with the metric, it is natural to consider a variant of the definition (1.9) where
thickness is defined in terms of Dh-distances rather than circle averages. For α ∈ R, we define the
set of metric α-thick points of h by
T̂ αh :=
{
z ∈ C : lim
ε→0
log supu,v∈Bε(z)Dh(u, v)
log ε
= ξ(Q− α)
}
. (1.10)
It is easy to see from the scaling properties of the metric (Definition 1.4) that typically supu,v∈Bε(z)Dh(u, v) ≈
eξhε(z)εξQ. However, the random variable e−ξhε(z)ε−ξQ supu,v∈Bε(z)Dh(u, v) has a heavy (power-law)
upper tail; see [DFG+19]. As a consequence of this, one does not have T αh = T̂ αh . Nevertheless, we
expect that the sets T αh and T̂ αh have similar properties.
The following theorem will be established as part of the proof of Theorem 1.1.
Theorem 1.2 (Metric thick point dimension). For each s > 0 and each α ∈ (ξ−
√
4− 2ξQ+ ξ2, ξ+√
4− 2ξQ+ ξ2),
ess sup dim0H
(
∂Bs ∩ T̂ αh
)
= ess sup dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
= 2− ξ(Q− α)− α2/2 and
ess sup dimγH
(
∂Bs ∩ T̂ αh
)
= ess sup dimγH
(
∂Bs ∩ T αh ∩ T̂ αh
)
=
2− α2/2
ξ(Q− α) − 1. (1.11)
For each α /∈ [ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2], a.s. ∂Bs ∩ T̂ αh = ∅.
Note that (ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2) is precisely the set of α ∈ R for which the
right sides of the formulas in (1.11) are positive. See Figure 1, bottom right for a graph of the
Euclidean dimension formula from Theorem 1.2, as a function of α, when γ =
√
8/3.
The formula for ess sup dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
in Theorem 1.2 is maximized when α = ξ,
in which case it coincides with the formula 2 − ξQ + ξ2/2 for dim0H ∂Bs from Theorem 1.1.
Hence, the set of ξ-thick points in ∂Bs has full Euclidean dimension. Similarly, the formula
for ess sup dimγH
(
∂Bs ∩ T αh ∩ T̂ αh
)
is maximized when α = γ, so the set of γ-thick points in ∂Bs has
full quantum dimension.
It is not hard to show that a.s. dimγH(T̂ αh ) = 2−α
2/2
ξ(Q−α) (see [GP19b, Theorem 1.5] for the analogous
statement for T αh ), so Theorem 1.2 says that
ess sup dimγH
(
∂Bs ∩ T̂ αh
)
= dimγH T̂ αh − 1. (1.12)
One has analogous statements with T αh ∩ T̂ αh in place of T̂ αh .
We expect that Theorem 1.2 is also true with T αh in place of T̂ αh or T αh ∩ T̂ αh , but we do not
prove an upper bound for dimH(∂Bs ∩ T αh ) here.
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1.4 Definition of the LQG metric
The γ-LQG metric can be constructed as the limit of an explicit approximation scheme (called
Liouville first passage percolation) and is uniquely characterized by a certain list of axioms. In this
paper we will only need the axiomatic definition, which we state in this section. Before stating the
axioms, we need some preliminary definitions.
Definition 1.3. Let (X,D) be a metric space.
• For a curve P : [a, b]→ X, the D-length of P is defined by
len(P ;D) := sup
T
#T∑
i=1
D(P (ti), P (ti−1))
where the supremum is over all partitions T : a = t0 < · · · < t#T = b of [a, b]. Note that the
D-length of a curve may be infinite.
• We say that (X,D) is a length space if for each x, y ∈ X and each ε > 0, there exists a curve
of D-length at most D(x, y) + ε from x to y.
• For Y ⊂ X, the internal metric of D on Y is defined by
D(x, y;Y ) := inf
P⊂Y
len(P ;D), ∀x, y ∈ Y (1.13)
where the infimum is over all paths P in Y from x to y. Note that D(·, ·;Y ) is a metric on Y ,
except that it is allowed to take infinite values.
• If X is an open subset of C, we say that D is a continuous metric if it induces the Euclidean
topology on X. We equip the set of continuous metrics on X with the local uniform topology
on X ×X and the associated Borel σ-algebra.
We are now ready to state the definition of the LQG metric.
Definition 1.4 (The LQG metric). For U ⊂ C, let D′(U) be the space of distributions (generalized
functions) on C, equipped with the usual weak topology. A γ-LQG metric is a collection of
measurable functions h 7→ Dh, one for each open set U ⊂ C, from D′(U) to the space of continuous
metrics on U with the following properties. Let U ⊂ C and let h be a GFF plus a continuous
function on U : i.e., h is a random distribution on U which can be coupled with a random continuous
function f in such a way that h−f has the law of the (zero-boundary or whole-plane, as appropriate)
GFF on U . Then the associated metric Dh satisfies the following axioms.
I. Length space. Almost surely, (U,Dh) is a length space, i.e., the Dh-distance between any two
points of U is the infimum of the Dh-lengths of Dh-continuous paths (equivalently, Euclidean
continuous paths) in U between the two points.
II. Locality. Let V ⊂ U be a deterministic open set. The Dh-internal metric Dh(·, ·;V ) is a.s.
equal to Dh|V , so in particular it is a.s. determined by h|V .
III. Weyl scaling. Let ξ = γ/dγ be as in (1.3). For a continuous function f : U → R, define
(eξf ·Dh)(z, w) := inf
P :z→w
∫ len(P ;Dh)
0
eξf(P (t)) dt, ∀z, w ∈ U, (1.14)
where the infimum is over all continuous paths from z to w in U parametrized by Dh-length.
Then a.s. eξf ·Dh = Dh+f for every continuous function f : U → R.
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IV. Conformal coordinate change. Let U˜ ⊂ C and let φ : U → U˜ be a deterministic conformal
map. Then, with Q = 2/γ + γ/2 as in (1.3), a.s.
Dh(z, w) = Dh◦φ−1+Q log |(φ−1)′|(φ(z), φ(w)), ∀z, w ∈ U. (1.15)
The following theorem was proven in [DDDF19,GM19d,DFG+19,GM19a,GM19c,GM19b].
Theorem 1.5 (Existence and uniqueness of the LQG metric). For each γ ∈ (0, 2), there exists
a γ-LQG metric in the sense of Definition 1.4. If D and D˜ are two such metrics, then there is
a deterministic constant C > 0 such that whenever h is a GFF plus a continuous function, a.s.
D˜h = CDh.
More precisely, [GM19c, Theorem 1.2], building on the tightness result of [DDDF19] as well as
the papers [GM19d, DFG+19, GM19a] shows that for each γ ∈ (0, 2), there is a unique (up to a
deterministic global multiplicative constant) measurable function h 7→ Dh from D′(C) to the space
of continuous metrics on C which satisfies Definition 1.4 for U = C (note that this means φ in
Axiom IV is required to be a complex affine map). As explained in [GM19c, Remark 1.5], this gives
a way to define Dh whenever h is a GFF plus a continuous function on an open domain U ⊂ C in
such a way that Axioms I through III hold. It is shown in [GM19b, Theorem 1.1] that with the
above definition, Axiom IV holds.
Because of Theorem 1.5, we may refer to the metric satisfying Definition 1.4 as the γ-LQG
metric. Technically, the metric is unique only up to a global deterministic multiplicative constant.
We will always assume that this constant is fixed in some arbitrary way (e.g., by requiring that the
median of Dh(0, ∂D) is 1 when h is a whole-plane GFF normalized so that its circle average over
∂D is zero). The choice of multiplicative constant plays no role in our results or proofs.
1.5 Outline
The rest of this paper is structured as follows. In Section 2 we prove the upper bounds for the
dimensions in Theorems 1.1 and 1.2. This is done by upper-bounding the probability of a certain
event. See the beginning of Section 2.1 for an explanation of the key ideas of the argument (which
in particular explains where the formulas for the dimensions in Theorems 1.1 and 1.2 come from).
Our arguments in fact give upper bounds for the Hausdorff dimensions of a general class of subsets
of ∂Bs; see Theorem 2.9 for a precise statement.
Sections 3, 4, 5, and 6 are devoted to the proofs of the lower bounds in Theorems 1.1 and 1.2.
An outline of the proof of these lower bounds is given in Section 3.
Appendix A contains a review of the definitions of the whole-plane and zero-boundary GFF and
the properties of these objects which are used in this paper. We encourage the reader to review this
appendix before reading the rest of the paper if he or she is not already familiar with the GFF.
1.6 Basic notation
We write N = {1, 2, 3, . . . } and N0 = N ∪ {0}. For a < b, we define the discrete interval
[a, b]Z := [a, b] ∩ Z.
If f : (0,∞)→ R and g : (0,∞)→ (0,∞), we say that f(ε) = Oε(g(ε)) (resp. f(ε) = oε(g(ε))) as
ε→ 0 if f(ε)/g(ε) remains bounded (resp. tends to zero) as ε→ 0. We similarly define O(·) and
o(·) errors as a parameter goes to infinity.
If f, g : (0,∞)→ [0,∞), we say that f(ε)  g(ε) if there is a constant C > 0 (independent from ε
and possibly from other parameters of interest) such that f(ε) ≤ Cg(ε). We write f(ε)  g(ε) if
f(ε)  g(ε) and g(ε)  f(ε).
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We often specify requirements on the dependencies on rates of convergence in O(·) and o(·) errors,
implicit constants in , etc., in the statements of lemmas/propositions/theorems, in which case we
implicitly require that errors, implicit constants, etc., in the proof satisfy the same dependencies.
For z ∈ C and r > 0, we write Br(z) for the Euclidean ball of radius r centered at z. We also define
the open annulus
Ar1,r2(z) := Br2(z) \Br1(z), ∀0 < rr < r2 <∞. (1.16)
For a metric space (X,D), A ⊂ X, and r > 0, we write Br(A;D) for the open ball consisting of the
points x ∈ X with D(x,A) < r. If A = {y} is a singleton, we write Br({y};D) = Br(y;D).
2 Upper bounds
In this section we will prove the upper bounds for Hausdorff dimension in Theorems 1.1 and 1.2. In
doing so, we will see where the formulas for the dimensions in these theorems come from. Throughout
this section, h denotes a whole-plane GFF normalized so that its circle average over ∂D is zero.
2.1 The one-point upper bound
The main input in the proof of Theorems 1.1 and 1.2 is an upper bound for the probability of a
certain event (Proposition 2.2). Let us now define the event we consider.
Fix a small ζ > 0 (which we will send to zero at the very end of the proof). It will be convenient
to work at positive distance from 0, so we also fix a bounded open set V ⊂ C with 0 /∈ V .
For α ∈ R and z ∈ C, let
Eεα(z) :=
{
Dh(0, z) ∈
[
s− εξ(Q−α)−ζ , s+ εξ(Q−α)−ζ
]}
∩
{
sup
u,v∈Bε(z)
Dh(u, v) ∈
[
εξ(Q−α)+ζ , εξ(Q−α)−ζ
]}
. (2.1)
The following trivial lemma allows us to connect the events Eεα(z) to the set ∂Bs.
Lemma 2.1. If z ∈ C such that Bε(z)∩Bs 6= ∅ and supu,v∈Bε(z)Dh(u, v) ∈
[
εξ(Q−α)+ζ , εξ(Q−α)−ζ
]
,
then Eεα(z) occurs.
Proof. If Bε(z) ∩ ∂Bs 6= ∅, then there is a w ∈ Bε(z) such that Dh(0, w) = s. By the triangle
inequality, if also supu,v∈Bε(z)Dh(u, v) ≤ εξ(Q−α)−ζ , then
Dh(0, z) ∈
[
Dh(0, w)− sup
u,v∈Bε(z)
Dh(u, v), Dh(0, w) + sup
u,v∈Bε(z)
Dh(u, v)
]
⊂
[
s− εξ(Q−α)−ζ , s+ εξ(Q−α)−ζ
]
.
The rest of this subsection is devoted to the proof of the following one-point estimate.
Proposition 2.2. For each α ∈ [−2, 2], each z ∈ V , and each ε > 0,
P[Eεα(z)] ≤ εξ(Q−α)+α
2/2+oζ(1)+oε(1) (2.2)
where the rate of the oζ(1) depends only on γ and the rate of the oε(1) depends only on V, α, ζ, γ
(not on the particular choice of z).
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Throughout this section, all oζ(1) and oε(1) errors are required to satisfy the dependencies in
Proposition 2.2. Proposition 2.2 will be used directly to obtain the upper bound in Theorem 1.2. To
obtain the upper bound in Theorem 1.1, we will look at the “worst case” value of α in Proposition 2.2
(see Proposition 2.7).
We now explain the idea of the proof of Proposition 2.2. The event Eεα(z) of (2.1) is the
intersection of a “short-range event (the one involving supu,v∈Bε(z)Dh(u, v)) and a “long-range
event” (the one involving Dh(0, z)). The idea of the proof of Proposition 2.2 is that the short-range
and long-range events are approximately independent from each other. We will first show, using
basic moment estimates for Dh-diameters from [DFG
+19], that the probability of the short-range
event in (2.1) is bounded above by εα
2/2+oζ(1)+oε(1) (Lemma 2.3).
We will then deal with the long-range event as follows. Let φ be a smooth, compactly supported
bump function which is identically equal to 1 on a neighborhood of 0 and which is identically equal
to 0 on V . Let X be sampled uniformly from [0, 1], independently from h. Using Weyl scaling, one
can show that the law of Dh+Xφ(0, z) has a bounded density with respect to Lebesgue measure on
[0,∞) (see Lemma 2.5), from which we infer that the probability that
Dh+Xφ(0, z) ∈
[
s− εξ(Q−α)−ζ , s+ εξ(Q−α)−ζ
]
is at most εξ(Q−α)+oζ(1)+oε(1) (Lemma 2.4). From this, we obtain a version of Proposition 2.2 with
h+Xφ in place of h (Lemma 2.6). We then deduce Proposition 2.2 by bounding the Radon-Nikodym
derivative between the laws of h and h+Xφ (which is described explicitly in Lemma A.2).
Let us now proceed with the details. The factor of εα
2/2 on the right side of (2.2) comes from
the following tail estimate for Dh-diameters.
Lemma 2.3. For each z ∈ V , each ε > 0, and each α ∈ [0, 2],
P
[
sup
u,v∈Bε(z)
Dh(u, v) > ε
ξ(Q−α)
]
≤ εα2/2+oε(1). (2.3)
Moreover, for each α < 0,
P
[
sup
u,v∈Bε(z)
Dh(u, v) < ε
ξ(Q−α)
]
≤ εα2/2+oε(1). (2.4)
Proof. We will prove (2.3), then comment on the modifications necessary to get (2.4) at the end of
the proof. By the moment bound for LQG diameters from [DFG+19, Proposition 3.9] (with r = ε,
B1(0) in place of K, B2(0) in place of U), for each z ∈ V , each ε > 0, and each p ∈ [0, 4dγ/γ2),
E
[(
ε−ξQe−ξh2ε(z) sup
u,v∈Bε(z)
Dh(u, v;B2ε(z))
)p]
 1 (2.5)
with the implicit constant depending only on V, p, γ.
The random variable h2ε(z) − h1(z) is independent from (h − h2ε(z))|B2ε(z). By Axiom III,
Dh−h2ε(z) = e
−ξh2ε(z)Dh. By this and the locality of the metric (Axiom II), the internal metric
e−ξh2ε(z)Dh(·, ·;B2ε(z)) is independent from h2ε(z)−h1(z). Since h2ε(z)−h1(z) is centered Gaussian
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with variance log((2ε)−1), we can therefore apply (2.5) to obtain
E
[(
e−ξh1(z) sup
u,v∈Bε(z)
Dh(u, v)
)p]
≤ E
[(
e−ξh1(z) sup
u,v∈Bε(z)
Dh(u, v;B2ε(z))
)p]
= E
[(
e−ξh2ε(z) sup
u,v∈Bε(z)
Dh(u, v;B2ε(z))
)p]
E
[
epξ(h2ε(z)−h1(z))
]
= εξQp−ξ
2p2/2+oε(1). (2.6)
For z ∈ V , the random variable h1(z) is centered Gaussian with variance bounded above by a
constant depending only on V . In particular, E[eqh1(z)] is bounded above by a constant depending
only on V, q for each q ∈ R. By applying Ho¨lder’s inequality with exponents 1 + δ and (1 + δ)/δ
and then sending δ → 0 sufficiently slowly as ε→ 0, we therefore obtain from (2.6) that
E
[(
sup
u,v∈Bε(z)
Dh(u, v)
)p]
= εξQp−ξ
2p2/2+oε(1). (2.7)
By the Chebyshev inequality and (2.7), for α ≥ 0 and p ∈ [0, 4dγ/γ2),
P
[
sup
u,v∈Bε(z)
Dh(u, v) > ε
ξ(Q−α)
]
≤ εpξα−ξ2p2/2+oε(1). (2.8)
The exponent pξα−ξ2p2/2 on the right side of each of (2.8) is maximized for a fixed choice of α when
p = α/ξ, in which case it equals α2/2. Note that for α ∈ [0, 2], we have α/ξ = αdγ/γ ∈ [0, 4dγ/γ2).
By setting p = α/ξ, we now obtain (2.3) from (2.8).
The proof of (2.4) is essentially identical, except we use the lower bound Dh(0, ∂Bε(z)) which
comes from [DFG+19, Proposition 3.1] instead of [DFG+19, Proposition 3.9]. Note thatDh(0, ∂Bε(z))
is determined by h|Bε(z) and is at most supu,v∈Bε(z)Dh(u, v).
Lemma 2.3 gives us an upper bound of εα
2/2+oζ(1)+oε(1) for the probability of the short-range
event in the definition of Eεα(z) from (2.1). In order to separate this event from the long-range event{
supu,v∈Bε(z)Dh(u, v) ∈
[
εξ(Q−α)+ζ , εξ(Q−α)−ζ
]}
appearing in (2.1), we will introduce an auxiliary
field.
Let O be an open set containing 0 which lies at positive distance from V and from ∂D. Let
φ : C→ [0, 1] be a smooth compactly supported bump function which is equal to 1 on O and which
vanishes on V ∪ ∂D, chosen in a manner depending only on O, V (the reason why we need φ to
vanish on ∂D is so that adding a multiple of φ to h does not change the fact that the average of h
over ∂D is zero). Let X be a uniform [0, 1] random variable sampled independently from h. The
following lemma plus an absolute continuity argument will lead to our desired upper bound for the
long-range event in the definition of Eεα(z).
Lemma 2.4. For each δ > 0, each z ∈ V , and each s > 0, a.s.
P
[
Dh+Xφ(0, z) ∈ [s− δ, s+ δ]
∣∣h]  δ
Dh(0, ∂O)
(2.9)
with a deterministic implicit constant depending only on γ.
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Py([τ, σ])
Py([0, τ ])
Py([σ, θ(y)])
K1 K2
A
Figure 2: Illustration of the proof of Lemma 2.5. To prove a lower bound for (θ(y)−θ(x))/(y−x), we
consider a Dh+yφ-geodesic Py from K1 to K2. We then use Weyl scaling (Axiom III) to upper-bound
the Dh+xφ-length of the segment Py|[σ,τ ], which is contained in A.
We will deduce Lemma 2.4 from the following more general statement, which will be re-used
later.
Lemma 2.5. Let K1,K2 ⊂ C be compact sets and let A ⊂ C be a region with the topology of a
closed Euclidean annulus. Assume that K1 (resp. K2) is contained in the bounded (resp. unbounded)
connected component of C \A. Let φ : C→ [0, 1] be a continuous function which is identically equal
to 1 on A. If we set θ(x) := Dh+xφ(K1,K2) for each x ≥ 0, then a.s. θ is strictly increasing and
locally Lipschitz continuous and
θ′(x) ≥ ξeξxDh(∂inA, ∂outA), for Lebesgue-a.e. x ≥ 0 (2.10)
where ∂inA and ∂outA denote the inner and outer boundaries of A.
Proof. See Figure 2 for an illustration of the statement and proof. Since φ is non-negative it is clear
from Weyl scaling (Axiom III) that θ is a.s. non-decreasing and locally Lipschitz continuous. In
particular, θ is absolutely continuous.
Let y > x ≥ 0. To prove (2.10) we will prove a lower bound for (θ(y) − θ(x))/(y − x) then
send y → x. For this purpose, let Py : [0, θ(y)]→ C be a path from K1 to K2 of minimal Dh+yφ-
length, parameterized by its Dh+yφ-length (such a geodesic exists by a straightforward compactness
argument). We will upper-bound the Dh+xφ-length of Py.
Let σ be the first time that Py hits ∂outA and let τ be the last time before σ at which Py hits
∂inA, so that Py|[τ,σ] ⊂ A. Since φ is identically equal to 1 on A, the internal metric of Dh+yφ
on A is precisely eξy times the corresponding internal metric of Dh. Since Py is parametrized by
Dh+yφ-length,
σ − τ ≥ Dh+yφ(∂inA, ∂outA) = eξyDh(∂inA, ∂outA). (2.11)
Since φ is identically equal to 1 on A, the Dh+xφ-length of Py|[τ,σ] is exactly e−ξ(y−x)(σ − τ).
Since y ≥ x and φ ≥ 0, the Dh+xφ-length of the union of the complementary segments Py|[0,τ ]∪[σ,θ(y)]
is bounded above by its Dh+yφ-length, which is exactly θ(y)− (σ − τ). Therefore,
θ(x) = Dh+xφ(K1,K2)
≤ (Dh+xφ-length of Py)
≤ θ(y)− (σ − τ) + e−ξ(y−x)(σ − τ)
= θ(y)− (1− e−ξ(y−x))(σ − τ)
≤ θ(y)− (1− e−ξ(y−x))eξyDh(∂inA, ∂outA) (by (2.11)). (2.12)
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Re-arranging gives
θ(y)− θ(x)
y − x ≥
1− e−ξ(y−x)
y − x e
ξyDh(∂inA, ∂outA). (2.13)
Sending y → x now gives (5.12).
Proof of Lemma 2.4. Let φ be as in the lemma statement and let θ(x) := Dh+xφ(0, z). Let r be a
small positive number which is less than the Euclidean distance from 0 to ∂O. By Lemma 2.5 applied
with K1 = {0}, K2 = {z}, and A = O \Br(0), we get that θ is strictly increasing and absolutely
continuous and θ′(x) ≥ ξeξxDh(∂Br(0), ∂O) for each x ≥ 0. Sending r → 0 and restricting to
x ∈ [0, 1] leads to θ′(x)  Dh(0, ∂O) for each x ∈ [0, 1]. By integrating, we get θ(y) − θ(x) 
(y − x)Dh(0, ∂O) for each x, y ∈ [0, 1], which implies that θ−1(b)− θ−1(a)  (b− a)Dh(0, ∂O)−1 for
each a, b ∈ [θ(0), θ(1)]. Since X is uniform on [0, 1] and is independent from h, we infer that
P
[
Dh+Xφ(0, z) ∈ [s− δ, s+ δ]
∣∣h] = |{x ∈ [0, 1] : θ(x) ∈ [s− δ, s+ δ]}|
= θ−1(s+ δ)− θ−1(s− δ)
 δ
Dh(0, ∂O)
. (2.14)
We can now prove the analog of Proposition 2.2 with h+Xφ in place of h.
Lemma 2.6. Define the event Eεα(z;h + Xφ) in exactly the same manner as in (2.1) above but
with h+Xφ in place of h. For each z ∈ V , each ε > 0, and each α ∈ [−2, 2],
P[Eεα(z;h+Xφ)] ≤ εξ(Q−α)+α
2/2+oζ(1)+oε(1). (2.15)
Proof. To lighten notation, we define the event
Gεα(z) :=
{
sup
u,v∈Bε(z)
Dh(u, v) ∈
[
e−ξεξ(Q−α)+ζ , eξεξ(Q−α)−ζ
]}
⊃
{
sup
u,v∈Bε(z)
Dh+Xφ(u, v) ∈
[
εξ(Q−α)+ζ , εξ(Q−α)−ζ
]}
.
Note that the inclusion holds by Weyl scaling (Axiom III) and since X ∈ [0, 1].
By Lemma 2.3 (applied with α± ζ/ξ in place of α), for each z ∈ V ,
P[Gεα(z)] ≤ εα
2/2+oζ(1)+oε(1). (2.16)
Since Gεα(z) ∈ σ(h), Lemma 2.4 implies that
P
[
Dh+Xφ(0, z) ∈
[
s− εξ(Q−α)−ζ , s+ εξ(Q−α)−ζ
] ∣∣h]1Gεα(z)  εξ(Q−α)−ζDh(0, ∂O)1Gεα(z), (2.17)
with a deterministic implicit constant depending only on γ.
Taking unconditional expectations of both sides of (2.17) and recalling that Eεα(z;h+Xφ) is
defined as in (2.1) but with h+Xφ in place of h shows that
P[Eεα(z;h+Xφ)]  εξ(Q−α)−ζE
[
Dh(0, ∂O)
−11Gεα(z)
]
. (2.18)
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By [DFG+19, Proposition 3.1], Dh(0, ∂O) has finite moments of all negative orders. By Ho¨lder’s
inequality, if p, q > 1 with 1/p+ 1/q = 1 then
E
[
Dh(0, ∂O)
−11Gεα(z)
]  E[Dh(0, ∂O)−p]1/pP[Gεα(z)]1/q
≤ εα2/(2q)+oζ(1)+oε(1) (by (2.16)). (2.19)
Sending q → 1 and plugging (2.19) into (2.18) gives (2.2).
Proof of Proposition 2.2. By a standard Radon-Nikodym derivative calculation for the GFF (see
Lemma A.2), the law of h is absolutely continuous with respect to the conditional law of h+Xφ
given X, with Radon-Nikodym derivative
MX = MX(h+Xφ) = exp
(
−X(h+Xφ, φ)∇ + X
2
2
(φ, φ)∇
)
. (2.20)
Here we emphasize that φ vanishes on ∂D so h and h+Xφ have the same choice of additive constant.
By Ho¨lder’s inequality and since (h, φ)∇ is Gaussian with variance (φ, φ)∇, for any exponents p, q > 1
with 1/p+ 1/q = 1,
P[Eεα(z) |X] = E
[
MX1Eεα(z;h+Xφ) |X
]
≤ E[MpX |X]1/pP[Eεα(z;h+Xφ) |X]1/q
= exp
((
p− 1
2
)
X2(φ, φ)∇
)
P[Eεα(z;h+Xφ) |X]1/q
 P[Eεα(z;h+Xφ) |X]1/q, (2.21)
with the implicit constant depending only on p, γ (equivalently, only on q, γ), where in the last line
we used that X takes values in [0, 1]. Taking unconditional expectations of both sides of (2.21) and
using that x 7→ x1/q is concave (to bring the 1/q outside the outer expectation) gives
P[Eεα(z)]  P[Eεα(z;h+Xφ)]1/q. (2.22)
Since q can be made arbitrarily close to 1, we see that (2.2) follows from Lemma 2.6.
2.2 Proofs of Hausdorff dimension upper bounds
In several places in what follows, we will truncate on the Ho¨lder continuity event
Hε :=
{
Dh(u, v) ∈
[
εξ(Q+2)+ζ , εξ(Q−2)−ζ
]
, ∀u, v ∈ B2ε(V ) with |u− v| ≤ 2ε
}
. (2.23)
By [DFG+19, Theorem 1.7], P[Hε]→ 1 as ε→ 0. In order to prove the upper bounds for dim0H ∂Bs
and dimγH ∂Bs in Theorem 1.1, we will need the following one-point estimate, which comes from
taking the “worst-case” value of α in Proposition 2.2.
Proposition 2.7. For each z ∈ V and each ε > 0,
P[Bε(z) ∩ ∂Bs 6= ∅, Hε] ≤ εξQ−ξ2/2+oζ(1)+oε(1). (2.24)
Furthermore, for each p ∈ [0, 2dγ/γ − 1],
E
[(
sup
u,v∈Bε(z)
Dh(u, v)
)p
1{Bε(z) ∩ ∂Bs 6= ∅, Hε}
]
≤ ε(p+1)ξQ−(p+1)2ξ2/2+oζ(1)+oε(1). (2.25)
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Proof. The basic idea is to consider the “worst case” value of α in Proposition 2.2. Since there are
uncountably many possibilities for α, we first need to discretize the set of possibilities.
Fix a partition −2 = α0 < · · · < αN = 2 with supj∈[1,N ]Z(αj − αj−1) ≤ ζ/ξ. We can arrange
that N depends only on α, ζ. Then the intervals [ξ(Q− αj)− ζ, ξ(Q− αj) + ζ] for j ∈ [0, N ]Z cover
[−2− ζ, 2 + ζ]. If the event Hε of (2.23) occurs, then supu,v∈Bε(z)Dh(u, v) ∈ [εξ(Q+2)+ζ , εξ(Q−2)−ζ ]
for each z ∈ V , so for each such z we have supu,v∈Bε(z)Dh(u, v) ∈ [εξ(Q−αj)+ζ , εξ(Q−αj)−ζ ] for some
j ∈ [0, N ]Z. By combining this with Lemma 2.1, we see that if Hε occurs and Bε(z)∩ ∂Bs 6= ∅, then
Eεαj (z) occurs for some j ∈ [0, N ]Z.
By Proposition 2.2, for each z ∈ V ,
P[Bε(z) ∩ ∂Bs 6= ∅, Hε] ≤
N∑
j=0
P
[
Eεαj (z)
]
≤
N∑
j=0
εξ(Q−αj)+α
2
j/2+oζ(1)+oε(1). (2.26)
The maximum over all α ∈ [−2, 2] of the quantity ξ(Q−α)+α2/2 is attained at α = ξ, where it equals
ξQ−ξ2/2. Hence the right side of (2.26) is at most (N+1)εξQ−ξ2/2+oζ(1)+oε(1) = εξQ−ξ2/2+oζ(1)+oε(1).
This gives (2.24).
To prove (2.25), we make a similar computation using Proposition 2.2:
E
[(
sup
u,v∈Bε(z)
Dh(u, v)
)p
1{Bε(z) ∩ ∂Bs 6= ∅, Hε}
]
≤
N∑
j=0
εξ(Q−αj)p+oζ(1)P
[
Eεαj (z)
]
≤
N∑
j=0
εξ(Q−αj)(p+1)+α
2
j/2+oζ(1)+oε(1). (2.27)
The maximum over all α ∈ [−2, 2] of the quantity ξ(Q−α)(p+ 1) +α2/2 is attained at α = (p+ 1)ξ
(which is in [−2, 2] for p ∈ [0, 2dγ/γ − 1]), where it equals (p+ 1)ξQ− (p+ 1)2ξ2/2. Combining this
with (2.27) gives (2.25).
Proof of Theorem 1.1, upper bound. By letting V increase to all of C \ {0} and using the countable
stability of Hausdorff dimension, we see that it suffices to show that for any fixed choice of V as in
the beginning of Section 2.1, a.s.
dim0H(∂Bs ∩ V ) ≤ 2− ξQ+ ξ2/2 and dimγH(∂Bs ∩ V ) ≤ dγ − 1. (2.28)
Proof of (2.28) for Euclidean dimension. Choose a finite collection Zε of at most Oε(ε−2) points in
V such that the union of the balls Bε(z) for z ∈ Zε covers V . By (2.24) of Proposition 2.7,
E[#{z ∈ Zε : Bε(z) ∩ ∂Bs 6= ∅}1Hε ] ≤ ε−2+ξQ−ξ
2/2+oζ(1)+oε(1). (2.29)
Since P[Hε] → 1 as ε → 0 and by Markov’s inequality, it holds with probability tending to 1 as
ε→ 0 that ∂Bs ∩ V can be covered by at most ε−2+ξQ−ξ2/2+oζ(1)+oε(1) Euclidean balls of radius ε.
In particular, a.s. there is a (random) sequence of E of ε-values tending to zero such that for each
ε ∈ E , ∂Bs ∩ V can be covered by at most ε−2+ξQ−ξ2/2+oζ(1)+oε(1) Euclidean balls of radius ε. By
the definition of Hausdorff dimension, it follows that a.s. dim0H(∂Bs ∩ V ) ≤ 2− ξQ+ ξ2/2 + oζ(1).
Sending ζ → 0 now shows that a.s. dim0H(∂Bs ∩ V ) ≤ 2− ξQ+ ξ2/2, as required.
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Proof of (2.28) for quantum dimension. By summing (2.25) of Proposition 2.7 over all z ∈ Zε, we
get that for each p ∈ [0, 2dγ/γ − 1],
E
[∑
z∈Zε
(
sup
u,v∈Bε(z)
Dh(u, v)
)p
1{Bε(z) ∩ ∂Bs 6= ∅, Hε}
]
≤ εξQ(p+1)−(p+1)2ξ2/2−2+oζ(1)+oε(1). (2.30)
Recalling the definitions of ξ and Q from (1.3), we see that ξQ(p+ 1)− (p+ 1)2ξ2/2− 2 = 0 for
p = dγ − 1. Furthermore, the quadratic function p 7→ ξQ(p + 1) − (p + 1)2ξ2/2 − 2 attains its
maximum at
p = Q/ξ − 1 =
(
2
γ2
+
1
2
)
dγ − 1 > dγ − 1,
where it equals Q2/2 − 2 > 0. Since this function is quadratic, it follows that ξQ(p + 1) − (p +
1)2ξ2/2− 2 > 0 for each p ∈ (dγ − 1, Q/ξ − 1). Hence, for such a choice of p and a small enough
choice of ζ > 0 the right side of (2.30) tends to zero as ε→ 0. Since P[Hε]→ 1 as ε→ 0 and by
Markov’s inequality, it holds with probability tending to 1 as ε→ 0 that ∂Bs ∩ V can be covered by
a collection of Euclidean balls such that the sum of the pth powers of their Dh-diameters tends to
zero as ε→ 0. Sending ζ → 0 and p→ (dγ − 1)+ now shows that a.s. dimγH(∂Bs ∩ V ) ≤ dγ − 1, as
required.
The following lemma will allow us to deduce the upper bound for quantum dimension in
Theorem 1.2 from the upper bound for Euclidean dimension.
Lemma 2.8. Let α ∈ [−2, 2] and define the set of metric α-thick points T̂ αh as in (1.10). Almost
surely, it holds simultaneously for every Borel set X ⊂ C that
dimγH
(
X ∩ T̂ αh
)
≤
dim0H
(
X ∩ T̂ αh
)
ξ(Q− α) . (2.31)
Proof. Fix ζ > 0 and for δ > 0, let
Xα(δ) :=
{
z ∈ X : sup
u,v∈Br(z)
Dh(u, v) ∈
[
rξ(Q−α)+ζ , rξ(Q−α)−ζ
]
, ∀r ∈ (0, δ]
}
. (2.32)
Then X ∩ T̂ αh ⊂
⋃
n∈NX
α(1/n). By the countably stability of Hausdorff dimension and since ζ > 0
is arbitrary, it suffices to show that for each fixed ζ, δ > 0, a.s.
dimγHX
α(δ) ≤ 1
ξ(Q− α)− ζ dim
0
H
(
X ∩ T̂ αh
)
. (2.33)
To this end, let ∆ > dim0H
(
X ∩ T̂ αh
)
(which is at least the Euclidean dimension of Xα(δ)),
let ε > 0, and let {Bj}j∈N be a cover of Xα(δ) by Euclidean balls of radii rj ∈ (0, δ] such that∑
j∈N r
∆
j ≤ ε. We can arrange that each Bj is centered at a point of Xα(δ). By the definition (2.32)
of Xα(δ) and since each rj is at most δ,
∑
j∈N
(
sup
u,v∈Bj
Dh(u, v)
)∆/(ξ(Q−α)−ζ)
≤
∑
j∈N
r∆j ≤ ε. (2.34)
Since ε > 0 is arbitrary and ∆ can be made arbitrarily close to dim0H
(
X ∩ T̂ αh
)
, we obtain (2.33).
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Proof of Theorem 1.2, upper bound. We will prove the upper bound for dim0H(∂Bs ∩ T̂ αh ). This
immediately implies the desired upper bound for dimγH(∂Bs ∩ T̂ αh ) due to Lemma 2.8.
Step 1: reductions. As in the discussion immediately preceding (2.28), it suffices to show that for
α ∈ [ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2] and V as above, a.s.
dim0H
(
∂Bs ∩ T̂ αh ∩ V
)
≤ 2− ξ(Q− α)− α2/2; (2.35)
and for α /∈ [ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2], a.s. ∂Bs ∩ T̂ αh ∩ V = ∅.
For δ > 0, let
T̂ αh (δ) :=
{
z ∈ C : sup
u,v∈Br(z)
Dh(u, v) ∈
[
rξ(Q−α)+ζ/2, rξ(Q−α)−ζ/2
]
, ∀r ∈ (0, δ]
}
. (2.36)
Then T̂ αh ⊂
⋃
n∈N T̂ αh (1/n). By the countable stability of Hausdorff dimension, to prove (2.35) it
therefore suffices to show that for each fixed δ > 0 and α ∈ [ξ−
√
4− 2ξQ+ ξ2, ξ+
√
4− 2ξQ+ ξ2],
a.s.
dim0H
(
∂Bs ∩ T̂ αh (δ) ∩ V
)
≤ 2− ξ(Q− α)− α2/2; (2.37)
and for each α /∈ [ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2], a.s. ∂Bs ∩ T̂ αh (δ) ∩ V = ∅.
Step 2: relating to Eεα(z). To make the connection between (2.37) and the one-point estimate from
Proposition 2.2, we will argue that if ε ∈ (0, δ/4] is chosen to be sufficiently small and z ∈ V such
that Bε(z) ∩ ∂Bs ∩ T̂ αh (δ) 6= ∅, then E2εα (z) occurs.
To see this, let w ∈ Bε(z) ∩ ∂Bs ∩ T̂ αh (δ). By the definition (2.36) of T̂ αh (δ),
sup
u,v∈B4ε(w)
Dh(u, v) ≤ (4ε)ξ(Q−α)−ζ/2 and sup
u,v∈Bε(w)
Dh(u, v) ≥ εξ(Q−α)+ζ/2. (2.38)
Since Bε(w) ⊂ B2ε(z) ⊂ B4ε(w), if ε is chosen to be sufficiently small, then (2.38) implies that
sup
u,v∈B2ε(z)
Dh(u, v) ∈
[
(2ε)ξ(Q−α)+ζ , (2ε)ξ(Q−α)−ζ
]
(2.39)
and then Lemma 2.1 implies that E2εα (z) occurs, as required.
Step 3: proof of the upper bound for Euclidean dimension. Choose a finite collection Zε of at most
Oε(ε
−2) points in V such that the union of the balls Bε(z) for z ∈ Zε covers V . By the preceding
step and Proposition 2.2, for z ∈ Zε,
P
[
Bε(z) ∩ ∂Bs ∩ T̂ αh (δ) 6= ∅
]
≤ P[E2εα (z)] ≤ εξ(Q−α)+α2/2+oζ(1)+oε(1).
Summing over all z ∈ Zε then shows that
E
[
#
{
z ∈ Zε : Bε(z) ∩ ∂Bs ∩ T̂ αh (δ) 6= ∅
}]
≤ ε−2+ξ(Q−α)+α2/2+oζ(1)+oε(1). (2.40)
By Markov’s inequality, it holds with probability tending to 1 as ε → 0 that ∂Bs ∩ T̂ αh (δ) ∩ V
can be covered by at most ε−2+ξ(Q−α)+α2/2+oζ(1)+oε(1) Euclidean balls of radius ε. If α ∈ [ξ −√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2], then sending ζ → 0 gives (2.37).
If α /∈ [ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2], then −2 + ξ(Q− α) + α2/2 > 0. From this, we
get that if ζ is chosen to be sufficiently small, then with probability tending to 1 as ε→ 0, there are
no points z ∈ Zε such that Bε(z) ∩ ∂Bs ∩ T̂ αh (δ) 6= ∅. Since the balls Bε(z) for z ∈ Zε cover Zε,
this implies that a.s. ∂Bs ∩ T̂ αh (δ) ∩ V = ∅.
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2.3 Generalized upper bound
The argument of the preceding two subsections in fact yields upper bounds for the Hausdorff
dimensions of a wide variety of distinguished subsets of ∂Bs. To be precise, we state just below
a theorem which is proven in essentially the same manner as the upper bounds in Theorems 1.1
and 1.2. This theorem is not used in the rest of the present paper, so the reader who is only
interested in seeing the proofs of the results already stated can safely skip this subsection. Several
applications of the theorem of this subsection will appear in forthcoming joint work by the author,
J. Pfeffer, and S. Sheffield.
Theorem 2.9. Suppose that we are given events {F ε(z) : ε > 0, z ∈ C} and non-negative exponents
{qα}α∈[−2,2] with the following property. For any α ∈ [−2, 2], any ζ ∈ (0, 1), any bounded open set
V ⊂ C with V ⊂ C \ {0}, the following is true.
1. For each z ∈ V ,
P
[
F ε(z) ∩
{
sup
u,v∈Bε(z)
Dh(u, v) ∈
[
εξ(Q−α)+ζ , εξ(Q−α)−ζ
]}]
≤ εα2/2+qα+oζ(1)+oε(1), (2.41)
where the rate of the oζ(1) depends only on α, γ and the rate of the oε(1) depends only on
V, α, ζ, γ (not on the particular choice of z).
2. There exists an open set U ⊂ C which contains zero and lies at positive distance from V such
that for each small enough ε > 0 (depending on V ), each of the events F ε(z) for z ∈ V is a.s.
determined by h|C\U .
For s > 0, let Ys be the set of z ∈ ∂Bs such that⋃
ε>0
⋂
r∈(0,ε)∩Q
⋂
w∈Br(z)∩Q2
F r(w) (2.42)
occurs, i.e., for each small enough rational r > 0, the event F r(w) occurs for every w ∈ Br(z) ∩Q2
(we consider rational values of r and w to avoid measurability issues). Then a.s. for each α ∈ R,
dim0H
(
Ys ∩ T̂ αh
)
≤ max{0, 2− ξ(Q− α)− α2/2− qα} and
dimγH
(
Ys ∩ T̂ αh
)
≤ max
{
0,
2− α2/2− qα
ξ(Q− α) − 1
}
. (2.43)
Furthermore, a.s.
dim0H Ys ≤ max
{
0, sup
α∈[−2,2]
(
2− ξ(Q− α)− α2/2− qα
)}
and
dimγH Ys ≤ max
{
0, sup
α∈[−2,2]
(
2− α2/2− qα
ξ(Q− α) − 1
)}
. (2.44)
We now explain how to adapt the arguments of the preceding subsections to get Theorem 2.9.
Fix ζ ∈ (0, 1) and an open set V with V ⊂ C \ {0}. We define the events Eεα(z) for α ∈ [−2, 2],
z ∈ C, and ε > 0 as in (2.1). The following proposition is the generalization of Proposition 2.2 to
our setting.
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Proposition 2.10. For each α ∈ [−2, 2], each z ∈ V , and each ε > 0,
P[Eεα(z) ∩ F ε(z)] ≤ εξ(Q−α)+α
2/2+qα+oζ(1)+oε(1) (2.45)
where the rate of the oζ(1) depends only on α, γ and the rate of the oε(1) depends only on V, α, ζ, γ
(not on the particular choice of z).
Proof. This follows from exactly the same argument used to prove Proposition 2.2, except that (2.41)
is used in place of Lemma 2.3 to bound the probability of the “short range” event. Note that we
can arrange that the bump function φ introduced just above Lemma 2.4 is supported on the set U
from condition 2 in Theorem 2.9. Said condition then ensures that adding a multiple of φ to h does
not change the occurrence of F ε(z), i.e., F ε(z) occurs for h if and only if it occurs with h+Xφ in
place of h.
With Proposition 2.10 in hand, we can now follow exactly the same argument as in Section 2.2
to obtain the dimension upper bounds asserted in Theorem 2.9.
3 Outline of the lower bound proof
The rest of the paper is devoted to proving the lower bounds for Hausdorff dimension in Theorems 1.1
and 1.2. Before proceeding with the proofs, in this section we give an outline of the argument.
Our main task is to prove the lower bound
ess sup dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
≥ 2− ξ(Q− α)− α2/2 (3.1)
from Theorem 1.2. The desired lower bound for ess sup dimγH(∂Bs ∩ T αh ∩ T̂ αh ) follows from (3.1)
and a general result relating the Euclidean and quantum dimensions of subsets of the set of α-thick
points [GP19b, Proposition 2.5]. The lower bound for the ess sup of the Euclidean (resp. quantum)
dimension of Bs from Theorem 1.1 follows from the lower bound for the ess sup of the Euclidean
(resp. quantum) dimension of Bs ∩ T αh ∩ T̂ αh applied with α = ξ (resp. α = γ). Hence, we just need
to prove (1.11).
General strategy. We will prove (3.1) using the standard strategy for establishing lower bounds
for Hausdorff dimensions. That is, we will fix a sequence {εn}n∈N0 which converges to zero at a
factorial rate and we will define events Gn(z) for n ∈ N and z ∈ A1/4,1/3(0) which satisfy (roughly
speaking) the following properties.
A. Estimates for circle averages and distances on Gn(z). If Gn(z) occurs, then for each
r ∈ [εn, ε0] we have hr(z) = (α + or(1)) log r−1 and supu,v∈Aεn,r(z)Dh(u, v) = rξ(Q−α)+or(1).
Furthermore, Dh(0, Bεn(z)) ∈ [s, s+ εξ(Q−α)+on(1)n ] (see Lemma 5.18).
B. One-point estimate. For each z ∈ A1/4,1/3(0) we have P[Gn(z)] = εξ(Q−α)+α
2/2+on(1)
n (Propo-
sition 5.1).
C. Two-point estimate. For each distinct z, w ∈ A1/4,1/3(0), we have P[Gn(z) ∩ Gn(w)] ≤
|z − w|−ξ(Q−α)−α2/2−o|z−w|(1)P[Gn(z)]P[Gn(w)], where the rate of convergence of the o|z−w|(1)
does not depend on n or on the particular choices of z and w (Proposition 5.2).
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This will allow us to show via standard arguments that for each ∆ < 2− ξ(Q− α)− α2/2, it holds
with positive probability that there is a so-called Frostman measure ν on ∂Bs ∩ T αh ∩ T̂ αh , i.e., ν
satisfies
ν
(
∂Bs ∩ T αh ∩ T̂ αh
)
> 0 and
∫∫
(∂Bs∩T αh ∩T̂ αh )×(∂Bs∩T αh ∩T̂ αh )
|z − w|−∆ dν(z) dν(w) <∞. (3.2)
By Frostman’s lemma [MP10, Theorem 4.27], whenever such a measure ν exists we have dim0H(∂Bs∩
T αh ) ≥ ∆. We therefore obtain (3.1).
The remainder of this paper is devoted to defining the events Gn(z) and proving the above
three properties. Like the events Eεα(z) used in Section 2, the event Gn(z) will be the intersection
of a “short-range” event En(z) (which involves conditions for the GFF on a neighborhood of z)
and a “long-range” event Gz,n (which controls Dh(0, z)). The short-range event is dealt with using
estimates for the GFF and the γ-LQG metric. The long-range event is dealt with by adding a
random smooth function to the GFF and using that this affects the law of the GFF in an absolutely
continuous way, as in Section 2.
Short-range event. In Section 4, we focus exclusively on the short-range events En(z). The
definition of the events is given in Section 4.1. We will first define for each j ∈ N0 an event Ez,j
which depends on h|Aεj ,εj−1/3(z) and events H
out
z,j and H
in
z,j which depend on h|Aεj/3,εj (z).
The event Ez,j consists of the condition that hεj (z) − hεj−1(z) ≈ α log(εj−1/εj) (which will
ensure that z is “approximately α-thick” on En(z)) plus a list of regularity conditions which have
constant-order probability. These regularity conditions have several different purposes, such as
preventing Dh(0, z) from being extremely large or small and controlling the conditional probability
of Ez,j given h|C\Bεj−1 (z) on the event Ez,j−1. The purpose of each regularity condition is explained
in Remark 4.2.
The purpose of the events H inz,j and H
out
z,j is to prevent pathological behavior on the intermediate
annuli Aεj/3,εj (z). The events Ez,j cannot include conditions which depend on the restrictions of
h to these annuli. Indeed, we need Ez,j to depend on the restriction of h to a compact subset
of Bεj−1(z) in order to control the conditional probability of Ez,j given h|C\Bεj−1 (z) on the event
Ez,j−1.
We set En(z) := ⋂nj=0Ez,j ∩ ⋂n−1j=0 (H inz,j ∩ Houtz,j ), so that En(z) is the event that we have the
desired behavior up to scale n. In Sections 4.2 and 4.3, will establish analogs of the above three
properties for the events En(z).
A. Estimates for circle average and distance on En(z). If En(z) occurs, then for each
r ∈ [εn, ε0] we have hr(z) = (α + or(1)) log r−1 and supu,v∈Aεn,r(z)Dh(u, v) = rξ(Q−α)+or(1).
Furthermore, Dh(0, z) is of constant order (Lemmas 4.14 and 4.15).
B. One-point estimate for En(z). For z ∈ A1/4,1/3(0) we haveP[En(z)] = εα
2/2+on(1)
n (Lemma 4.9).
C. Two-point estimate for En(z). For distinct z, w ∈ A1/4,1/3(0), we have P[En(z) ∩ En(w)] ≤
|z − w|−α2/2−o|z−w|(1)P[En(z)]P[En(w)], where the rate of convergence of the o|z−w|(1) does not
depend on n or on the particular choices of z and w (Lemma 4.10).
These properties are established using the definition of En(z) together with standard local absolute
continuity properties of the GFF and estimates for the LQG metric from [DFG+19]. The most
involved step is showing that P[Ez,j ] ≥ (εj/εj−1)α2/2+oj(1) (Proposition 4.8). We require non-trivial
estimates to show that some of the regularity conditions in the definition of Ez,j occur with high
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probability (see the discussion just after Proposition 4.8 for details) so the proof of this proposition
is deferred until Section 6 to avoid interrupting the main argument.
Long-range event. In Section 5, we first define Gz,n :=
{
Dh(0, Bεn(z)) ∈ [s, s+ εβn]
}
for β
slightly smaller than ξ(Q − α). We then set Gn(z) := En(z) ∩ Gz,n. We will extract the desired
properties for Gn(z) from the analogous properties of En(z), as follows. Property A for Gn(z) is
immediate from the analogous property of En(z) and the definition of Gz,n.
The one-point estimate for Gn(z) is proven in Section 5.1. We let φz,1 be a smooth bump function
supported on an appropriate sub-annulus of Aε1,ε0/3(z). We also let R > 0 be large and we sample
X from Lebesgue measure on [0, R], independently from h. Since we know that Dh(0, Bεn(z)) is of
constant order on En(z), if R is chosen to be sufficiently large (independently of the choice of z or
n) then we can use Weyl scaling (Axiom III) to deduce that
P
[
Gz,n occurs with h+Xφz,1 in place of h
∣∣h]1En(z)  εβn1En(z). (3.3)
By taking unconditional expectations in (3.3) and recalling that Gn(z) = Gz,n∩En(z), we obtain
P[Gn(z) occurs with h+Xφz,1 in place of h]  εβnP[En(z)]. (3.4)
Actually, there is some subtlety here since En(z) does not imply En(z) with h + Xφz,1 in place
of h. To get around this we need to vary some of the parameters in the definition of En(z) by
an R-dependent amount; see Section 5.1 for details. The law of h+Xφz,1 is mutually absolutely
continuous w.r.t. the law of h, and the regularity conditions in the definition of En(z) allow us to
bound the Radon-Nikodym derivative. From this, we see that (3.4) together with our one-point
estimate for En(z) implies the desired one-point estimate for Gn(z).
The two-point estimate for Gn(z) is proven in Section 5.2. For this, we follow a similar argument
to the case of the one-point estimate. If |z − w| ∈ [εm+1, εm], we let φz,1 be as above and we
let φw,m+2 be an appropriate smooth bump function on a sub-annulus of Aεm+2,εm+1/3(w). We
then sample Xz, Xw uniformly from [0, 1] independently from each other and from h and set
h˜ := h+Xzφz,1 +Xwφw,m+2. The reason why we want φw,m+2 to be supported on Aεm+2,εm+1/3(w)
is that the support of φw,m+2 does not disconnect z from 0, so changing Xw does not have much
of an effect on D
h˜
(0, z) (c.f. Lemma 5.15). This prevents the joint conditional density of D
h˜
(0, z)
and D
h˜
(0, w) given h from concentrating in a subset of R2 with small Lebesgue measure. Via a
similar argument to the one above, we then obtain a two-point estimate for Gn(z) with h˜ in place of
h using the two-point estimate for En(z). We then deduce the desired two-point estimate for Gn(z)
using absolute continuity.
4 Short-range events
4.1 Definition of short-range events
Let
ε0 := 1/3 and εj :=
1
100j!
, ∀j ∈ N. (4.1)
The reason for a factorial choice of εj is to make it so that the gaps between successive scales, i.e.,
the ratios εj/εj−1, tend to ∞ as j → ∞ but still satisfy εj/εj−1 = εoj(1)j . The first property is
important since it allows us to absorb factors of cj , for c > 0 and j ∈ N, into multiplicative errors
of the form ε
oj(1)
j (see, e.g., the proof of Lemma 4.9). The second property is important, e.g., since
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it allows us to show that the probabilities of our events change by at most a factor of ε
oj(1)
j when
we increase or decrease j by a constant-order amount (see, e.g., the proof of Lemma 4.10).
Fix large constants A,K,L > 0 with K,L ≥ A, which will be the parameters of our events. We
will choose A and L in a manner depending only on α, γ in Proposition 4.8 and we will choose K in
a manner depending on A in Lemma 5.9. The parameter K will replace A in some of the conditions
in the definition of the event at scale j = 1; it does not appear in any of the definitions for scale
j ≥ 2.
Remark 4.1. Many of the definitions of events in this and subsequent sections involve fixed
numerical constants (1/3, 5/6, 6, etc.), especially when specifying the sizes of Euclidean annuli. The
particular values of these constants are usually not important for our purposes, just their relative
numerical order.
4.1.1 Events at a single scale
We want to define for each z ∈ C and j ∈ N an event Ez,j ∈ σ
(
(h− hεj−1(z))|Aεj ,εj−1/3(z)
)
and
events Houtz,j , H
in
z,j ∈ σ
(
(h− hεj−1(z))|Aεj/3,εj (z)
)
. Before defining our events, we first need a few
preliminary definitions. For z ∈ C and j ∈ N0, let hz,j be the harmonic part of (h− hεj (z))|Bεj (z).
Also let houtz,j be the harmonic function on Aεj/3,εj (z) whose boundary data on ∂Bεj (z) coincides
with that of h−hεj (z) (equivalently, that of hz,j) and whose boundary data on ∂Bεj/3(z) is identically
equal to zero. Symmetrically, let hinz,j be the harmonic function on Aεj/3,εj (z) whose boundary data
on ∂Bεj/3(z) coincides with that of h− hεj (z) (equivalently, that of hz,j) and whose boundary data
on ∂Bεj (z) is identically equal to zero. Then h
in
z,j+h
out
z,j is the harmonic part of (h−hεj (z))|Aεj/3,εj (z).
The purpose of the harmonic functions hinz,j and h
out
z,j will be discussed further in Section 4.1.2.
Finally, fix, once and for all, a smooth bump function φ : C→ [0, 1] with
φ|A2,3(0) ≡ 1 and φ|C\A1,4(0) ≡ 0. (4.2)
Let us now define the main event we will consider for a single scale. We comment on the purpose
of each condition in Remark 4.2 below. For z ∈ C and j ∈ N, let Ez,j = Ez,j(A,K,L) be the event
that the following is true.
α-thickness for the circle average process:
1. |hεj (z)− hεj−1(z)− α log(εj−1/εj)| ≤ A[log(εj−1/εj)]3/4.
2. supr∈[εj ,εj−1/3] |hr(z) − hεj−1(z) − α log(εj−1/r)| is bounded above by K[log(εj−1/εj)]3/4 if
j = 1 or by A[log(εj−1/εj)]3/4 if j ≥ 2.
Geometric conditions:
3. There is a path in A5εj ,6εj (z) which disconnects the inner and outer boundaries of A5εj ,6εj (z)
and whose Dh-length is at most
1
100Dh
(
∂B4εj (z), ∂B5εj (z)
)
.
4. Dh
(
∂B2εj (z), ∂B3εj (z)
) ≥ A−1εξQj eξhεj (z).
5. With φ as in (4.2), let φz,j(u) := φ
(
ε−1j (u− z)
)
, so that φz,j is supported on Aεj ,4εj (z) and
φz,j |A2εj ,3εj (z) ≡ 1. Then the Dirichlet inner product satisfies |(h, φz,j)∇| ≤ K if j = 1 or
|(h, φz,j)∇| ≤ A if j ≥ 2.
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Figure 3: Schematic illustration of the event Ez,j . Ratios of radii of concentric circles are not
shown to scale. The part of the field h − hεj−1(z) which each condition in the definition of Ez,j
depends on is indicated with either a red circle (for conditions which only depend on the restriction
of h− hεj−1(z) to one or more circles) or a double-sided blue arrow (for conditions which depend
on the restriction of h − hεj−1(z) to an annulus). The same is done for the events Houtz,j−1 and
H inz,j−1, with green double-sided arrows. The event Ez,j is determined by the gray and blue annulus
(h − hεj−1(z))|Aεj ,εj−1/3(z). The event Ez,j−1 is determined by the restriction of h to the region
outside of the green annulus. Note that εj−1/εj →∞ as j →∞ so the aspect ratio of the outermost
grey annulus is huge when j is large. The aspect ratios of the other annuli are of constant order.
6. supu,v∈Aεj ,εj−1/3(z)Dh
(
u, v;Aεj ,εj−1/3(z)
)
is bounded above by KεξQj−1e
ξhεj−1 (z) if j = 1 or by
AεξQj−1e
ξhεj−1 (z) if j ≥ 2.
Conditions for controlling the Radon-Nikodym derivative given what happens at a
previous scale:
7. Let Fz,j−1 the set of harmonic functions f onBεj−1(z) which satisfy f(0) = 0 and supu∈Bεj−1/2(z) |f(u)| ≤
A. Let h˚ be a zero-boundary GFF on Bεj−1(z) . For each f ∈ Fz,j−1, the Radon-Nikodym
derivative of the law of (˚h+ f)|Bεj−1/3(z) w.r.t. the law of (h− hεj−1(z))|Bεj−1/3(z) is bounded
above by L and below by L−1.
8. The harmonic part hz,j of (h− hεj (z))|Bεj (z) satisfies
sup
u∈Bεj/2(z)
|hz,j(u)| ≤ A, i.e., hz,j ∈ Fz,j . (4.3)
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Conditions for controlling diameters and circle averages in intermediate annuli:
9. In the notation introduced above,
sup
u∈Aεj/3,εj/2(z)
|houtz,j (z)| ≤ A and sup
u∈Aεj−1/2,εj−1 (z)
|hinz,j−1(z)| ≤ A. (4.4)
10. With the events H inz,j and H
out
z,j defined in (4.6) just below,
P
[
Houtz,j−1 ∩H inz,j
∣∣ (h− hεj−1(z))|Aεj ,εj−1/3(z)] ≥ 34 .
Remark 4.2. In this remark we explain the purpose of each condition in the definition of Ez,j .
1. Used in the proof of Lemma 4.14 to control the circle average of h on En(z). This lemma
will eventually be used to make sure that the Frostman measure constructed in Section 5.3 is
supported on T αh .
2. Also used in Lemma 4.14 to deal with hr(z) for r /∈ {εj}j∈N0 . The reason why we separate
this condition from condition 1 and use K instead of A when j = 1 is as follows. In Section 5.1
below, we want say that if x > 0 is large and Ez,1 occurs with K = A, then Ez,1 occurs with
h+ xφz,1 in place of h for a sufficiently large value of K (depending on x). Note that adding a
multiple of φz,j to h does not affect hεj (z)−hεj−1(z) since φz,j vanishes on ∂Bεj (z)∪∂Bεj−1(z),
which is why we do not need K in condition 1. The reason why we want to consider h+ xφz,1
is for an absolute continuity argument similar to the ones in Section 2.1, as discussed in
Section 3.
3. Used in Lemma 5.15 to prevent Dh-geodesics between points outside of B6εj (z) from entering
B4εj (z).
4. Used in Lemma 4.15 to lower-bound Dh-distances and in Lemma 5.14 to lower-bound the
effect on Dh(0, z) when we add a multiple of φz,j .
5. Used in Lemmas 5.5 and 5.11 to control the Radon-Nikodym derivative between the laws of h
and h+ xφz,1. The purpose of K is the same as for condition 2.
6. Used in Lemma 4.15 to upper-bound Dh-distances, which will be important for the one-point
lower bound for the long-range event in Section 5.1 and for making sure that the Frostman
measure is supported on T˜ αh . The purpose of K is the same as for condition 2.
7. Used in Lemma 4.11, with f = hz,j−1, to control the conditional probability of Ez,j given
h|C\Bεj−1 (z). This is the only appearance of the parameter L; the reason why we introduce L
is that the definition of Fz,j−1 depends on A, so L needs to be chosen in a manner depending
on A.
8. Used in Lemma 4.11 to allow us to apply condition 7 at the next scale.
9. Used in Lemma 4.15 to compare the fields houtz,j and h
in
z,j defined in (4.5) to h|Aεj/3,εj .
10. Used in Lemma 4.11 to lower-bound the conditional probability given Ez,j of events defined
as intersections of the Ez,j ’s, H
in
z,j ’s, and H
out
z,j ’s.
Lemma 4.3. The event Ez,j is measurable w.r.t. the σ-algebra generated by (h−hεj−1(z))|Aεj ,εj−1/3(z).
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Proof. By inspection, all of the conditions in the definition of Ez,j are determined by (h −
hεj−1(z))|Aεj ,εj−1/3(z) except possibly condition 7. For the conditions involving Dh-distances, we
use the locality of the metric (Axiom III). By Lemma 4.4 just below (applied with to the field
h(εj−1 ·+z)−hεj−1(z) d= h and the domain U = B1/3(0)), the event of condition 7 in the definition of
Ez,j is determined by (h−hεj−1(z))|∂Bεj−1/3(z), which is determined by (h−hεj−1(z))|Aεj ,εj−1/3(z).
The following lemma was used in the proof of Lemma 4.3.
Lemma 4.4. Let U ⊂ D be a Jordan domain and let f be a deterministic harmonic function on
D. Also let h˚ be a zero-boundary GFF on D and let h be a whole-plane GFF normalized so that
h1(0) = 0. The Radon-Nikodym derivative of the law of (˚h + f)|U w.r.t. the law of h|U is a.s.
determined by h|∂U .
Proof. For ε > 0, let ∂εU := Bε(∂U) ∩ U . By the Markov property of the whole-plane GFF, the
conditional law of h|U given h|∂εU is that of a zero-boundary GFF on U \ ∂εU plus the harmonic
extension of the field values of h on ∂εU to U \ ∂εU . By the Markov property of the zero-boundary
GFF and since f is harmonic, the same is true with h˚+f in place of h. Therefore, the Radon-Nikodym
derivative of the law of (˚h+ f)|U w.r.t. the law of h|U is the same as the Radon-Nikodym derivative
of the law of (˚h+ f)|∂εU w.r.t. the law of h|∂εU . This Radon-Nikodym derivative is a measurable
function of h|∂εU . Sending ε→ 0, we get that the Radon-Nikodym derivative is a.s. determined by
h|∂U .
4.1.2 Events between scales
We now define the events appearing in condition 10 in the definition of Ez,j . Using the harmonic
functions houtz,j and h
in
z,j introduced at the beginning of Section 4.1.1, we define
houtz,j :=
(
h− hεj (z)− houtz,j
)|Aεj/3,εj (z) and hinz,j := (h− hεj (z)− hinz,j)|Aεj/3,εj (z). (4.5)
Note that (
h− hεj (z)
)|Aεj/3,εj (z) = houtz,j + houtz,j = hinz,j + hinz,j .
The reason why these two different decompositions of
(
h− hεj (z)
)|Aεj/3,εj (z) are useful is as follows.
The harmonic function houtz,j is by definition determined by the “outside” part of the field h− hεj (z)
(i.e., by (h− hεj (z))|∂Bεj (z)) and, as shown in Lemma 4.5 just below, the field houtz,j is conditionally
independent from the outside part of the field given the “inside” part of the field (i.e., given
(h − hεj (z))|∂Bεj/3(z)). The opposite is true for h
in
z,j and h
in
z,j . This makes it easy to estimate the
conditional probabilities of events defined in terms of houtz,j , h
out
z,j , h
in
z,j , h
in
z,j (e.g., the events H
in
z,j and
Houtz,j which we define just below) when we condition on events which depend on h|Aεk,εk−1/3(z) for
k ∈ N (e.g., the events Ez,k); see also Remark 4.7.
Lemma 4.5. The field houtz,j is conditionally independent from (h− hεj (z))|C\Aεj/3,εj (z) given (h−
hεj (z))|∂Bεj/3(z). Furthermore, h
in
z,j is conditionally independent from (h− hεj (z))|C\Aεj/3,εj (z) given
(h− hεj (z))|∂Bεj (z).
Proof. By the definition of houtz,j and h
in
z,j , h
out
z,j is the sum of the zero-boundary part of (h −
hεj (z))|Aεj/3,εj (z) (which is independent from (h− hεj (z))|C\Aεj/3,εj (z)) and the function h
in
z,j (which
is determined by (h− hεj (z))|∂Bεj/3(z)). This gives the desired statement for h
out
z,j . The statement
for hinz,j is obtained similarly.
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We define
Houtz,j :=
 supu,v∈Aεj/3,εj/2(z)Dhoutz,j
(
u, v;Aεj/3,εj/2(z)
)
≤ AεξQj

∩
{
sup
r∈[εj/3,εj/2]
|(houtz,j )r(z)| ≤ A
}
and
H inz,j :=
 supu,v∈Aεj/2,εj (z)Dhinz,j
(
u, v;Aεj/2,εj (z)
)
≤ AεξQj

∩
{
sup
r∈[εj/2,εj ]
|(hinz,j)r(z)| ≤ A
}
, (4.6)
where (houtz,j )r(z) and (h
in
z,j)r(z) denote circle averages.
Lemma 4.6. The events Houtz,j and H
in
z,j are each a.s. determined by h|Aεj/3,εj (z), viewed modulo
additive constant.
Proof. We will prove the statement for Houtz,j ; the statement for H
in
z,j is proven in an identical manner.
It is obvious that the circle average condition in the definition of Houtz,j is determined by h|Aεj/3,εj (z),
viewed modulo additive constant, so we only need to consider the diameter condition. By the
locality of the metric (Axiom III), Dhoutz,j
(
u, v;Aεj/3,εj/2(z)
)
is a.s. determined by houtz,j |Aεj/3,εj (z).
As in the proof of Lemma 4.5, the field houtz,j |Aεj/3,εj (z) is the sum of the zero-boundary part of
(h− hεj (z))|Aεj/3,εj (z) (which is determined by h|Aεj/3,εj (z), viewed modulo additive constant) and
the function hinz,j (which is determined by (h− hεj (z))|Aεj/3,εj (z), and hence by h|Aεj/3,εj (z), viewed
modulo additive constant).
Remark 4.7. The purpose of the events H inz,j and H
out
z,j is as follows. We need a positive spacing
between the scales at which the events Ez,j are defined, i.e., we need the event Ez,j to depend only
on h|Aεj ,εj−1/3(z) instead of on h|Aεj ,εj−1 (z). The reason for this is that we can control the Radon-
Nikodym derivative of the conditional law of h|Bεj−1/3(z) given h|C\Bεj−1 (z) w.r.t. the marginal law
of h|Bεj−1/3(z), but we cannot do the same with h|Bεj−1 (z) in place of h|Bεj−1/3(z) (c.f. condition 7).
However, in Lemma 4.14 we want to control hr(z) for all r ∈ [εj , εj−1] on Ez,j (so that we can
eventually say that the perfect points are α-thick). Moreover, in Lemma 4.15 we want to prove an
upper bound for Dh(0, Bεn(z)) by summing the Dh-diameters of the annuli Aεj ,εj−1(z) for j ∈ [1, n]Z.
So, we need some information about what happens in Aεj−1/3,εj−1(z), which is provided by the
events H inz,j−1 and H
out
z,j−1.
4.1.3 Events for multiple scales
In addition to Ez,j , we will also need an event at “scale 0” which includes only a subset of the
conditions in the definition of Ez,j for j ∈ N. In particular, we let Ez,0 be the event that the
following is true (note that the numbering is consistent with the definition of Ez,j).
1. |hε0(z)| ≤ A.
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7. Let hz,0 be the harmonic part of (h− hε0(z))|Bε0 (z). Then
sup
u∈Bε0/2(z)
|hz,0(u)| ≤ A, i.e., hz,0(u) ∈ Fz,0. (4.7)
Here we recall that Fz,0 was defined in condition 7 in the definition of Ez,1.
9. supu∈Aε0/3,ε0/2(z) |h
out
z,0 (z)| ≤ A.
10. In the notation (4.6),
P
[
H inz,0
∣∣h|∂Bε0 (z)] ≥ 34 .
By inspection,
Ez,0 ∈ σ
(
h|∂Bε0 (z)
)
. (4.8)
For m,n ∈ N with m ≤ n, let
Enm(z) :=
n⋂
j=m
(
Ez,j ∩Houtz,j−1 ∩H inz,j−1
)
and En(z) := Ez,0 ∩ En1 (z). (4.9)
If m > n, we define Emn (z) to be the whole probability space (the empty intersection). We also set
E0(z) := Ez,0.
By Lemmas 4.3 and 4.6,
Enm(z) ∈ σ
(
(h− hεm−1(z))|Aεn,εm−1 (z)
)
, ∀m,n ∈ N and
En(z) ∈ σ
(
h|Aεn,ε0 (z)
)
, ∀n ∈ N. (4.10)
4.1.4 One-point estimate at a single scale
The main quantitative estimate we need for the events Ez,j is the following proposition, whose proof
is given in Section 6.
Proposition 4.8. There exists A,L > 0 depending only on α, γ such that for each parameter
K ≥ A, each z ∈ C, and each j ∈ N,
P
[
Ez,j ∩Houtz,j−1 ∩H inz,j−1
] ≥ (εj/εj−1)α2/2+oj(1) (4.11)
with the rate of the oj(1) depending only on A,L,K, α, γ. Moreover, for each z ∈ D we have
P[Ez,0]  1, with the implicit constant depending only on A,L,K, α, γ.
Throughout this section and the next we fix A and L as in Proposition 4.8, so that A and L
depend only on α, γ. We also let K ≥ A to be chosen in Lemma 5.9 below, in a manner depending
on A. Most implicit constants, errors, etc., in this section are allowed to depend on K.
Basically, the idea of the proof of Proposition 4.8 is that the probability of condition 1 in the
definition of Ez,j is (εj/εj−1)α
2/2+oj(1) (by a basic Brownian motion estimate) and, conditional
on this condition occurring, the rest of the conditions in the definition of Ez,j ∩Houtz,j−1 ∩H inz,j−1
occur with uniformly positive conditional probability if A and L are chosen to be sufficiently large.
However, there is some subtlety involved since it is not immediately obvious that each of the
conditions in the definition of Ez,j occurs with positive probability for any choices of A and L. For
example, condition 6 involves internal diameters taken all the way up to the boundary of an annulus
and condition 7 involves a simultaneous bound for infinitely many Radon-Nikodym derivatives. As
such, we will need to prove some estimates in order to establish Proposition 4.8, which is why we
defer the proof until Section 6.
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4.2 One-point and two-point estimates for short-range events
The goal of this section is to prove the following one-point and two-point estimates for the events
En(z) of (4.9).
Lemma 4.9 (One-point estimate for En(z)). For each z ∈ B1/3(0) and each n ∈ N,
P[En(z)] = εα2/2+on(1)n , (4.12)
where the rate of convergence of the on(1) depends only on K,α, γ.
Lemma 4.10 (Two-point estimate for En(z)). Suppose z, w ∈ B1/3(0), m ∈ N such that |z − w| ∈
[εm+1, εm], and n ∈ N with n ≥ m. Then
P[En(z) ∩ En(w)] ≤ P[Enm+3(z) ∩ Em−13 (z) ∩ Enm+3(w) ∩ Em−13 (w)]
≤ ε−α2/2+om(1)m P[En(z)]P[En(w)] (4.13)
where the rate of convergence of the om(1) depend only on K,α, γ.
In the setting of Lemma 4.10, we note that by definition Em−13 (z) is the whole probability space
if m ≤ 3 and Enm+3(z) is the whole probability space if n ≤ m+ 2. The estimate (4.13) is still true
in these degenerate cases.
We will in fact only use the second inequality in (4.13) of Lemma 4.10. The reason why we need
an upper bound for P[Enm+3(z)∩Em−13 (z)∩Enm+3(w)∩Em−13 (w)] instead of just for P[En(z)∩En(w)]
is that we will need to skip some scales in Section 5.2; see in particular Lemma 5.12.
The key tool in the proof of Lemmas 4.9 and 4.10 is the following approximate independence
across scales result, which is a consequence of (4.10) (measurability for Enm(z)) and conditions 7
and 8 in the definition of Ez,j .
Lemma 4.11. For each n,m ∈ N0 with n ≥ m+ 1 and each z ∈ B1/3(0),
P
[Enm+1(z) ∣∣h|C\Bεm (z)]1Ez,m  P[Enm+2(z)]1Ez,m (4.14)
and
P
[
Enm+1(z)
∣∣h|C\Bεm−1 (z)]1Ez,m  P[Enm+1(z)]1Ez,m , (4.15)
with the implicit constants depending only on K,α, γ.
Proof. Let us first note that hεm(z) is determined by each of h|C\Bεm (z) and (h− hεm(z))|C\Bεm (z)
(hεm(z) is equal to −1 times the average of the latter field over ∂D). Therefore,
σ
(
h|C\Bεm (z)
)
= σ
(
(h− hεm(z))|C\Bεm (z)
)
. (4.16)
We will use this fact without comment throughout the rest of the proof.
Throughout the rest of the proof, we condition on h|C\Bεm (z) (equivalently, on (h−hεm(z))|C\Bεm (z))
and we assume that Ez,m occurs. By the Markov property of the GFF, the conditional law of
(h − hεm(z))|Bεm (z) is that of a zero-boundary GFF on Bεm(z) plus the harmonic function hz,m.
By condition 8 in the definition of Ez,m, we have hz,m ∈ Fz,m, with Fz,m as in condition 7 in the
definition of Ez,m+1. By condition 7 in the definition of Ez,m+1, it therefore follows that on Ez,m+1,
the Radon-Nikodym derivative of the conditional law of (h − hεm(z))|Bεm/3(z) given h|C\Bεm−1 (z)
w.r.t. the marginal law of (h− hεm(z))|Bεm/3(z) is bounded above by L and below by L−1.
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By Lemma 4.3 and (4.10), we have Enm+2(z) ∩ Ez,m+1 ∈ σ
(
(h− hεm(z))|Bεm/3(z)
)
. By this and
the conclusion of the preceding paragraph,
P
[Enm+2(z) ∩ Ez,m+1 |h|C\Bεm (z)]1Ez,m  P[Enm+2(z) ∩ Ez,m+1]1Ez,m . (4.17)
Since Enm+1(z) ⊂ Enm+2(z) ∩ Ez,m+1 ⊂ Enm+2(z), we obtain (4.14) from (4.17).
Recall from (4.9) that Enm+1(z) = Enm+2(z)∩Ez,m+1∩Houtz,m∩H inz,m. To obtain (4.15), it therefore
remains to deal with the events Houtz,m and H
in
z,m.
We first recall that the event Houtz,m is determined by the field h
out
z,m, which is conditionally
independent from (h− hεm(z))|C\Bεm (z) given (h− hεm(z))|Bεm/3(z) (Lemma 4.5). By condition 10
in the definition of Ez,m+1,
P
[
Houtz,m
∣∣ (h− hεm(z))|Bεm/3(z)]1Ez,m+1 ≥ 341Ez,m+1 ,
so by the above conditional independence,
P
[
Houtz,m
∣∣ (h− hεm(z))|C\Aεm/3,εm (z)]1Ez,m+1 ≥ 341Ez,m+1 . (4.18)
Recall from Lemma 4.3 and (4.10) that Enm+2(z) ∩ Ez,m+1 ∩ Ez,m ∈ σ
(
(h− hεm(z))|C\Aεm/3,εm (z)
)
.
By (4.18),
P
[
Houtz,m
∣∣ (h− hεm(z))|C\Aεm/3,εm (z)]1Enm+2(z)∩Ez,m+1∩Ez,m ≥ 341Enm+2(z)∩Ez,m+1∩Ez,m . (4.19)
Using condition 10 in the definition of Ez,m, we similarly obtain
P
[
H inz,m
∣∣ (h− hεm(z))|C\Aεm/3,εm (z)]1Enm+2(z)∩Ez,m+1∩Ez,m ≥ 341Enm+2(z)∩Ez,m+1∩Ez,m . (4.20)
By (4.19) and (4.20),
P
[
Houtz,m ∩H inz,m
∣∣ (h− hεm(z))|C\Aεm/3,εm (z)]1Enm+2(z)∩Ez,m+1∩Ez,m ≥ 141Enm+2(z)∩Ez,m+1∩Ez,m .
(4.21)
Since Enm+2(z) ∩ Ez,m+1 ∩ Ez,m ∈ σ
(
(h− hεm(z))|C\Aεm/3,εm (z)
)
, we can take the conditional
expectation of both sides of (4.21) given h|C\Bεm (z) to obtain
P
[Enm+1(z) ∣∣h|C\Bεm (z)]1Ez,m ≥ 14P[Enm+2(z) ∩ Ez,m+1 ∣∣h|C\Bεm (z)]1Ez,m . (4.22)
Here we recall that Enm+1(z) = Enm+2(z) ∩ Ez,m+1 ∩Houtz,m ∩H inz,m by definition. By combining (4.22)
and (4.17) we obtain
P
[Enm+1(z) ∣∣h|C\Bεm (z)]1Ez,m  P[Enm+2(z) ∩ Ez,m+1]1Ez,m  P[Enm+1(z)]1Ez,m , (4.23)
which is (4.15).
Lemma 4.12. For each n,m ∈ N0 with n ≥ m+ 1 and each z ∈ B1/3(0),
P[En(z)]  P[Enm+2(z)]P[Em(z)] (4.24)
and
P[En(z)]  P[Enm+1(z)]P[Em(z)] (4.25)
with the implicit constant depending only on K,α, γ.
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Proof. Since En(z) = Enm+1(z) ∩ Em(z),
P[En(z)]
P[Em(z)] = P
[Enm+1(z) | Em(z)]. (4.26)
By definition, we have Ez,m ⊃ Em(z) and by (4.10), we have Em(z) ∈ σ
(
h|C\Bεm (z)
)
. Therefore, the
lemma follows immediately from Lemma 4.11.
Proof of Lemma 4.9. Recall that t 7→ he−t(z)− h1(z) is a standard linear Brownian motion. By the
Gaussian tail bound, for each z ∈ C and j ∈ N, the probability of condition 1 in the definition of
Ez,j is at most (εj/εj−1)α
2/2+oj(1). By the independent increments property of Brownian motion,
the events described in condition 1 for different values of j ∈ N (z fixed) are independent, so their
intersection has probability at most ε
α2/2+on(1)
n . This intersection contains En(z), which gives the
upper bound in (4.12).
We now prove the lower bound. By applying (4.25) of Lemma 4.12 n + 1 times, noting that
Ejj (z) = Ez,j ∩Houtz,j−1 ∩H inz,j−1 for j ∈ N and E0(z) = Ez,0, we obtain
P[En(z)] ≥ cn+1
n∏
j=1
P
[
Ez,j ∩Houtz,j−1 ∩H inz,j−1
]×P[Ez,0] (4.27)
where c > 0 is a constant depending only on α, γ. By Proposition 4.8, for each ζ > 0 there exists
bζ > 0 such that for each z ∈ C and j ∈ N, P[Ez,j ∩ Houtz,j−1 ∩ H inz,j−1] ≥ bζ(εj/εj−1)α
2/2+ζ and
furthermore P[Ez,0] ≥ bζ . Plugging this into (4.27) gives
P[En(z)] ≥ (cbζ)n+1ε−α
2/2−ζ
0 ε
α2/2+ζ
n ≥ εα
2/2+ζ+on(1)
n .
Sending ζ → 0 now gives the lower bound in (4.12).
The following lemma is the main input in the proof of the two-point estimate, Lemma 4.10.
Lemma 4.13. Suppose z, w ∈ B1/3(0) and m ∈ N such that |z −w| ∈ [εm+1, εm]. Then for n ≥ m,
P
[Enm+3(z) ∩ Enm+3(w) | Em−13 (z) ∩ Em−13 (w)]  P[Enm+5(z)]P[Enm+5(w)] (4.28)
with the implicit constant depending only on K,α, γ.
Proof. See Figure 4 for an illustration of the setup. If n < m+ 5 the right side of (4.28) is equal to
1, so we can assume without loss of generality that n ≥ m+ 5.
Since |z − w| ∈ [εm+1, εm], we have Bεm+2(z) ∩ Bεm+2(w) = ∅ and Bεm+2(z) ∪ Bεm+2(w) ⊂
Bεm−1(z). By the measurability statements from Lemma 4.3 and (4.10), this implies that
Em−13 (z), Em−13 (w), Ez,m+3, Ew,m+3 ∈ σ
(
h|
C\(Bεm+3 (z)∪Bεm+3 (w))
)
,
Enm+4(z) ∈ σ
(
h|Bεm+3 (z)
)
, and Enm+4(w) ∈ σ
(
h|Bεm+3 (w)
)
. (4.29)
By the Markov property of the GFF, the restrictions of h to Bεm+3(z) and Bεm+3(w) are conditionally
independent given h|
C\(Bεm+3 (z)∪Bεm+3 (w)), so by (4.29) the same is true for the events E
n
m+4(z) and
Enm+4(w). Therefore, a.s.
P
[
Enm+4(z) ∩ Enm+4(w) |h|C\(Bεm+3 (z)∪Bεm+3 (w))
]
= P
[
Enm+4(z) |h|C\(Bεm+3 (z)∪Bεm+3 (w))
]
P
[
Enm+4(w) |h|C\(Bεm+3 (z)∪Bεm+3 (w))
]
. (4.30)
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Figure 4: Illustration of the proof of Lemma 4.13. The symbol for each of the events involved in
the proof is shown in the region such that the restriction of h to that region determines the event.
The events Em−13 (z) and Em−13 (w) are determined by the restrictions of h to C \ Bεm−1(z) and
C \Bεm−1(w), respectively (not shown), which are subsets of C \ (Bεm+2(z) ∪Bεm+2(w)). The key
observations for the proof are that the events Enm+4(z) and Enm+4(w) are conditionally independent
given h|C\(Bεm+3 (z)∪Bεm+3 (w)); and if Ez,m+3 ∩ Ew,m+3 occurs, then the conditional probability of
each of these events is comparable to its unconditional probability.
By the conditional independence of h|Bεm+3 (z) and h|Bεm+3 (w) given h|C\(Bεm+3 (z)∩Bεm+3 (w)), a.s.
P
[
Enm+4(z) |h|C\(Bεm+3 (z)∪Bεm+3 (w))
]
= P
[
Enm+4(z) |h|C\Bεm+3 (z)
]
. (4.31)
By Lemma 4.11 (applied with m+ 1 in place of m), we now obtain that a.s.
P
[
Enm+4(z) |h|C\(Bεm+3 (z)∪Bεm+3 (w))
]
1Ez,m+3  P
[Enm+5(z)]1Ez,m+3 (4.32)
with the implicit constant depending only on α, γ. By plugging (4.32) and the analogous bound
with w in place of z into (4.30) and multiplying both sides by 1Em−13 (z)∩Em−13 (w), we get that a.s.
P
[
Enm+4(z) ∩ Enm+4(w) |h|C\(Bεm+3 (z)∪Bεm+3 (w))
]
1Em−13 (z)∩Em−13 (w)∩Ez,m+3∩Ew,m+3
 P[Enm+5(z)]P[Enm+5(w)]1Em−13 (z)∩Em−13 (w)∩Ez,m+3∩Ew,m+3 . (4.33)
By the first measurability statement in (4.29), we can take unconditional expectations of both
sides of (4.33) to get
P
[Enm+4(z) ∩ Enm+4(w) | Em−13 (z) ∩ Em−13 (w) ∩ Ez,m+3 ∩ Ew,m+3]  P[Enm+5(z)]P[Enm+5(w)].
(4.34)
Since Enm+3(z) ⊂ Enm+4(z) ∩ Ez,m+3 and similarly with w in place of z, we immediately get (4.28)
from (4.34).
Proof of Lemma 4.10. If n < m+ 5 the bound (4.13) is an easy consequence of Lemma 4.9 since we
allow a multiplicative ε
om(1)
m error. Hence we can assume without loss of generality that n ≥ m+ 5.
By Lemma 4.13,
P
[Enm+3(z) ∩ Em−13 (z) ∩ Enm+3(w) ∩ Em−13 (w)]
 P[Enm+5(z)]P[Enm+5(w)]P[Em−13 (z) ∩ Em−13 (w)]
≤ P[Enm+5(z)]P[Enm+5(w)]P[Em−13 (z)]. (4.35)
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Note that in the last line we simply dropped Em−13 (w) from the intersection. By (4.25) of Lemma 4.12
(applied with (n,m) replaced by each of (m− 1, 1) and (n,m+ 4)),
P
[Em−13 (z)]  P[Em−1(z)]P[E2(z)] and P[Enm+5(z)]  P[En(z)]P[Em+4(z)] . (4.36)
The same is true with w in place of z. Plugging these estimates into (4.35) gives
P
[Enm+3(z) ∩ Em−13 (z) ∩ Enm+3(w) ∩ Em−13 (w)]  P[En(z)]P[En(w)]P[Em−1(z)]P[Em+4(z)]P[Em+4(w)]P[E2(z)] . (4.37)
By applying Lemma 4.9 to lower-bound the probabilities of each of Em+4(z), Em+4(w), and E2(z)
and to upper-bound P[Em−1(z)], we now obtain (4.13).
4.3 Deterministic estimates truncated on the short-range event
In this subsection, we prove some estimates for the behavior of circle averages and Dh-distances
on En(z) which will be important for checking that the Frostman measure which we construct in
Section 5.3 is supported on Bs ∩ T αh ∩ T̂ αh (Lemma 5.18) as well as for some of the probabilistic
estimates in the next section. The first estimate ensures that z is approximately an α-thick point
on En(z).
Lemma 4.14. There are deterministic functions χ : N → (0,∞) and χ˜K : (0,∞) → (0,∞) with
limj→∞ χ(j) = limr→0 χ˜K(r) = 0 such that χ depends only on α, γ (not on K), χ˜K depends only
on K,α, γ, and the following is true. Suppose z ∈ B1/3(0) and n ∈ N. On En(z),
(α− χ(j)) log ε−1j ≤ hεj (z) ≤ (α+ χ(j)) log ε−1j , ∀j ∈ [0, n]Z (4.38)
and
(α− χ˜K(r)) log r−1 ≤ hr(z) ≤ (α+ χ˜K(r)) log r−1, ∀r ∈ [εn, ε0]. (4.39)
Proof. Throughout the proof we assume that En(z) occurs. By condition 1 in the definition of Ez,j ,
|hεj (z)− hεj−1(z)− α log(εj−1/εj)| ≤ A[log(εj−1/εj)]3/4, ∀j ∈ [1, n]Z. (4.40)
Furthermore, the definition of Ez,0 implies that |hε0(z)| ≤ A. By summing these estimates, we
obtain (4.38) with
χ(j) =
1
log(1/εj)
(
A+A
j∑
k=1
[log(εk−1/εk)]3/4
)
. (4.41)
We now establish (4.39). By condition 2 in the definition of Ez,j ,
|hr(z)− hεj−1(z)− α log(εj−1/r)| ≤ K[log(εj−1/εj)]3/4, ∀r ∈ [εj , εj−1/3], ∀j ∈ [1, n]Z. (4.42)
For j ∈ [0, n − 1]Z and r ∈ [εj/3, εj ], the field houtz,j of (4.5) satisfies h − hεj (z) = houtz,j + hz,j and
hence the circle average process of houtz,j satisfies
|hr(z)− hεj (z)| ≤ |(houtz,j )r(z)|+ sup
u∈∂Br(z)
|houtz,j (u)|. (4.43)
Therefore, condition 9 in the definition of Ez,j together with the definition (4.6) of H
out
z,j yield
sup
r∈[εj/3,εj/2]
|hr(z)− hεj (z)| ≤ 2A, ∀j ∈ [0, n− 1]Z. (4.44)
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Similarly, using hinz,j we get
sup
r∈[εj/2,εj ]
|hr(z)− hεj (z)| ≤ 2A, ∀j ∈ [0, n− 1]Z. (4.45)
Combining (4.42), (4.44), and (4.45) gives us an upper bound for supr∈[εj ,εj−1] |hr(z)− hεj−1(z)| for
each j ∈ [1, n]Z. Combining this upper bound with (4.40) yields (4.39) for an appropriate choice of
χ˜K . Note that χ˜K has to depend on K due to the K in (4.42).
The second estimate of this subsection ensures that z is an approximate metric α-thick point on
En(z) and also that Dh(0, z) is of constant order on En(z) (which will be important in Section 5.1).
Lemma 4.15. Suppose z ∈ A1/4,1/3(0) and n,m ∈ N0 with n ≥ m+ 1. On En(z),
sup
u,v∈Aεn,εm (z)
Dh(u, v) = ε
ξ(Q−α)+om(1)
m , (4.46)
where the om(1) is deterministic and its rate of convergence depends only on K,α, γ. In particular,
there is a deterministic constant SK = SK(α, γ) > 1 depending only on K,α, γ such that on En(z),
Dh(0, Bεn(z)) ∈
[
S−1K , SK
]
. (4.47)
Proof. Throughout the proof we assume that En(z) occurs and we require all implicit constants
and the rate of convergence of all o(1) errors to be deterministic and depend only on K,α, γ. The
argument is purely deterministic.
To prove the lower bound in (4.46), we observe that
Dh(Bεn(z), ∂Bεm(z)) ≥ Dh
(
∂B2εm+1(z), ∂B3εm+1(z)
)
. (4.48)
By condition 4 in the definition of Ez,m, the right side of this inequality is bounded below by
A−1εξQm+1e
ξhεm+1 (z), which in turn is bounded below by ε
ξ(Q−α)+om(1)
m+1 by Lemma 4.14. Since
εm+1 = ε
1+om(1)
m , this gives the lower bound in (4.46).
To prove the upper bound in (4.46), we use the triangle inequality and the fact that Dh(u, v) ≤
Dh(u, v;W ) for any W ⊂ C and u, v ∈W to get
sup
u,v∈Aεn,εm (z)
Dh(u, v) ≤
n∑
j=m+1
sup
u,v∈Aεj ,εj−1/3(z)
Dh
(
u, v;Aεj ,εj−1/3(z)
)
+
n−1∑
j=m
sup
u,v∈Aεj/2,εj (z)
Dh
(
u, v;Aεj/2,εj (z)
)
+
n−1∑
j=m
sup
u,v∈Aεj/3,εj/2(z)
Dh
(
u, v;Aεj/3,εj/2(z)
)
. (4.49)
By condition 6 in the definition of Ez,j and then Lemma 4.14, the terms in the first sum in (4.49)
satisfy
sup
u,v∈Aεj ,εj−1/3(z)
Dh
(
u, v;Aεj ,εj−1/3(z)
)
 εξQj−1eξhεj−1 (z) ≤ εξ(Q−α−χ(j−1))j−1 , (4.50)
which χ(j − 1) = oj(1) as in Lemma 4.14. By summing this over all j ∈ [m+ 1, n]Z, we see that the
first sum in (4.49) is bounded above by ε
ξ(Q−α)+om(1)
m .
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To deal with the second sum in (4.49), we recall that (h− hεj (z))|Aεj/3,εj (z) = h
in
z,j + h
in
z,j . By
Weyl scaling (Axiom III),
sup
u,v∈Aεj/2,εj (z)
Dh−hεj (z)
(
u, v;Aεj/2,εj (z)
)
≤
 sup
u∈Aεj/2,εj (z)
eξh
in
z,j(u)
 sup
u,v∈Aεj/2,εj (z)
Dhoutz,j
(
u, v;Aεj/2,εj (z)
). (4.51)
By condition 9 in the definition of Ez,j , for j ∈ [m,n− 1]Z, the first factor on the right side of (4.51)
is bounded above by eξA. By the definition 4.6 of H inz,j , the second factor is bounded above by Aε
ξQ
j .
Since Dh−hεj (z) = e
−ξhεj (z)Dh, we can apply (4.51) and then Lemma 4.14 to get that
sup
u,v∈Aεj/2,εj (z)
Dh
(
u, v;Aεj/2,εj (z)
)
≤ AeξAεξQj eξhεj (z)  εξ(Q−α−χ(j))j . (4.52)
By summing this over all j ∈ [m,n− 1]Z we get that the second sum in (4.49) is bounded above by
ε
ξ(Q−α)+om(1)
m . We similarly treat the third sum in (4.49), using houtz,j and h
out
z,j instead of h
in
z,j and
hinz,j . This gives the upper bound in (4.46).
To deduce (4.47), we note that since z ∈ A1/4,1/3(0) and ε0 = 1/3, we have 0 ∈ Aεn,ε0(z) and
0 /∈ B3ε1(z). We may therefore combine (4.46) with the discussion just after (4.48) (both with
m = 0) to get (4.47) for an appropriate choice of K.
5 Long-range events
The events En(z) of Section 4 provide all of the regularity events we will need, but there is nothing
in the definitions of these events that ensures that z is close to ∂Bs when En(z) occurs. To rectify
this, fix β ∈ (0, ξ(Q− α)) (which we will eventually take to be close to ξ(Q− α)). For z ∈ C and
n ∈ N, we define
Gz,n :=
{
Dh(0, Bεn(z)) ∈
[
s, s+ εβn
]}
. (5.1)
With En(z) as in (4.9), we also define
Gn(z) := En(z) ∩Gz,n. (5.2)
The goal of this section is to prove the lower bounds in Theorems 1.1 and 1.2.
Before stating our bounds, we recall that En(z) depends on three parameters A,L,K, The
parameters A and L were fixed in a manner depending only on α, γ in Proposition 4.8. The
parameter K ≥ A has not yet been chosen, and all of the estimates of Section 4 are required to
hold for any K ≥ A (although the constants involved are sometimes allowed to depend on K). In
particular, Lemma 4.15 shows that for each K ≥ A there is an SK = SK(α, γ) > 1 such that on
En(z), we have Dh(0, Bεn(z)) ∈
[
S−1K , SK
]
. This number SK in the special case when K = A will
play an important role in the results of this subsection. The main results of this section are the
following one-point and two-point estimates for the events Gn(z).
Proposition 5.1 (One-point estimate). Let S = SA(α, γ) > 1 be the constant from Lemma 4.15 for
K = A and suppose that s > S. If the parameter K ≥ A from Section 4.1 is chosen to be sufficiently
large, in a manner depending only on s, α, γ, then for each z ∈ A1/4,1/3(0) and each n ∈ N,
P[Gn(z)] ≥ εα2/2+β+on(1)n (5.3)
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with the rate of the on(1) depending only on s, α, γ.
Proposition 5.2 (Two-point estimate). Let S be as above, let s > S, and let K = K(s, α, γ) > A be
chosen as in Proposition 5.1. Suppose z, w ∈ A1/4,1/3(0), let m ≥ 3 be such that |z−w| ∈ [εm+1, εm],
and let n ≥ m+ 2. Then
P[Gn(z) ∩ Gn(w)] ≤ ε−α2/2−ξ(Q−α)+om(1)m P[Gn(z)]P[Gn(w)] (5.4)
with the rate of the om(1) depending only on s, α, γ.
In Section 5.3, we will combine Propositions 5.1 and 5.2 via the usual Frostman measure argument
in order to say that for s > S, we have ess sup dim0H(∂Bs∩T αh ) ≥ 2−ξ(Q−α)−α2/2. The following
proposition will be used to transfer from the case when s > S to the case when s ∈ (0, S].
Proposition 5.3 (Truncated one-point estimate). Let S be as above, let s > S, and let K =
K(s, α, γ) > A be chosen as in Proposition 5.1. For each C > 0,
P
[Gn(z) ∩ {Dh(∂B5/6(0), ∂B7/8(0)) ≥ C}]  P[Gn(z)] (5.5)
with the implicit constant depending only on C, s, α, γ.
Proposition 5.3 (applied with a large choice of C) will eventually allow us to show that for s > S,
it holds with positive probability that dim0H(∂Bs ∩ T αh ) is bounded below and also Bs ⊂ B7/8(0).
This, in turn, will allow us to transfer from the case when s > S to the case when s ∈ (0, S] using
Weyl scaling and local absolute continuity argument. See Proposition 5.20. The reason why we
want Bs to be at positive distance from ∂D for this absolute continuity argument is that for a > 0,
the laws of the restrictions of h and h + a to any compact subset of D are mutually absolutely
continuous, but this is not true for the restrictions to D since h is normalized so that h1(0) = 0.
Notation 5.4. Throughout this section, we will frequently work with a distribution h˜ whose law is
absolutely continuous with respect to the law of h. Typically, h˜ will be obtained by adding a random
smooth function to h. For an event E depending on h, we denote the analogous event with h˜ in
place of h by a parenthetical h˜. So, e.g., Gn(z; h˜) is the event Gn(z) defined with h˜ in place of h.
As discussed in Section 3, the key idea in the proofs of Propositions 5.1, 5.2, and 5.3 is similar to
the idea for treating the “long-range” event in Proposition 2.2. The event Gn(z) is the intersection
of the short-range event En(z) and the long-range event Gz,n. We already have the necessary
estimates for En(z) from Section 4. To deal with Gz,n, we will consider a field h˜ obtained by adding
a random smooth function to h. We will prove bounds for the conditional probability of Gz,n(h˜)
(using Notation 5.4) given h, truncated on the event En(z). Using the absolute continuity of the
laws of h and h˜, we will then deduce the desired estimates for h.
Let us now describe the proofs in more detail. Section 5.1 is devoted to the proof of Proposition 5.1.
Here, we will take h˜ = h+Xφz,1 where φz,1 is as in condition 5 in the definition of Ez,1 and X is
sampled uniformly from Lebesgue measure on [0, R], independently from h, for a large but fixed
constant R > 0. If s > S then Lemma 4.15 shows that Dh(0, Bεn(z)) ≤ s on En(z). Furthermore,
if R is chosen to be sufficiently large, depending on s, then it is not hard to see using condition 4
in the definition of Ez,1 that Dh+Rφz,1(0, Bεn(z)) ≥ s on this event (see Lemma 5.8). Since X
is sampled uniformly from [0, R], we can use Weyl scaling to say that on En(z), the conditional
probability of Gz,n(h˜) given En(z) is at least a constant times εβn (Lemma 5.7). Taking unconditional
probabilities and applying the estimate for P[En(z)] from Lemma 4.9 will then give us a lower
bound for P[Gn(z; h˜)]. We then transfer from h˜ back to h via absolute continuity.
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The main technical difficulty in the above argument is that adding Xφz,1 to h affects the
occurrence of some of the conditions in the definition of Ez,1, so we do not necessarily know that
En(z) ⊂ En(z; h˜). This means that the above argument, applied naively, only gives a lower bound
for P[Gz,n(h˜) ∩ En(z)] instead of for P[Gn(z; h˜)]. To get around this, we will start by working with
the event En(z) defined in the same manner as En(z) but with K = A. We will then make the
parameter K sufficiently large (depending on R) so that En(z) ⊂ En(z; h˜). This is the reason why
we include K in the definition of our events.
Section 5.2 is devoted to the proof of Proposition 5.2. Here, we work with the field h˜ =
Xzφz,1 +Xwφw,m+2 where Xz, Xw are sampled uniformly from [0, 1] independently from each other
and from h. We first prove an upper bound for P[Gz,n(h˜) ∩Gw,n(h˜)|h]1En(z)∩En(w) (Lemma 5.13).
We then take unconditional probabilities and apply the two-point estimate for En(z) (Lemma 4.10)
to obtain an upper bound for P[Gn(z; h˜) ∩ Gn(w; h˜)] and finally transfer back to h via absolute
continuity. As in Section 5.1, there are technical difficulties with comparing En(z) and En(z; h˜),
but they are more easily dealt with than in Section 5.1 since we only want an upper bound for
probabilities and we allow an ε
om(1)
m error. So, we can simply “skip” the scales which are affected by
adding Xzφz,1 +Xwφw,m+2; see Lemma 5.12.
Proposition 5.3 is obtained by combining estimates in Sections 5.1 and 5.2. Roughly speaking,
the reason why the proposition is true is that Dh
(
∂B5/6(0), ∂B7/8(0)
)
is determined h|A5/6,7/8(0)
whereas En(z) depends on the restriction of h to B1/3(z) ⊂ B2/3(0), so the events En(z) and{
Dh
(
∂B5/6(0), ∂B7/8(0)
) ≥ C} are approximately independent. See Lemma 5.9.
5.1 One-point estimate
In this subsection we will prove Proposition 5.1 and most of Proposition 5.3. Throughout, to lighten
notation we let
FC :=
{
Dh
(
∂B5/6(0), ∂B7/8(0)
) ≥ C}, ∀C > 0 (5.6)
be the event appearing in Proposition 5.3. Most of this subsection is devoted to the proof of the
following lemma, which is the key input in the proofs of Propositions 5.1 and 5.3.
Lemma 5.5. Let S = SA(α, γ) be as in Proposition 5.1 and let s > S. Also let C > 1 and let FC
be as in (5.6). For each z ∈ A1/4,1/3(0), and each n ∈ N,
P[Gn(z) ∩ FC ]  εβnP[En(z)] (5.7)
with the implicit constant depending only on C, s, α, γ.
For n ∈ N, let Ez,1 and En(z) be the events Ez,1 and En(z) of Section 4.1 with K = A. As in
the rest of the paper, we still write Ez,1 and En(z) for the events of Section 4.1 with a given choice
of K. Since K ≥ A and K appears only in the definition of Ez,1,
En(z) ⊂ En(z) and En(z) = E1(z) ∩ En2 (z). (5.8)
The main reason for separating the events En(z) and En(z) is the following lemma.
Lemma 5.6. Let R > 0. If we choose the parameter K to be sufficiently large, in a manner
depending only on R,α, γ, then a.s. whenever En(z) occurs the event En(z;h + xφz,1) occurs for
each x ∈ [0, R] (where here we use Notation 5.4).
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Proof. Recall that E1(z) = Ez,1 ∩ Ez,0 ∩Houtz,0 ∩H inz,0. The function φz,1 is supported on Aε1,4ε1(z),
so adding a multiple of φz,1 to h does not affect the occurrence of any of the conditions in the
definition of Ez,1 except possibly conditions 2, 4, 5, and 6, i.e., each of the other conditions in the
definition of Ez,1 occurs if and only if it occurs with h replaced by h+ xφz,1 for any x ∈ R (note
that for condition 7, we use Lemma 4.4). Similarly, the occurrence of the event Ez,0 ∩Houtz,0 ∩H inz,0
is unaffected by adding a multiple of φz,1 to h.
We will now deal with the four remaining conditions in the definition of Ez,1. Since φz,1 takes
values in [0, 1], Axiom III implies that a.s.
Dh(u, v) ≤ Dh+xφz,1(u, v) ≤ eξRDh(u, v), ∀x ∈ [0, R]. (5.9)
From this, we see that condition 4 in the definition of Ez,1 implies condition 4 in the definition
of Ez,1(h + xφz,1) (since this condition only involves a lower bound for Dh-distances). Similarly,
the diameter upper bound condition 6 for Ez,1 implies condition 6 for Ez,1(h + xφz,1) provided
K ≥ AeξR.
For x ∈ [0, R], adding xφz,1 to h increases the circle average process of h by at most R and
increases the absolute value of the Dirichlet inner product (h, φz,1)∇ by at most R(φz,1, φz,1)∇ =
R(φ, φ)∇. From this, we see that conditions 2 and 6 in the definition of Ez,1 imply the corresponding
conditions for Ez,1(h+ xφz,1) provided K ≥ A+R(1 ∨ (φ, φ)∇).
Lemma 5.5 will eventually be deduced from the following estimate together with a local absolute
continuity argument.
Lemma 5.7. For each s > S, there exists R = R(s, α, γ) > 0 such that the following is true. Let
X be sampled uniformly from [0, R], independently from h. Also let z ∈ A1/4,1/3(0) and n ∈ N. On
En(z), a.s.
P[Gz,n(h+Xφz,1) |h]  εβn (5.10)
where the implicit constant is deterministic and depends only on s, α, γ.
It is crucial for our purposes that the constant R from Lemma 5.7 does not depend on K, since
K needs to depend on R due to Lemma 5.6. This is why we truncate on En(z) (which does not
depend on K) instead of on En(z) in the lemma statement.
For the proof of Lemma 5.7, we need the following lower bound for how much we perturb
distances when we add a multiple of φz,m to h, which is a consequence of Lemma 2.5.
Lemma 5.8. Let z ∈ A1/4,1/3(0) and let n,m ∈ N with m ≤ n. Recalling the smooth bump function
φz,m from condition 5 in the definition of Ez,m, we define
θ(x) = θnz,m(x) := Dh+xφz,m(0, Bεn(z)), ∀x ≥ 0. (5.11)
Then a.s. θ is strictly increasing and locally Lipschitz continuous and on Em(z), a.s.
θ′(x)  eξxεξQm eξhεm (z), for Lebesgue-a.e. x ≥ 0 (5.12)
with a deterministic implicit constant depending only on α, γ (not on K).
Proof. By Lemma 2.5 applied with K1 = Bεn(z), K2 = {0}, and A = A2εm,3εm(z), θ is strictly
increasing and locally Lipschitz continuous and
θ′(x) ≥ ξeξxDh(∂B2εm(z), ∂B3εm(z)), for Lebesgue-a.e. x ≥ 0. (5.13)
Condition 4 in the definition of Ez,m shows that the right side of (5.13) is at least A
−1ξeξxεξQm eξhεm (z),
which concludes the proof.
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Proof of Lemma 5.7. Throughout the proof we condition on h and assume that En(z) occurs. As in
Lemma 5.8 (with m = 1), for x ≥ 0 we define θ(x) := Dh+xφz,1(0, Bεn(z)). By Lemma 4.15 (applied
with K = A),
θ(0) = Dh(0, Bεn(z)) ∈ [S−1, S]. (5.14)
Lemma 5.8 provides a lower bound for θ′(x). We will also need a corresponding upper bound,
whose proof is much easier. Since φz,1 ≤ 1, we have θ(y) ≤ eξ(y−x)θ(x) for each x, y ≥ 0 with x < y.
This implies that that θ(y)− θ(x) ≤ (eξ(y−x) − 1)θ(x) and hence that θ′(x) ≤ ξθ(x) ≤ ξeξxθ(0) for
Lebesgue-a.e. x ≥ 0. By combining this with (5.14), we get
θ′(x) ≤ ξSeξx, for Lebesgue-a.e. x ≥ 0. (5.15)
The bound (5.15) together with the fundamental theorem of calculus implies that for any
R > 0 and any s ∈ [θ(0), θ(R) − εβn], the Lebesgue measure of the set of x ∈ [0, R] for which
θ(x) ∈ [s, s+ εβn] is at least ξ−1S−1e−ξRεβn. Hence, if X is uniformly distributed on [0, R], then for
any s ∈ [θ(0), θ(R)− εβn],
P[Gz,n(h+Xφz,1) |h] = P
[
θ(X) ∈ [s, s+ εβn] |h
]
≥ ε
β
n
ξSReξR
. (5.16)
To prove (5.10), it remains to show that if s > S, then for a large enough choice of R = R(s, α, γ),
we have s ∈ [θ(0), θ(R)− εβn]. By integrating the bound (5.12) from Lemma 5.14, we obtain that for
some α, γ-dependent constant c > 0,
θ(R) ≥ θ(0) + cεξQ1 eξhε1 (z)
∫ R
0
eξx dx = θ(0) + cεξQ1 e
ξhε1 (z)(eξR − 1). (5.17)
By Lemma 4.14, εξQ1 e
ξhε1 (z) is bounded below by some deterministic α, γ-dependent constant c′ > 0.
Hence (5.14) and (5.17) together imply that θ(R) ≥ S−1 + cc′(eξR − 1). Hence, by choosing R
sufficiently large, in a manner depending only on s, α, γ, we can arrange that θ(R) ≥ s + 1, as
required.
In the rest of this section we will fix s > S and let R = R(s, α, γ) be as in Lemma 5.7. We also
assume that K = K(R,α, γ) > A is chosen as in Lemma 5.6 for this choice of R, so that K depends
only on s, α, γ. The following lemma is needed to compare the probabilities of En(z) and En(z). We
also include the event FC , with a view toward Proposition 5.3.
Lemma 5.9. Let C > 0 and recall the event FC from (5.6). For each z ∈ A1/4,1/3(0) and each
n ∈ N,
P[En(z) ∩ FC ]  P[En(z)] (5.18)
with the implicit constant depending only on C, s, α, γ.
We first treat the special case when n = 1.
Lemma 5.10. For each C > 0 and each z ∈ A1/4,1/3(0),
P
[E1(z) ∩ FC]  1 (5.19)
with the implicit constant depending only on C,α, γ.
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Proof. By (4.10), the event E1(z) is a.s. determined by the restriction of h to B1/3(z) ⊂ B2/3(0) and
by Lemma 4.9 (applied with K = A) the probability of this event is bounded below by a positive
constant depending only on α, γ. By the locality of the metric (Axiom II), the event FC is a.s.
determined by h|A5/6,7/8(0). Furthermore, by adding a large smooth bump function supported in
A5/6,7/8(0) to h and noting that this affects the law of h in an absolutely continuous way, one easily
sees that P[FC ] > 0 for any choice of C > 0.
By the Markov property of the GFF, the conditional law of h|B2/3(0) given h|A5/6,7/8(0) is a.s.
mutually absolutely continuous with respect to the marginal law of h|B2/3(0). Combining this with
the preceding paragraph concludes the proof.
Proof of Lemma 5.9. Due to Lemma 4.3, the event E1(z) ∩ FC is a.s. determined by h|C\Bε1 (z).
Furthermore, this event is contained in Ez,1. Consequently, Lemma 4.11 (applied with m = 1)
implies that a.s.
P
[
En2 (z) |h|C\Bε1 (z)
]
1E1(z)∩FC  P[En2 (z)]1E1(z)∩FC .
Taking unconditional expectations of both sides and using Lemma 5.10 now gives
P[En(z) ∩ FC ]  P[En2 (z)] ≥ P[En(z)].
Proof of Lemma 5.5. Let R = R(s, α, γ) be as in Lemma 5.7 and let X be sampled uniformly from
[0, R]. Define the field
h˜ := h+Xφz,1.
By Lemma 5.7,
P
[
Gz,n(h˜) |h
]
1En(z)∩FC  εβn1En(z)∩FC . (5.20)
Since the support of φz,1 is disjoint fromA5/6,7/8(0), we haveDh(∂B5/6(0), ∂B7/8(0)) = Dh˜(∂B5/6(0), ∂B7/8(0))
and hence FC = FC(h˜). By Lemma 5.6, if En(z) occurs then also En(z; h˜) occurs. Therefore, we
can take unconditional expectations of both sides of (5.20) and use Lemma 5.9 to lower-bound the
right side to get
P
[
Gn(z; h˜) ∩ FC(h˜)
]
≥ P
[
Gz,n(h˜) ∩ En(z) ∩ FC
]
 εβnP[En(z) ∩ FC ]  εβnP[En(z)]. (5.21)
By Lemma A.2, if we condition on X, then the conditional law of h˜ is mutually absolutely
continuous with respect to the law of h. The Radon-Nikodym derivative of the latter law w.r.t. the
law of the former law is
MX = MX(h˜) = exp
(
−X(h˜, φz,1)∇ + 1
2
X2(φz,1, φz,1)∇
)
. (5.22)
By condition 5 in the definition of Ez,1(h˜), on En(z; h˜) we have |(h˜, φz,1)∇| ≤ K. Since (φz,1, φz,1)∇ =
(φ, φ)∇ and X ∈ [0, R], it follows that on En(z; h˜), the Radon-Nikodym derivative (5.39) is bounded
above and below by deterministic constants which depend only on s, α, γ.
We may therefore compute
P[Gn(z) ∩ FC ] = P[Gn(z) ∩ FC |X] (X,h are independent)
= E
[
MX1Gn(z;h˜)∩FC(h˜) |X
]
 P
[
Gn(z; h˜) ∩ FC(h˜) |X
]
.
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Taking unconditional expectations of both sides of this last inequality and using (5.38) now gives
P[Gn(z) ∩ FC ]  εβnP[En(z)],
as required.
Proof of Proposition 5.1. This is immediate from the lower bound for P[En(z)] from Lemma 4.9
combined with Lemma 5.5.
5.2 Two-point estimate
The goal of this subsection is to finish the proofs of Propositions 5.2 and 5.3. Throughout, we fix
s > S and we assume that K = K(s, α, γ) is chosen as in Proposition 5.1. Most of the subsection is
devoted to the proof of the following lemma, which combines with Lemma 5.5 to yield Proposition 5.2.
Lemma 5.11. Suppose z, w ∈ A1/4,1/3(0), let m ≥ 3 be such that |z − w| ∈ [εm+1, εm], and let
n ≥ m+ 2. Then
P[Gn(z) ∩ Gn(w)] ≤ ε−α2/2−ξ(Q−α)−om(1)m ε2βn P[En(z)]P[En(w)], (5.23)
with the rate of the om(1) depending only on s, α, γ (not on n or the particular choices of z and w).
As in Section 5.1, we need a variant of En(z) to deal with the fact that adding a smooth function
to h can affect the occurrence of En(z). For m ∈ N, let En,m(z) be the event that there exists a
continuous function f : C→ [−1, 1] which is supported on
(C \Bε2(z)) ∪Aεm+2,εm−1(z) (5.24)
such that En(z) occurs with h+ f in place of h. Obviously, En,m(z) ⊃ En(z) (take f = 0). We have
the following two-point estimate for En,m(z).
Lemma 5.12. Let z, w ∈ A1/4,1/3(0), let m ∈ N such that |z−w| ∈ [εm+1, εm], and let n ∈ N with
n ≥ m. Then
P
[En,m(z) ∩ En,m(w)] ≤ ε−α2/2+om(1)m P[En(z)]P[En(w)] (5.25)
with the rate of the om(1) depending only on α, γ.
Proof. Recall that from (4.10) that En2n1 (z) ∈ σ
(
h|Aεn1 ,εn2−1 (z)
)
for each n1, n2 ∈ N. Since the
function f in the definition of En,m(z) is supported on the set (5.24), it follows that
En,m(z) ⊂ Em−13 (z) ∩ Enm+3(z). (5.26)
The same is true with w in place of z. Hence (5.25) is an immediate consequence of the second
inequality in Lemma 4.10.
The following lemma will be combined with an absolute continuity argument to obtain Lemma 5.11.
Lemma 5.13. Let z, w ∈ A1/4,1/3(0) and m ∈ N such that |z − w| ∈ [εm+1, εm]. Let Xz and Xw
be sampled from Lebesgue measure on [0, 1], independently from each other and from h, and let
h˜ := h+Xzφz,1 +Xwφw,m+2.
If n ≥ m+ 2, then on En,m(z) ∩ En,m(w),
P
[
Gz,n(h˜) ∩Gw,n(h˜)
∣∣h]  ε−ξ(Q−α)−om(1)m ε2βn (5.27)
with the implicit constant and the rate of the om(1) depending only on α, γ (not on n or the particular
choices of z and w).
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To prove Lemma 5.13, we first consider the simpler situation where we add just one random
smooth function to h.
Lemma 5.14. Let z ∈ A1/4,1/3(0) and m,n ∈ N with m ≤ n. Let X be sampled from Lebesgue
measure on [0, 1], independently from h. If Em,m(z) occurs, then
P
[
Gz,n(h+Xφz,m)
∣∣h] ≤ ε−ξ(Q−α)−om(1)m εβn (5.28)
with the rate of convergence of the om(1) depending only on s, α, γ.
Proof. Throughout the proof we condition on h and assume that Em,m(z) occurs.
For x ≥ 0, define θ(x) = Dh+xφz,m(0, Bεn(z)) as in Lemma 5.8. Recall that by the definition
of Em,m(z), the event Ez,m(h+ f) occurs for some function f : C→ [−1, 1]. Since Dh+f ≤ eξDh,
condition 4 in the definition of Ez,m implies that on Em,m(z), we have Dh
(
∂B2εj (z), ∂B3εj (z)
) ≥
A−1e−ξεξQj e
ξhεj (z). Using this bound in the proof of Lemma 5.8, we see that the conclusion of
Lemma 5.8 holds with Em,m(z) in place of Em(z), i.e., on Em,m(z),
θ′(x)  εξQm eξhεm (z), for Lebesgue-a.e. x ≥ 0 (5.29)
with the implicit constant depending only on s, α, γ. Note that we have dropped a factor of eξx,
which is at least 1.
The bound (5.29) together with the fundamental theorem of calculus implies that the Lebesgue
measure of the set of x ∈ [0, 1] for which θ(x) ∈ [s, s+ εβn] is at most a s, α, γ-dependent constant
times εβn/(ε
ξQ
m eξhεm (z)). Since X is sampled uniformly from Lebesgue measure on [0, 1], independently
from h, this shows that
P
[
Gz,n(h+Xφz,m)
∣∣h] = P[θ(X) ∈ [s, s+ εβn] ∣∣h]  εβn
εξQm eξhεm (z)
. (5.30)
By Lemma 4.14, on Em(z) we have eξhεm (z) = ε−ξα+om(1)m . On Em,m(z), the event Em(z;h + f)
occurs for some smooth function f taking values in [−1, 1], so also eξhεm (z) = ε−ξα+om(1)m on Em,m(z).
This gives (5.28).
The following lemma will tell us that in the setting of Lemma 5.13, D
h˜
(0, Bεn(z)) does not
depend on the value of Xw. This will allow us to reduce Lemma 5.13 to Lemma 5.14.
Lemma 5.15. Let z ∈ A1/4,1/3(0) and m ∈ N. On Em,m(z), there a.s. exists a random δ > 0 such
that the following is true. Let u, v ∈ C \B6εm(z) and let g : C→ [−1, 1] be a continuous function.
Then no path of Dh+g-length smaller than Dh+g(u, v) + δ can enter B4εm(z).
Proof. See Figure 5 for an illustration of the proof. On Em,m(z), the event Ez,m(h+ f) occurs for
some function f : C→ [−1, 1]. Since e−2ξDh+f ≤ Dh+g ≤ e2ξDh+f (by Axiom III), condition 4 in
the definition of Ez,m implies that
(∗) There is a path P ◦ in A5εm,6εm(z) which disconnects the inner and outer boundaries of
A5εm,6εm(z) and whose Dh+g-length is at most
e4ξ
100Dh+g(∂B4εm(z), ∂B5εm(z)).
Note that ξ < 1/2 so e4ξ/100 < 1.
Now let P : [0, T ] → C be a path from u to v which enters B4εm(z), parameterized by Dh+f -
length. Let σ be the first time that P enters B4εm(z) and let τ be the last time before σ at which
P enters B5εm(z). Then P ([τ, σ]) ⊂ A4εm,5εm(z) and
σ − τ ≥ Dh+g(∂B4εm(z), ∂B5εm(z)). (5.31)
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P |[0,τ ]
P |[τ,σ]
P |[σ,T ]
P ◦
u
v
z
B4εm(z)
B5εm(z)
B6εm(z)
Figure 5: Illustration of the proof of Lemma 5.15. The purple path P ◦ is provided by condition 3 in
the definition of Ez,m. Its Dh+g-length is much shorter than the Dh+g-distance between the inner
and outer boundaries of the green annulus, and hence much shorter than σ− τ . If P enters B4εm(z),
then we get a path from u to v which is shorter than P by concatenating a segment of P with a
segment of P ◦, so P cannot have near-minimal Dh+g-length among paths from u to v.
Since u, v /∈ B6εm(z), the path P must cross between the inner and outer boundaries of A5εm,6εm(z)
before time τ and after time σ. Consequently, there are times t ∈ [0, τ ] and s ∈ [σ, T ] for which P (t)
and P (s) lie in the range of the path P ◦ from (5.2). By concatenating P |[0,t], a segment of P ◦, and
P |[s,T ], we get a path from u to v with Dh+g-length at most
t+ (T − s) + e
4ξ
100
Dh+g(∂B4εm(z), ∂B5εm(z))
≤ t+ (T − s) + σ − τ −
(
1− e
4ξ
100
)
Dh+g(∂B4εm(z), ∂B5εm(z))
≤ T −
(
1− e
4ξ
100
)
Dh+g(∂B4εm(z), ∂B5εm(z))
where in the first inequality we use (5.31). Since Dh+g ≥ e−ξDh, we therefore have
T ≥ Dh+g(u, v) + δ for δ =
(
1− e
4ξ
100
)
e−ξDh(∂B4εm(z), ∂B5εm(z)).
Proof of Lemma 5.13. Throughout the proof, we condition on h and we assume that En,m(z) ∩
En,m(w) occurs.
We first argue using Lemma 5.15 that D
h˜
(0, Bεn(z)) is determined by h and Xz (it does not
depend on Xw). Indeed, since n ≥ m + 2 and |z − w| ≥ εm+1, we have Bεn(z) ∩ B6εm+2(w) = ∅.
Since w ∈ A1/4,1/3(0), also 0 /∈ B6εm+2(w). Since Xzφz,1 +Xwφw,m+2 and Xzφz,1 each take values in
[−1, 1], Lemma 5.15 applied with m+ 2 in place of m and w in place of z implies that the following
is true. No D
h˜
-geodesic from 0 to a point u ∈ Bεn(z) can enter B4εm+2(w) and the same is true
with h+Xzφz,1 in place of h˜. Since φw,m+2 is supported on B4εm+2(w), this implies that
D
h˜
(0, Bεn(z)) = Dh˜
(
0, Bεn(z);C \B4εm+2(w)
)
= Dh+Xzφz,1
(
0, Bεn(z);C \B4εm+2(w)
)
= Dh+Xzφz,1(0, Bεn(z)). (5.32)
By Lemma 5.14 (applied with m = 1) and (5.32), on En,m(z), a.s.
P
[
Gz,n
(
h˜
) ∣∣h] = P[Gz,n(h+Xz,1φz,1) ∣∣h]  ε−ξ(Q−α)−o(1)1 εβn  εβn, (5.33)
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where in the last line we used that ε1 is a universal constant. On the other hand, exactly the same
argument as in the proof of Lemma 5.14 shows that on En,m+2(w), a.s.
P
[
Gw,n
(
h˜
) ∣∣h,Xz]  ε−ξ(Q−α)−om(1)m εβn. (5.34)
Since Gz,n(h˜) is determined by h and Xz (due to (5.32)) we can combine (5.33) and (5.34) to
get (5.27).
We now conclude the proof of Lemma 5.11 by comparing the laws of h and h˜.
Proof of Lemma 5.11. As in Lemma 5.13, let Xz and Xw be sampled from Lebesgue measure on
[0, 1], independently from each other and from h, and let h˜ := h+Xzφz,1 +Xwφw,m+2.
By Lemma 5.12,
P
[En,m(z) ∩ En,m(w)] ≤ ε−α2/2+om(1)m P[En(z)]P[En(w)]. (5.35)
By Lemma 5.13,
P
[
Gz,n(h˜) ∩Gw,n(h˜) | Em,n(z) ∩ Em,n(w)
]
≤ ε−ξ(Q−α)−om(1)m ε2βn . (5.36)
By combining (5.35) and (5.36), we obtain
P
[
Gz,n(h˜) ∩ En,m(z) ∩Gw,n(h˜) ∩ En,m(w)
]
≤ ε−α2/2−ξ(Q−α)−om(1)m ε2βn P[En(z)]P[En(w)]. (5.37)
For each possible realization of Xz and Xw, the function h− h˜ = −Xzφz,1 −Xwφw,m+2 takes
values in [−1, 1] and is supported on Aε1,4ε1(z) ∪Aεm+2,4εm+2(w). Since |z − w| ∈ [εm+1, εm] and
m ≥ 3, this support is contained in[
(C \Bε2(z)) ∪Aεm+2,εm−1(z)
] ∩ [(C \Bε2(w)) ∪Aεm+2,εm−1(w)].
Consequently, the definitions of En,m(z) and En,m(w) imply that if En(z; h˜) ∩ En(w; h˜) occurs, then
also En,m(z) ∩ En,m(w) occurs. Recalling the definition (5.2) of Gn(z), we therefore get from (5.37)
that
P
[
Gn(z; h˜) ∩ Gn(w; h˜)
]
≤ ε−α2/2−ξ(Q−α)−om(1)m ε2βn P[En(z)]P[En(w)]. (5.38)
Recall that the supports of φz,1 and φw,m+2 are disjoint, so in particular (φz,1, φw,m+2)∇ = 0.
By Lemma A.2, if we condition on Xz and Xw, then the conditional law of h˜ is mutually absolutely
continuous with respect to the law of h. The Radon-Nikodym derivative of the latter law w.r.t. the
law of the former law is
M = exp
(
−Xz(h˜, φz,1)∇ −Xw(h˜, φw,m+2)∇ + 1
2
X2z (φz,1, φz,1)∇ +
1
2
X2w(φw,m+2, φw,m+2)∇
)
.
(5.39)
By condition 5 in the definitions of each of Ez,1(h˜) and Ew,m+2(h˜), on En(z; h˜) ∩ En(w; h˜) we have
(h˜, φz,1)∇ ≤ K and (h˜, φw,m+2)∇ ≤ K.
Since (φz,1, φz,1)∇ = (φw,m+2, φw,m+2)∇ = (φ, φ)∇ is a universal constant and Xz, Xw ∈ [0, 1], we
get that whenever En(z; h˜) ∩ En(w; h˜) occurs, the Radon-Nikodym derivative (5.39) is bounded
above and below by deterministic constants which depend only on s, α, γ.
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We may therefore compute
P[Gn(z) ∩ Gn(w)] = P[Gn(z) ∩ Gn(w) |Xz, Xw] (Xz, Xw, h are independent)
= E
[
M1Gn(z;h˜)∩Gn(w;h˜) |Xz, Xw
]
 P
[
Gn(z; h˜) ∩ Gn(w; h˜) |Xz, Xw
]
.
Taking unconditional expectations of both sides of this last inequality and using (5.38) now
gives (5.23).
Proof of Proposition 5.2. By Lemma 5.5, we have ε2βn P[En(z)]P[En(w)]  P[Gn(z)]P[Gn(w)]. We
now apply this to upper-bound the right side of the estimate of Lemma 5.11 to obtain (5.4).
For the proof of Proposition 5.3, we need an upper bound for P[Gn(z)] in terms of P[En(z)] which
complements the lower bound of Lemma 5.5. This upper bound comes from the same argument as
in the proof of Lemma 5.11.
Lemma 5.16. We have
P[Gn(z)]  εβnP[En(z)], (5.40)
with the implicit constant depending only on s, α, γ.
Proof. Let X be sampled uniformly from [0, 1] and let h˜ := h + Xφz,1. By Lemma 5.14 applied
with m = 1,
P
[
Gz,n(h˜) |h
]
1En,1(z)  εβn1En,1(z). (5.41)
If En(z; h˜) occurs, then En,1(z) occurs. Hence taking unconditional expectations of both sides
of (5.41) shows that
P
[
Gn(z; h˜)
]
 εβnP
[
En,1(z)
]
≤ εβnP[En3 (z)]. (5.42)
By Lemma 4.12, we have P[En3 (z)]  P[En(z)]. By a Radon-Nikodym derivative calculation as in
the proof of Lemma 5.11, we also have P[Gn(z)]  P
[
Gn(z; h˜)
]
. Plugging these bounds into (5.42)
yields (5.40).
Proof of Proposition 5.3. Combine Lemmas 5.5 and 5.16.
5.3 Lower bounds for Hausdorff dimension
Fix a point z0 ∈ A1/3,1/4(0) which lies at Euclidean distance at least 1/100 from ∂A1/3,1/4(0). For
n ≥ 3, we define
Zn := (εn−3Z2) ∩Bε4(z0). (5.43)
Also let Z ′n be the set of z ∈ Zn for which Gn(z) occurs. We define the set of perfect points
P :=
⋂
N≥1
⋃
n≥N
⋃
z∈Z′n
Bεn−3(z). (5.44)
Equivalently, P is the set of u ∈ Bε4(z0) for which there is a sequence nj →∞ and points zj ∈ Z ′nj
with zj → u.
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Remark 5.17. The reason for the somewhat strange choice of Zn in (5.43) is that the statement
of the two-point estimate Proposition 5.2 requires n ≥ m + 2 and m ≥ 3. Indeed, we use εn−3
instead of εn in (5.43) so that |z − w| ≥ εn−3/2 ≥ εn−2 for each distinct z, w ∈ Zn, which implies
that |z − w| ∈ [εm+1, εm] for some m ≤ n − 2. We use Bε4(z0) instead of A1/3,1/4(0) in (5.43) so
that |z −w| ≤ ε3 for each z, w ∈ Zn, which implies that if z 6= w then |z −w| ∈ [εm+1, εm] for some
m ≥ 3. Consequently, for any distinct z, w ∈ Zn we can apply Proposition 5.2 to z and w to get
that if m is chosen so that |z − w| ∈ [εm+1, εm], then
P[Gn(z) ∩ Gn(w)] ≤ ε−α2/2−ξ(Q−α)+om(1)m P[Gn(z)]P[Gn(w)]
= |z − w|−α2/2−ξ(Q−α)+o|z−w|(1)P[Gn(z)]P[Gn(w)] (5.45)
where the o|z−w|(1) tends to zero as |z − w| → 0 at a rate depending only on s, α, γ (not on n or
the particular choice of z, w ∈ Zn).
Let us now check that the set of perfect points is contained in the set whose dimension we seek
to lower-bound.
Lemma 5.18. We have
P ⊂ ∂Bs ∩ T αh ∩ T̂ αh . (5.46)
Proof. Let w ∈ P and let nj → ∞ and zj ∈ Z ′nj with zj → w. For each j ∈ N, the event Gnj (z)
occurs, so in particular Dh(0, Bεnj (znj )) ∈ [s, s + ε
β
nj ]. As j → ∞, the Dh-diameter of Bεnj (znj )
converges to zero, so Dh(0, zj)→ s and hence Dh(0, w) = s. Therefore, a.s. P ⊂ ∂Bs.
We next show that a.s. P ⊂ T αh . By [HMP10, Proposition 2.1] and local absolute continuity
(to transfer from a zero-boundary GFF to a whole-plane GFF), after possibly replacing the circle
average process by a continuous modification, we can arrange that the following is true. For each
ζ ∈ (0, 1) there a.s. exists a random C > 0 such that for each z, z′ ∈ D and each r, r′ ∈ (0, 1] such
that 1/2 ≤ r/r′ ≤ 2,
|hr(z)− hr′(z′)| ≤ Cr−1/2|(z, r)− (z′, r′)|(1−ζ)/2. (5.47)
Now let w ∈ P and δ ∈ (0, 1). By the definition of P, we can find n ∈ N with εn < δ and a
z ∈ Zn such that |w − z| ≤ δ100. By (5.47), for each r ∈ [δ, 1],
|hr(w)− hr(z)| ≤ Cr−1/2|w − z|(1−ζ)/2 ≤ Cr−1/2+(1−ζ)/200 = or(log r−1). (5.48)
By Lemma 4.14, for z ∈ Z ′n we have hr(z) = (α+ or(1)) log r−1 for each r ∈ [εn, ε0]. By combining
this with (5.48), we obtain
hr(w) = (α+ or(1)) log r
−1, ∀r ∈ [δ, 1]. (5.49)
Sending δ → 0 shows that w ∈ T αh . Hence a.s. P ⊂ T αh .
Finally, we show that a.s. P ⊂ T̂ αh . To this end, let w ∈ P and let r ∈ (0, ε1]. Choose m ∈ N
such that r ∈ [εm+1, εm] and let N ≥ m+ 3 be large enough that
sup
u,v∈BεN (z)
Dh(u, v) ≤ εξ(Q−α)m , ∀z ∈ A1/4,1/3(0). (5.50)
(such an N exists since Dh induces the Euclidean topology).
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By the definition of P, we can find n ≥ N + 1 and z ∈ Z ′n such that Dh(z, w) ≤ εN/2. Since
r ∈ [εm+1, εm] and εN < εm+2/100, we have Bεm+2(z) ⊂ Br(w) ⊂ Bεm−1(z). Since EN (z) occurs,
we can apply Lemma 4.15 to get that
sup
u,v∈Br(w)
Dh(u, v) ≥ sup
u,v∈AεN ,εm+2 (z)
Dh(u, v) ≥ εξ(Q−α)+om(1)m = rξ(Q−α)+or(1) (5.51)
and
sup
u,v∈Br(w)
Dh(u, v) ≤ sup
u,v∈Bεm−1 (z)
Dh(u, v)
≤ sup
u,v∈AεN ,εm−1 (z)
Dh(u, v) + sup
u,v∈BεN (z)
Dh(u, v)
≤ εξ(Q−α)+om(1)m + εξ(Q−α)m (by Lemma 4.15 and (5.50))
= rξ(Q−α)+or(1). (5.52)
Therefore, w ∈ T̂ αh and hence P ⊂ T̂ αh .
Proposition 5.19. Assume that α ∈ (ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2). For each ∆ <
2− α2/2− ξ(Q− α) and each C > 0,
P
[
dimH P ≥ ∆, Dh
(
∂B5/6(0), ∂B7/8(0)
) ≥ C] > 0. (5.53)
Proof. For a Borel measure ν on C and ∆ > 0, we define the ∆-energy of ν by
I∆(ν) =
∫∫
C×C
1
|u− v|∆ dν(u) dν(v). (5.54)
By Frostman’s lemma [MP10, Theorem 4.27], if X ⊂ C is a closed set and there is a non-trivial
Borel measure ν on X with I∆(ν) < ∞, then dimHX ≥ ∆. Hence, to prove our lower bound
for dimH P, we only need to show that for each ∆ < 2− α2/2− ξ(Q− α), it holds with positive
probability there is a non-trivial Borel measure ν on P such that I∆(ν) < ∞. We will construct
such a measure in the usual manner, as is done, e.g., in [Bef08,HMP10,MWW16]. Throughout the
proof, all implicit constants and the rates of convergence of all o(1) errors are required to depend
only on C, s, α, γ.
For n ∈ N, we define a measure on Bε4(z0) by
dνn(u) =
∑
z∈Zn
1Gn(z)
P[Gn(z)]1u∈Bεn−3 (z) du. (5.55)
For C > 0, we write FC :=
{
Dh
(
∂B5/6(0), ∂B7/8(0)
) ≥ C}, as in (5.6). By Proposition 5.3,
E[νn(Bε4(z0))1FC ] =
∑
z∈Zn
P[Gn(z) ∩ FC ]
P[Gn(z)] × piε
2
n−3  1. (5.56)
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By Propositions 5.1 and 5.2 (see Remark 5.17),
E
[
νn(Bε4(z0))
2
]
=
∑
z,w∈Z′n
∫∫
Bεn−3 (z)×Bεn−3(w)
P[Gn(z) ∩ Gn(w)]
P[Gn(z)]P[Gn(w)] du dv
 ε4n−3
∑
z∈Zn
1
P[Gn(z)] + ε
4
n−3
∑
z,w∈Zn
z 6=w
P[Gn(z) ∩ Gn(w)]
P[Gn(z)]P[Gn(w)]
 ε4n−3
∑
z∈Zn
ε−α
2/2−β+on(1)
n + ε
4
n−3
∑
z,w∈Zn
z 6=w
|z − w|−α2/2−ξ(Q−α)−o|z−w|(1)
 ε4n−3
∑
z∈Zn
ε−α
2/2−β+on(1)
n +
∫∫
D×D
|u− v|−α2/2−ξ(Q−α)−o|u−v|(1) du dv. (5.57)
Since εn−3 = ε
1+on(1)
n and α ∈ (ξ −
√
4− 2ξQ+ ξ2, ξ +
√
4− 2ξQ+ ξ2), we have α2/2 + β <
α2/2 + ξ(Q− α) < 2. Hence the right side of (5.57) is bounded above by a constant depending only
on s, α, γ.
For ∆ < 2 − α2/2 − ξ(Q − α), we can again use Propositions 5.1 and 5.2 to obtain that the
expected ∆-energy of νn satisfies
E[I∆(νn)] =
∑
z,w∈Zn
P[Gn(z) ∩ Gn(w)]
P[Gn(z)]P[Gn(w)]
∫∫
Bεn−3 (z)×Bεn−3 (w)
1
|u− v|∆ du dv
=
∑
z∈Zn
1
P[Gn(z)]
∫∫
Bεn−3 (z)×Bεn−3 (z)
1
|u− v|∆ du dv
+
∑
z,w∈Zn
z 6=w
P[Gn(z) ∩ Gn(w)]
P[Gn(z)]P[Gn(w)]
∫∫
Bεn−3 (z)×Bεn−3 (w)
1
|u− v|∆ du dv

∑
z∈Zn
ε−α
2/2−β−on(1)
n × ε4−∆n−3
+
∑
z,w∈Zn
z 6=w
|z − w|−α2/2−ξ(Q−α)−o|z−w|(1) × ε
4
n−3
|z − w|∆
 ε2−α2/2−β−∆−on(1)n + ε4n−3
∑
z,w∈Zn
z 6=w
|z − w|−∆−α2/2−ξ(Q−α)−o|z−w|(1)
 ε2−α2/2−β−∆−on(1)n +
∫∫
D×D
|u− v|−∆−α2/2−ξ(Q−α)−o|u−v|(1) du dv. (5.58)
Since α2/2 + β + ∆ < α2/2 + ξ(Q− α) + ∆ < 2, this last quantity is bounded above by a constant
depending only on s, α, γ.
Due to (5.56), (5.57), and (5.58), we can now conclude via the usual argument (see, e.g., the
proof of [MWW16, Proposition 4.8]) that with positive probability, FC occurs and there is a weak
subsequential limit ν of the νn’s which is non-trivial and has finite ∆-energy. In order to make our
paper more self-contained, we will give some details of this argument.
By (5.56) the mean of the random variable 1FCνn(Bε4(z0)) is bounded below independently of
n and by (5.57) its variance is bounded above independently of n. By the Chebyshev inequality and
the Paley-Zygmund inequality there is a deterministic constant C > 1 such that for every n ∈ N,
P
[
C−1 ≤ 1FCνn(Bε4(z0)) ≤ C
] ≥ 1/C.
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By (5.58), we have E[I∆(νn)]  1 so we can apply Markov’s inequality to get that after possibly
increasing C,
P[Γn] ≥ 1/C where Γn :=
{
C−1 ≤ 1FCνn(Bε4(z0)) ≤ C, I∆(νn) ≤ C
}
. (5.59)
Hence with positive probability, Γn occurs for infinitely many values of n. Let Γ be the event that
this is the case. On Γ, the event FC necessarily occurs. Furthermore, by Prokhorov’s theorem, on Γ
there is a (random) subsequence (νnk) of the measures νn which converges weakly to a non-trivial
limiting measure ν. By the Portmanteau theorem,
∫
f dµ ≤ lim infk→∞
∫
fdµk whenever µk → µ
weakly and f is a lower semicontinuous function which is bounded below. Taking f(z, w) = |z−w|−∆
(note that this function is bounded below on D ×D) and µk = νnk ⊗ νnk shows that on Γ, the
subsequential limiting measure ν has finite ∆-energy.
Since each νn is supported on the set
⋃
z∈Z′n Bεn−3(z), it follows that each point of the support
of ν is a limit as k → ∞ of points znk ∈ Z ′nk . By the definition (5.44) of P, this means that ν is
supported on P . As explained at the beginning of the proof, this shows via Frostman’s lemma that
with positive probability, dimH P ≥ ∆ and FC occurs, i.e., Dh
(
∂B5/6(0), ∂B7/8(0)
) ≥ C.
Proposition 5.20. For each s > 0 and each ∆ < 2 − ξ(Q − α) − α2/2, it holds with positive
probability that
dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
≥ ∆ and Bs ⊂ B7/8(0). (5.60)
Proof. We first consider the case when s > S, with S as in Lemma 4.15. In this case, Lemma 5.18
and Proposition 5.19 (applied with C = s) imply that with positive probability,
dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
≥ ∆ and Dh(∂B5/6(0), ∂B7/8(0)) ≥ s.
If Dh(∂B5/6(0), ∂B7/8(0)) ≥ s, then also Dh(0, ∂B7/8(0)) ≥ s and hence Bs ⊂ B7/8(0). Hence the
lemma holds when s > S.
Now assume that s ∈ [0, S] and let h˜ := h + ξ−1 log(s/(2S)). By Weyl scaling (Axiom III),
B2S(0, Dh˜) = Bs. Clearly, the definitions (1.9) and (1.10) of T αh and T̂ αh are unaffected by adding a
constant to h, so T αh = T αh˜ and T̂
α
h = T̂ αh˜ Hence,{
dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
≥ ∆
}
∩ {Bs ⊂ B7/8(0)}
=
{
dim0H
(
∂B2S(0;Dh˜) ∩ T αh˜ ∩ T̂
α
h˜
)
≥ ∆
}
∩ {B2S(0;Dh˜) ⊂ B7/8(0)}. (5.61)
By locality (Axiom III), the event {dim0H
(
∂B2S ∩ T αh ∩ T̂ αh
)
≥ ∆} ∩ {B2S ⊂ B7/8(0)} is determined
by h|B7/8(0). By Lemma A.2 (applied to a smooth bump function which equals ξ−1 log(s/(2S) on
B7/8(0) and vanishes outside of D), the laws of the restrictions of h and h˜ to B7/8(0) are mutually
absolutely continuous. Note that it is important here that we work with B7/8(0) instead of D, since
the circle averages of h and h˜ over ∂D are different. Hence, the version of the lemma with 2S in
place of s implies that the event in (5.61) has positive probability, i.e., the lemma statement holds
for s.
Proof of Theorem 1.2, lower bound. The lower bound for ess sup dim0H
(
∂Bs ∩ T αh ∩ T̂ αh
)
is immedi-
ate from Proposition 5.20, which is a strictly stronger statement. The lower bound for
ess sup dimγH
(
∂Bs ∩ T αh ∩ T̂ αh
)
follows from the lower bound for the Euclidean dimension together
with [GP19b, Proposition 2.5] which says that a.s. for every Borel set X ⊂ C simultaneously, we have
dimγH(X ∩ T αh ) ≥ 1ξ(Q−α) dim0H(X ∩ T αh ) (here we apply the proposition with X = ∂Bs ∩ T̂ αh ).
48
Proof of Theorem 1.1, lower bound. Taking α = ξ in Theorem 1.2 shows that ess sup dim0H ∂Bs ≥
2− ξQ+ ξ2/2. Taking α = γ in Theorem 1.2 shows that ess sup dimγH ∂Bs ≥ dγ − 1.
6 One-point estimate for the event at a single scale
In this section we will prove Proposition 4.8. In Sections 6.1, 6.2, and 6.3 we prove general estimates
for the GFF which will help us lower-bound the probabilities of conditions 3, 6, and 7 in the
definition of Ez,j , respectively. In Section 6.4 we conclude the proof of Proposition 4.8.
6.1 Comparison of distances in annuli with positive probability
In this brief subsection we prove an estimate which allows us to lower-bound the probability of
condition 3 in the definition of Ez,j . We remark that this is the only condition in the definition of
Ez,j which occurs with uniformly positive probability, but not probability close to 1.
Lemma 6.1. Fix 0 < a < b < c < ∞ and δ > 0. With positive probability, there is a path in
Ab,c(0) which disconnects the inner and outer boundaries of Ab,c(0) and whose Dh-length is at most
δDh(∂Ba(0), ∂Bb(0)).
Proof. Fix r1, r2 ∈ (b, c) with r1 < r2. For a constant C > 1, let EC be the event that
Dh(∂Ba(0), ∂Bb(0)) ≥ C−1 and there is a path in Ar1,r2(0) which disconnects the inner and
outer boundaries of Ar1,r2(0) with Dh-length at most C. Since Dh induces the Euclidean topology,
there is some C > 1 such that P[EC ] > 0. Let φ be a smooth bump function which is identically
equal to 1 on Ar1,r2(0) and is supported on Ab,c(0) and let
h˜ := h+ ξ−1 log(δ/C2). (6.1)
By Axiom III, if EC occurs then there is a path in Ar1,r2(0) which disconnects the inner and
outer boundaries of Ar1,r2(0) (and hence also those of Ab,c(0)) whose Dh˜-length is at most δC
−1.
Furthermore, since φ vanishes onAa,b(0), we have Dh˜(∂Ba(0), ∂Bb(0)) = Dh(∂Ba(0), ∂Bb(0)) ≥ C−1.
Consequently, it holds with positive probability that the event in the lemma statement occurs with
h˜ in place of h. Since the laws of h and h˜ are mutually absolutely continuous, we now obtain the
lemma statement.
6.2 Bounds for internal diameters of annuli
In this subsection we prove an upper bound for the diameter of an annulus Aa,1(0) with respect to
the internal metric Dh(·, ·;Aa,1(0)). That is, we control internal distances all the way up to the
boundary of Aa,1(0). The estimate is needed to lower-bound the probabilities of condition 6 in the
definition of Ez,j and the events H
in
z,j and H
out
z,j of (4.6). Note that the estimates of this section are
not immediate from the results in [DFG+19] which only control either (a) the Dh(·, ·;U)-diameter
of K, where K ⊂ U is a compact subset; or (b) the Dh(·, ·;S)-diameter of a square S. We will,
however, extract our bound for the internal Dh-diameter of an annulus from the bounds for the
internal Dh-diameter of a square from [DFG
+19].
Lemma 6.2. There is a constant η = η(γ) > 0 such that for each 0 < a < 1,
E
[(
sup
u,v∈Aa,1(0)
Dh(u, v;Aa,1(0))
)η]
<∞. (6.2)
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We expect that Lemma 6.2 is true with any η < 4dγ/γ
2, as in the moment estimates for diameters
from [DFG+19]. However, our goal here is to quickly establish an estimate which is sufficient for
our purposes, rather than to establish an optimal estimate.
Proof of Lemma 6.2. Fix χ ∈ (0, ξ(Q − 2)), chosen in a manner depending only on γ. For ε > 0
and k ∈ N0, let Sεk be the set of closed 2−kε × 2−kε squares with corners in 2−kεZ2 which are
contained in Aa,1(0). By [DFG
+19, Lemma 3.20], there is a constant η0 = η0(γ) > 0 such that with
probability 1−Oε(εη0),
sup
u,v∈S
Dh(u, v;S) ≤ (2−kε)χ, ∀k ∈ N0, ∀S ∈ Sεk. (6.3)
Let S˜ε0 = Sε0 and for k ∈ N, let S˜εk be the set of squares S ∈ Sεk which are maximal in the
sense that there is no square of Sεk−1 containing S (i.e., the 2−k+1ε× 2−k+1ε square with corners in
2−k+1εZ2 which contains S is not contained in Aa,1(0)).
If ε < (1− a)/4, then the middle circle ∂B(a+1)/2(0) ⊂ Aa,1(0) is contained in the union of at
most Oε(ε
−1) squares of S˜ε0 . Therefore, (6.3) implies that
sup
u,v∈∂B(a+1)/2(0)
Dh(u, v;Aa,1(0))  ε−1+χ, (6.4)
with a deterministic implicit constant which does not depend on ε.
For each z ∈ Aa,1(0), the radial line segment from z to ∂B(a+1)/2(0) intersects at most a
constant-order number of squares of S˜εk for each k ∈ N. For k = 0, we bound the number of squares
of S˜ε0 intersected by this line segment simply by #S˜ε0  ε−2. Consequently, (6.3) implies that
sup
z∈Aa,1(0)
Dh
(
z, ∂B(a+1)/2(0);Aa,1(0)
)

∞∑
k=1
(2−kε)χ + ε−2  εχ + ε−2  ε−2. (6.5)
By (6.4) and (6.5), if (6.3) holds then supu,v∈Aa,1(0)Dh(u, v;Aa,1(0)) is bounded above by a
deterministic constant times ε−2. Hence,
P
[
sup
u,v∈Aa,1(0)
Dh(u, v;Aa,1(0)) > ε
−2
]
= Oε(ε
η0) (6.6)
which implies (6.2) for any η < η0/2.
In Section 6.4, we will use the following variant of Lemma 6.2.
Lemma 6.3. There is a constant η = η(γ) > 0 such that for each 0 < a < 1, each z ∈ C, and each
r > 0,
E
[(
r−ξQ sup
u,v∈Aar,r(z)
Dh−h|·−z|(z)(u, v;Aar,r(z))
)η]
 1 (6.7)
with the implicit constant depending only on a, γ.
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Proof. The law of the field h− h|·−z|(z) is exactly scale invariant and translation invariant (not just
scale invariant modulo additive constant) in the the sense that the law of h(r·)− h|r·−z|(z) does not
depend on r or z. By this and the LQG coordinate change formula (Axiom III), we see that the law
of
r−ξQ sup
u,v∈Aar,r(z)
Dh−h|·−z|(z)(u, v;Aar,r(z)) (6.8)
depends only on a and γ. Hence we only need to prove the lemma in the case when z = 0 and r = 1.
In this case, we can use Weyl scaling (Axiom III) to obtain
sup
u,v∈Aa,1(0)
Dh−h|·|(0)(u, v;Aa,1(0)) ≤
(
sup
s∈[a,1]
e−ξhs(0)
)(
sup
u,v∈Aa,1(0)
Dh(u, v;Aa,1(0))
)
. (6.9)
Since t 7→ he−t(0) is a standard linear Brownian motion, the first factor on the right in (6.9) has
finite moments of all positive orders. By Lemma 6.2, the second factor has a finite moment of some
positive order. We now conclude by means of Ho¨lder’s inequality.
6.3 Uniform bounds for Radon-Nikodym derivatives
In this subsection we prove a bound for the Radon-Nikodym derivative between a whole-plane GFF
and a zero-boundary GFF plus a harmonic function which holds simultaneously for a certain class of
harmonic functions. This estimate is needed to say that condition 7 in the definition of Ez,j occurs
with high probability.
Lemma 6.4. Fix A > 0 and 0 < r < 1. Let F = F(A, r) the set of harmonic functions f : D→ R
which satisfy f(0) = 0 and supu∈∂Br(0) |f(u)| ≤ A. Let h be a whole-plane GFF normalized so that
h1(0) = 0, let h˚ be a zero-boundary GFF on D, and for f ∈ F and s > 0, let M sf = M sf (h|Bs(0)) be
the Radon-Nikodym derivative of law of (˚h+ f)|Bs(0) w.r.t. the law of h|Bs(0). For each s0 ∈ (0, r)
and each p ∈ (0, 1), there exists L = L(A, r, p, s0) > 1 such that
P
[
inf
f∈F
M sf ≥ L−1 and sup
f∈F
M sf ≤ L
]
≥ p, ∀s ∈ (0, s0]. (6.10)
The main step in the proof of Lemma 6.4 is a variant where we compare to a zero-boundary
GFF instead of a whole-plane GFF.
Lemma 6.5. Fix A > 0 and 0 < r < 1 and let F be as in Lemma 6.4. Let h˚ be a zero-boundary
GFF on D and for f ∈ F and s > 0, let M˚ sf = M˚ sf (˚h|Bs(0)) be the Radon-Nikodym derivative of
law of (˚h + f)|Bs(0) w.r.t. the law of h˚|Bs(0). For each s0 ∈ (0, r) and each p ∈ (0, 1), there exists
L = L(A, r, p, s0) > 1 such that
P
[
inf
f∈F
M˚ sf ≥ L−1 and sup
f∈F
M˚ sf ≤ L
]
≥ p, ∀s ∈ (0, s0]. (6.11)
The idea of the proof of Lemma 6.5 is that M˚ sf can be expressed in terms of (˚h, ψf)∇ where ψ
is a smooth bump function which is identically equal to 1 on Bs(0). An elementary estimate for
harmonic functions (Lemma 6.5 below) allows us to bound all of the partial derivatives of ψf, of all
orders, for f ∈ F in terms of A. Since h is a distribution, the mapping f 7→ (h, f)∇ is continuous
with respect to the topology of uniform convergence of partial derivatives of all orders. This gives
the needed uniform bound for (˚h, ψf)∇.
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Lemma 6.6. Let 0 < s < r and let f be a harmonic function on a neighborhood of Br(0) such that
f(0) = 0. For each m ∈ N, there is a constant Cm = Cm(s, r) > 0 such that for each multi-index
k ∈ {1, 2}m,
sup
u∈Bs(0)
|∂kf(u)| ≤ Cm sup
u∈∂Br(0)
|f(u)|. (6.12)
Proof. The case when m = 1 is a standard estimate for harmonic functions, and can be easily
deduced from the mean value property. In general, assume m ≥ 2 and the needed estimate has
been proven with m− 1 in place of m. Let s′ := (r + s)/2 and for k ∈ {1, 2}m, let k′ ∈ {1, 2}m−1
be obtained by deleting the mth component. Note that ∂k′f is harmonic. We now apply (6.12) with
m = 1 and s′ in place of r; followed by (6.12) with m− 1 in place of m, s′ in place of s, and ∂k′f in
place of f. This gives
sup
u∈Bs(0)
|∂kf(u)| ≤ C1(s, s′) sup
u∈∂Bs′ (0)
|∂k′f(u)| ≤ C1(s, s′)Cm−1(s′, r) sup
u∈∂Br(0)
|f(u)|. (6.13)
Thus (6.12) holds with Cm(s, r) = C1(s, s
′)Cm−1(s′, r).
Proof of Lemma 6.5. Fix s0 ∈ (0, r). We first write down a formula for M˚ sf which is valid for
s ∈ (0, s0] Let ψ : C→ [0, 1] be a smooth bump function which is identically equal to 1 on Bs0(0)
and which vanishes outside of B(r+s0)/2(0). By the zero-boundary GFF analog of Lemma A.2, for
each fixed f ∈ F, the law of h˚ + ψf is absolutely continuous with respect to the law of h˚, with
Radon-Nikodym derivative
M˜f = exp
(
(˚h, ψf)∇ − 1
2
(ψf, ψf)∇
)
. (6.14)
For s ∈ (0, s0], we have (˚h+ f)|Bs(0) = (˚h+ ψf)|Bs(0), so we can take the conditional expectation
given h˚|Bs(0) to get that
M˚ sf = E
[
M˜f
∣∣ h˚|Bs(0)]. (6.15)
By Lemma 6.6 (applied with s = (r+ s0)/2) and the product rule (recall that ψ is supported on
B(r+s0)/2(0)), for each m ∈ N there is a constant Cm = Cm(r, s0, ψ) such that for each f ∈ F, each
m ∈ N, and each multi-index k ∈ {1, 2}m,
sup
u∈Bs(0)
|∂k(ψf)(u)| ≤ Cm sup
u∈∂Br(0)
|f(u)| ≤ CmA. (6.16)
In particular,
sup
f∈F
sup
k∈{1,2}m
sup
u∈Bs(0)
|∂k(ψf)(u)| <∞, ∀m ∈ N (6.17)
and
sup
f∈F
(ψf, ψf)∇ <∞. (6.18)
Since h˚ is a random distribution, i.e., a continuous linear functional from the space of smooth
compactly supported functions on D into R, it follows from (6.17) that a.s.
sup
f∈F
(˚h, ψf)∇ <∞. (6.19)
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By plugging (6.18) and (6.19) into (6.14), we get that a.s. inf f∈F M˜f > 0, which by (6.15) implies
that a.s.
inf
f∈F
M˚ sf = inf
f∈F
E
[
M˜f
∣∣ h˚|Bs(0)] ≥ E[inf
f∈F
M˜f
∣∣ h˚|Bs(0)]. (6.20)
The right side of (6.20) is an a.s. positive random variable which depends only on A, r, s0. This
leads to the lower bound in (6.11).
We now upper-bound supf∈F M˚ sf . The random variables (˚h, ψf)∇ are jointly centered Gaussian
with variances (ψf, ψf)∇. By (6.18), (6.19), and the Borell-TIS inequality [Bor75, SCs74] (see,
e.g., [AT07, Theorem 2.1.1]), supf∈F(˚h, ψf)∇ has a Gaussian tail, so in particular the exponential of
this supremum has finite expectation. By (6.14) and (6.15), we now obtain that a.s.
sup
f∈F
M˚ sf ≤ sup
f∈F
E
[
M˜f
∣∣ h˚|Bs(0)] ≤ E
[
sup
f∈F
M˜f
∣∣ h˚|Bs(0)
]
, (6.21)
which is an a.s. finite random variable depending only on A, r, s0.
Proof of Lemma 6.4. By the Markov property of h and the zero-boundary GFF analog of Lemma A.2,
we know that the law of h˚|Bs(0) is absolutely continuous w.r.t. the law of h|Bs(0), and the Radon-
Nikodym derivative is a.s. finite and positive. The Radon-Nikodym derivative of the law of (˚h+f)|Bs(0)
w.r.t. the law of h|Bs(0) is equal to the product of the Radon-Nikodym derivative M˚ sf from Lemma 6.5,
evaluated at h instead of at h˚, with the Radon-Nikodym derivative of the law of h˚|Bs(0) w.r.t. the
law of h|Bs(0). Combining this with Lemma 6.5 concludes the proof.
6.4 Proof of Proposition 4.8
In this subsection we conclude the proof of our one-point estimate for the events Ez,j of Section 4.1.
Note that it suffices to prove Proposition 4.8 with K = A, since increasing K only increases the
probability of Ez,1 (and does not affect the definition of Ez,j for j 6= 1). We will use the following
lemma to decompose the event Ez,j into the intersection of two independent events such that one
has probability of order (εj/εj−1)α
2/2+oj(1) and the other has constant-order probability.
Lemma 6.7. Let h be a whole-plane GFF normalized so that h1(0) = 0 and let 0 < a < b < 1. Then
circle average process {hr(0)−hb(0)}r∈[a,b] is independent from the triple
(
(h− ha(0))|Ba(0), h|C\Bb(0), h− h|·|(0)
)
.
Proof. The random distributions h|·|(0) and h− h|·|(0) are the projections of h onto the space of
radially symmetric functions on C and the space of functions which have mean zero on every circle
in C, respectively. By [DMS14, Lemma 4.9], these spaces are orthogonal w.r.t. the Dirichlet inner
product, so h|·|(0) and h − h|·|(0) are independent. The process t 7→ he−t(0) is a standard linear
Brownian motion. By the independent increments property of Brownian motion, {hr(0)−hb(0)}r∈[a,b],
{hr(0)}r≥b, and {(hr(0) − ha(0)}r≤a are independent. The distribution (h − ha(0))|Ba(0) (resp.
h|C\Bb(0)) is determined by h − h|·|(0) and {(hr(0) − ha(0)}r≤a (resp. {hr(0)}r≥b). The lemma
statement thus follows.
We will apply Lemma 6.7 to the field h(εj−1 · +z) − hεj−1(z) d= h with a = 6εj/εj−1 and
b = 1/3. We now describe a decomposition of Ez,j ∩ Houtz,j−1 ∩ H inz,j−1 as the intersection of
events depending on the four parts of the field involved in in Lemma 6.7. That is, we will
define events depending on (h − hεj−1(z))|B6εj (z), (h − hεj−1(z))|C\Bεj−1/3(z), h − h|·−z|(z), and
{hr(z)− hεj−1(z)}r∈[6εj ,εj−1/3] whose intersection is contained in h. We will also lower-bound the
probabilities of these events. The probability of the intersection of the events depending on (h−
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hεj−1(z))|B6εj (z), (h−hεj−1(z))|C\Bεj−1/3(z), and h−h|·−z|(z) will be of constant order (Lemmas 6.8,
6.10, 6.11, and 6.12). The probability of the event depending on {hr(z)− hεj−1(z)}r∈[6εj ,εj−1/3] will
be (εj/εj−1)α
2/2+oj(1) (Lemma 6.13). Using the independence statement of Lemma 6.7, we can
multiply the probabilities of the events to get P[Ez,j ] ≥ (εj/εj−1)α2/2+oj(1).
6.4.1 Condition 3
Let E3z,j be the event that condition 3 in the definition of Ez,j occurs. By the locality of the metric
(Axiom III),
E3z,j ∈ σ
(
(h− hεj−1(z))|B6εj (z)
)
. (6.22)
We treat E3z,j separately since condition 3 is the only condition in the definition of Ez,j which occurs
with uniformly positive probability, but not probability close to 1.
Lemma 6.8. There is a constant p0 = p0(γ) > 0 such that for each z ∈ C and j ∈ N, we have
P[E3z,j ] ≥ p0.
Proof. By the translation and scale invariance of the law of h and the Weyl scaling and coordinate
change properties of the metric (Axioms III and IV), the probability of condition 3 does not depend
on z or j. Hence the lemma statement follows from Lemma 6.1.
6.4.2 Event depending on the inner part of the field
We now define an event depending on (h − hεj−1(z))|B6εj (z) and show that it occurs with high
probability. Let Einz,j be the event that the following is true.
a. Conditions 4, 5, and 8 in the definition of Ez,j occur, with K = A.
b. supr∈[εj ,6εj ] |hr(z)− hεj (z)| ≤ A (which is related to condition 1).
c. supu∈Aεj/3,εj/2(z) |h
out
z,j (z)| ≤ A (which is part of condition 9).
d. P
[
H inz,j
∣∣ (h− hεj (z))|Aεj ,6εj (z)] ≥ 78 (which is related to condition 10).
Due to the Weyl scaling and locality properties of the metric (Axioms II and III) along with
Lemma 4.6, the event Einz,j is determined by (h − hεj (z))|Aεj ,6εj (z). Since hεj (z) − hεj−1(z) is
determined by (h− hεj−1(z))|Aεj ,6εj (z), it follows that
Einz,j ∈ σ
(
(h− hεj−1(z))|Aεj ,6εj (z)
)
⊂ σ
(
(h− hεj−1(z))|B6εj (z)
)
. (6.23)
To lower-bound the probability of Einz,j , we need the following lemma.
Lemma 6.9. For each p ∈ (0, 1), there exists A = A(p, γ) > 0 such that for each z ∈ C and j ∈ N,
P
[
Houtz,j
] ≥ p, P[H inz,j] ≥ p, P[P[Houtz,j−1 ∣∣ (h− hεj )|Aεj ,εj−1/3(z)] ≥ p] ≥ p
and P
[
P
[
H inz,j
∣∣ (h− hεj )|Aεj ,εj−1/3(z)] ≥ p] ≥ p. (6.24)
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Proof. We prove the statement of the lemma for Houtz,j ; the statement for H
in
z,j is proven similarly. By
the definition (4.6) of Houtz,j , the Weyl scaling and conformal covariance properties of Dh (Axioms III
and IV), and the translation and scale invariance of the law of h modulo additive constant, P[Houtz,j ]
does not depend on z or j. By Lemma 6.2 and Markov’s inequality, together with the continuity of
the circle average process, we can find some A = A(p, γ) > 0 such that P[Hout0,1 ] ≥ 1− (1− p)2, and
hence P[Houtz,j ] ≥ 1 − (1 − p)2 for every z ∈ C and j ∈ N. This estimate with j − 1 in place of j
shows that
E
[
P
[
(Houtz,j−1)
c
∣∣ (h− hεj )|Aεj ,εj−1/3(z)]] ≤ (1− p)2.
By Markov’s inequality, this implies that
P
[
P
[
(Houtz,j−1)
c
∣∣ (h− hεj )|Aεj ,εj−1/3(z)] ≥ 1− p] ≤ 1− p,
equivalently, P
[
P
[
Houtz,j−1
∣∣ (h− hεj )|Aεj ,εj−1/3(z)] ≥ p] ≥ p.
Lemma 6.10. If A is chosen to be sufficiently large, in a manner depending only on γ, then
P[Einz,j ] ≥ 1− p0/100 for each z ∈ C and j ∈ N.
Proof. By Axioms III and IV (Weyl scaling and coordinate change) and the scale and translation
invariance of the law of h, modulo additive constant, the probabilities of each of the conditions in
the definition of Einz,j does not depend on z or j. Each part of conditions a, b, and c in the definition
of Einz,j simply requires that some a.s. finite (resp. positive) random variable is bounded above by A
(resp. below by A−1). Consequently, if A is chosen sufficiently large, in a manner depending only on
γ, then the probability of the intersection of these three conditions is at least 1− p0/200. Since H inz,j
is determined by (h− hεj (z))|Aεj/3,εj (z) (by Lemma 4.6), the Markov property of the field implies
that
P
[
H inz,j
∣∣ (h− hεj (z))|Aεj ,6εj (z)] = P[H inz,j ∣∣ (h− hεj (z))|Aεj ,εj−1/3(z)].
By Lemma 6.9, after possibly increasing A, we can arrange that the probability of condition d in
the definition of Einz,j is also at least 1− p0/200.
6.4.3 Event depending on the outer part of the field
Let Eoutz,j be the event that the following is true.
a. Condition 7 in the definition of Ez,j occurs.
b. |hεj−1/3(z)− hεj−1(z)| ≤ A (which is relevant to condition 1).
c. supu∈Aεj−1/2,εj−1 (z) |h
in
z,j−1(z)| ≤ A (which is part of condition 9).
d. P
[
Houtz,j−1
∣∣ (h− hεj−1)|∂Bεj−1/3(z)] ≥ 78 (which is part of condition 10).
e. The event Houtz,j−1 ∩H inz,j−1 occurs.
By Weyl scaling and locality (Axioms II and III) together with Lemma 4.4 (for condition a) and
Lemma 4.6 (for condition e),
Eoutz,j ∈ σ
(
(h− hεj−1(z))|Aεj−1/3,εj−1 (z)
)
. (6.25)
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Lemma 6.11. If A is chosen to be sufficiently large, in a manner depending only on γ, and then L
is chosen sufficiently large, in a manner depending only on A, then P[Eoutz,j ] ≥ 1− p0/100 for each
z ∈ C and j ∈ N.
Proof. As in the proof of Lemma 6.10, P[Eoutz,j ] does not depend on z or j. By Lemma 6.4 (applied to
the field h(εj−1 ·+z)−hεj−1(z) d= h and with r = 1/2 and s = 1/3), if we are given A and we choose
L to be sufficiently large, in a manner depending only on A, then the probability of condition a in
the definition of Eoutz,j (i.e., condition 7 in the definition of Ez,j) is at least 1− p0/500. Trivially, if A
is at least some constant depending only p0 (and hence only on γ) then the probabilities of each of
conditions b and c in the definition of Eoutz,j is at least 1− p0/500. By the Markov property of the
GFF (applied as in the proof of Lemma 6.10) and Lemma 6.9, after possibly increasing A we can
arrange that the probabilities of conditions d and e are also each at least 1− p0/500.
6.4.4 Event depending on the mean-zero part of the field
We now define an event depending on the mean-zero part h − h|·−z|(z) of the field. Let Mj :=
blog(εj−1/(3εj))c+ 1. We can find a deterministic collection of Mj annuli {Amz,j}m∈[1,Mj ]Z , each of
which is centered at z and has aspect ratio e, such that
Aεj ,εj−1/3(z) =
Mj⋃
m=1
Amz,j . (6.26)
Note that the annuli Amz,j have a small amount of overlap. We enumerate the annuli Amz,j from
outside to inside, so that (
radius of outer boundary of Amz,j
)  e−mεj−1, (6.27)
with universal implicit constants.
Fix ζ ∈ (0, ξ(Q− α)) and define the event
E†z,j :=
{
sup
u,v∈Amz,j
Dh−h|·−z|(z)
(
u, v;Amz,j
) ≤ Ae−(ξQ−ζ)mεξQj−1, ∀m ∈ [1,Mj ]Z
}
. (6.28)
Then
E†z,j ∈ σ
(
h− h|·−z|(z)
)
. (6.29)
Lemma 6.12. If A is chosen to be sufficiently large, in a manner depending only on γ and ζ, then
P
[
E†z,j
]
≥ 1− p0/100 for each z ∈ C and j ∈ N.
Proof. By Lemma 6.3, the Chebyshev inequality, and (6.27), there are constants c0, c1 > 0 depending
only on γ such that for each z ∈ C and j,m ∈ N,
P
[
sup
u,v∈Amz,j
Dh−h|·−z|(z)
(
u, v;Amz,j
)
> Ae−(ξQ−ζ)mεξQj−1
]
≤ c0A−c1e−c1ζm. (6.30)
Summing this estimate over all m ∈ [1,Mj ]Z gives
P
[
(E†z,j)
c
]
≤ c0A−c1
Mj∑
m=1
e−c1ζm, (6.31)
which is smaller than p0/100 for a large enough choice of A, depending only on γ and ζ.
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6.4.5 Event depending on the circle average process
Finally, let
E◦z,j :=
{
|hr(z)− hεj−1/3(z)− α log(εj−1/r)| ≤ A log(εj−1/εj)3/4, ∀r ∈ [6εj , εj−1/3]
}
. (6.32)
Then
E◦z,j ∈ σ
({
hr(z)− hεj−1/3(z)
}
r∈[6εj ,εj−1/3]
)
. (6.33)
Lemma 6.13. If A is chosen to be sufficiently large, in a manner depending only on α, γ, then
P[E◦z,j ] ≥ (εj/εj−1)α
2/2+oj(1), with the rate of the oj(1) uniform over all z ∈ C.
Proof. The process t 7→ h(εj−1/3)e−t(z) − hεj−1/3(z) is a standard linear Brownian motion [DS11,
Section 3.1], so this follows from a straightforward Brownian motion estimate. More precisely, the
explicit formula for the Gaussian density shows that with probability at least (εj/εj−1)α
2/2+oj(1),
we have |h6εj (z) − hεj−1/3(z) − α log(εj/εj−1)| ≤ 1. If we condition on a particular realization of
h6εj (z) − hεj−1/3(z) for which this is the case, then t 7→ h(εj−1/3)e−t(z) − hεj−1/3(z) evolves as a
Brownian bridge and it is easily seen that the conditional probability of E◦z,j is bounded below by a
deterministic α, γ-dependent constant for a large enough choice of A.
6.4.6 Conclusion of the proof of Proposition 4.8
Obviously, P[Ez,1] is increasing in K, and Ez,j for j ≥ 2 does not depend on K. Hence we only
need to prove the proposition in the case when K = A.
By combining Lemmas 6.8, 6.10, 6.11, and 6.12, we find that for every z ∈ C and j ∈ N,
P
[
E3z,j ∩ Einz,j ∩ Eoutz,j ∩ E†z,j
]
≥ p0/2. (6.34)
By the measurability conditions (6.23), (6.25), and (6.29), and (6.33) together with Lemma 6.7
(applied to the field h(εj−1 ·+z)− hεj−1(z) d= h) we find that the event E3z,j ∩ Einz,j ∩ Eoutz,j ∩ E†z,j is
independent of the event E◦z,j . By multiplying the estimates of (6.34) and Lemma 6.13, we therefore
get that for an appropriate choice of A and L (depending only on α, γ),
P
[
E˜z,j
]
≥ (εj/εj−1)α2/2+oj(1), where E˜z,j = E˜z,j(A,L) := E3z,j∩Einz,j∩Eoutz,j ∩E†z,j∩E◦z,j . (6.35)
We will now conclude the proof by showing that E˜z,j(A,L) ⊂ Ez,j(A′, L) ∩Houtz,j−1(A) ∩H inz,j(A)
for a constant A′ = A′(A, γ) ≥ A. Henceforth assume that E˜z,j(A,L) occurs. By the definition (6.32)
of E◦z,j combined with condition b in the definition of E
in
z,j and condition b in the definition of E
out
z,j ,
we find that condition 1 in the definition of Ez,j occurs with 3A in place of A. By the definition
of E3z,j , condition 3 in the definition of Ez,j(A,L) occurs. By condition a in the definition of E
in
z,j ,
conditions 4, 5, and 8 in the definition of Ez,j occur. By condition a in the definition of E
out
z,j ,
condition 7 in the definition of Ez,j occurs. By conditions c and d in the definition of E
in
z,j and
conditions c and d in the definition of Eoutz,j , conditions 9 and 10 in the definition of Ez,j occur. By
condition e in the definition of Eoutz,j , also H
out
z,j−1 ∩H inz,j−1 occurs.
It remains to deal with condition 2 (behavior of hr(z) for z ∈ [εj , εj−1/3]) and 6 (Dh-diameter
of Aεj ,εj−1/3(z)). This will require us to further increase A. The definition (6.32) of E
◦
z,j bounds
hr(z)− hεj−1/3(z) for r ∈ [6εj , εj−1/3] whereas condition b in the definition of Einz,j and condition b
in the definition of Eoutz,j bound hr(z)−h6εj (z) for r ∈ [εj , 6εj ] and hεj−1/3(z)−hεj−1(z), respectively.
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Combining these conditions shows that condition 2 in the definition of Ez,j occurs for an appropriate
choice of A˜ > A.
To deal with condition 6, we recall the annuli Amz,j ⊂ Aεj ,εj−1/3(z) as in (6.26). Let amz,j and
bmz,j be the radii of the inner and outer boundaries of Amz,j , so that Amz,j = Aamz,j ,bmz,j (z). By (6.27),
amz,j = b
m
z,j/e  e−mεj−1. For each m ∈ [1,Mj ]Z,
sup
u,v∈Amz,j
Dh
(
u, v;Amz,j
) ≤ ( sup
r∈[amz,j ,bmz,j ]
eξhr(z)
)(
sup
u,v∈Amz,j
Dh−h|·−z|(z)
(
u, v;Amz,j
))
. (6.36)
By condition 2 in the definition of Ez,j (with A˜ in place of A), the first factor on the right side
of (6.36) is bounded above by eξhεj−1 (z)e(ξα+oj(1))m, where the rate of convergence of the oj(1)
depends only on A˜, α, and γ. By the definition (6.28) of E†z,j , the second factor on the right side
of (6.36) is bounded above by Ae−(ξQ−ζ)mεξQj−1. Plugging these bounds into (6.36) then summing
over all m ∈ [1,Mj ]Z gives
sup
u,v∈Aεj ,εj−1/3(z)
Dh
(
u, v;Aεj ,εj−1/3(z)
)
≤
Mj∑
m=1
sup
u,v∈Amz,j
Dh
(
u, v;Amz,j
)
≤ AεξQj−1eξhεj−1 (z)
Mj∑
m=1
e−(ξQ−ξα−ζ−oj(1))m. (6.37)
Since α ≤ 2 < Q, we can choose ζ < ξ(Q− α), so this last quantity is bounded above by a constant
A′ = A′(A˜, α, γ) > A˜ times εξQj−1e
ξhεj−1 (z). Therefore, condition 6 in the definition of Ez,j holds with
A′ in place of A.
Thus, we have established (4.11). Since hε0(z) for z ∈ D is centered Gaussian with variance
bounded above by a universal constant and by Lemma 6.9, we trivially obtain P[Ez,0]  1, which
concludes the proof.
A Gaussian free field review
Here we briefly review the definition and basic properties of the zero-boundary and whole-plane
Gaussian free field (GFF). More detail can be found in [She07], the introductory sections of [SS13,
DS11,MS16c,MS17,Dub09], and/or the notes [Ber].
GFF definition
For an open domain U ⊂ C with harmonically non-trivial boundary (i.e., Brownian motion started
from a point in U a.s. hits ∂U), we define H(U) be the Hilbert space completion of the set of smooth,
compactly supported functions on U with respect to the Dirichlet inner product,
(φ, ψ)∇ =
1
2pi
∫
U
∇φ(z) · ∇ψ(z) dz. (A.1)
In the case when U = C, constant functions c satisfy (c, c)∇ = 0, so to get a positive definite norm
in this case we instead take H(C) to be the Hilbert space completion of the set of smooth, compactly
supported functions φ on C with
∫
C
φ(z) dz = 0, with respect to the same inner product (A.1).
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The (zero-boundary) Gaussian free field on U is defined by the formal sum
h =
∞∑
j=1
Xjφj (A.2)
where the Xj ’s are i.i.d. standard Gaussian random variables and the φj ’s are an orthonormal basis
for H(U). The sum (A.2) does not converge pointwise, but it is easy to see that for each fixed
φ ∈ H(U), the formal inner product (h, φ)∇ is a mean-zero Gaussian random variable and these
random variables have covariances E[(h, φ)∇(h, ψ)∇] = (φ, ψ)∇. In the case when U 6= C and U
has harmonically non-trivial boundary, one can use integration by parts to define the ordinary L2
inner products (h, φ) := −2pi(h,∆−1φ)∇, where ∆−1 is the inverse Laplacian with zero boundary
conditions, whenever ∆−1φ ∈ H(U).
The case when U = C is our primary interest in this paper. In this case, one can similarly define
(h, φ) := −2pi(h,∆−1φ)∇ where ∆−1 is the inverse Laplacian normalized so that
∫
C
∆−1φ(z) dz = 0.
With this definition, one has (h+c, φ) = (h, φ)+(c, φ) = (h, φ) for each φ ∈ H(C), so the whole-plane
GFF is only defined modulo a global additive constant. We almost always fix the additive constant
by requiring that the circle average h1(0) of h over the unit circle ∂D (whose definition we recall
just below) is zero, i.e., we consider the field h−h1(0) which is well-defined not just modulo additive
constant. See [MS17, Section 2.2] for more on the whole-plane GFF.
Circle averages
If U and h are as above, then for z ∈ U and r > 0 such that ∂Br(z) ⊂ U we can define the circle
average hr(z) over ∂Br(z), following [DS11, Section 3.1]. One way to define hr(z) is as follows.
Let fz,r be the function on U such that −∆fz,r (with the Laplacian defined in the distributional
sense) is 2pi times the uniform measure on ∂Br(z) and fz,r|∂U = 0 (if U 6= C) or
∫
C
fz,r(u) du = 0
(if U = C). We then set hr(z) := (h, fz,r)∇.
It is shown in [DS11, Section 3.1] that the circle average process a.s. admits a modification which
is continuous in z and r. We always assume that hr(z) has been replaced by such a modification.
Furthermore, [DS11, Section 3.1] provides an explicit description of the law of the circle average
process (it is a centered Gaussian process with an explicit covariance structure). For our purposes,
we only need the following basic facts about this process. Let h be a whole-plane GFF normalized
so that h1(0) = 0.
• The law of h is scale and translation invariant modulo additive constant, which means that
for z ∈ C and r > 0 one has h(r ·+z)− hr(z) d= h.
• For each fixed z ∈ C, the process R 3 t 7→ he−t(z) − h1(z) is a standard two-sided linear
Brownian motion.
• If U ⊂ C is bounded, then for z ∈ U and r ∈ (0, 1], hr(z) is centered Gaussian with variance
log r−1 +O(1), with the O(1) only depending on U .
Markov property and restrictions
If h is a (whole-plane or zero-boundary, as appropriate) GFF on U and V ⊂ U is open, then we
can make sense of h|V as a random distribution on V : it is simply the restriction of the mapping
f 7→ (h, f) to functions f which are supported on V . If K ⊂ U is closed, we define the σ-algebra
σ(h|K) :=
⋂
ε>0 σ(h|Bε(K)). Hence we can talk about conditioning on h|K or say that a random
variable is determined by h|K .
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The zero-boundary GFF on a domain U with harmonically non-trivial boundary possesses the
following Markov property (see, e.g., [She07, Section 2.6]). Let V ⊂ U be a sub-domain with
harmonically non-trivial boundary. Then we can write h = h+ h˚, where h is a random distribution
on U which is harmonic on V and is determined by h|U\V ; and h˚ is a zero-boundary GFF on V
which is independent from h|U\V . We call h˚ and h|V the zero-boundary part and harmonic part of
h|V , respectively.
In the whole-plane case, the Markov property is slightly more complicated due to the need to fix
the additive constant. We use the following version, which is proven in [GMS19, Lemma 2.2].
Lemma A.1 (Markov property of the whole-plane GFF). Let h be a whole-plane GFF with the
additive constant chosen so that h1(0) = 0. For each open set V ⊂ C with harmonically non-trivial
boundary, we have the decomposition h = h˚+ h where h is a random distribution which is harmonic
on V and is determined by h|C\V and h˚ is independent from h and has the law of a zero-boundary
GFF on V minus its average over ∂D ∩ V . If V is disjoint from ∂D, then h˚ is a zero-boundary
GFF and is independent from h|C\V .
Absolute continuity
Adding a function in H(U) to the GFF affects its law in an absolutely continuity way, with an
explicit Radon-Nikodym derivative. In this paper we frequently use the whole-plane version of this
fact, which follows from [MS17, Proposition 2.9] and reads as follows.
Lemma A.2. Let h be a whole-plane GFF normalized so that h1(0) = 0 and let f : C → C be
a deterministic continuous function such that (f, f)∇ <∞ and the average of f over ∂D is zero.
Then the laws of h and h+ f are mutually absolutely continuous. The Radon-Nikodym derivative of
the law of h+ f w.r.t. the law of h and the Radon-Nikodym derivative of the law of h w.r.t. the law
of h+ f are given, respectively, by
exp
(
(h, f)∇ − 1
2
(f, f)∇
)
and exp
(
−(h+ f, f)∇ + 1
2
(f, f)∇
)
. (A.3)
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