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The problem of finding an m x n continuous isometric matrix valued function 
with entries from the Wiener algebra on the line and with prespecitied Fourier 
inverse transform on the half line is studied. Conditions for existence, uniqueness, 
and formulas for the solution of this problem are presented. Connections are made 
between the positive factorization indices of certain solutions to this problem and 
the dimensions of the kernels of Hankel operators based on the prespecified data 
alluded to above. The paper uses techniques and results developed in an earlier 
study of an interpolation problem on the circle. The main theorems are in fact 
continuous analogues of the latter. 
1. INTRODUCTION 
This paper is a continuation of our earlier study [3] of a class of inter- 
polation problems on the circle. In the present paper we focus on continuous 
analogues on the line. In particular we consider interpolation in the Wiener 
space W,,, of continuous m x n matrix valued functions on the line R of 
the form 
F(A) = C + jr” tp(t) eiAr dt, 
-02 
where C is a constant m x n matrix and u, is an m x n matrix valued 
function on R with summable ntries: rp E Lo,,,. The problem of interest 
is to find an FE WmXn, for m > n, such that F(A) is isometric at every point 
;1 E R and 
[F - F(m)]” (t) = v(t) = s(t) for a.e. t > 0, 
in which 6 is a prespecified m x n matrix valued function on the positive half 
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line R + with summable ntries and the symbols V (and later on) A designate 
the Fourier transform pair 
f”(t) = -$-j f(A) eeiAt dL and &I) = j g(t) e”’ dt, 
subject o the usual conventions. If such an F exists we shall refer to it as an 
isometric interpolant of 6 if m > n and as a unitary interpolant of 6 if m = n. 
If m = n and F(a) = C = I we shall say F is a normalized unitary inter- 
polant. 
For the sake of readability, and because it is the most important case, we 
shall first state the main results for the special case m = n, i.e., for the 
Wiener algebra W,, X n. This case is easier to treat because of the fact that 
every FE Wnx,, which is invertible at each point 1 E R and at co admits a 
factorization of the form 
F(l) = X+(A) D(l) Z(A), 
where X, are invertible elements of the subalgebras 
(W,,,), = {FE Wnxn: [F-F(cz#(s)=~ for s <O} 
and 
(1.1) 
(W,,,,)- = {FE Wnxn: [F-F(co)]“(s)=O for s > 0}, 
respectively, 
D(A)=diag [ $$)“I,..., ($$)“‘, ($$)““” ,..., (g)““], 
a, 2 .a. > ak are positive integers and fik+, ..., /?, are nonpositive integers. 
(The change in usage from [3] should be noted!) The numbers a, ,..., ak, 
P k+ ,3**-, B, are called the left factorization indices of F though, if F is unitary 
there is no distinction between left and right indices and they will be referred 
to simply as factorization indices. For additional information on 
factorization and factorization indices in W,,, pp. 185-192 of Gohberg- 
Feldman [4] are suggested. 
The main results of this paper may be conveniently expressed in terms of 
the Hankel operator A based on 6 and the isometry V which are defined by 
the rules 
and 
d+(t) = 1” d(t + s) q(s) ds 
0 
Vq(t) = q(t) - 2 r,’ e’S-“q@) ds 
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for every v, E L$? ‘), in which Lt is short for Lz,,. It is readily checked 
that, with respect o the standard inner product in Li(R ‘), 
V*tq(t) = q(t) - 2 fE e”-“‘p(s) ds 
-t 
and that, if m = n, 
AV= v*A. 
The notation 
d= ker[Z- (dV’)* (AVj)] in Li(R ‘), 
nj = dim 4, 
and 11 11 for the usual norm in Li(lR+) will be useful. 
We now state the main results for m = n. 
THEOREM 1.1. The matrix valued function 6 E LA x ,,(R ’ ) admits a 
unitary interpolant F E W,, x n tf and only tf I( A I] < 1. 
Zf ]I A ]I < 1, then every such interpolant F has exactly 
k=n,-n, 
positive factorization indices. They are uniquely determined by the given 6: 
The number offactorization indices which are equal to j is equal to 
nj-l -2nj+nj+, 
for j= 1,2,.... The remaining n - k factorization indices may be any 
prescribed set of nonpositive integers, i.e., there exist unitary interpolants for 
every choice of Pk+, ,..., /I,, . 
THEOREM 1.2. Let 6 EL kxn(lR+) and suppose that /]A]] < 1. Then 6 
admits a unique unitary interpolant F E W,, X n if and only if 
n,-nn,=n. 
In this case all the factorization indices of F are positive and the interpolant 
F is given by the formula 
where A and B are invertible elements of ( W,, X ,,)+ which may be expressed 
in terms of certain Schmidt pairs of A, and D is diagonal, as is explained in 
the statement of Theorem 4.2. 
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THEOREM 1.3. The matrix valued function 6 E Li x ,(iR ’ ) admits a 
unitary interpolant F E W, xn with zero factorization indices tf and only if 
)I A 1) < 1. The set of unitary interpolants FE W,,, with zero factorization 
indices is in one to one correspondence with the set of n x n constant unitary 
matrices C: For each such C there is exactly one unitary interpolant F of 6 in 
W n Xn with zero factorization indices and F( co) = C. It may be expressed in 
the form 
F(,?)=A(k)[B(-A)]-‘, 
where A and B are invertible elements of (Wnxn)+ which may be computed 
as is explained in the statement of Theorem 4.3. 
The last theorem coincides with a theorem of Krein and Melik-Adamyan; 
see [ 71 (and [6] for an earlier version). The later paper [7] also discusses 
linear fractional representations of the interpolants and applications to 
inverse scattering problems for canonical systems of differential equations. 
The linear fractional transformations in the setting of the Wiener algebra on 
the line may also be carried over from our own study [3] of Wiener-like 
algebras on the circle. 
The proofs of the nonsquare matrix counterparts (with m > n) of 
Theorems 1.1-1.3 will be given in Section 4. They incorporate the theorems 
cited above as special cases. The strategy of the proof is to map the inter- 
polation problem on the line into a related interpolation problem on the 
circle and then to take advantage of the theory developed in [3] for such 
discrete problems. The relevant mapping of the line problem to the circle 
problem and back is explained in the next section. Some relevant material on 
useful bases for the spaces Jyj‘, which also rests largely on [3], is explained 
in Section 3. 
We shall use the symbols C for the complex plane, C + (respectively C -) 
for the open upper (resp. lower) half plane, and T for the unit circle. HP,,, 
(resp. If;;“) will denote the set of m x n matrices with entries from the 
Hardy space HP (resp. HP-) with regard to C + (resp. C -). The symbol [A 1 
stands for the maximum s number of the matrix A. The limits in all integrals 
of the form s .*a dA are fco unless indicated otherwise. 
2. FROM LINE TO CIRCLE 
In this section we shall reformulate the given interpolation problem as a 
discrete interpolation problem in the space dmx,, of continuous m x n matrix 
valued functions f on the circle which can be expressed in the form 
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where F belongs to the Wiener space W,,,,, and 
To simplify the typography we shall, for most of the rest of this section, 
write 9 in place of SQmXn and Q in place of W,,,, . (J2 has a different 
meaning in 131.) 9 is a Banach space with respect o the norm 
Ilflls= II% 
as are 
9*={fE9:FEQ,} 
and 
9”,=(fEAS’:FEl20,], 
where we recall that 
and 
Jz” = {FE Q: F(a) = 0) 
RO,==a*nSZ”. 
The Banach space 9 inherits two direct sum decompositions from 51: 
9=28+ iA?“_ 430, i.s-. 
It is well known (and readily checked) that the set of functions 
(Pk@) = u/J?E> (E)” (A)? k = 0, rt 1, f2 ,..., 
is an orthonormal basis for L*(lR) such that ok : k > 0, is an orthonormal 
basis for 
H*={gEL*(R):g”(~)=0fors<0} 
and q+: k < 0, is an orthonormal basis for 
H*- = L20H2 = (g E L*(R): g”(s) = 0 for s > O}. 
If f E 9, then its Fourier coefftcient 
I;=&j; f(e”)e-““ds,j” (F(A)/+i@+i))(cp/(h)]*d~. 
n --m 
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Therefore, 
fj=o for j(--1 if fE9+, 
since 
whereas 
fi=o for j>l if fE9-, 
since 
F@>lfi(~ - 9 E (Hico- if FED- 
and hence 
for j - 1 > 0. Moreover, by Cauchy’s theorem, 
f. = F(i) if SEA?+, 
= F(-i) if fE9-. 
In particular it should be carefully noted that f0 need not vanish for f 
belonging to either 90, or 9”. 
LEMMA 2.1. Let FE R” and G E 0:. Then (F - G) E 12: ifand only if 
i 
J’(A) - G(A) Ami b&)l*d~=o 
for k = 0, l,... . 
ProoJ Suppose first that (F - G) E a’?. Then 
and so the integral in the statement of the lemma vanishes for k = 0, l,..., by 
the properties of the basis ~0, noted above. 
Now suppose conversely that the integral vanishes for k = 0, l,..., and 
write 
F-G=E+ +-Em, 
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where E, E 00,. Then, since (A - i)-’ E_ belongs to HL;,,,, it follows 
further that 
i [v,@)l* dl 
E+(A)-E+(i) [p (n)]*dA 
A-i k 
for k = 0, I,..., and hence, since 
EJ4 -E+(i) E H2 
13-i WlXtl, 
that 
E+W-E,(i)=O 
A-i * 
Therefore 
is constant for all A. But the only constant function in Q”+ is the zero 
function as follows, for example, from the Riemann-Lebesgue lemma. Thus 
F - G E a’?, as asserted. 1 
COROLLARY. Let FE R” and G E 0:. Then F - G E Q? if and only if 
for k = 1, 2,... 
ProoJ This is immediate from the lemma and the observation that 
THEOREM 2.1. Let 6 E L~,,(IR ‘) and let 
(2.1) 
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Then FE W,,,,, is an isometric interpolant of 6 if and only if 
f (Cl = J’(J) 
is isometric on T and 4. = yj, for j = 1, 2 ,... . 
Proof: If F is an isometric interpolant of 6, then f(c) = R’(A) is clearly 
isometric on T and, by the last corollary, 
i 
((F(1) -F(a) -&A))/&(1 + i))[qj(J)]* dl =O 
for j= 1,2,.... But that is readily seen to be the same as the stated condition. 
To complete the proof you have only to reverse the argument. 1 
For future use we develop next the relations between the kernels of the 
Hankel operator AVj in Li(lR ‘) and the infinite block Hankel matrix 
Yj Yjtl Yjt2 '** 1 
in 1: based on the m x n matrices yj defined in (2.1). 
It is convenient o introduce the mapping S which sends r E Li(lR ‘) into 
the coordinates of [ relative to the functions pj, j= 0, l,...: 
(Sr)j = j [(A)[(P,(A)] * dA, j = 0, l,... . 
It is readily checked that S is a l-l map of Li(lR ‘) onto Zi and that in fact 
(2n)-“2S is an isometry: 
Moreover, 
= J^ r^(n>[Vj- ,(A)] *dl 
=o if j= 0, 
= CsY)j- 1 if j> 1. 
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Thus, in terms of the right shift T on If, 
SV= TS (2.2) 
and, by a similar calculation, 
SV* = T*S. (2.3) 
The next step is to connect the Hankel operator A on Li(IR’) with the 
associated Hankel operator l on 1: through the map S. We use the symbols 
S, P and F to denote the operators corresponding to S, V, and T but acting 
in LL or li, as the case may be. 
LEMMA 2.2. ,.!?A = --rl S and SA * = -rf$. 
ProoJ: Let {E Li)ll? ‘). Then it is readily checked that q = At if and 
only if 
w> = pm f(-4}, 
in which P denotes the orthogonal projection of Li onto Hi, and hence that 
q = A< if and only if 
for k = 0, l,... . But now as 
with convergence in L:(R), and 
VjCmn) = -[PjCn>l * 
the last integral on the left can be reexpressed as 
But this leads rapidly to the first assertion since the integral in braces is 
equal to 
= Yj+k+ I' 
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The second assertion follows from the first by a change of notation and the 
observation that 
The notations -4; and nj of Section 1 and 
,q’ = ker(Z - Zj*Zj) in I:, 
and 
,uj = dim .Fj, 
for j = 0, l,..., will prove useful. 
THEOREM 2.2. Let A be the Hankel operator in Lf#F+) based on 6(t) 
and let rj be the corresponding infinite block Hankel matrix in 1: defined 
above. Then, for <E Lf,(lR+) and i, j= 0, l,..., V’< E LNf if and only if 
TjSr E Xi+, . Moreover 
ni=Pi+l* 
Proof: The last lemma and formulas (2.2) and (2.3) imply that 
S(V*)k A*AVkr= (T*)k (-I-;)(-I-,) Tk< 
for every < E Lf$R ‘). The rest is plain, since (27r)I’* S is a unitary map of 
L*(IR+) onto lf. I 
The stage is now set for applying the results of [3] to the interpolation 
problem under study. It remains only to check that J/ is a Wiener like 
algebra in the sense of [3]. The only delicate point is the proof of the 
requisite compactness which we turn to next. 
It is well known (see, e.g., Theorem 4.1 of Dym-Gohberg [2]) that, for 
S E L’(lR ‘), A is compact from L’(lR ‘) into itself and hence, if P denotes 
the natural projection of W onto W, : 
PF=F(oo)+joa [F-F(oo)]“(s)e”‘ds, 
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and if F E W, then P(F@) is a compact map of @ E IV’? into W, . Thus if p 
denotes the corresponding projection from LYZ’ onto x2+ and if f E ~4, it 
follows that p(fp) is a compact mapping of a, E H’! into ,d+ . Now the 
actual requirement of property 6 in Section 1 of [3] is a little different 
because in [3] the decomposition of g E .M is 
whereas the present splitting is 
where 
8; = I a [G-G(co)]“(s)e”ds. -* 
But this implies that the projection p introduced above differs from the 
projection in property 6 in Section 1 of [3] by a one-dimensional operator 
and so the requisite compactness i met. 
3. NORM INDICES 
In this section we adapt the definition of norm indices which was given in 
[3] to the present setting. 
LEMMA 3.1. Let 6 E L i..(IR+) and suppose that /(A(( < 1. Then 
min{m,n}~nj-nj+,~nj+,-nj+z~O 
forj=O, l,.... 
Proof. Theorem 2.2 implies that nj = pj+, . The rest is immediate from 
Theorem 2.3 of [3]. 1 
THEOREM 3.1. Let 6 E L kxn(R+) and suppose that IJd)I = 1 and 
no-n, = k. 
Then there exists a unique set of nonnegative integers v,,..., vk and a 
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corresponding set of orthonormal vectors <(I’,..., rtk’ in Lf#R ‘) such that for 
every integer r with 0 < r < v, the vectors 
<(k), q-(k),... v(w)rW, 
subject to the convention that r(j) and ts translates V<(j),..., V(‘j-“<(j’ are not 
counted if vj > r, are linearly independent and span LNi. 
Proof: This is an immediate consequence of Theorem 2.1 of [3] and the 
fact that if < E Lz(lR + ), then Vj< E -< if and only if TjSr E .iF;,+ , and that 
(~x)-“*S is a unitary map of Li(R+) onto Ii. I 
We shall refer to the numbers v i ,..., vk as the norm indices of A, and the 
set (<(I),..., I$~); v, ,..., vk) as a chain generator for A. The numbers v, ,..., vk 
may be conveniently computed from the numbers n,, n, ,..., by constructing 
an array of zeros and ones according to the following scheme. In the jth row, 
j = O,..., v,, running from left to right, place nj - nj+, consecutive ones 
followed by n - (nj - nit ,) zeros. Let uj be the number of ones in column j
for j = l,..., n. Then vj=uj- 1. 
We remark that Theorem 3.1 may be expressed in terms of the D-chains 
which are defined in Section 9 of Gohberg-Krein 151. Chains of this second 
kind are used by Adamjan, Arov, and Krein [ 1 ] to formulate some 
continuous analogs of the approximation problems which are studied in the 
first part of their paper. Only the scalar case is considered there. 
4. PROOFS FOR THE NONSQUARE CASE 
In this section we shall state and prove m x n matrix versions of Theorems 
1.1-1.3 with m > It. These include the theorems of Section 1 as a special 
case. 
We shall say that F E W,, n, with m > n, admits a regular left 
factorization if it can be expressed in the form (1.1) but with X, E ( W,,, x ,)+ 
and of rank n on Gt and at co. The class of such F will be termed left 
regular for short. If m = n, then every F E W,,,, which is of maximal rank 
on R and at co is automatically left regular. If m > n, then this is no longer 
generally true. An example is provided in Section 2 of [3]. 
THEOREM 4.1. Let 6E L~,,(lR+) and suppose that m > n. Then 6 
admits an isometric interpolant F E W,,, x n if and only if 11 A 1) < 1. 
If \[A)) ,< 1, then 6 admits at least one left regular isometric interpolant 
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FE Wmxn. Moreover, every such left regular isometric interpolant has 
exactly 
k=n,-n, 
positive factorization indices. They are uniquely determined by the given 6: 
The number of factorization indices which are equal to j is equal to 
for j = 1, 2 ,..., i.e. 
nj-1 -2nj+nj+l 
aj = 1 + vj 
for j = I,..., k. The remaining n - k factorization indices are nonpositive but 
otherwise completely arbitrary, i.e., there exist left regular isometric inter- 
polants F E W,,,,, for every choice of Pk+, ,..., p,. 
Proof. If S admits an isometric interpolant F E W, Xn, then it is readily 
checked by elementary estimates (see, e.g., p. 596 of Dym-Gohberg [2]) that 
]]A/] < 1. On the other hand, if ]]A]/ < 1, then, by Lemma 2.2, ]]r,(] < 1. Thus, 
by Theorem 4.4 of [3], there exists an m X n matrix 
yo=z, +X,KY, 
such that if K is isometric and if r, denotes the Hankel operator based on 
y,,, y1 ,..., then l]r,,]] < 1 and ,u,, -p, = n. Hence, by Theorem 2.6 of [3], there 
exists a unique isometric interpolant 
f(C) = a(C) d(C)[b(C-‘)I-’ 
of Yo, Yl,**-? where a E (dmXn)+ and b E (J$~,,)+ have rank n on D and d(C) 
has nonnegative indices. The corresponding function 
F(A) = f (0 
is a left regular isometric interpolant of 6. This proves that if ]]A ]I Q 1, then 6 
admits at least one left regular isometric interpolant with k =,u, -,uz = 
no - n, positive indices and 
zero indices. By choosing K contractive and iterating the one step extension 
procedure any choice of the n - k nonpositive indices can be achieved for f 
and so too for F. 
Next suppose that F E W,,, Xn is any left regular isometric interpolant of S 
and let f (0 = F(L). Then f E Jm xn is isometric on T and inherits a 
factorization of the type alluded to in Theorem 2.6 of 131. Moreover, by 
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Theorem 2.1, f interpolates f,, y1 ,... . Thus, if r, denotes the Hankel operator 
based on fO, y, ,..., then, by Theorem 2.6 of [3], the number of (left) 
factorization indices off which are equal to j is equal to 
for j > 0. Hence, since nj =pj+, for j > 0, F has nj-, - 2nj + nj+ r indices 
equal to j for j > 1, and k = n, - n, positive indices. 1 
THEOREM 4.2. Let 6 E L ~,,JW+) and suppose that m > n and /ldIj < 1. 
Then 6 admits a unique isometric interpolant FE W,,,,, if and only if 
n,-n,=n. 
Moreover, ifin this instance {r(l),..., cCn); v , ,..., v,,} is a chain generator for A 
and 
for j = I,..., n, then 
A(l) = fi(A + i)[$“‘(A) ..a $“‘(n)] 
belongs to (W,,,), and has rank n on C’U {co], 
S(A) = fi(A + i)][“‘(A) a-. [“‘(A)] 
belongs to ( W,, x ,,)+ and is invertible in ( W,, x J+ , and the isometric inter- 
polant is given by the (left regular factorization) formula 
F(J)=A(iL)D@)[-B(4)]-’ 
where 
D(A)=diag [c&$““,..., (e)“““l. 
ProoJ By Theorem 2.1, F E W,,, Xn is an isometric interpolant of 6 if and 
only if f(C) = F(I) belongs to dmx,, and is isometric on T and <- ‘f is an 
isometric interpolant of yl, yz ,... in the sense of [ 31 
(r-!fh=Yl~ (5-v-), = Yz,.... 
But now, by Theorem 3.3 of [3], y1 , yZ ,... admits a unique isometric inter- 
polant if ]]rr(] < 1 and ,u, ---cl* = n. This proves the sufliciency of the 
conditions ([A (I< 1 and n, - n, = n for the asserted uniqueness. The 
necessity follows from Theorem 4.1. 
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Theorem 3.3 of [3] also gives the formula 
for the interpolant where the factors on the right are expressed in terms of a 
chain generator for rl and a(C) and b(c) have maximal rank on D. More 
precisely, since ((2~))“~ St(‘),..., (27~~“~ St(“); V, ,..., v,} is a chain 
generator for r,, Theorem 3.3 of [ 3 1 implies that 
d(c) = diag(C”l,..., [“n) 
and 
(27c)“* b(C) = 5 [(sp)j,..., (Sp)j] I$ 
.j=o 
where 
IlO = [r^“‘(ii) . . . p(n)], 
and in addition that 
(2?T)“2 a(C) = - 2 A”(A)[qj@)]* d 
.j = 0 
where 
AO(l) = [q”‘(n) * * * tj+‘“‘(~)]. 
The minus sign enters because 
r/=AIVk’kr if and only if $rj = --I-, TkS& 
Therefore 
(2n)“* b(C) = (27r)“’ B(k) = fi (ii + i) BO(A), 
(27c)“Z a([) = (27p A(A) = - \/;r (A + i) /IO(A), 
which yield the final formula, though, for esthetic reasons, the A and B in the 
statement of the theorem have been modified from those deduced above by 
constant multiples. I 
We remark that the formulas of this theorem, and the next one, point the 
way to a more self contained strategy for proofs which can be carried out 
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directly in Li(lT? ‘) without mapping onto the circle. But this involves 
additional work part of which can be modelled on the developments in 
1% 31. 
THEOREM 4.3. Let 6E Lk,,(R’) and suppose that m>n. Then 6 
admits a left regular isometric interpolant F E W,,, X n with zero factorization 
indices if and only if IId 11 < 1. Moreover, if IId )I < 1, then the set of left 
regular isometric interpolants F E W,,, X n of 6 is in one to one correspondence 
with the set of constant m x n isometric matrices C: For each such C there 
exists exactly one left regular isometric interpolant with zero indices and 
F(a) = C. It can be expressed in the form 
F(+A(A)(B(-A)]-‘, 
where 
A (A) = C + jam u(t) e”’ dt 
belongs to (W,,,), and has rank n on Ct u (m), 
B(A) = I, + JOE v(t) eiA’ dt 
belongs to (W,,,), and has rank n in @+U (00) and u E L~,,,(lR+) and 
v E Li x “(IR ’ ) are the unique solutions of the system of equations 
u(t) - jrn 6(t + s) v(s) ds = s(t), 
0 
v(t) -jm 6(t + s)* u(s) ds = s(t)* C. 
0 
ProoJ: Suppose first that ](A)] < 1. Then, by Lemma 2.2, ]]r, I] < 1 and 
so, by Theorem 4.4 of [3], if 
yo==z, +X,KY 17 
where 2,) A’,, and Y, are matrices which depend only upon y, , yZ,... (as 
defined there), and K is any constant m x n isometry and if r. denotes the 
Hankel operator based on yo, yr ,..., then ]]ro]] = 1 and ,u, - p1 = n. Therefore, 
by Theorem 3.3 of [3], yo, yr ,..., admits a unique left regular isometric inter- 
polant f E dm x n with zero indices. This proves the existence of a left regular 
isometric interpolant of 6: FK(A) = f (c), in W,,, for every choice of the 
constant isometric matrix K. 
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Conversely, suppose that F E W,,,,, is a left regular isometric interpolant 
of 6 with zero indices. Thenf(c) = F(A) belongs to dmX n and is a left regular 
isometric interpolant of the sequence fO, y1 , yz,..., with zero indices. 
Therefore, if Z,, denotes the Hankel operator based on f,, y, , yz,..., 
Theorem 2.6 of [3] implies that z+, -pi = n and pi = 0. Thus llZ, /I < 1 and 
so, by Theorem 4.4 of [3], 
fo = z, + Xl KY, 3 
where Y, is invertible, K is contractive, and 
P,, ---or = dim ker{ Y,(Z - K*K) Y,}. 
The last formula implies that K is in fact an isometry. 
To this point we have established a one to one correspondence between 
constant isometric matrices K and left regular isometric interpolants of 6 
with zero indices FK E W,,,,,. In the notation of Theorem 5.2 of [3], 
F,(J) = @x(C). 
In particular 
C=F,(co)=@,(l), 
and so as the mapping K + QK( 1) is a one to one correspondence from the 
class of m x n constant isometric matrices onto themselves this completes 
the proof of the asserted correspondence between interpolants and the 
matrices C. 
It remains to prove the representation formula. To this end fix an m X n 
isometric matrix K and set 
f(C) = ~(c)P(~-‘)l-’ 
as in Theorem 3.3 of [3]. This induces a left regular isometric interpolant 
F = FK of 6 with factorization 
F(l)=A(A)[B(-A)]-‘. 
Therefore 
O” [F-C]“(s)eiAS 
-02 
ds B(m)+jmBv(s)e~iA”ds/ 
i ! 0 
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which in turn implies that 
CB(a3) =A(co) 
and 
d(t) B(a) + j” cS(t + s) B”(s) ds = A “(t) 
0 
for t > 0. Similarly the formula 
B(A) = [q-n)] * A (-1) 
leads to the auxiliary equation 
s(t)* A(co) + jm 6(t + s)* A”(s) ds = B”(t) 
0 
for l > 0. The stated formulas now drop out upon setting B(co) = Z, and 
identifying u(t) with A”(t) and u(t) with B”(t). 1 
We remark that in the special case m = n and C = Z the equations of 
Theorem 4.3 coincide with the system of equations exhibited in Theorem 4.2 
of [2]. 
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