Usually the temperature in a Bose-Einstein condensate is experimentally deduced resorting to the comparison between the Maxwell-Boltzmann velocity distribution function and the density profile in momentum space. Though a successful method it is merely an approximation, since it also implies the use of classical statistical mechanics at temperatures close to the condensation temperature where quantum effects play a relevant role and cannot be neglected. The present work puts forward an alternative method in which we use an ultra-intense light pulse and a nonlinear optical material as detectors for differences in times-of-flight, and in this way the temperature is deduced. 
Introduction
The emergence of the concept of Bose-Einstein condensate (BEC) dates back to the year of 1924 with a work by S. N. Bose in which the statistics of the quanta of light was analyzed [1] . A year later A. Einstein with the idea of Bose predicted the occurrence of a phase transition in a gas of non-interacting atoms [2] . It can be stated that a BEC is a state of bosonic matter, confined by an external potential, and cooled to temperatures very close to the absolute zero [3] . Under these conditions the atoms begin to collapse into the lowest energy state whose wave function is determined by the corresponding confinement * E-mail: acq@xanum.uam.mx potential [4] . It is noteworthy to stress the fact that the appearance of condensation, at least in the theoretical realm, requires only the presence of a gas obeying the bosonic statistics. The experimental fact of having the condensation in a bounded volume imposes the condition of a confining potential.
Since our proposal involves the use of the features of nonlinear optics let us revisit, very briefly, the main idea behind this topic, which emerged in 1961, c.f. [5] . As a light beam propagates through a piece of material the polarization of its atoms emerges as a response to the excitation defined by the corresponding electric field. As long as the intensity of the electric field remains smaller than a certain threshold, the interaction is linear and the transmitted light has the same frequency as the incident one [5] . But if the intensity of the light is beyond this threshold, then nonlinear effects become relevant and the transmit-ted light has a spectrum with more than one component, among which the double frequency is often the most important [6] .
The experimental achievement of BEC has spurred the appearance of many questions in the theoretical realm [7] as well as in the experimental level. One of them is related to the procedure by which the temperature is deduced. Indeed, the temperature is always obtained resorting to an absorption imaging method [8] . In this procedure the corresponding atom cloud is imaged either while it was trapped or following a switch-off of the used trap. The time-of-flight images of the atoms are compared against a Maxwell-Boltzmann velocity distribution function [4] , and by this way the temperature is deduced. It is noteworthy to mention that in the context of this issue the deduction of the temperature is always done employing a statistics, namely, Maxwell-Boltzmann, which is valid in the regime of high temperatures, i.e., far away from the condensation temperature [4] . This point has to be explained in a clear way. In order to do this let us now resort to Andrews et al. [9] , on page 85, fifth paragraph where we may read the following phrase: The temperature was derived from the root mean square (rms) velocity of the cloud's normal component, and the number was obtained from the total light absorption.
Let us add some comments about this result. Firstly, the deduction of the temperature introduces the concept of velocity into the analysis of the dynamics of the condensate. This is a classical concept and implies the use of Maxwell-Boltzmann statistics as a primordial element in this procedure. Indeed, this method allows us to obtain the temperature but it requires an expression relating the experimental data with velocity and temperature. The only fundamental expression containing temperature and velocity is Maxwell velocity distribution [4] . It can be argued that this method resorts, in its argumentation, to the wave function of the ground state of the corresponding trapping potential, see, for instance, Pethick et al. [10] page 25, Eqs. (2.33)-(2.38). Nevertheless, this expression is employed in order to deduce, via a Fourier transform, the distribution in the momentum space and therefore in the velocity space. Since the ground state wave function in the configuration space has Gaussian structure then its Fourier transform shares this property. Clearly, the wave function does not contain the concept of temperature, it is introduced comparing the aforementioned distribution in momenta space against the corresponding expressions stemming from the classical distribution function, see [10] page 26, Eqs. (2.39) and (2.40). In other words, the method requires Maxwell-Boltzmann statistics in order to be able to deduce the temperature. Secondly, from the very outset it is assumed that the corresponding particles are described by the ground state wave function associated only to the trapping potential. It has to be stated that the method does not take into account any interaction among the particles of the system. Indeed, the introduction of interaction would imply the use of the ground state wave function determined by the trapping potential plus the interaction potential.
It can be argued that, in spite of the mentioned shortcomings, it is a good approximation (see [10] pp. 27 and [11] pp. 469). Nevertheless, from a conceptual point of view this procedure has a severe shortcoming since it resorts to a model (Maxwell-Boltzmann statistics) in a region in which it loses its validity. Moreover, the comparison against Maxwell-Boltzmann velocity distribution introduces, at least, two additionally features. Indeed, firstly, the possibility of using this method is based upon the fact that the wave function of the ground state in the momenta space is compared against the Maxwell-Boltzmann velocity distribution. This is possible since the ground state wave function in the momenta space has a Gaussian structure. No doubt, this is a consequence of the assumption that the density profile in the configuration space is due solely to the ground state. This last remark implies that the usual procedure neglects the presence of the thermal cloud since the wave functions associated to this cloud have, in the configuration space and in the momenta space, non-Gaussian structure. This means that the current method not only discards this thermal cloud but it cannot include it. Indeed, the inclusion of the thermal cloud (in the density profile in the configuration space) entails the introduction of wave functions which are the product of Hermite polynomials times a Gaussian function [14] . The Fourier transform of this kind of functions is not a Gaussian but a Hermite polynomial times a Gaussian (due to the symmetry of the Hamiltonian of a harmonic oscillator). Therefore, how could the temperature be deduced if the expression stemming from the density profile in the configuration space contains terms which are not purely Gaussian? Under these circumstances the identification is now quite dubious. In other words, the method not only neglects the presence of the thermal cloud but it cannot be generalized to include it. Secondly, the method has in some cases, when the harmonic oscillator has anisotropy, a remarkable feature, namely, it renders a temperature which becomes a multi-valued function. Indeed, the aforementioned comparison entails that [10] the temperature is provided by T = ω /(2 ), where ω = are the frequencies of the trapping oscillator. This is (are) the value(s) of the temperature at any point within the condensate. To the authors the idea of a temperature for a system in thermodynamical equilibrium (as here assumed) means a single-valued function but here, due to the procedure, it acquires a peculiar behavior, namely, it has more than one value according to the presence of anisotropy in the trapping oscillator. These last remarks raise the following question: could the temperature of a BEC be deduced without the use of Maxwell-Boltzmann statistics? If the answer is yes, then we could generalize the method and take into account the thermal cloud and obtain the concept of temperature as a single-valued variable. The present work provides an affirmative answer to this question. Our proposal involves an ultra-intense light pulse. This pulse will be divided into two beams, one of them will travel through the condensate while the other one will not (see Fig. 1 ). The difference in time-of-flight between these two beams will be detected resorting to a non-linear optical material. Additionally, we deduce the expression for the difference in time-of-flight as a function of the parameters of the trap, and hence we obtain an expression for the temperature. It has to be stressed that in this process classical statistics is not needed. Since the required laser fields generate ultrashort light pulses we may detect phenomena involving times scales in the range of femtoseconds [6] . This means that our procedure offers us the possibility of detecting differences in timesof-flight around this order of magnitude. The outline of the paper is the following one. In section II we explain the present experimental proposal, namely, subsection A contains the required relations between the trapping parameters and the optical variables determining the interferometric properties of our idea. Subsection B analyzes the experimental feasibility of the model and explains the advantage of the introduction of a nonlinear material as an essential element of the proposal. Finally, section III summarizes the main results of the present work and mentions the possible use of this idea in connection with tests for the Einstein Equivalence Principle (EEP).
Light Interferometry and temperature

Refractive index and trapping parameters
Consider a laser light beam, with wavelength λ, and divide it into two parts. One of them will be used as a reference beam, and the second one will pass through the corresponding condensate. Afterwards, both beams are brought together and then the difference in time-of-flight between them is calculated. Let us now proceed to obtain the time-of-flight as function of the variables of the condensate. In order to do this let us write the refractive index˜ ( ) of the corresponding gas as a function of the quantum-mechanical properties of the involved particles. To do this let us remember that the refractive index can be understood as a consequence of the response of an atom to an electromagnetic field. Indeed, it can be contemplated as a parameter emerging due to the appearance of an electric dipole moment. This allows us to write down the refractive index as follows [12] 
In this last expression we have the following parameters. The wavelength of the incident light is given by λ, whereas λ denotes the resonance frequencies associated to the corresponding molecules. In addition, ρ is the density of molecules with a resonant frequency λ . The presence of several resonant frequencies is a possible case even for the situation in which there is only one kind of molecules. This last remark can be understood recalling that the concept of refractive index is, intimately, related to the idea of polarizability, α, and that this parameter is a function of the transition probabilities associated to the dipole moment induced by the presence of an electromagnetic field. For instance, the polarizability corresponding to an atom in its ground state reads [13] (here we consider only a valence electron since that is the case for alkali atoms, and subject to a monocromatic light beam characterized by ω)
Where the difference in frequencies reads
This last parameter, 0 , is a function of the transition amplitude between states | and |0 provoked by the presence of the dipole (in our example we have chosen this dipole along the -direction). Here E denotes the energy levels of the involved valence electron, and are the electric charge and mass of the electron, respectively. At this point we must mention that these aforementioned energies are not the only energies involved in the problem. Indeed, the Hamiltonian associated to the whole atom can be written as a sum of several terms, namely, H = H + H + , here H and H denote contributions due to the movement of the center of mass and the electronic degrees of freedom, respectively. Our energies E are the eigenvalues related to H . Our arguments concerning the calculation of the refractive index involve only H not and H . The density of the gas ( ) can be related to the refractive index through the analysis of the physical meaning of the parameter ρ . Our last equations tell us that each energy eigenstate contributes with, in general, an infinite number of terms to the polarizability of the system. Notice that the appearance of the term 1/(ω 2 0 − ω 2 ) for the polarizability also entails that those cases in which ω 0 are closer to ω will be more relevant for the calculation of the refractive index. This last remark allows us to introduce the following assumption: For a certain energy eigenstate only one term will contribute to the polarizability, namely, that one in which the value of ω is closer to the frequency of the light beam. Nevertheless, there is an additional issue that in connection with the refractive index has to be addressed, i.e., the deduction of ρ . As previously mentioned this physical variable denotes the density of molecules with resonant frequency λ , and, in consequence, for our model we must determine it. This will be done resorting to energy arguments. Indeed, for a condensate in which the trapping potential has the form of an anisotropic harmonic potential the frequencies associated to this potential have, usually, the order of magnitude ω = 10 3 s −1
[10], a fact related to an energy equal to E = ω ∼ 10
−24
erg. Statistical Mechanics tells us that below the condensation temperature the internal energy of a bosonic gas subject to an anisotropic harmonic oscillator has the form
For the case of rubidium T ∼ 200 nK [10] 
Consider now the case of a number of particles in the range of 10 4 to 10 7 . These values entail an average energy (at T = T ) per particle within the interval ] erg (8) For rubidium the difference in energy between the ground state and the first excited state reads ω 10 ∼ 1 580 eV [10] , which is tantamount to an energy difference of
The comparison between these last two energies allow us to conclude that, concerning its electronic part, the rubidium atoms are all in the ground state. Indeed, the energy of an atom is the sum of the contributions related to the motion of the center of mass and the electronic degrees of freedom, T = + . If we denote by (0) the energy of the electronic ground state, then an atom in the first excited state would have an energy T ∼ 10 . Clearly, this argument proves that the atoms are, concerning the electronic states, in the ground state. The implications of this fact for the deduction of the refractive index are the following. As mentioned before, the dependence of the polarizability in the factor 1/(ω 2 0 − ω 2 ) allows us to state that each energy eigenstate contributes with only one term to the polarizability. This condition can be removed without any difficulty. Therefore, the density of particles in the eigenstate with energy ν is given by [10] ρ ν ( ) = ν |φ ν ( )| 2 (10) Here φ ν ( ) are the eigenfunctions of the trapped particles and ν the mean occupation numbers. This means that the only possible excited states that could emerge in this context are related to the excited states of the motion of the center of mass of the atom and not to the excited states of the electronic part. We may now write the refractive index as follows
In this last expression λ 1 is the wavelength associated to the resonance between the ground state and the first excited state of the electronic degrees of freedom. Notice that this last expression implies that at any point within the region containing the gas the refractive index is a consequence of those particles in the ground state of the translation motion plus those in the excited states, also of the translation motion, and that concerning the electronic degrees of freedom these translation eigenstates are all in the electronic ground state. Additionally, only the transition from the electronic ground state to the first electronic state is relevant.
For our case, a Bose-Einstein situation, the occupation number is a function of the energy eigenvalues ν , the temperature, and of the chemical potential µ [4] , i.e.,
These last expressions show that the refractive index will depend upon the temperature, and, in consequence, the difference in time-of-flight will be a function of T . This is the point to be exploited in the present work. We now consider the case of a Bose-Einstein gas of noninteracting and non-relativistic particles immersed in a Newtonian homogeneous gravitational field. The inclusion of gravity has been done because, at least for alkali atoms, it has non-negligible effects [15, 16] . Additionally, an anisotropic harmonic-oscillator potential is present. At this point we must add that in the usual experimental devices the atom clouds are confined with the help of laser trapping or magnetic traps [15] . In the case of alkali atoms some of the available confining potentials can be approximated by a three-dimensional harmonic oscillator (see, for instance, [11] pp. 466). In other words, our potential represents a very good approximation to some experimental cases. The frequencies of our harmonic oscillators along the coordinate-axes will be denoted by ω , where = . In addition, represents the acceleration of gravity. Under these conditions the complete confinement potential reads
In general the frequencies are not equal (here we assume ω ≤ ω ≤ ω ), while denotes the mass of the corresponding atoms. The energy eigenvalues are
The density of states is calculated in the usual way [4, 10] , namely, we resort to the continuum approximation and consider the number of states proportional to the volume of the surface in the first octant bounded by plane E = . The derivative, with respect to E, provides the density of states (number of states per energy unit).
At this point we face the following question: near the condensation temperature, T , how many excited state wavefunctions shall be considered in the last expression? As a rough approximation we will consider first only one excited state. In addition, according to the bosonic statistics, below the condensation temperature the average number of particles in the ground state reads (for the case in which the confining potential is an anisotropic harmonic oscillator [10] )
Additionally, the average number of particles in the first excited state is
The first two wave functions (φ (0) ( ) and φ (1) ( )) associated to our case are
Therefore, under these conditions we have that
In these last expressions N denotes the number of particles comprising the whole system (condensate plus thermal cloud). The relation between the refractive index˜ ( ) and the density ( ) is provided by (11)
These last expressions are valid in the region T ∈ [0 T ], a consequence of the fact that (16) and (17) are valid in this aforementioned interval. Let us now define
The arrival at the non-linear material of our beams will show a difference in time due to the fact that the reference beam has always a speed equal to , whereas the second beam will have a lower speed , during its pass through the condensate. The refractive index is defined as˜ ( ) = / , cf. [17] . The velocity inside the condensate is positiondependent, i.e.,
For the sake of clarity let us assume that the second beam during its movement inside the condensate has coordinates and constant. The calculation of the difference in optical path requires the knowledge of the distance that the light beam travels inside the condensate. At this point we introduce a distance parameter stating that the length of the condensate along the -axis is fixed by the harmonic oscillator length (see [11] pp. 467) 2 = / ω . If and are the coordinates defining this width, then 2 = − . Let us denote by ∆ the time required by the second beam to move from to . Then ∆ =
Explicitly,
Define now ω = ω ω ω 1/3 and γ = ω π 3/2 then the functions α( ) and β( ) read
Additionally, we have
Concerning these last expressions let us add that I is the probability of finding a particle in the region ∈ [ ] and (with = ) is the characteristic length associated to a one-dimensional oscillator. Expression (26) is the main result of the present work. Notice that it contains a temperature-dependence of the time-of-flight inside the condensate. This is the point to be exploited. The timeof-flight for the reference beam is 2 / , therefore, the difference in time-of-flight between our two beams δ is given by
At this point it is noteworthy to comment that no classical concepts have been employed, i.e., we do not resort to Maxwell-Boltzmann statistics.
Experimental feasibility
Our experimental proposal is the the following one: A ultra-intense light pulse is emitted and divided into two parts (see Fig. 1 ). The upper beam travels through a rubidium condensate with a certain value of , say 1 , we also keep its -coordinate constant, i.e., = 1 . We choose rubidium since its refractive index has already been determined by interferometric methods, i.e., the technology that the present proposal requires is nowadays available [18] . Afterwards, both beams are brought together and they impinge upon a non-linear optical material. The difference in optical lengths between the paths of our two beams entails that in general they will not be in phase upon their arrival at the non-linear medium. The measurement of temperature will be done using the characteristics behind the appearance of non-linear response. Indeed, the generation of high harmonics in a non-linear material depends upon several conditions, and one of them is related to a threshold in the intensity (denoted here by I 0 , which is a characteristic of the corresponding laser employed in the experimental device) of the corresponding light pulse [5] . If the beams are out of phase, then the total intensity of the combined beam will be smaller than I 0 [17] and, in consequence, the difference in time-of-flight of the two beams implies the absence of high harmonics in the response of the nonlinear material. If we recover the nonlinear response, then we may assert that the beams are in phase. To achieve this we now modify the length of the upper arm of the interferometer (see Fig. 1 ) until higher harmonics emerge. In this sense we know that the difference in optical length is determined by two variables: (i) the difference in length between the upper and lower arms; (ii) presence of the condensate. With the presence of higher harmonics we may state that the difference in optical length equals a multiple of the wavelength of the corresponding light. This allows us to determine, experimentally, the difference in optical length induced by the condensate. The precision is provided only by non-linear optics, whereas in the standard model it involves not only the precision associated to the imaging method but also the error introduced by the use of classical statistics.
We now change the length of the upper arm in such a way that, at an increase of it equal to ∆ , the non-linearity appears once again. This last remark implies [19] 
Quantities like ∆ and λ (the wavelength of the employed laser beam) can be detected experimentally. Then we may, with the help of (26), determine δ . This provides the temperature
Where˜ = λ − ∆ . The experimental value of A is already known since it depends upon the parameters of the used laser and the spectroscopic properties of rubidium.
Let us now consider a more realistic situation, i.e., below T one finds that excited states are populated. Then (21) becomes (since the eigenfunctions of a harmonic oscillator are the product, up to a normalization constant, of a Gaussian function and a Hermite polynomial [14] )
In this last expression H ( ) denotes the Hermite polynomials [21] and the C 's are the corresponding normalization constants. We now obtain the refractive index (resorting to (11) ). There is another possibility in this direction, namely, the detection of T by means of an interferometric procedure [8] . Nevertheless, this method has the shortcoming of requiring densities which could imply problems to the current technology.
Conclusions
It has been, explicitly, shown that the usual method for the deduction of temperature in a Bose-Einstein condensate inexorably requires the use of Maxwell-Boltzmann statistics at points near to the condensation temperature and that it entails, for the case of a trapping potential with the structure of an anisotropic harmonic oscillator, a multi-valued temperature. Additionally, the method cannot be generalized for considering the presence of the thermal cloud. Afterwards, the following question was raised: could the temperature of a BEC be deduced without classical statistics? The present work provided an affirmative answer to this question. Our proposal involves an ultra-intense light pulse. This pulse has to be divided into two beams, one of them traveling through the condensate while the other one does not (see Fig. 1 ). The difference in time-of-flight between these two beams must be detected resorting to a non-linear optical material. Additionally, we have deduced the expression for the difference in time-of-flight as a function of the parameters of the trap, and hence we obtained an expression for the temperature. It has to be stressed that in this process classical statistics is not needed. Since the required laser fields generate ultrashort light pulses we may detect phenomena involving times scales in the range of femtoseconds [6] . This means that our procedure offers us the possibility of detecting differences in times-of-flight around this order of magnitude. If we contrast our method against the usual ones we may conclude that we do not end up (for the case of an anisotropic harmonic oscillator) with a temperature that has as one of its features to be a multi-valued function. We may also include the presence of particles in the excited states, a fact, as shown previously, not possible with methods resorting to the classical velocity distribution function.
Finally, let us address the issue of the possible heating of the gas due to the so-called optical pumping process. This process takes place when an atom is exposed to a light beam at a frequency close to a resonant frequency [23] . This phenomenon implies the transfer of atomic population from one quantum state to another. The fraction of atoms transfer is a function of the intensity of the light, of its frequency, and of the resonance frequency of the atom [23] . An increase in the temperature of the gas may appear as a consequence of this process. Indeed, the light beam induces a transition from the ground state to an certain excited state. The degeneracy of the ground state, consequence of the Hyperfine structure, implies that after decaying the atom may end up not in the original state but in one of the degenerate states of the ground state with an energy higher than the initial one [24] . This process entails an energy-absorption process by the atom, and, therefore, the gas will be heated. The increase in the temperature is then related to the concept of saturation parameter. If this parameter is much smaller than 1 then the atomic population is mostly in its initial state and therefore the heating will be negligible (see [24] page 25). This situation, the absence of heating, can be achieved if Ω (δ 2 + τ/4) 2 , where Ω and 1/τ are the Rabi frequency and the lifetime of the excited state, respectively, and δ is the detuning variable, defined as the difference between the laser frequency and the frequency associated to the atomic transition [24] . Within the realm of our current laser technology, and for alkali atoms, this condition is usually fulfilled (see [10] page 71). Hence, the heating of the gas due to the optical pumping process will be negligible in the present proposal.
Our idea could allows us to put forward a procedure in which some of the postulates behind general relativity could be tested with the use of condensates. Let us explain this point. On one hand we have the fact that a nonvanishing condensation temperature is a consequence of the bosonic statistics [10] , i.e., it is a quantum feature. On the other hand, Einstein Equivalence Principle (EEP) states that in a freely falling reference frame the laws of Physics (for sufficiently small falling distances and times) are those of Special Relativity [25] . Then we have a way to test the validity of EEP on a quantum systems. Indeed, we may put our condensate on a freely falling reference system and measure the condensation temperature. According to EEP this temperature shall have no information about the gravitational field, and hence, we may compare the measurement outcome against the calculation including the effects of a Newtonian homogeneous gravitational field [26] and in this way we may have an alternative test for EEP.
