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Introduction
Creating the program is required to be done by students who majored in computer science and/or computer specialty in colleges. However, many of the assignments could have the same or similar source code. Finding such plagiarisms done by the students is very time-consuming and can lead the problems to fair performance evaluation.
Furthermore, source code plagiarism often deals with uncertainty. It is because each student has his/her own algorithm with different complexities, performances, etc., but solves the same problem. It should handle the vagueness in which students express their solutions. This paper proposes a novel method of detecting the source code plagiarism by using a high-level fuzzy Petri net (HLFPN) based on abstract syntax trees (AST). The HLFPN was adopted to deal with the uncertainty or vagueness of code plagiarism detection. This paper is structured as follows: Section 2 provides a literature review. Section 3 describes the framework of the proposed AST and HLFPN code plagiarism detection system. Section 4 presents the experimental results within samples. Section 5 summarizes the findings and the future work.
Literature Review

Source Code Plagiarism Algorithms
Source code plagiarism detection methods can be classified into three approaches: text-based, token-based, and tree-based. Text-based approach treats the source code as pure text, divided into lines [1] . However, only if all strings are the same, the source code can be considered to be similar [2] . Token-based approach is the improvement of text-based approach. However, all the tools cannot detect the modification of renaming, reordering, and inserting null strings [2] . Tree-based approach uses an abstract syntax tree (AST) created by parsing the source code, and then compared by using the tree structure. This approach is more durable against any modification that has been made by plagiarist than the previous approaches.
High-Level Fuzzy Petri Net
Petri nets are a graphical and mathematical modeling tool, which is concurrent, asynchronous, distributed, parallel, nondeterministic, and stochastic; and it can be used to model and analyze various systems [7] . The basic definition is presented as follows:
The HLFPN is defined as an eight-tuple HLFPN = (P, T, F, C, V, α, β, δ), where P = {p1 , p2, p3, …, pk} A finite set of places.
Called the flow relation and is also a finite set of arcs, each representing the fuzzy set (i.e. fuzzy term) for an antecedent or a consequent; where the positive arcs (i.e. THEN parts) are denoted by   . δ : T → V An association function, mapping from transitions to fuzzy relational matrices.
Fuzzy Reasoning Algorithm
In this sub-section, we briefly review fuzzy reasoning algorithm (FRA) from [8] to determine whether there exists a fuzzy relational matrix between the antecedent and the consequent of a fuzzy production rule or not. w } is a fuzzy set for the consequent; and each element of a fuzzy set is denoted by a fuzzy interval.
Step 3: Input a data pattern Wa-input.
Step 4: Fire the enabled transitions. Let j t be any enabled transition. Then, compute: tjT /  pk I(tj), M(pk) = the number of data tokens.
IF an ELSE part is available.
Step 5: For every output variableO, its associated membership distribution is 
, that is, while the enabled transitions still exist.
Step 7: The Maxima defuzzification method is applied and the real operating value is computed.
Code Plagiarism Detection System Based on AST and HLFPN
Abstract Syntax Tree Generation
This paper uses AST as the similarity detection model. AST can provide more accurate and comprehensive information for code plagiarism detection in cases of changing the identifier or program statement order. In this paper, ANTLR (Another Tool for Language Recognition) is used to generate AST.
Sequence Alignment
Sequence alignment is a method to calculate a corresponding relationship among strings by adding a space or shifting the alphabetic positions. In the proposed method, we obtain the similarity features using the concept of Needleman-Wunsch algorithm. It has a good effect on looking for the optimal matching.
Code Plagiarism Detection and Feature Extraction
This section explains the function and feature extraction used in HLFPN. This study uses three features to define the plagiarism decision output between two input source codes.
1) Similarity Feature 1 : Ratio of the total number of matches
Assume that n denotes the length of the sequence and nmatch denotes the total number of matches. The ratio of total number of matches to the length of the sequence is defined as: Rmatch = match x 100 (1) 2) Similarity Feature 2 : Ratio of the total number of mismatches Assume that n denotes the length of the sequence and nmismatch denotes the total number of mismatches. The ratio of total number of mismatches to the length of the sequence is defined as:
3) Similarity Feature 3 : Ratio of the total number of gaps
Assume that n denotes the length of the sequence and ngap denotes the total number of gaps. The ratio of total number of gaps to the length of the sequence is defined as:
Membership Function
In the decision method, three features are used, namely, Rmatch, Rmismatch, and Rgap. The membership functions of Low, Middle, and High of each feature defined in Table 1 . The membership functions of plagiarism decision are listed in Table 2 . In the analysis, the membership functions of input parameters are required between 0 and 1. Thus, the values of input parameters are converted to the values between 0 and 1. 
Fuzzy Reasoning and Building HLFPN
We configure input linguistic variables as ratio of the total number of matches (MA), ratio of the total number of mismatches (MS), and ratio of the total number of gaps (G) with fuzzy terms: high (H), middle (M), and low (L). The fuzzy production rules are defined as follows: (x -1), 0.6 < x < 1 0 , x ≤ 0.6 (7) 0 ,
1 ,
x ≥ 90
Based on the conversion procedures, we transform the above fuzzy production rules into the HLFPN as shown in Fig. 1 and the parameters described in Table 3 . Table 3 . Description of parameters. 
Name of Parameter
Experimental Results
The scenarios used in the experiment are described on Table 4 . We use several exercises to prove that our method improves the ability of code plagiarism detection. There are four sample exercises, including Simple Calculator, Merge Sort, Binary Search, and Fibonacci Recursive Function. Each exercise consists of 11 scenarios. Increase of the redundancy of statements or variables S11 Combine all scenarios S1-S10
We evaluate our method by comparing it to other methods without using a HLFPN (AST-cluster [5] and AST-CC [6] ), presented on Table 5 . Compare with another method without using a HLFPN, our method can effectively detect the scenarios 1-10 described. We also improve our experiment by adding a scenario (S11) which combines all the scenarios from S1 to S10 in one source code file and compare it with the original source code file. 
Summary
This paper has proposed a code plagiarism detection system using a HLFPN based on AST. According to the experimental results, our system is proved to detect the source code plagiarism which cannot be defeated by comments modification, renaming identifiers, reordering the block of code, reordering the sentences within a block, changes of operator or operand sequence in an expression, changes of data type, splitting of expression, replacement of control structure by equivalence control structure, increase of the redundancy of statements or variables, and combination of all the above scenarios. Due to the "Undecided" decision output, it gives the teacher an opportunity to discuss with the students about their source codes. Thus, it prevents the teacher from directly judging a student as a plagiarist.
