THE MOD 2 LEIBNIZ-HOPF ALGEBRA AND ITS DUAL
Let F 2 be the free associative algebra over F 2 generated by the indeterminates S 1 , S 2 , S 3 , . . . of degree |S i | = i. We often denote the unit 1 by S 0 . This algebra is equipped with a co-commutative co-product given by
which makes it a graded connected Hopf algebra. This algebra F 2 is often called the mod 2 LeibnizHopf algebra. As an F 2 -module, F 2 has the following canonical basis:
where we regard S I = 1 when n = 0. Note that the integral counterpart of F 2 is called the Leibniz-Hopf algebra and is isomorphic to the ring of non-commutative symmetric functions ( [7] ) and the Solomon Descent algebra ( [17] ). Its graded dual is the ring of quasi-symmetric functions with the outer co-product, which has been studied by Hazewinkel, Malvenuto, and Reutenauer in [8, 9, 10, 11, 12] .
The mod 2 Steenrod algebra A 2 is defined to be the quotient Hopf algebra of F 2 by the ideal generated by the Adem relations:
Denote the quotient map by π : F 2 → A 2 and Sq i = π(S i ). It is well-known (see, for example, [18] ) that the admissible monomials {Sq J := Sq j 1 Sq j 2 · · · Sq j n | J = ( j 1 , j 2 , . . ., j n ) ∈ N n >0 , 0 ≤ n < ∞, j k−1 ≥ 2 j k ∀k} form a module basis for A 2 . We will adhere to this purely algebraic definition and will not use any other known facts about A 2 .
By taking the graded dual of π, we obtain the following inclusion of Hopf algebras π * : A * 2 → F * 2 . F * 2 is given a module basis S I dual to S I , that is, Similarly, we have the dual basis {Sq J | J admissible} for A * 2 determined by
The commutative product among the basis elements in F * 2 is given by the overlapping shuffle product (see §2) and the co-product is given by ∆(S a 1 ,...,a n ) = S a 1 ,...,a n ⊗ 1 + 1 ⊗ S a 1 ,...,a n + n−1
The purpose of this paper is to deduce some of the classical results on A * 2 and its generalisations by considering it as a subalgebra of F * 2 . We are particularly interested in the following problems. 
for all admissible sequences J. This is important since in the dual it is equivalent to computing the coefficients of the Adem relations
for all sequences I. (ii) Give an expansion of the dual Milnor bases in terms of the dual admissible monomial bases, i.e., determine the coefficient
The formula for A * 2 is:
where α = (α(1)|α(2)| . . .|α(l(α)) runs through all the compositions of the integer n and
. Several different methods are known for resolving (i) and (ii) (see for example, [15, 19] ), but our argument ( §4) is new in that it is purely combinatorial using the overlapping shuffle product on F * 2 . We implemented our algorithm into a Maple code [16] . In §5 we discuss the conjugation (or antipode) in F * 2 and give an answer to (iii). Finally, we give an explicit duality between the conjugation invariants in F 2 and F * 2 in §6.
OVERLAPPING SHUFFLE PRODUCT
We recall the definition of the overlapping shuffle product ([2, Section 2], [8] ). Let W be the set of finite sequences of natural numbers:
Note that we allow the length 0 sequence. Consider the F 2 -module F 2 W freely generated by W . For a sequence I = (i 1 , i 2 , . . . , i n ), denote its tail partial sequence (i k , i k+1 , . . ., i n ) by I k . When n < k, we regard I k as the length 0 sequence. We use the convention
The overlapping shuffle product on F 2 W is defined as follows:
The product on F 2 W is defined by the linear extension of the above.
We say a term in A · B is a-first if there exists k such that a k goes 1 to an entry to the left of b k and a i goes to the same entry as b i (that is, the entry makes
For equal length sequences, we have
where Z is a sum of a-first terms and τ flips the occurrence of a i and b i for all i. In particular, the product is commutative. Example 2.3.
where the second line consists of a-first terms and the third line is the τ-image of the second line.
Corollary 2.4. For
Proof. In this case, the flip map τ in Lemma 2.2 is the identity.
It is easy to see from the duality relation S I S J , S K = S I ⊗ S J , ∆(S K ) that the product on F * 2 dual to (1) is given by S I S J = ∑ K∈I·J S K .
DUAL STEENROD ALGEBRA AS A SUB-HOPF
To identify the image of the inclusion π * : A * 2 → F * 2 , we prove some lemmas in this section. Let ξ n = Sq 2 n−1 ,2 n−2 ,...,2 0 . Lemma 3.1 (cf. [2, 19] 
Proof. For the first equation, we have to show that for any non-admissible sequence I, the right-hand side of
If there exists such an I, we can assume it has length two, that is, I = (i, j).
(Because the right-hand side is obtained by successively applying the length two relations.) By the Adem relations in Equation (2), we have i + j = 2 n and
However, the binary expressions of 2 n − 1 − i and i are complementary and the binary expression of 2 n −1 −i contains at least one digit with 0. Hence, by Lucas' Theorem, we have For the second equation, suppose that there exists an I = (i, j) such that i < 2 j and
The former case is already ruled out by the first equation. For the latter case to happen, we should have
But this implies j ≤ 2 n−k−1 so i ≥ 2 j; we arrive at a contradiction.
Putξ n = π * (ξ n ) = S 2 n−1 ,2 n−2 ,...,2 0 . We denote by A * 2 the subalgebra of F * 2 generated by {ξ n | 0 < n}. For a sequence L = (l 1 , l 2 , . . ., l n ) of non-negative integers, we denoteξ 
This gives a bijection between admissible sequences and sequences of non-negative integers. The inverse is given by
We put the right lexicographic order on W , i.e.,
This induces an ordering on the basis elements S I which is compatible with the overlapping shuffle product. Observe that the lowest term in the product
Proof. We proceed by induction on J = ( j 1 , . . ., j n ). Put J ′ = ( j 1 − 2 n−1 , j 2 − 2 n−2 , . . . , j n − 2 0 ). Then by induction hypothesis,ξ γ(J ′ ) = S J ′ + (terms higher than S J ′ ).
It follows thatξ
By this upper-triangularity, the monomialsξ L are linearly independent and we have 
and it reduces to computing admissible sequences occurring in the overlapping shuffle product. For (i) of Problem 1.1, by Corollary 3.4 we have π * (ξ γ(J) ) = π * (Sq J + (terms higher than Sq J )) and the left-hand side can be computed by the overlapping shuffle product. Thus, we can compute inductively the coefficients
We implemented the algorithm into a Maple code [16] . Finally, by using the upper-triangularity, we obtain π
FORMULA FOR THE CONJUGATION
Any connected commutative or co-commutative Hopf algebra has a unique conjugation χ satisfying χ(1) = 1, χ(xy) = χ(y)χ(x), χ
where ∆(x) = ∑ x ′ ⊗ x ′′ and deg(x) > 0 ( [14] ). The conjugation invariants in A * 2 is studied in [5] because it is relevant to the commutativity of ring spectra [1, Lecture 3] . The same problem in F * 2 has been also studied in [3, 4] . Here we investigate them through our point of view.
Since π * is a Hopf algebra homomorphism, we have π The coarsening set C(I) of a sequence I = (i 1 , . . . , i l ) is defined recursively as
A formula for the conjugation operation in the dual Leibniz-Hopf algebra is given by Ehrenborg [6, Proposition 3.4] . We now give a simple proof for its mod 2 reduction. Proof. The conjugation is uniquely characterised by
where ∆(x) = ∑ x ′ ⊗ x ′′ and deg(x) > 0. We put χ ′ (S I ) = ∑ I ′ ∈C(I −1 ) S I ′ and show that it satisfies the above equations. It is obvious that χ ′ (1) = 1. Since the co-product is given in (3), the second equation reads
We regard an element of F 2 W with a finite subset of W in the obvious way. We investigate relation between coarsening and the overlapping shuffle product. Define
We observe 2 that C(I −1 ) ⊂ C 1 (I) and C ′ 1 (I) := C 1 (I) \ C(I −1 ) consists of those sequences that i 1 appears to the left of i 2 . In turn, C ′ 1 (I) ⊂ C 2 (I) and C ′ 2 (I) := C 2 (I) \C ′ 1 (I) consists of those sequences that i 2 appears to the left of i 3 . Continuing similarly, we obtain
It follows that
..,i n ) = 0. We give another formula for χ F * 2 (S I ). For a sequence a 1 , a 2 , . . . , a n , the set of ordered block partitions P (a 1 , a 2 , . . . , a n ) consists of elements of the form β = ((a 1 , a 2 
Definition 5.4.
where 1 ≤ i 1 < i 2 < · · · < i l = n. We denote l(β ) = l and β (k) = (a i k−1 +1 , . . . , a i k ). Or inductively, we can define , a k+2 , . . ., a n ) .
Theorem 5.5.
Proof. Let I = (a 1 , a 2 , . . . , a n ). Put χ ′ (S a 1 ,a 2 ,...,a n ) = ∑ β ∈P (a 1 ,a 2 ,...,a n )
and we check that χ
..,a n ) = 0.
Then, by the uniqueness of the conjugation, we have χ F * 2 = χ ′ . The first assertion is trivial. For the second, observe that by (7) χ
..,a n ).
Hence, we have
The first line is computed by Proposition 5.3, and the second by Theorem 5.5.
Theorem 5.5 can be thought of as a generalisation of Milnor's conjugation formula in A * 2 . To see this, we first show a small lemma:
Proof. This is a direct consequence of Corollary 2.4 combined with Lemma 3.1.
Corollary 5.8 ([13, Lemma 10])
.
where α = (α(1)|α(2)| . . .|α(l(α)) runs through all the compositions of the integer n and σ (k) = ∑ k−1 j=1 α( j). Proof. We apply the injection π * to the both sides of (8) and show that they coincide. For the left-hand side, by Lemma 5.7 we have π
So when α ranges over all compositions of n, we get all the ordered block partitions of the sequence 2 n−1 , 2 n−2 , . . ., 2 0 . The assertion follows from Theorem 5.5.
6. DUALITY BETWEEN F 2 AND F *
2
In the previous section we discussed how to compute the conjugation in F * 2 . Here, we relate the conjugation in F 2 with that in F * 2 by using a self-duality of W . Denote I I ′ if I ∈ C(I ′ ). We think of I ∈ W as a string of 1's separated by '+' and commas; (1 + 1 + · · · + 1 Definition 6.1. We define the dualĪ ∈ W of I by switching + and the commas. Example 6.2. For I = (1, 3, 2) = (1, 1 + 1 + 1, 1 + 1) , its dual is I = (1 + 1, 1, 1 + 1, 1) = (2, 1, 2, 1) .
It is easily seen thatĪ = I and I I ′ ⇔Ī Ī ′ . Extend the duality to one between 
