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We investigate heat transport between two thermal reservoirs that are coupled via a large spin
composed of N identical two level systems. One coupling implements the dissipative Dicke super-
radiance. The other coupling is locally of the pure-dephasing type and requires to go beyond the
standard weak-coupling limit by employing a Bogoliubov mapping in the corresponding reservoir.
After the mapping, the large spin is coupled to a collective mode with the original pure-dephasing
interaction, but the collective mode is dissipatively coupled to the residual oscillators. Treating
the large spin and the collective mode as the system, a standard master equation approach is now
able to capture the energy transfer between the two reservoirs. Assuming fast relaxation of the
collective mode, we derive a coarse-grained rate equation for the large spin only and discuss how
the original Dicke superradiance is affected by the presence of the additional reservoir. Our main
finding is a cooperatively enhanced rectification effect due to the interplay of supertransmittant heat
currents (scaling quadratically with N) and the asymmetric coupling to both reservoirs. For large
N , the system can thus significantly amplify current asymmetries under bias reversal, functioning
as a heat diode. We also briefly discuss the case when the couplings of the collective spin are locally
dissipative, showing that the heat-diode effect is still present.
PACS numbers: 05.30.-d, 44.10.+i, 03.65.Yz, 03.65.Aa
I. MOTIVATION
The study of radiative effects in two-level systems has a
long history. Here, the spin-boson model [1] takes a very
prominent role. Originating from the interaction of a
two-level atom with the electromagnetic field [2], it is of-
ten used as a toy model in many other contexts. Not sur-
prisingly, it has become a canonical model to explore fun-
damental methods of open systems [3–5] and effectively
arises in a rather large number of physical systems and
effects, including e.g. the dynamics of light-harvesting
complexes [6], detectors [7], and the interaction of quan-
tum dots with generalized environments [8].
Ideally, one aims at a reduced description taking only
the finite-dimensional spin dynamics into account. How-
ever, when the number of spins is increased, the curse
of dimensionality – the exponential growth of the system
Hilbert space with its size – usually inhibits investigations
of large spin-boson models. When additional symmetries
come into play – e.g. when the spins have the same split-
ting and couple collectively to all other components –
simplified descriptions are applicable. Collective effects
may for example dramatically influence the dephasing
behavior of the environment, leading to phenomena such
as super- and sub-decoherence [9, 10]. Furthermore, they
play a significant role in the modelling of light-harvesting
complexes [11–14]. Perhaps one of the clearest manifesta-
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tions of collective behaviour is Dicke superradiance [15].
Here, the collectivity of the coupling between N two-level
atoms and a low-temperature bosonic reservoir induces
an unusually fast relaxation. When the atoms couple
independently, the time needed for relaxation does not
depend on N . For a collective coupling, however, the re-
laxation time scales as 1/N and the maximum radiation
intensity scales asN2 [16]. A setup in which the collective
coupling approximation is well justified can be obtained
by confining the two-level atoms in a region much smaller
than the wavelength of the electromagnetic field, but such
collective couplings may also be engineered for instance
using trapped ions [17] or opto-mechanical setups [18].
Transient superradiant phenomena have been investi-
gated from many perspectives both theoretically [8, 19,
20] and experimentally [21, 22]. Our present study is mo-
tivated by the fact that in certain regimes the transient
superradiance can be turned into a stationary supertrans-
mittance – a stationary current scaling with N2 – when
two collective weakly-coupled reservoirs [23] or a combi-
nation of weak collective dissipation and driving [24, 25]
are considered. Superradiance has been studied also in
the context of single excitation transport [26–29].
Naturally, when reservoirs of the same nature are cou-
pled with the same operators to the system [23, 30], gen-
eral symmetry arguments suggest that, under reversal of
the thermal bias, the heat current will simply revert its
sign. By contrast, when the reservoirs are coupled with
different operators to the system, one may notice asym-
metries in the heat currents under bias reversal. Typi-
cally, these are not very pronounced [31] and are often ex-
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2pected to average out when multiple systems are used in
parallel. When the absolute value of the current is signif-
icant in one non-equilibrium configuration but is strongly
suppressed under temperature exchange, one effectively
implements a heat diode [32–35]. The ideal heat diode
would display a very large heat conductivity in one bias
configuration and a complete suppression in the opposite.
We show that by implementing distinct collective cou-
plings to source and drain reservoirs of different nature,
asymmetries in the heat conductance can be strongly am-
plified in the large-N regime.
We present the model in Sec. II below, where, in partic-
ular, we also discuss the mapping to a collective reservoir
mode in Sec. II B and possible implementation scenarios
in Sec. II C. For consistency, we also briefly recall the
main features of superradiant decay in Sec. II D. Then,
we derive the quantum-optical master equation and dis-
cuss its thermodynamic properties in Sec. III. We obtain
a coarse-grained description for the large spin dynamics
and investigate the modification of Dicke superradiance
in Sec. IV A and the resulting heat currents between the
reservoirs in Sec. IV B. In this article, by reservoirs of
different nature, we mean that one is a standard heat
bath made of a collection of harmonic oscillators, while
the other reservoir is structured: it can be described by a
single mode strongly coupled to the spin ensemble and at
the same time coupled to an independent heat-bath. The
coupling between the single mode and the spin ensemble
can be locally of pure dephasing or dissipative type. We
will mainly consider the pure-dephasing case since it is
more tractable analytically. Nevertheless, also the case of
dissipative coupling is discussed in Sec. V, showing that
the main result of our paper, namely the cooperative rec-
tification effect, still applies. A summary of our results
is given in in Sec. VI.
II. MODEL
A. Hamiltonian
Our model is described by the total Hamiltonian H =
HS +HI +HB , which we decompose in a standard way
into a system, an interaction, and a reservoir (bath) con-
tribution, respectively. The system Hamiltonian is de-
scribed by a large spin that is collectively (i.e., also via
large-spin interactions) coupled to a harmonic oscillator
HS =
ω0
2
Jz + λJz ⊗ (a+ a†) + Ωa†a , (1)
where ω0 denotes the level splitting of the large-spin, Ω
the splitting of the harmonic oscillator, and λ represents
the coupling between them. The large spin operator can
be implemented by considering N identical two-level sys-
tems described by Pauli matrices, such that Jx/y/z =
N∑
i=1
σix/y/z. Both the large spin and the harmonic oscil-
lator are coupled to separate reservoirs HI = H
t
I + H
`
I ,
where
HtI = Jx
∑
k
(
hktbkt + h
∗
ktb
†
kt
)
,
H`I = a
∑
k
hk`bk` + a
†∑
k
h∗k`b
†
k` , (2)
where the hkν denote the bare emission/absorbtion am-
plitude for mode k in reservoir ν. As the bkt-modes
couple in a direction that is transverse to the large spin
Hamiltonian, we will in the following call the associated
reservoir the transverse reservoir, and the other reservoir
the longitudinal reservoir. The reservoirs are modeled as
non-interacting oscillators
HtB =
∑
k
ωktb
†
ktbkt ,
H`B =
∑
k
ωk`b
†
k`bk` , (3)
which will be assumed to remain at thermal equilibrium
states in the subsequent analysis.
Our system is thus completely defined in terms of the
Hamiltonians in Eqns. (1), (2), and (3). The reader
mainly interested in our results for this system may di-
rectly proceed to Sec. III. However, in Sec. II B below, we
demonstrate that our model arises when the large spin
is directly coupled to a longitudinal reservoir by treat-
ing a collective reservoir degree of freedom as part of the
system. Furthermore, we provide some hints about a pos-
sible physical implementation in Sec. II C and also review
the Dicke model dynamics arising in the limit λ → 0 in
Sec. II D.
We would like to stress that the main findings of our
paper are recovered also when the coupling to the bosonic
mode is implemented by a locally dissipative interaction
instead of a locally purely dephasing interaction, i.e. sub-
stituting λJz → λJx in Eq. (1), as discussed in Sec. V.
Moreover, we remark that, even when considering only
the large spin as the system, the single bosonic mode
together with its coupling (2) to its heat bath (3) repre-
sents a structured reservoir which is non-Markovian by
construction. Indeed, the single bosonic mode is dynam-
ically evolving in our model and will adapt to the state
of its connected heat bath.
B. Explicit Bogoliubov mapping
Thinking of the large-spin operators as implemented
by identical two-level atoms that couple collectively to
photons and phonons, respectively, it seems more in line
with traditional approaches to consider them to be di-
rectly coupled to two reservoirs. That is, the total Hamil-
tonian is now given by H = H˜S+H˜I+H˜B . We note that
3in this section, we mark all contributions that are differ-
ent from the presentation in the previous section with a
tilde. Specifically, now the system is only described by
the large spin
H˜S =
ω0
2
Jz , (4)
which is directly coupled to two reservoirs H˜I = H
t
I +H˜
`
I
HtI = Jx ⊗
∑
k
(
hktbkt + h
∗
ktb
†
kt
)
,
H˜`I = Jz ⊗
∑
k
(
h˜k`b˜k` + h˜
∗
k`b˜
†
k`
)
. (5)
The two reservoirs H˜B = H
t
B + H˜
`
B are described by
otherwise non-interacting oscillators
HtB =
∑
k
ωktb
†
ktbkt ,
H˜`B =
∑
k
ω˜k`b˜
†
k`b˜k` . (6)
Starting from such a setup, we note that, since the in-
teraction Hamiltonian of the longitudinal reservoir com-
mutes with the system Hamiltonian [H˜S , H˜
`
I ] = 0, the
longitudinal reservoir and the large spin system will not
directly exchange energy. Naively, one might then be
tempted to believe that the model cannot support sta-
tionary heat currents from one reservoir to the other.
Nevertheless, a direct exchange of energy between the
reservoirs is possible as the individual interaction Hamil-
tonians do not commute [H˜`I , H
t
I ] 6= 0. This effect is,
however, of higher order and thus beyond the reach of
a naive master equation approach. Generally, an inter-
action that appears to be locally of the pure-dephasing
type as the second of Eqns. (5) need no longer preserve
the energy of the system when further interactions are
added.
We do now consider a Bogoliubov transformation of
the longitudinal reservoir modes
b˜k` = uk1a+
∑
k′>1
ukk′bk′` (7)
to new bosonic operators a and bk` with transformation
coefficients ukk′ yet to be determined. We have written
these new operators without a tilde symbol as we will
demonstrate in the following that they correspond to the
operators used in Sec. II A. We note that provided we
start off with K˜ modes in the longitudinal reservoir, we
will thus separate one mode a from the corresponding
reservoir where only K = K˜ − 1 modes – often called
residual oscillators – remain. Requiring the new opera-
tors to fulfil the bosonic commutation relations yields the
equation
δkq = uk1u
∗
q1 +
∑
k′>1
ukk′u
∗
qk′ . (8)
Normally, Bogoliubov transformations are applied to di-
agonalize a quadratic Hamiltonian. In contrast, here we
only intend to change the form of the coupling. Specif-
ically, we require that the large spin should only couple
to the collective degree of freedom described by mode a
and that the part of the Hamiltonian describing only the
residual oscillators is diagonal, i.e.,
H˜`I + H˜
`
B
!
= Jz(λa+ λ
∗a†) + a
∑
k>1
h∗k`b
†
k` + a
†∑
k>1
hk`bk`
+
∑
k>1
ωk`b
†
k`bk` + Ωa
†a . (9)
Inserting the transformation (7) and comparing with the
desired form above, we find that it gives rise to two fur-
ther constraints
0 =
∑
k
h˜k`ukk′ : ∀ k′ > 1 ,
ωk′`δk′q′ =
∑
k
ω˜k`u
∗
kk′ukq′ : ∀ k′, q′ > 1 . (10)
Once we fulfil Eqns. (8) and (10), the coupling between
the longitudinal reservoir and the large spin will be medi-
ated by the collective coordinate a. These conditions can
be written as the problem of diagonalizing a hermitian
matrix. Defining the vectors
|W1〉 =
 u11...
uN1
 , |Wk>1〉 =
 u1k...
uNk
 ,
|H〉 = 1√∑
k
∣∣∣h˜k`∣∣∣2
 h˜
∗
1`
...
h˜∗N`
 , (11)
we see that Eq. (8) can be satisfied by orthonormality of
the vectors |Wk〉. Furthermore, the first of Eq. (10) can
be written as orthogonality between |H〉 and all but the
first previously defined vectors 〈H|Wk′>1〉 = 0. Finally,
by defining the hermitian matrix
B = (1− |H〉 〈H|)
 ω˜1` . . .
ω˜K˜`
 (1− |H〉 〈H|) ,
(12)
we see that we can simultaneously satisfy Eqns. (8)
and (10) when choosing the |Wk〉 as eigenvectors of the
matrix B. By construction, |W1〉 = |H〉 is already one
eigenvector with eigenvalue 0. The remaining eigenvec-
tors are then for k > 1 given by B |Wk〉 = ωk |Wk〉. As
the matrix B is hermitian, such a mapping can always be
found and is exact. The Hamiltonian then assumes the
4FIG. 1. (Color Online) Sketch of the described mapping pro-
cedure. Top: In the original system – compare Eqns. (4), (5),
and (6) – the large spin is directly coupled to a transversal
reservoir (via Jx, left and green) and a longitudinal reser-
voir (via Jz, right and orange). Middle: The Bogoliubov
transformation applied on the longitudinal reservoir allows to
separate a collective degree of freedom (described by the oscil-
lator mode a, center-right and yellow) from the longitudinal
reservoir, leading to renormalized coupling strengths and en-
ergies, compare Eqns. (1), (2), and (3). Bottom: After the
transformation, we apply a new decomposition into system
and reservoirs (solid, colored), which allows one to explore
the limit of strong λ, while both reservoirs are considered in
the continuum limit with the respective couplings Γt and Γ`
to the transversal and the residual longitudinal reservoirs –
cf. Eq. (14) – being treated perturbatively.
form of Eq. (9) with the explicit relations
λ =
∑
k
h˜k`uk1 =
∑
k
∣∣∣h˜k`∣∣∣2√∑
k
∣∣∣h˜k`∣∣∣2 = λ
∗ ,
Ω =
∑
k
ω˜k`u
∗
k1uk1 =
∑
k ω˜k`
∣∣∣h˜k`∣∣∣2∑
k
∣∣∣h˜k`∣∣∣2 > 0 ,
hk` =
∑
k′
ω˜k′`u
∗
k′1uk′k : ∀ k > 1 . (13)
We therefore note that H˜S + H˜
`
I + H˜
`
B = HS +H
`
I +H
`
B ,
which exactly maps the total Hamiltonian of Eqns. (4),
(5), and (6) into the total Hamiltonian of Eqns. (1), (2),
and (3). We also note that in the strong-coupling limit
h˜k` →∞, the renormalized frequencies Ω and ωk` as well
as the renormalized couplings hk` remain finite.
In what follows, we assume that the above mapping to
a collective mode has been performed and we will there-
fore consider Eqns. (1), (2), and (3) as the starting point
of our considerations. Fig. 1 illustrates the effect of the
applied mapping. After transformation, we note that the
coupling to both reservoirs is dissipative already to lowest
order in the tunneling rates
Γt(ω) = 2pi
∑
k
|hkt|2δ(ω − ωkt)→ Γt ,
Γ`(ω) = 2pi
∑
k
|hk`|2δ(ω − ωk`)→ Γ` , (14)
i.e., it does not commute with the system Hamilto-
nian (1). By contrast, before the transformation the en-
ergy exchange between the reservoirs was a higher-order
effect. Similar mappings are frequently used in the lit-
erature to treat strong-coupling limits. When they only
involve position operators, the collective mode is then
called reaction-coordinate [36–38], but also mappings to
different lattice topologies exist [39].
The new reservoirs will be assumed to remain at their
local thermal equilibrium states throughout and we will
investigate the dynamics of the system subject to these
two environments. Now, a master equation treatment
may cover the effects of a strong coupling λ and may
therefore also predict stationary currents between the two
reservoirs. By contrast, for a vanishing coupling λ = 0
the model is split into two independent components,
where the large spin coupled to the transversal reservoir
represents the usual Dicke model with its well-known su-
perradiant behaviour. We will use this Dicke regime as a
benchmark test for our model, compare Sec. II D.
C. Implementations
In the previous section, we have seen that a collective
reservoir mode may always be introduced at the price
of obtaining renormalized energies and couplings. It re-
mains to motivate why the coupling between the two-
level systems and the reservoirs should be identical, such
that large-spin operators arise, and the system can be
treated in the simple angular momentum basis.
One way of achieving collective couplings as in
Eqns. (1), (2), and (3) would be their effective engineer-
ing in a quantum simulator [18, 40–42]. However, col-
lective couplings also naturally arise when the distance
between the two-level systems is much smaller than the
wavelength of the reservoir modes with which they in-
teract. A most natural example for this situation is a
Bose-Einstein condensate of two-level systems, where all
atoms occupy the same quantum state and therefore see
no difference in their interaction with additional systems.
Indeed, it has recently been experimentally possible to
implement the collective Jx-operator arising in the Dicke
model by placing a Bose-Einstein condensate in a cav-
ity [43].
Another possible scenario could be when the two-level
systems are represented by identical ions in a trap inside
a cavity. Here, the two internal states would be repre-
sented by electronic degrees of freedom, and the photons
in the surrounding cavity would assume the role of the
transversal reservoir. Collectivity of the transversal cou-
pling could then be achieved when the physical distance
5between the ions is much smaller than the diameter of the
cavity. The other bosonic modes would correspond to the
ions motional degrees of freedom in the trap potential as
is usually done in current experiments [44]. Specifically,
the collective vibrational mode could represent the single
longitudinal mode a in Eq. (1). Then, the residual lon-
gitudinal reservoir would consist of the other vibrational
modes of the ions (relative motion).
In reality, we note that phonons can be expected to
couple not only along the longitudinal direction, i.e., in
Eqns. (1) and (5) one would rather expect couplings of
the form Jz ⊗ [. . .] → (n · J) ⊗ [. . .] with normal vec-
tor n. We expect our model to be valid when the de-
phasing resulting from the longitudinal component nz of
their coupling dominates the dynamics [9]. Moreover,
in Sec. V we also consider the case of a coupling in the
x direction (n = ex). Furthermore, even when these
conditions for collectivity are not strictly fulfilled, col-
lective couplings may nevertheless arise in an effective
picture, when interactions between the two-level systems
are much stronger than the perturbations induced by the
reservoirs. Such an effective picture could arise similar
to Sec. II B, but now involving mappings between spin
operators only, which may not necessarily obey the same
simple algebra as the large spins.
D. Superradiance for λ = 0
The original Dicke Hamiltonian
HD = H˜S +H
t
I +H
t
B (15)
is recovered as an isolated part of the total system when
λ → 0. For HD it is known that, when all spins are
prepared in the most excited state and the temperature
of the reservoir is small βtω0  1, the two-level systems
will decay collectively, resulting in a sharply localized
flash of radiation with a maximum intensity scaling as
N2 and a width scaling as 1/N [15, 16].
At finite temperatures, the master equation for the
spin system is given by [23, 45]
ρ˙ = −i
[
ω0
2
Jz, ρ
]
+ Γtnt
[
J+ρJ− − 1
2
{J−J+, ρ}
]
+Γt(1 + nt)
[
J−ρJ+ − 1
2
{J+J−, ρ}
]
, (16)
where Γt = 2pi
∑
k |hkt|2δ(ω0 − ωkt) denotes the bare
absorbtion and emission rate and nt = (e
βtω0 − 1)−1
the Bose-Einstein distribution of the transversal boson
reservoir with inverse temperature βt, evaluated at the
system transition frequency ω0. Furthermore, we have
used the collective ladder operators J± = (Jx ± iJy)/2.
We can clearly identify the terms accounting for the
closed spin evolution (commutator) and for the emission
[∝ Γt(1 + nt)] or absorbtion [∝ Γtnt] of bosons by the
large spin. The ratio of these rates yields the simple
Boltzmann factor since nt/(1 + nt) = e
−βtω0 , such that
this master equation obeys the usual detailed balance re-
lation, which leads to thermalization at finite reservoir
temperatures. In particular, in the standard Dicke limit
(nt → 0) it predicts the collective decay from the most ex-
cited state m = +N/2 into the ground state m = −N/2.
To diagonalize the spin part of the Hamiltonian we
recall the angular momentum eigenstates (the length of
the angular momentum is fixed j = N/2 and will be
omitted)
Jz |m〉 = 2m |m〉 , (17)
where m ∈ {−N2 ,−N2 + 1, . . . ,+N2 − 1,+N2 }. On these
eigenstates, the J± operators act as
J± |m〉 =
√
N
2
(
N
2
+ 1
)
−m(m± 1) |m± 1〉 . (18)
We can use these relations to represent the master
equation (16) as a simple rate equation in the spin energy
eigenbasis |m〉 (with Pm = 〈m| ρ |m〉)
P˙m = −
[
ΓtntM
+
m + Γt(1 + nt)M
−
m
]
Pm
+ΓtntM
−
mPm−1 + Γt(1 + nt)M
+
mPm+1 ,
M±m =
N
2
(
N
2
+ 1
)
−m(m± 1) . (19)
The coherences between different energy eigenstates will
(if initially present at all) evolve independently and sim-
ply decay (as is often the case for the standard quantum-
optical master equation). However, we note that the
matrix elements M±m entering the transition rates scale
quadratically with the number of two-level systems N ,
which is the formal reason for the superradiant decay
into the vacuum state.
III. MASTER EQUATION
In this section, we will now consider the case of finite
coupling (λ 6= 0) between large spin and longitudinal
boson.
A. Transition Rates
We treat the large spin and the longitudinal boson
mode as the system, defined by the parameters ω0, λ, and
Ω in Eq. (1). Provided that the spectrum of the system is
non-degenerate (at least between admitted transitions),
the quantum-optical master equation [16, 46] becomes a
rate equation connecting only the populations in the sys-
tem energy eigenbasisHS |a〉 = Ea |a〉. For an interaction
Hamiltonian of the form HI =
∑
αAα⊗Bα with system
operators Aα and reservoir operators Bα, respectively,
the rates from eigenstate b to eigenstate a are formally
given by [46]
γab,ab =
∑
αβ
γαβ(Eb − Ea) 〈a|Aβ |b〉 〈a|A†α |b〉∗ , (20)
6where
γαβ(ω) =
∫
e+iωτTrB {Bα(τ)BβρB} dτ (21)
are Fourier transforms of the reservoir correlation func-
tions (bold symbols denote the interaction picture
throughout). Since the reservoir state
ρB =
e−β`(H`−µ`N`)
Z`
⊗ e
−βt(Ht−µtNt)
Zt
(22)
is a tensor product of the thermal individual reservoir
states, the temperatures enter the reservoir correlation
functions γαβ(ω), whereas the collective coupling prop-
erties enter the matrix elements of the system coupling
operators Aα.
Specifically, we can identify in our interaction Hamil-
tonian (2) the coupling operators A1 = Jx, A2 = a,
A3 = a
†, B1 =
∑
k
(
hktbkt + h
∗
ktb
†
kt
)
, B2 =
∑
k hk`bk`,
and B3 =
∑
k h
∗
k`b
†
k`. Consequently, the Fourier trans-
forms of the non-vanishing correlation functions become
γ11(ω) = Θ(+ω)Γt(+ω)[1 + nt(+ω)]
+Θ(−ω)Γt(−ω)nt(−ω) ,
γ23(ω) = Θ(+ω)Γ`(+ω)[1 + n`(+ω)]
γ32(ω) = Θ(−ω)Γ`(−ω)n`(−ω) , (23)
where Γt/`(ω) = 2pi
∑
k
∣∣hkt/`∣∣2δ(ω − ωkt/`) denotes the
spectral coupling density of transversal and longitudinal
reservoirs, Θ(ω) the Heaviside step function, and
nν(ω) =
1
eβν(ω−µν) − 1 (24)
the Bose distribution of reservoir ν ∈ {t, `} with inverse
temperature βν and chemical potential µν ≤ 0. In this
paper, we will consider the case of vanishing chemical po-
tentials µν = 0, but results expressed in terms of nν(ω)
will also hold for finite chemical potentials (used to effec-
tively model interactions between bosons).
B. Energy Eigenbasis
To obtain the eigenbasis of (1), we find it useful to
employ the polaron transformation [47]
U = eJzB , B =
λ∗
Ω
a† − λ
Ω
a , (25)
which – since B† = −B is anti-Hermitian – acts unitar-
ily on the operators. It is straightforward to show the
following relations
UaU† = a− λ
∗
Ω
Jz , Ua
†U† = a† − λ
Ω
Jz ,
UJ+U
† = J+e+2B , UJ−U† = J−e−2B . (26)
Consequently, the polaron transformation can be used to
effectively decouple spin and polaron mode
H˜S = UHSU
† =
ω0
2
Jz − |λ|
2
Ω
J2z + Ωa
†a . (27)
The eigenstates |˜n,m〉 = |˜n〉 ⊗ |˜m〉 of H˜S are tensor
products of the conventional angular momentum eigen-
states (17) and the Fock states |˜n〉, where we note
that the conventional relations for creation and annihi-
lation operators hold in the polaron-basis, e.g. a† |˜n〉 =√
n+ 1˜|n+ 1〉. Consequently, the eigenstates |n,m〉 of
HS can also be labeled by the spin quantum number
m ∈ {−N/2, . . . ,+N/2} and the occupation number of
the longitudinal boson mode n ∈ {0, 1, 2, . . .} and have
energies
Enm = Ωn+ ω0m− 4 |λ|
2
Ω
m2 . (28)
C. Matrix Elements
The matrix elements in the transition rates (20) can
also be conveniently evaluated using the polaron trans-
formation. For example, the collective spin flip operator
– recalling that Jx = J+ + J− – becomes
|〈n,m|A1 |n′m′〉|2 =
∣∣∣〈˜n,m|UJxU†˜|n′,m′〉∣∣∣2
=
∣∣∣〈n˜,m| (J+e+2B + h.c.) ∣∣∣n˜′,m′〉∣∣∣2
= δm′,m−1M−m
∣∣∣〈˜n|e+2B |˜n′〉∣∣∣2
+δm′,m+1M
+
m
∣∣∣〈˜n|e−2B |˜n′〉∣∣∣2 , (29)
and it is visible from the definition of B in Eq. (25)
that for finite λ this reservoir triggers transitions be-
tween any n and n′ but only between neighboring m
and m′ = m ± 1. Furthermore, it is straightforward to
see that
∑
n
∣∣∣〈˜n|e±2B |˜n′〉∣∣∣2 = ∑n′ ∣∣∣〈˜n|e±2B |˜n′〉∣∣∣2 = 1.
Therefore, the absolute value of this matrix element can
be interpreted as a conditional probability distribution
spreading the original rate (for λ = 0, admitting only
n′ = n) over different occupation eigenstates n′, see
also Fig. 2. Whereas for small λ the matrix element is
centered around n′ = n, it becomes for large λ more
likely that also the bosonic occupation number changes.
We furthermore note the asymmetry of the distribution,
which however is reduced when ∆n  n. The fact that
for stronger couplings the there is a dip at the origin can
be qualitatively understood by realizing that e±2B is a
displacement operator [2].
By contrast, the other coupling operators only allow
for the creation or annihilation of one quantum of the
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FIG. 2. (Color Online) Matrix element
∣∣∣〈˜n|e±2B ˜|n+ ∆n〉∣∣∣2
for different coupling strengths (vertically shifted for clarity).
For small λ (top, black and grey), mainly transitions chang-
ing only the spin angular momentum quantum number are
allowed. As λ increases (middle, red and orange and bot-
tom, dark and light green), the matrix element also allows for
transitions between distant occupation states. All distribu-
tions are normalized to one, such that the plotted quantity
can be interpreted as a conditional probability distribution.
Tick marks on the vertical axis correspond to steps of 0.1.
Other parameters: n = 10.
longitudinal boson mode, respectively
|〈n,m|A2 |n′m′〉|2 =
∣∣∣∣〈˜n,m|(a− λ∗Ω Jz
)
|˜n′m′〉
∣∣∣∣2 (30)
= δmm′δn′,n+1(n+ 1)
+δmm′δnn′
4m2λ2
Ω2
,
|〈n,m|A3 |n′m′〉|2 =
∣∣∣∣〈˜n,m|(a† − λΩJz
)
|˜n′m′〉
∣∣∣∣2
= δmm′δn′,n−1n+ δmm′δnn′
4m2λ2
Ω2
,
Here, λ only enters the diagonal contribution, which is
irrelevant as it does not change the dynamics of the rate
equation.
In total, the resulting rate equation
P˙nm =
∑
n′m′
Wnm,n′m′Pn′m′ (31)
is of standard form, namely additive in the dissipators
Wnm,n′m′ = W
(t)
nm,n′m′ + W
(`)
nm,n′m′ , where for (n,m) 6=
(n′,m′) we have for the (positive) transition rates – cf.
Eq. (20) – from (n′,m′) to (n,m) the expressions
W
(t)
nm,n′m′ = γ11(En′m′ − Enm)|〈nm|A1 |n′m′〉|2 ,
W
(`)
nm,n′m′ = γ23(En′m′ − Enm)|〈nm|A3 |n′m′〉|2 (32)
+γ32(En′m′ − Enm)|〈nm|A2 |n′m′〉|2
FIG. 3. (Color Online) Graph representation of allowed tran-
sitions between the n,m-parametrized eigenstates (green cir-
cles) of HS for N = 2. Black arrows in horizontal direction
represent transitions triggered by the longitudinal reservoir,
compare Eq. (30). The other (red) lines represent transitions
triggered by the transversal reservoir, compare Eq. (29). For
finite λ, these also admit diagonal transitions changing both
m and n (dashed red, background), whereas for λ → 0, only
the vertical transitions (solid red) remain. The basic idea
of coarse-graining is to obtain effective rates (bold arrows)
between meso-states (shaded regions) formed by lumping to-
gether the different Fock states for a given spin quantum
number, physically motivated by fast horizontal equilibration
Γ`  Γt. Whereas the transition rates in the original system
obey local detailed balance relations (33), the coarse-grained
rates will not, cf. Eq. (40) and the discussion in Sec. III F.
The diagonal entries Wnm,nm = −
∑
(n′m′)6=(nm)
Wn′m′,nm
follow from trace conservation. We see that
|〈n,m|A1 |n′,m′〉|2 = |〈n′,m′|A1 |n,m〉|2 and also
that |〈n,m|A2 |n′m′〉|2 = |〈n′m′|A3 |n,m〉|2, such that
Eqns. (23) imply the usual local-detailed balance rela-
tions
W
(t)
nm,n′m′
W
(t)
n′m′,nm
= eβt(En′m′−Enm) ,
W
(`)
nm,n′m′
W
(`)
n′m′,nm
= eβ`(En′m′−Enm) . (33)
We note that this property enables one to formulate a
consistent thermodynamic picture of these rate equa-
tions, including positivity of the entropy production rate
in a far-from-equilibrium regime (βt 6= β`) and the exis-
tence of a heat exchange fluctuation theorem [48]. The
general structure of the rate equation is depicted in
Fig. 3.
8Any numerical simulation of the resulting rate equa-
tion [49] will have to cut the a priori infinitely large
bosonic Hilbert space of the system. With such a cut-
off, the total dimension required by the rate equation
scales as NNcut, but in particular for too small cutoff
values, the dynamics can be altered as e.g. the bosonic
commutation relations cannot be fulfilled at the cutoff.
One can in principle check for the influence of such a cut-
off numerically by demonstrating convergence of results
in dependence of the cutoff size Ncut. For steady state
calculations the influence of the cutoff will be negligible
when the highest considered occupation eigenstates are
hardly populated. In particular when one of the reservoir
temperatures is large, one may however require a large
boson cutoff Ncut, making full-scale simulations in this
regime difficult. It is therefore important to stress that
coarse-graining procedure, that we introduce in Sec. III E
below, leads to an approximate description that does not
require any cutoff, as all bosonic eigenstates are taken
into account. We will then be able, within the range of
validity of the coarse-grained picture, to obtain reliable
numerical results also for large reservoir temperatures.
D. Energy Currents
When the rate matrix is additively decomposable into
the reservoirs ν, i.e., when the transition rates from
energy eigenstate j to energy eigenstate i are decom-
posable as Wij =
∑
νW
(ν)
ij , we can directly infer the
(time-dependent) energy currents from the system into
reservoir ν by multiplying the occupation Pj with the
reservoir-specific transition rate W
(ν)
ij and the corre-
sponding energy difference (Ej − Ei). Summing over all
initial states and all allowed transitions then yields the
energy current into reservoir ν
I
(ν)
E (t) =
∑
i,j
(Ej − Ei)W (ν)ij Pj(t)
t→∞→
∑
i,j
(Ej − Ei)W (ν)ij P¯j . (34)
Here, we have deliberately chosen the convention that
the current counts positive when the system injects net
energy into the reservoir, and negative otherwise.
E. Coarse-Graining
We can define the reduced probability of being in spin
eigenstate m by summing over the different occupation
configurations
Pm =
∑
n
Pnm . (35)
Then, we can formally write its time derivative as
P˙m =
∑
m′
[∑
nn′
Wnm,n′m′
Pn′m′
Pm′
]
Pm′ , (36)
where we see that the set of Pm does not obey a closed
Markovian evolution equation, since to obtain the time-
dependent prefactors in square brackets one first has to
solve the full rate equation for the Pnm probabilities.
However, in certain limits an approximate Markovian
description is possible. To motivate this approximation
we identify in the time-dependent prefactors in brack-
ets the – in general time-dependent – conditional prob-
ability Pn′m′|m′ of the system being in state n′m′ pro-
vided that the spin is in state m′. When parameters
are now adjusted such that the longitudinal mode equili-
brates much faster than the large spin, we can replace the
time-dependent conditional probability by its stationary
equilibrated value [50]
Pn′m′
Pm′
→ P¯n′m′|m′ , (37)
which in general depends on both states n′ and m′. In
general, the resulting coarse-grained rates
Wmm′ =
∑
nn′
Wnm,n′m′ P¯n′m′|m′ (38)
between mesostates m′ and m will implicitly depend on
the coupling constants and temperatures of all reser-
voirs through the conditional steady-state probability
P¯n′m′|m′ . This also holds for an additive decomposi-
tion of the total rate matrix Wnm,n′m′ =
∑
νW
(ν)
nm,n′m′ .
Therefore, in a coarse-grained description, the reser-
voirs will not simply enter as independent additive con-
tributions, and furthermore, the coarse-grained rates
need not obey detailed balance by construction Wmm′Wm′m
6=
eβ(Em′−Em).
Specifically, we note that in our case the conditional
probabilities P¯n′m′|m′ = e−n
′β`Ω
[
1− e−β`Ω] are just the
thermalized probabilities of the longitudinal oscillator
mode in contact with its own reservoir. They are well
approached when Γ`  Γt. The approximate coarse-
grained rates only describe transitions between the large
spin eigenstates
Wmm′ =
∑
nn′
Wnm,n′m′e
−n′β`Ω [1− e−β`Ω] . (39)
We note that the rates due to A2 and A3 will not con-
tribute to the coarse-grained ones W
(`)
mm′ = 0, since they
do not induce transitions between different mesostates
m and m′, see Eq. (30) and Fig. 3. For the other rates
9however, a contribution remains, such that we can write
Wmm′ = δm′,m−1M−m
∑
nn′
γ11(En′m′ − Enm)×
×
∣∣∣〈˜n|e+2B |˜n′〉∣∣∣2e−n′β`Ω [1− e−β`Ω]
+δm′,m+1M
+
m
∑
nn′
γ11(En′m′ − Enm)×
×
∣∣∣〈˜n|e−2B |˜n′〉∣∣∣2e−n′β`Ω [1− e−β`Ω] , (40)
where we have used Eq. (29). We stress again that, un-
less the temperatures of both reservoirs are equal, the
coarse-grained rates will not obey a conventional detailed
balance relation. Instead, we find a more general rela-
tion, see Sec. III F. With introducing the net number of
bosons exchanged with the longitudinal boson reservoir
n¯ = n − n′ (we will in the following use the overbar to
indicate that n¯ can assume negative values) and defining
the coarse-grained spin energy as
Em = ω0m− 4 |λ|
2
Ω
m2 , (41)
we can rewrite the approximate coarse-grained rates as
Wmm′ = δm′,m−1M−m
+∞∑
n¯=−∞
γ11(Em−1 − Em − Ωn¯)αn¯
+δm′,m+1M
+
m
+∞∑
n¯=−∞
γ11(Em+1 − Em − Ωn¯)αn¯ .
(42)
Above, we have introduced a normalized distribution
with
∑+∞
n¯=−∞ αn¯ = 1 by using
αn¯ =
∞∑
nn′=0
δn¯,n−n′
∣∣∣〈˜n|e±2B |˜n′〉∣∣∣2e−n′β`Ω [1− e−β`Ω]
= e−
4|λ|2
Ω2
(1+2n`)
(
1 + n`
n`
)n¯/2
×
×Jn¯
(
8|λ|2
Ω2
√
n`(1 + n`)
)
, (43)
where Jn¯(x) denotes the modified Bessel function of the
first kind. In the second line, we have explicitly evaluated
the matrix element and performed the summation.
The coarse-grained rates depend on both β` (through
αn¯) and βt (through γ11(ω)). Despite these sophisticated
rates, the structure of the approximate coarse-grained
rate equation now has a simple tri-diagonal form
P˙m = −
[
γ(Em − Em−1)M−m + γ(Em − Em+1)M+m
]
Pm
+γ(Em+1 − Em)M+mPm+1
+γ(Em−1 − Em)M−mPm−1 ,
γ(ω) =
+∞∑
n¯=−∞
γn¯(ω) =
+∞∑
n¯=−∞
γ11(ω − Ωn¯)αn¯ (44)
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FIG. 4. Level spectrum (41) for N = 8. For finite coupling
strength, the level spectrum (symbols) is no longer equidis-
tant. Since a transition from the m = +N/2 state (right-
most) to the ground state m = −N/2 (left-most) is only
allowed along the connected states (dotted lines), the level
renormalization may seriously affect the Dicke superradiance
and even block the process. Other parameters: ω0 = Ω.
with dimension N + 1. We see that in contrast to the
original superradiance master equation (19), the level
spectrum (41) is no longer equidistant, but the scaling
of the matrix elements with the spin length N will per-
sist. This also implies that the most excited spin state is
not necessarily the one with m = +N/2, see Fig.4.
Although it is only valid in the limit where the lon-
gitudinal mode equilibrates much faster than the large
spin (Γ`  Γt), the advantages of the coarse-graining
procedure are obvious. The numerical effort is signifi-
cantly reduced as the rate matrix describing both the
large spin and the longitudinal phonon mode has di-
mension O{NNcut} and is fully occupied, whereas the
coarse-grained rate matrix is only N -dimensional and tri-
diagonal. Furthermore, a bosonic cutoff is not necessary
in the coarse-grained description and a thermodynamic
interpretation is still possible, provided that the general-
ized KMS relations (45) are correctly taken into account.
F. Non-equilibrium dynamics
The temperatures of transversal and longitudinal reser-
voirs may be different, giving rise to non-equilibrium
stationary energy currents between the reservoirs. To
evaluate the total energy exchanged with both reser-
voirs one could of course numerically evaluate the high-
dimensional rate equation with a suitable cutoff of the
longitudinal boson mode. Especially at large longitudi-
nal temperatures, however, this may be computationally
difficult.
To obtain the thermodynamics of the coarse-grained
rate equation, it is helpful to note that the standard
Kubo-Martin-Schwinger (KMS) relations of transver-
sal and longitudinal correlation functions imply a non-
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standard [51, 52] KMS-type relation between the differ-
ent terms in the sum
γ+n¯(−ω)
γ−n¯(+ω)
=
α+n¯
α−n¯
γ11(−ω − Ωn¯)
γ11(+ω + Ωn¯)
= e+β`n¯Ωe−βt(ω+n¯Ω) .
(45)
Naturally, at equilibrium β` = βt we recover the usual
KMS relation, the coarse-grained rates obey detailed bal-
ance, and the stationary state of the coarse-grained rate
equation (44) is just the canonical equilibrium one.
For different temperatures, relation (45) is consistent
with the interpretation that processes described by the
term γn¯(ω) – representing a net change of −ω in the
system’s energy via the exchange of n¯ bosons with the
longitudinal mode – must be accompanied with an en-
ergy transfer of n¯Ω into the longitudinal reservoir and
a transfer of ω − n¯Ω into the the transversal reservoir.
We can quantify for each process the fractions of the
system’s energy change that are transferred into longitu-
dinal and transversal reservoirs, respectively. Formally,
we can then compute for a rate equation of the form
P˙i =
∑
j
∑
n¯W
(n¯)
ij Pj the stationary energy currents into
both reservoirs via
I
(`/t)
E =
∑
i,j
∑
n¯
∆E
(n¯,`/t)
ij W
(n¯)
ij P¯j . (46)
Specifically, we do this for each transition term in the
rate equation (44)
P˙m = −
[
γ(Em − Em−1)M−m + γ(Em − Em+1)M+m
]
Pm
+
∑
n¯
γn¯(Em+1 − Em)M+mPm+1
+
∑
n¯
γn¯(Em−1 − Em)M−mPm−1 , (47)
to calculate the currents into reservoirs ` and t via
I`E(t) =
∑
m
∑
n¯
n¯Ωγn¯(Em+1 − Em)M+mPm+1(t)
+
∑
m
∑
n¯
n¯Ωγn¯(Em−1 − Em)M−mPm−1(t)
ItE(t) =
∑
m
∑
n¯
(Em+1 − Em − n¯Ω)×
×γn¯(Em+1 − Em)M+mPm+1(t)
+
∑
m
∑
n¯
(Em−1 − Em − n¯Ω)×
×γn¯(Em−1 − Em)M−mPm−1(t) . (48)
Before proceeding, we mention a few properties of the
steady-state currents I
`/t
E = limt→∞ I
`/t
E (t), obtained by let-
ting Pm(t)→ P¯m. Firstly, in equilibrium (β` = βt = β),
both currents must vanish individually. Formally, this is
enforced by the KMS relation (45). Secondly, the steady-
state currents must compensate as the total energy is
conserved I`E = −ItE . Thirdly, the second law of ther-
modynamics actually implies that (β` − βt)I`E ≥ 0 in all
parameter regimes (heat always flows from hot to cold).
Finally, we also stress that a necessary (but not suffi-
cient) condition for a finite current is that all stationary
probabilities must be strictly smaller than one (if only
one state is occupied Pm¯ = 1, there are no transitions
between two states and thus no stationary current).
In our results section, we explicitly confirm that the
currents obtained from the coarse-grained rate equa-
tion (47) and from the high-dimensional rate equa-
tion (31) coincide in the appropriate limit Γ`  Γt.
Finally, to perform calculations, we will parametrize
the spectral coupling density in Eq. (23) with an ohmic
form and exponential cutoff ωc [8]
Γt(ω) = Γtωe
−ω/ωc . (49)
Here, Γt regulates the coupling strength to the transver-
sal reservoir and the cutoff expresses the fact that for
any realistic model the spectral coupling density should
decay in the ultraviolet regime.
G. Weak-Coupling limit
The observation that the two reservoirs no longer en-
ter additively in the coarse-grained description does not
come unexpected, as an additive decomposition typi-
cally requires the weak-coupling limit between system
and reservoir. By contrast, in our setup the large spin
may be strongly coupled to the longitudinal boson mode.
To check for consistency, we will therefore briefly discuss
the limit of small λ. We can use the fact that near the
origin we have Jn¯(x) = x|n¯|2|n¯||n¯|! + O{x|n¯|+2} to expand
the correlation function in the dissipator as
γ(ω) = γ11(ω) +
4|λ|2
Ω2
[
γ11(ω + Ω)n`
+γ11(ω − Ω)(1 + n`)− γ11(ω)(1 + 2n`)
]
+O{|λ|4} . (50)
Clearly, the original Dicke superradiance model is con-
sistently recovered at λ→ 0. As expected, we obtain an
additional dissipator of order |λ|2. What at first sight
comes a bit unexpected is that the additional dissipa-
tor does not solely depend on the thermal properties of
reservoir ` but also on reservoir t (through γ11). It is
also proportional to the product of Γt(ω) and |λ|2. This
however is fully consistent with our initial model, since
the interaction mediated by the λ-coupling is of pure-
dephasing type for the large spin. Therefore, if applied
alone (Γt(ω) → 0), it should not affect the dynamics of
the angular momentum eigenstates at all but can only in-
duce dephasing of coherences between different angular
momentum eigenstates.
11
IV. RESULTS
A. Equilibrium: Superradiant decay
For vanishing coupling λ = 0, it is well-known that
at zero temperature, the quadratic scaling of the matrix
elements leads to superradiant decay toward the ground
state with a maximum intensity scaling as N2 and con-
sequently a width of the peak scaling as 1/N . We can
reproduce these findings in the appropriate limits (not
shown). In this section, we want to investigate how the
decay dynamics is influenced by the presence of the lon-
gitudinal mode and therefore consider the case that both
reservoirs are at zero temperature, or at least tempera-
tures sufficiently low that excitations entering the system
from the reservoir can be safely neglected, n` = nt = 0.
The scaling of Dicke superradiance also reflects in the
passage time towards the ground state. At zero temper-
ature, the probability distribution for the passage time
to the ground state is defined by
P (t) =
d
dt
P−N/2(t) . (51)
Provided the ground state is the stationary state asso-
ciated with a given initial state, it is straightforward to
check that it is normalized
∫∞
0
P (t)dt = 1 and positive
P (t) ≥ 0. We will be interested in the mean passage time
and its width, which requires us to evaluate
〈τn〉 =
∫ ∞
0
τnP (τ)dτ (52)
for n = 1 and n = 2. For a rate matrix of the form
L =

0 L12
0 −L12 L23
−L23 . . .
. . .
 , (53)
the first and second cumulants of the passage time dis-
tribution assume the simple form
〈τ〉 = 1
L12
+
1
L23
+ . . . ,〈
τ2
〉− 〈τ〉2 = 1
L212
+
1
L223
+ . . . . (54)
Without longitudinal boson coupling λ = 0, we have
L12 = Γt(ω0)M
+
−N/2, L23 = Γt(ω0)M
+
−N/2+1 and so on –
cf. Eq. (19) – such that we can obtain the mean passage
time and its width for the original Dicke limit analytically
〈τ〉 = 2 (γ + Ψ0(N + 1))
Γt(ω0)(N + 1)
, (55)〈
τ2
〉− 〈τ〉2 = [12γ + pi2(N + 1) + 12Ψ0(N + 1)
−6(N + 1)Ψ1(N + 1)
]
/
[
3Γ2t (ω0)(N + 1)
3
]
,
where γ ≈ 0.577216 denotes the Euler constant and
Ψn(x) the Polygamma function. We see that for large
N the mean passage time roughly scales as 〈τ〉 ≈
(2γ+ lnN)/(Γt(ω0)N) and the width as
√
〈τ2〉 − 〈τ〉2 ≈
pi/(
√
3NΓt(ω0)). That means that to obtain a sharply
determined passage time one requires very large N , e.g.
to obtain a width ten times smaller than the mean one
requires N = O{107} two-level systems. For infinite N ,
the passage time is very well determined and – despite
the stochastic nature of the rate equation – the system
relaxes nearly deterministically towards the ground state
with a negligible temporal error.
These findings would be qualitatively similar if we start
from the middle of the spectrum (e.g. at m ≈ 0) instead.
In fact, to investigate how the additional boson mode in-
fluences the relaxation behaviour to the ground state at
low temperatures we have to take the level distortion in
Fig. 4 into account. When preparing the system in the
state m = +N/2 we may not see any relaxation toward
the ground state as a trivial effect of the level renormal-
ization. To ensure that we only observe unidirectional
relaxation we therefore constrain ourselves to odd N and
prepare the system initially in the state m = −1/2. The
results are displayed in Fig. 5. One can see that at first
finite couplings λ aid the relaxation process, since the
passage time becomes shorter. However, above a criti-
cal coupling strength the passage time increases again for
larger system sizes N . This is due to the finite bandwidth
ωc of the spectral coupling density (49): The excitation
energy above the ground state ∆E = ω0 + 4
|λ|2
Ω (N − 1)
becomes so large |∆E|  ωc that the bosonic correla-
tion function has no support and the last steps above the
ground state occur extremely slow, with the visible effect
on the passage time.
B. Non-Equilibrium: Steady state heat current
and rectification
When we consider different temperatures in both reser-
voirs, this will induce a steady state heat current from
hot to cold across the system. This simply means that
trajectories where the system absorbs energy from the
hot reservoir and afterwards emits energy into the cold
reservoir become more likely than trajectories where the
net flow of energy is opposed. The total energy is con-
served, which at steady state implies that we need to con-
sider only the energy current into the longitudinal boson
reservoir IE = I
`
E = −ItE (we have of course confirmed
this equality). As heat currents are driven by transitions
between energy eigenstates, this means that the obtain
a non-vanishing current, the system should not reside
in a pure state. Eqns. (34) and (48) imply that to cal-
culate a current, we first have to evaluate the stationary
probabilities, which can for large matrices be numerically
unstable. Therefore, we provide an analytical formula for
tri-diagonal rate matrices in Appendix A.
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FIG. 5. (Color Online) Plot of the dimensionless mean pas-
sage time versus system size N for different coupling strengths
when both reservoirs are at the same low temperature β =
β` = βt. The dynamics of the original superradiance scenario
(dotted brown) is hardly changed when instead from starting
at m = +N/2 we do initially prepare the system at m = −1/2
(solid black) – apart from an obvious speedup by a factor
two. When the coupling strength λ is increased, the pres-
ence of additional decay channels (compare the dashed lines
in Fig. 3) first increases the relaxation speed (dashed red and
dash-dash-dotted green). However, beyond a critical system
size N an exponential slowdown of relaxation (increase of the
passage time) occurs (dash-dotted blue and dash-dot-dotted
orange). This is due to the renormalization-induced increase
of the excitation energies above the ground state (compare
e.g. the orange curve in Fig. 4), which due to the finite band-
width ωc finds no support in the correlation function. Other
parameters: ω0 = Ω, βΩ = 10, ωc = 10Ω.
1. Weak-coupling Current
We parametrize the inverse temperatures as
β` =
1
2
[
β¯ + ∆β +
√
β¯2 + ∆β2
]
,
βt =
1
2
[
β¯ −∆β +
√
β¯2 + ∆β2
]
(56)
and plot the energy current through the system versus
∆β for a fixed inverse average temperature β¯. Trivially,
as a consequence of the second law we expect for ∆β > 0
(implying for the temperatures T` < Tt) that the current
entering the longitudinal reservoir is positive IE > 0 and
for ∆β < 0 we consequently expect IE < 0.
To drive the system into a regime where the station-
ary current is mainly carried by large matrix elements
M±m and thus scales quadratically with the size N , we
essentially have to populate the states with m ≈ 0 as
these contribute most to the current, compare Eq. (48).
For our model, such a configuration is best approached
when all populations are approximately equally occu-
pied: For weak coupling strengths λ we can approxi-
mate Em+1 − Em ≈ ω0 such that the summation in
the current from the equipartition assumption simply
yields a quadratic factor
∑
mM
±
mP¯m±1 = N(N + 2)/6.
From Eq.(48) we then obtain that the current will scale
quadratically with N in this regime
IE →
∑
n¯
(n¯Ω) [γn¯(+ω0) + γn¯(−ω0)] N(N + 2)
6
. (57)
Such an equipartition regime can be expected at large
average temperatures, and to see a significant current we
do at the same time require a large temperature differ-
ence. Transferred to our variables in Eq. (56) this means
we have to consider small β¯ and large ∆β. Fig. 6 in-
deed shows a quadratic scaling of the current with N
in the regime where the populations are approximately
equal (positive ∆β). The thin dotted line for N = 64
also demonstrates the quality of the analytic approxima-
tion (57). Most interesting however, we observe that for
large temperature differences, under temperature inver-
sion (∆β → −∆β) the populations are no longer equally
occupied and simultaneously the absolute value of the
current drops drastically. This is related to a configura-
tional blockade, where the coarse-grained system relaxes
to a pure state (see caption of Fig. 6). Thus, at large tem-
perature differences the system effectively implements a
heat diode [32, 33, 53] with a rectification efficiency that
is controllable by N . Since for ∆β  0 the current scales
quadratically and for ∆β  0 it does not, this effect can
be controlled by increasing the number of two-level sys-
tems N . For a small negative thermal bias the occupa-
tions of higher levels drop only mildly (implying a finite
current) whereas for ∆β  0 essentially just the ground
state is occupied (inset). This also results in a negative
differential thermo-conductance [34, 54–56].
Finally, we would like to stress that we can compare
the current from the coarse-grained rate equation (48)
with the one computed from the exact master equation
when Γ`  Γt. This requires to take a sufficient number
of maximum bosonic occupations into account, requiring
potentially large computational resources. The symbols
for Ncut ∈ {5, 10, 20, 40, 80, 160, 320} in Fig. 6 demon-
strate that convergence for the current is reached in either
regime (also demonstrating validity of the coarse-graining
approximation), but it is significantly slower when the
temperature of the longitudinal boson reservoir is large
(negative ∆β). This is somewhat expected, since for
large temperatures many longitudinal boson mode ex-
citations have to be taken into account. Consistently, we
see in the bottom left density plot of Fig. 6 that the oc-
cupation for the state |−N/2,+Ncut〉 is not negligible for
the chosen cutoff value Ncut = 40.
The maximum bosonic cutoff can be reduced when one
lowers the average temperature. Indeed, we see in Fig. 7
that for N = 16 (left density plot) fewer bosonic modes
are occupied. However, the reduction of the average tem-
perature (increase of β¯) also has the effect that the levels
in the conducting direction are no longer equipartitioned,
such that the current is reduced and does no longer scale
quadratically in N .
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FIG. 6. (Color Online) Plot of the dimensionless steady state
energy current versus dimensionless inverse temperature dif-
ference for weak coupling λ = 0.1Ω and large average tem-
peratures β¯Ω = 0.01. The top horizontal axis converts into
dimensionless temperature differences β¯∆T = β¯(Tt − T`).
The top left inset shows the stationary occupation of the
energy levels for N = 64, where the top curve denotes the
ground state and the bottom curve the most excited state
(at ∆β/β¯ = 0 we have the Gibbs distribution at β¯). Finally,
the two density plots (white corresponds to zero, red to re-
spective maximum) display the stationary state occupation
P¯nm of the full rate equation (31) for N = 16, Ncut = 40,
and Γ` = 10
6Γt at ∆β/β¯ = −100 (left) and ∆β/β¯ = +100
(right). For the density plots, m ranges from −N/2 (top) to
+N/2 (bottom), n ranges from 0 (left) to Ncut (right). When
the levels are approximately equally occupied (∆β/β¯
>≈ 0,
and right density plot), the quadratic scaling of the matrix
elements around m = 0 carries over to the stationary current
as predicted in Eq. (57) (thin dotted line for N = 64). In
contrast, for ∆β/β¯  0, the system dominantly resides in the
lowest mesostate (inset and left density plot), and the cur-
rent is consequently strongly suppressed. In total, the system
may therefore be used as a heat diode. In contrast, the cur-
rent for N = 1 (dashed grey, scaled by 103 for visibility) is
also asymmetric but does not display significant rectification.
The symbols (for N = 32 only) indicate currents derived using
the full rate equation (31) with a maximum occupation of the
longitudinal boson mode Ncut ∈ {5, 10, 20, 40, 80, 160, 320}
(orange arrows) and Γ` = 10
6Γt. With increasing cutoff
Ncut, the full master equation current (symbols) approaches
the coarse-grained one (orange curve), where convergence is
much faster when the longitudinal temperature is low: For
large longitudinal temperatures T` (left), 320 bosonic modes
barely suffice to ensure convergence, whereas for small tem-
peratures T` (right), roughly 10 modes suffice. Other param-
eters: β¯Γt = 0.01, ω0 = Ω, λ = 0.1Ω, ωc = 10Ω.
When we further decrease the average temperature,
compare Fig. 8, the currents are further reduced. Fur-
thermore, in the conducting direction it does not even
rise monotonically with N .
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FIG. 7. (Color Online) Similar as Fig. 6, but for a lower
average temperature β¯Ω = 0.1. An equipartition of levels is
not reached, and the current does not scale quadratically with
N . Nevertheless, rectification is still present. Color codes and
other parameters have been chosen as in Fig. 6.
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FIG. 8. (Color Online) Similar as Figs. 6 and 7, but for
an even lower average temperature β¯Ω = 1.0. No quadratic
scaling is observed, the current is significantly suppressed.
Furthermore, the current for ∆β/β¯  0 does not even rise
monotonically with N , but rectification is still present. Color
codes and other parameters have been chosen as in Fig. 6.
2. Strong-coupling Current
An ideal heat diode should have a large current in the
conducting direction and should faithfully block the cur-
rent when the direction is reversed. It is therefore reason-
able to probe the strong-coupling regime, as increasing
λ should naively also increase the current. However, we
note that for our model this is only partially true, as the
increased level renormalization will also reduce the en-
ergy current. In fact, previous investigations have found
a suppression of transient superradiance in the strong-
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FIG. 9. (Color Online) Plot of the dimensionless energy cur-
rent between the reservoirs versus dimensionless temperature
difference for strong coupling λ = 0.8Ω and large average
temperature β¯Ω = 0.01. The level renormalization prohibits
for large N the equipartition of levels (inset for N = 64) for
all non-equilibrium regimes and thus destroys the quadratic
scaling of the current. For small N and ∆βΩ  0 it grows
approximately linearly with N but for larger N it is even
reduced and above N = 64 suppressed completely. Neverthe-
less, for finite N the quality of heat rectification is improved in
comparison to the weak-coupling limit as for negative ∆β all
but the ground state are exponentially suppressed, which di-
rectly affects the current. Color coding and other parameters
chosen as in Fig. 6.
coupling-limit [57]. We also find an analogous behaviour
in the stationary regime.
For stronger couplings, the heat-diode capability is in
principle even enhanced and also present for smaller tem-
perature differences, since the stationary state becomes
rapidly pure for ∆βΩ < 0 and thus effectively inhibits
transport, see the inset of Fig. 9. However, we also ob-
serve that for ∆βΩ > 0 the quadratic scaling of the
current does not hold over the complete range of N .
In fact, the current is for large N (in the Figure for
N = 32 and N = 64) even further suppressed, which
limits the throughput capability of the heat diode. This
is a consequence of the level renormalization, which de-
stroys the previously observed equipartition of all energy
levels (see inset). We note that in the strong-coupling
limit, the current in conductance direction is carried by
two non-communicating regions in phase-space (compare
right density plot). The mesostates with m ≈ 0 are
hardly occupied and do not contribute to the current.
Instead, the system is rather concentrated close to the
ground state. Nevertheless, due to the strong coupling a
significant current is produced for finite N .
When we lower the average temperature (increase β¯) as
in the weak-coupling regime, the total current is strongly
suppressed without substantial changes in heat rectifica-
tion properties (not shown). These regimes are therefore
less useful for heat diode application purposes.
We note that the diode effect requires Γ`  Γt (as one
may have expected from the violation of the detailed bal-
ance relation due to coarse-graining) and that one of the
temperatures is small in comparison to the system energy
scales (to concentrate the populations at the boundaries
of the phase space).
V. GENERALITY OF THE HEAT-DIODE
EFFECT
The pure-dephasing character of the interaction be-
tween the large spin and the collective mode facilitates
the analytic diagonalization of our system but also leaves
open the question of what are the fundamental prereq-
uisites to produce the heat diode behavior. In the pre-
vious sections, we have identified a configuration block-
ade mechanism as being responsible for the blockade of
the heat current in one direction. This picture is well
confirmed in the density plots in Figs. 6, 7, 8, and 9.
However, a configuration space similar to Fig. 3 should
arise in any bipartite system with couplings that con-
nect to the individual constituents locally (on the level of
the Hamiltonian). Whenever the coupling to one reser-
voir is much stronger than that to the other reservoir
and also than the coupling between the constituents, we
will obtain a similar scenario: The heat current will be
suppressed when the strongly-coupled reservoir is hot
and the weakly-coupled reservoir is cold. The super-
transmittant amplification of the current in the through-
put direction affects the quantitative performance of the
heat diode.
To confirm this hypothesis, we have replaced the inter-
nal coupling in Eq. (1) by a dissipative one, λJz → λJx.
Then, the system Hamiltonian implements the closed
Dicke model [15], which is a well-known toy model for
a quantum-critical system [58–60]. The model can be
mapped to coupled harmonic oscillators by employing a
Holstein-Primakoff transformation, amenable to further
simplifications in the large N -limit. However, to compare
with our previous calculations we are interested in the
finite-N limit, where a numerical approach is advisable
(the spectral corrections due to first order perturbation
theory in λ have no effect on the rate equation). The
new Hamiltonian defines a new energy eigenbasis (com-
puted numerically for a finite bosonic cutoff Ncut), within
which we derive a rate equation similar to Eq. (31) and
Eq. (32). Here, the only difference is that the eigenstates
and eigenvalues have to be obtained numerically and are
therefore characterized by a single index and not as be-
fore by angular momentum m and boson occupation n.
This also implies that a coarse-graining procedure is not
straightforward, such that the full model has to be solved
numerically (as was done for the symbols in Fig. 6). The
results depicted in Fig. 10 show that the rectification ef-
fect is still present and very pronounced, confirming our
conjecture.
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FIG. 10. (Color Online) Plot of the dimensionless energy cur-
rent between the reservoirs versus dimensionless temperature
difference for a modified model, where in Eq. (1) λJz → λJx,
without any coarse-graining approximation. Solid curves cor-
respond to a bosonic cutoff Ncut = 10 and dashed curves of
similar color to a bosonic cutoff Ncut = 20, showing that for
small N the cutoff has little effect in this regime. Color coding
and other parameters chosen as in Fig. 6.
VI. CONCLUSIONS AND PERSPECTIVES
We have studied non-equilibrium physics in an ensem-
ble of N identical two-level systems asymmetrically cou-
pled with two different reservoirs. One is a standard heat
bath, while the other reservoir is structured, with a sin-
gle bosonic mode coupled collectively to the the ensemble
of N two-level systems and also to it its own heat bath.
By taking the evolution of the single bosonic mode dy-
namically into account, we can model the strong-coupling
limit with that reservoir. We mainly considered the case
where the coupling with the standard reservoir is dissi-
pative (transversal coupling) while the coupling with the
structured reservoir is assumed to be purely dephasing
(longitudinal coupling). We showed that our results also
apply to the case in which both couplings are locally dis-
sipative, but one reservoir is still structured. For large
coherence lengths in the reservoirs, the coupling is col-
lective and the ensemble of two-level systems behaves as
a single large spin.
From the technical point of view, we mention that in
the limit where the coupling between the longitudinal
boson mode and its reservoir is much larger than the
coupling of the large spin to the transversal reservoir, we
can approximately coarse-grain the dynamics by consid-
ering a reduced master equation for the large-spin eigen-
states only. This comes with the advantage of a tremen-
dously reduced numerical complexity while maintaining
the possibility of a thermodynamic interpretation. In
Appendix B we demonstrate that the coarse-grained de-
scription generally applies when the longitudinal mode is
forced to remain in a thermal state.
Our main results can be thus summarized as follows:
Superradiance. In usual investigations of superradi-
ance only the coupling with the transverse reservoir is
considered. There, the system starts from the largest
angular momentum state (corresponding to all two-level
systems inverted). While the system relaxes to the
ground state, it passes through superradiant states which
emit radiation with an intensity proportional to the num-
ber of atoms squared N2. We have investigated the fate
of superradiance in an equilibrium environment, where
both the longitudinal and transverse reservoirs were held
at zero temperature. For strong longitudinal coupling
strength and/or large system sizes N , superradiance can
be strongly affected by the presence of the longitudinal
bath. While the presence of an additional decay channel
may in some parameter regimes enhance the relaxation
speed, the longitudinal reservoir also induces obstacles
to superradiance, essentially due to modifications in the
system energy levels: First, the conventional largest an-
gular momentum state is for large system sizes and/or
strong couplings no longer the energetically most excited
state. This implies that to relax toward the true ground
state, the system would have to tunnel through a huge
energy barrier, leading to an exponential suppression of
relaxation and thereby a complete superradiance block-
ade in this regime. We have circumvented this problem
by choosing an initial state that in principle enables a fast
relaxation toward the true ground state. Second, one ob-
serves that the energy distance between the low energy
states can become very large for large couplings and/or
large system sizes. Depending on the details of the reser-
voirs (technically expressed by their spectral coupling
densities), they may not be able to absorb such large en-
ergies, which may also strongly suppress the final stages
of superradiance.
Rectification and Supertransmittance. We also investi-
gated the non-equilibrium dynamics by keeping the reser-
voirs at different temperatures. This gives rise to a sta-
tionary heat current through the system. Now, depend-
ing on the stationary state the system assumes, the cur-
rent can display very different scalings with the system
size N . While the current from a hot transverse reser-
voir to a cold longitudinal reservoir is supertransmittant
(i.e., scales as N2 in the weak-coupling regime), for the
opposite thermal bias the current is strongly reduced and
becomes almost independent of N . This effectively im-
plements a heat diode, with a rectification factor that
can be tuned by changing the system size N . The essen-
tial features needed to obtain the heat diode effect in a
generic system are discussed in Sec. V.
Our setup constitutes a proof of principle of how ex-
tremely large rectification factors can be achieved by ex-
ploiting collective couplings with thermal reservoirs. We
have argued that our model could be used to describe
trapped ions collectively coupled to a thermal photon
field and a phonon field. Since rectification allows energy
transfer from the hot photon field (transverse) to the cold
phonon field (longitudinal), these findings could inspire
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the design of a device able to efficiently absorb energy
from sunlight (that corresponds to a black-body radiator
with high temperature of ≈ 6000 K) and convert it effi-
ciently (due to supertransmittance) into heat stored in a
phonon reservoir. In the absence of sunlight, the inverse
process would be strongly suppressed, such that the to-
tal device would be a very suitable energy harvester. We
expect our findings to apply to transport through bipar-
tite systems with highly asymmetric couplings, and the
design of such devices is an appealing avenue of further
research.
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Appendix A: Stationary State
To calculate the heat current, we first need to calculate
the steady state of the rate equation. Numerically, we
have found that the determination of the null space is
not always stable. Therefore, we determined the null
space of a rate matrix by computing the adjugate matrix
via the transpose of the cofactor matrix. In case of a
tri-diagonal rate matrix
(M)ij = δj,i+1mi,i+1 + δj,i−1mi,i−1
−δij(mi−1,i +mi+1,i) (A1)
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with dimension (N+1)×(N+1) this calculation simplifies
considerably. One can then check that the steady state
is given by (we use M = N + 1 for generality)
P¯k =
[
k∏
i=2
mi,i−1
][
M−1∏
j=k
mj,j+1
]
∑
k
[
k∏
i=2
mi,i−1
] [
M−1∏
j=k
mj,j+1
] , (A2)
where k ∈ {1, . . . ,M}.
Appendix B: Alternative derivation of the
coarse-grained rate equation
Here, we will show that we can also obtain the coarse-
grained rate equation (44) from a model where the longi-
tudinal boson is not coupled to an independent reservoir,
i.e., where the total Hamiltonian simply reads
H =
ω0
2
Jz + Jz(λa+ λ
∗a†) + Ωa†a
+Jx
∑
k
(
hkbk + h
∗
kb
†
k
)
+
∑
k
ωkb
†
kbk . (B1)
To treat the model within a master equation approach,
we consider only the large spin as the system, and to
treat the strong-coupling limit, too, we use the polaron
transformation (25). With Eq. (26), we conclude that
under a polaron transformation, the Hamiltonian trans-
forms according to
UHU† =
ω0
2
Jz − |λ|
2
Ω
J2z + Ωa
†a+
∑
k
ωkb
†
kbk (B2)
+
(
J+e
+2B + J−e−2B
)∑
k
(
hkbk + h
∗
kb
†
k
)
.
Thus, the coupling between spin and longitudinal mode
goes away at the expense of a dressed spin-boson cou-
pling.
We note that we can derive a master equation with
standard methods that is perturbative in hk but non-
perturbative in λ. In doing so, we will put both the lon-
gitudinal boson mode and the bosons in thermal equilib-
rium states with inverse temperatures β` and βt, respec-
tively [51, 52]. Since the polaron transformation is non-
local between large spin and longitudinal mode, simply
placing the boson mode in a thermal state does not cor-
respond to a simple thermal state in the original frame.
Instead, its state becomes conditioned on the large spin
state [46]. Here, we will show that the resulting rate
equation is identical to the one obtained in the main pa-
per via coarse-graining (44), see also Fig. 11.
Evidently, the eigenenergies of the system Hamiltonian
in Eq. (B2) are given by (41), and with identifying the
coupling operators as A1 = J+, B1 = e
+2B
∑
k(hkbk +
h∗kb
†
k), A2 = J−, and B2 = e
−2B∑
k(hkbk+h
∗
kb
†
k), we can
set up a rate equation for the evolution of populations in
FIG. 11. (Color Online) Putting the longitudinal boson mode
in a thermal state in the polaron frame (right, appendix) leads
to the same evolution equation as coupling it to a separate
continuous bosonic reservoir (left, main manuscript) and then
assuming that the longitudinal boson degrees of freedom relax
to their equilibrium state much faster than the large spin, such
that a reduced coarse-grained Markovian description only in
terms of the large spin eigenstates applies.
the spin energy eigenstates. To do so, we have to evaluate
the matrix elements of the system coupling operators –
using Eqns. (18) – which imply that only two reservoir
correlation functions have to be found to evaluate the
rate from energy eigenstate b to energy eigenstate a
γab,ab = γ12(Eb − Ea)|〈a| J− |b〉|2
+γ21(Eb − Ea)|〈a| J+ |b〉|2 . (B3)
Consequently, we calculate the reservoir correlation
function for the reservoir coupling operators
B± = e±2B
∑
k
(
hkbk + h
∗
kb
†
k
)
, (B4)
which enter the correlation functions in the form (bold
symbols indicate the interaction picture)〈B±(τ)B∓〉 = C±` (τ)Ct(τ) ,
C±` (τ) =
〈
e±2B(τ)e∓2B
〉
,
Ct(τ) =
1
2pi
∫ 0
−∞
Γt(−ω)nt(−ω)e−iωτdω (B5)
+
1
2pi
∫ +∞
0
Γt(+ω)[1 + nt(+ω)]e
−iωτdω .
At this state it is already evident that the resulting rates
will not be additive in the two reservoirs.
The longitudinal contributions can be written as
C+` (τ) = e
− 4|λ|2
Ω2
[
(1−cos(Ωτ)) coth
(
β`Ω
2
)
+i sin(Ωτ)
]
,
C−` (τ) = C
+
` (τ) ≡ C`(τ) , (B6)
and it is visible that these do not decay to zero at infin-
ity. One might be tempted to consider this as problem-
atic with regard to the Markovian approximation. How-
ever, the longitudinal correlation function always enters
in product form with the transversal correlation func-
tions, such that the total correlation function always de-
cays. To interpret their action in a more physical way we
19
rewrite the correlation functions as
C`(τ) = e
− 4|λ|2
Ω2
[(1+2n`)−n`e+iΩτ−(1+n`)e−iΩτ ] , (B7)
where n` = [e
β`Ω− 1]−1. We can easily check their KMS
relations C`(τ) = C`(−τ − iβ`). We can compute the
Fourier transform of the longitudinal mode correlation
function by formally expanding in powers of e±iΩτ
γ`(ω) =
∫
C`(τ)e
+iωτdτ
= 2pie−
4|λ|2
Ω2
(1+2n`)
∞∑
m,m′=0
[
4|λ|2
Ω2
]m+m′
×
×n
m
` [1 + n`]
m′
m!m′!
δ(ω − (m′ −m)Ω) (B8)
= 2pie−
4|λ|2
Ω2
(1+2n`)
+∞∑
n¯=−∞
δ(ω − n¯Ω)×
×
(
1 + n`
n`
)n¯/2
Jn¯
(
8|λ|2
Ω2
√
n`(1 + n`)
)
,
where Jn(x) denotes the modified Bessel function of the
first kind.
The bosonic contribution has standard form and also
obeys a KMS condition of the form Ct(τ) = Ct(−τ−iβt).
The full Fourier transform of the correlation function
is given by
γ(+ω) =
∫
C`(τ)Ct(τ)e
+iωτdτ , (B9)
and we note that we can represent these also by convo-
lution integrals of the separate Fourier transforms
γ(ω) =
1
2pi
∫
γ`(ω − ω¯)γt(ω¯)dω¯ . (B10)
Inserting Eq. (B8) eventually yields
γ(ω) =
+∞∑
n¯=−∞
γn¯(ω) , (B11)
γn¯(ω) = αn¯γ11(ω − n¯Ω) ,
where γ11(ω) is defined in Eq. (23) in the main
manuscript.
Inserting these results in Eq. (B3), we find that the
resulting rate equation is identical with Eq. (44) in the
main manuscript.
Independent calculations have shown that coarse-
graining approaches also exist for previously treated
electron-phonon models [36, 51, 52] (not shown).
