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1. Let y(x) designate the solution of the initial value problem 
Furthermore, let ym(xO + h) designate an m-th order Runge-Kutta approx- 
imation to y(x,, + h), where h is the chosen step-size. 
In 1956, Huta derived a sixth order 8-stage Runge-Kutta formula for the 
numerical solution of this problem [l]. However, the latter involved constants 
with numerically large values. Then, a year later, he gave a somewhat 
simplified version of this formula [2]. 
We were able to obtain not a single formula, but a double-infinity of sixth- 
order formulas. Among these we found the three distinct formulas listed 
below, each one of which may be considered as a further simplification of 
Huta’s best formula. It will be shown also that these formulas are endowed 
with an internal property which enables us to obtain, as an approximation to 
y(x), a function H(x), and not a single point, as is usually done. 
Like y(x), the function H(x) is continuously differentiable; moreover, 
H’(x) will be a good approximation to y’(x). Finally, it will be shown that 
over an appropriate interval, H(x) can be used as a predictor. 
2. We now list these improved formulas. We shall not treat their 
derivation, which is quite a lengthy process. 
&js(~o + h) = YO + & [41(ko + k,) + 216(k, + k,J + 27(k, + k5) + 272k,], 
(1) 
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where 
k, = w% + 5 A, yo + + k,)? 
k, = wo + + A, Yo + + (ko + 3k,)), 
k, = V(xo + f 4 yo + $, (ho - 3k, + 4&J), 
k, = V(xo + $ k Y, + f (ko + W), 
(24 
k, = kf(xo + $ h, y. + + (- 4k, - 21k, + 46k, - 29k, + lOk,)), 
k, = W,, + ; A, Y,, + -& (- 84, + 9% - 8% + 4% + %)), 
k, = hf(xo + h, y. + & (107k, - 243k, + 354k, - 172k, - 36k, + 72k,J), 
or 
ko = Wo 9 yo), 
4 = Q-(~,, + ; A, yo + $ ho), 
k, = Wxo + + k yo + 5 (ko + 3h)), 
k, = W(xo + $ h, yo + $ (k, - 3k, + 4k,)), 
ka = Wxo + $ A, YC, + f (4, + %)), P3) 
k, = &q, + $ h, y. + 2k, - 7k, + 5 (16k, + k,)), 
k, = hf(xo + g h, y. + & (- 68k, + 99k, + 96k, - 18Ok, + 104k, + 9k,)), 
k, = hf(xo + h, y. + & (287k, - 243k, - 54Ok, + 894k, - 352$ 
- 3% + 72k,)), 
or 
ko = Wo 9 ~3, 
k, = V(xo + $ h, Y,, + f ko), 
k, = V(xo + 5 h, Y,, + -$ (ko + 30, 
ka = V(xo + f boy, + + (ko - 3k, + ‘W, 
k4 = Wxo + f A, yo + + (ko + W), PC) 
k, = Wxo + $ h, y,, + + (174, - 63k, + 51k, + KJ), 
k, = hf(xo + 5 h, y, + & (- 22ko + 33k, + 3012, - 58k, + 34k, + 3k,)), 
k, = hf(xo + h, y, + & (281k, - 243k, - 52233, + 876k, - 346k, 
- 36k, + 72kJ). 
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For the purpose of comparison, we now give Huta’s improved formula: 
P&O + h) = Yn + k. [41 (h i- k7) t- 216(k, f k,) -t 27(k, $- KS) $- 272~~1, 
where 
ko = hf@o T Yo), 
4 = hf(% + f 4 Ya + ; ko), 
k, = hf(xo + + h, yo + -& (k, + 3k,)), 
h = ftfbo + + A, Yo + + (&I - 3k, + 4&)), 
k, = hf(xo + : h, yo + f (- 5k, + 27k, - 24k, + 6k,)), (3) 
k, = hf(x, + f h, y. + 5 (221k, - 981k, + 867k, - 102ka + k4)), 
k, = hf(xo + $ h, y. + & (- 183k, + 678k, - 472k, - 66K, 
+ 8Ok, + 3&J), 
k, = hf(xo + h, y. + & (716K, - 2079k, + 1002ka + 834ka 
- 454F2, - 9k, + 72kJ). 
It is seen that these sets of incremental coefficients, specifically (2a, b, c) 
and (3), have their respective first four stages identical. However, the last 
four stages of (2a, b, c) involve constants which are numerically smaller 
than those of the corresponding stages of (3). 
A common property of all these formulas, Huta’s as well as the present 
ones, is that if the function f is independent of y then they are upgraded to a 
single Runge-Kutta formula of order eight instead of six. Indeed, in this 
case these formulas reduce to a seven-point Newton-Cotes formula (of 
closed type) with error term 
3. We shall now put into evidence a property related to these 
four common stages. Indeed, with these stages one has the fourth-order 
Runge-Kutta formula 
J&o + 5 h) = yo + & (4, + 4kz + 4 (4) 
valid at x = x0 + Q h. 
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This formula is known-in the sense that for the point x = x0 + h, one 
rediscovers it to be none other than a particular member of a family of formu- 
las derived by Kutta in 1901 [3, p. 441, set (II)]. 
Let us assume that in some closed region R the directional function 
f~ C6, that is, its sixth-order partial derivatives exist and are continuous. 
Assume furthermore that (x,, , y,,) is an interior point of R. Then the trunca- 
tion errors in y4(x,, + Q h) and y6(x,, + h) are of the form T,(h) = (/~/3)~ M,(h) 
and T,(h) = h7M6(h), respectively, where M4 and M5 are two continuous 
functions. 
Let E be the given tolerance, that is, the largest absolute truncation error 
which may be considered negligible. Since T4 and T6 are two infinitesimals, 
there exists a number h, such that for all h < h, 1 T,(h)1 < E. 
Then, since T6 is an infinitesimal of high order relative to T4 , we shall 
usually also have that 1 T,(h)1 < E. In other words, for all h < h, , the points 
(x0 + Q h, 9,(x, + + h) and (x0 + h,Y,(x, + h)) can be considered to be 
exact, that is, located on the integral curve. 
Let H(x) be a polynomial with the following properties: 
4x0) = Yo and fwo) = f@o > Yo) = fo 9 
and 
H’(xo + + 4 = fbo + 5 h, J&o + f WY 
and 
H(xO + h, = 36@0 + h, 
fwo + 4 = .mo + h, 36(X0 + 4) = fl 3 
(5) 
where h < h, . 
The function thus constructed, which is a Hermitian polynomial of at most 
fifth degree, can be used to interpolate y(x) between the points x0 and x0 + h. 
Suppose H(x, + nh), 0 < n < 1, is an interpolated value for some h < h, 
and let e(h) be the related error, that is, e(h) = H(x, + nh) - y(xo + nh). 
Then c(h) = (h/3)6 M(h), w h ere M(h) represents the value of some continu- 
ous function M at h. 
A comparison of e(h) and T,(h) shows that since the latter is negligible, it is 
reasonable to expect e(h) to be negligible also. 
In practice one obtains good results even when the condition 
H’(xo + 4 h) = f(x,, + Q h, Y&o + 4 4) 
is discarded from (5). In this case, one obtains the following polynomial, 
which is at most of fourth degree: 





a = @ W(P4 - FtJ + 60( 94 - yo) - I2hf, + 6hf,], 
b = - & [17(P4 - Y,) + 64(r”, - yo) - 14hf, + 4&l, 
c = & [9(s4 - 3J + 72(y, - yo) - 2ohf, + 2hf,]. 
Furthermore, from (6) we get by differentiation 
H’(x) = 4a(x - x0)3 + 3b(x - x0)2 + 2c(x - x0) ffo ) (7) 
which can be used for approximation of y’(x). 
4. As an example of a practical application of formula (6), we con- 
sider the classical initial value problem 
dr 2~ -=- 
dx 1+x (0, 11, (8) 
whose solution is y = (X + 1)2. 
With formula (1) and the set (2~) and through the use of an IBM 7094 
digital computer (and double precision arithmetic), we obtained the following 
results: 
n y(nh), h = 1 HW4 E, = I YW) - fW4 
0.1 1.210 000 ... 
0.2 1.440 000 ... 
0.3 1.690 000 ... 
0.4 1.960 ooo ... 
0.5 2.250 000 ... 
0.6 2.560 000 ... 
0.7 2.890 000 1.. 
0.8 3.240 000 ... 
0.9 3.610 000 ..t 
1.0 4.000 000 *.’ 
1.1 4.410 000 ... 
1.2 4.840 000 ... 
1.3 5.290 000 ... 
1.4 5.760 000 ... 
1.5 6.250 000 ... 
1.209 933 ... 
1.439 790 ... 
1.689 643 *.. 
1.959 543 ‘.. 
2.249 520 ‘.. 
2.559 584 .‘. 
2.889 722 ... 
3.239 903 ... 
3.610 075 ... 
4.000 162 ... 
4.410 072 ... 
4.839 689 ... 
5.288 877 ... 
5.757 480 ... 
6.245 319 ..* 
0.000 066 ... 
0.000 209 ... 
0.000 356 1.. 
0.000 456 ... 
0.000 479 .** 
0.000 415 ... 
0.000 277 .‘. 
0.000 096 ... 
o.ooo 075 0.. 
0.000 162 *.. 
0.000 072 ... 
o.ooo 310 ... 
0.001 122 ... 
0.002 519 ... 
0.004 680 ... 
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n y(nh), h = l/16 = 0.0625 
0.1 1.012 539 062 500 ... 
0.2 1.025 156 250 000 ... 
0.3 1.037 851 562 500 ... 
0.4 1.050 625 000 000 . . . 
0.5 1.063 476 562 499 ... 
0.6 1.076 406 250 000 ... 
0.7 1.089 414 062 500 ... 
0.8 1.102500000000~~~ 
0.9 1.115 664 062 500 ... 
1.0 1.128 906 249 999 ... 
1.1 1.142 226 562 500 ... 
1.2 1.155 625 000 000 ... 
1.3 1.169 101 562 500 ... 
1.4 1.182 656 250 000 .*. 
1.5 1.196 289 062 500 ... 
HW 
1.012 539 062 396 ... 
1.025 156 249 673 ... 
1.037 851 561 937 ... 
1.050 624 999 265 *.. 
1.063 476 561 704 ... 
1.076 406 249 269 ... 
I .089 414 061 943 *.. 
1.102 499 999 681 ... 
1.115664062406... 
1.128 906 250 010 ... 
1.142 226 562 355 ... 
1.155 624 999 271 ... 
1.169 101 560 559 ... 
1.182 656 245 988 .*. 
1.196 289 055 297 s.1 
El = I y(d) - fJW)l 
0.000000000 103 ... 
0.000000000326~~~ 
0.000000000562~~~ 
o.ooo ooo 000 734 ... 
0.000000000795 ... 
0.000000000730~~’ 
0.000 000 000 556 ... 
0.000 000 000 318 ... 
o.ooo 000 000 093 ... 
0.000 000 000 011 ... 
o.ooo 000 000 144 ... 
0.000000000728~~~ 
0.000 ooo 001 194 ... 
0.000000004011 ... 
o.ooo 000 007 202 ... 
It is seen that the entries in the last column, which represent the absolute 
errors in H(x), show little fluctuation over the interval (0, h]. Outside of this 
interval, as expected, the accuracy of the approximations deteriorates teadily. 
Nevertheless, H(x) may be used as a predictor formula over the interval 
(h, lSh]. 
It should be pointed out that the evaluation of H(x) does not require any 
additional “substitutions”, except that of fi = f(~s + h, Js(xO + h)), which 
is needed anyway in the next step for the calculation ofYs(Xz), x2 = x0 + 2h. 
The use of formula (7) yields 
n y’(nh), h = 1 H’(nh) I Y’W) - H’WI 
0.1 2.200 000 .‘. 
0.2 2.400 000 ... 
0.3 2.600 000 ... 
0.4 2.800 000 ... 
0.5 3.000 000 ... 
0.6 3.200 000 ... 
0.7 3.400 000 ... 
0.8 3.600 000 ... 
0.9 3.800 000 ... 
1.0 4.000 ooo ... 
1.1 4.200 000 ... 
1.2 4.400 000 ... 
1.3 4.600 000 ... 
1.4 4.800 000 ... 
1.5 5.000 ooo ... 
2.198 815 ... 0.001 184 ... 
2.398 450 ... 0.001 549 ... 
2.598 698 ..’ 0.001 301 ... 
2.799 352 ... 0.000 647 ... 
3.000 203 ... 0.000 203 ... 
3.201 045 ... 0.001 104 ... 
3.401 669 ... 0.001 669 ... 
3.601 868 **. 0.001 862 ... 
3.801 435 ... 0.001 435 ... 
4.000 162 ... 0.000 162 ... 
4.197 842 ... 0.002 157 ... 
4.394 267 ..’ 0.005 732 .*. 
4.589 230 ... 0.010 769 ... 
4.782 525 ... 0.017 476 ... 
4.973 938 .‘. 0.026 061 ... 
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II y’(nh), h =~ l/l6 = 0.0625 H’(nh) 
-~ ~.~ 
0.1 2.012 500 000 “’ 2.012 499 970 581 ... 
0.2 2.025 000 000 ... 2.024 999 960 815 ... 
0.3 2.037 500 000 ... 2.037 499 965 783 ... 
0.4 2.050 000 000 ... 2.049 999 980 568 .” 
0.5 2.062 500 000 ... 2.062 500 000 252 ... 
0.6 2.075 000 000 ... 2.075 000 019 916 ... 
0.7 2.087 500 000 ... 2.087 500 034 643 ... 
0.8 2.100 000 000 ... 2.100 000 039 514 ... 
0.9 2.112 500 ooo ... 2.112 500029 613 ... 
1.0 2.125 000 000 *.. 2.125 000 000 020 ... 
1.1 2.137 500 000 ... 2.137 499 945 817 ... 
1.2 2.150 000 000 ... 2.149 999 862 088 ... 
1.3 2.162 500 000 ... 2.162 499 743 913 ‘.. 
1.4 2.175 000 000 ... 2.174 999 586 375 *.. 
1.5 2.187 500 000 ... 2.187 499 384 556 ... 
I Y’W) - H’(nh)l 
0.000 000 029 418 
0.000 000 039 184 
0.000 000 034 216 
o.ooo 000 019 431 
0.000 000 000 252 
0.000 000 019 916 
0.000 000 034 643 
0.000 000 039 514 
0.000 000 029 613 
0.000 000 000 020 
0.000 000 054 182 
0.000 000 137 911 
0.000 000 256 086 
0.000 000 413 624 
0.000 000 615 443 
1. .  
.  .  .  
.  .  .  
. . . 
. . . 
. . . 
. . . 
. . . 
It is seen once again that the entries in the last column representing the 
absolute errors in H’(x) show little fluctuation over the interval (0,/z]. Outside 
of this interval the accuracy of the approximations deteriorates gradually. 
Now consider another classical problem 
dy - =x +r dx (0, l), 



















y(nh), h = 1 H(nh) EI = I ybh) - HWl 
1.110 341 ... 1.110 377 ... o.ooo 035 ... 
1.242 805 ... 1.242 855 ... 0.000 050 ... 
1.399 717 ..’ 1.399 691 ... 0.000 026 ... 
1.583 649 ... 1.583 462 ... 0.000 186 ... 
1.797 442 ... 1.797 069 ... 0.000 372 ... 
2.044 237 ... 2.043 732 ..* o.ooo 505 ... 
2.327 505 .” 2.326 991 ... o.ooo 514 ... 
2.651 081 ... 2.650 708 1.. o.ooo 373 ... 
3.019 206 ... 3.019 066 ... o.ooo 139 ... 
3.436 563 ... 3.436 569 ... 0.000 006 ... 
3.908 332 ... 3.908 042 ... 0.000 289 ... 
4.440 233 ... 4.438 629 ... 0.001 604 ... 
5.038 593 ... 5.033 797 ... 0.004 795 ... 
5.710 399 ..’ 5.699 333 ... 0.011 066 ... 
6.463 378 ..’ 6.441 345 ... 0.022 032 ... 

















y(nh), h = l/16 = 0.0625 fW4 
1.006 289 144 0075 ... 1.006 289 144 0275 ... 
1.012 656 903 0812 .*. 1.012 656 903 1029 ... 
1.019 103 770 1040 .*. 1.019 103 770 0694 ... 
1.025 630 241 0488 .a. 1.025 630 240 9095 ... 
1.032 236 814 9982 ... 1.032 236 814 7446 ... 
1.038 923 994 1636 ... 1.038 923 993 8354 .‘. 
1.045 692 283 9053 *.. 1.045 692 283 5816 ... 
1.052 542 192 7520 .*. 1.052 542 192 5219 ... 
1.059 474 232 4204 .‘* 1.059 474 232 3344 ..’ 
1.066 488 917 8357 .*. 1.066 488 917 8359 ... 
1.073 586 767 1513 ..* 1.073 586 766 9825 ... 
1.080 768 301 7692 ... 1.080 768 300 8695 ... 
1.088 034 046 3606 ... 1.088 034 043 7311 ... 
1.095 384 528 8859 .** 1.095 384 522 9407 ... 
1.102 820 280 6156 ... 1.102 820 269 0107 ... 
I y(nh) - H(nh)l 
0.0000000000200~~~ 
0.0000000000216~~~ 
0.000 000 000 0346 ... 
o.ooo 000 ooo 1393 .‘. 
0.000 000 000 2535 -.* 
0.000 000 000 3285 ... 
0.000 000 000 3237 ... 
0.000 000 000 2300 .a* 
0.0000000000860~~~ 
0.000 000 000 0002 ... 
0.000 000 000 1687 ... 
0.0000000008998 ... 
0.000 000 002 6294 ... 
0.000 000 005 9451 ... 
0.000 000 011 6049 ... 
n y’(nh), h = 1 
0.1 1.210 341 ..’ 
0.2 1.442 805 ... 
0.3 1.699 717 ... 
0.4 1.983 649 ... 
0.5 2.297 442 ... 
0.6 2.644 237 ... 
0.7 3.027 505 ‘.* 
0.8 3.451 081 ... 
0.9 3.919 206 ... 
1.0 4.436 563 ... 
1.1 5.008 332 ... 
1.2 5.640 233 ... 
1.3 6.338 593 ... 
1.4 7.110 399 ... 
1.5 7.963 378 ‘.. 
H’(nh) 
- 1.210 783 ..- 
1.442 537 ... 
1.698 470 ..* 
1.981 793 ..* 
2.295 712 ..* 
2.643 437 ... 
3.028 177 ..’ 
3.453 139 ..* 
3.921 534 ... 
4.436 569 ... 
5.001 454 ... 
5.619 397 ... 
6.293 606 ... 
7.027 291 ..a 
7.823 660 ... 
1 y’(nh) .- H’(nh)l 
0.000441 ... - 
0.000 268 ... 
0.001 246 ... 
0.001 856 ... 
0.001 730 ... 
0.000 800 ... 
0.000 671 ... 
0.002 058 ... 
0.002 328 ... 
0.000 006 . 
0.006 877 ... 
0.020 836 ... 
0.044 986 ... 
0.083 108 ... 

















y’(nh), h = l/16 = 0.0625 H’(nh) 1 y’(nh) -- H’(nh)I 
1.012 539 144 0075 1.. 1.012 539 147 6013 ... 0.000 000 003 5938 ... 
1.025 156 903 0812 .*a 1.025 156 899 0071 ..* o.ooo 000 004 0740 ..* 
1.037 853 770 1040 ... 1.037 853 756 4726 ... 0.000 000 013 6314 ... 
1.050 630 241 0488 ... 1.050 630 222 2529 ..’ 0.000 000 018 7959 ... 
1.063 486 814 9982 ... 1.063 486 798 6031 ... 0.000 000 016 3950 ... 
1.076 423 994 1636 ... 1.076 423 987 7786 ... 0.000 000 006 3850 ... 
1.089 442 283 9053 ... 1.089 442 292 0344 ... 0.000 000 008 1290 ... 
1.102 542 192 7520 ... 1.102 542 213 6258 ... 0.000 000 020 8737 ... 
1.115 724 232 4204 ... 1.115 724 254 8079 ... 0.000 000 022 3874 ... 
1.128 988 917 8357 ... 1.128 988 917 8359 ... 0.000 000 000 0002 ..- 
1.142 336 767 1513 ... 1.142 336 704 9650 ... 0.000 000 062 1862 ... 
1.155 768 301 7692 *.. 1.155 768 118 4504 ... 0.000000 183 3188 ... 
1.169 284 046 3606 ... 1.169 283 660 5472 ... 0.000 000 385 8133 ... 
1.182 884 528 8859 ... 1.182 883 833 5107 ... 0.000 000 695 3751 ... 
1.196 570 280 6156 *.. 1.196 569 139 5961 ... o.ooo 001 I41 0195 ... 
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In these examples, the absolute errors in H’(x), as expected, are larger than 
those in H(x). Nevertheless, this method is naturally preferable to that of 
approximating y’(x) uniformly by a constant, the slope of the line-segment 
which joins the points (x” , y,,), (x0 + h, j,(x, + h)). 
5. A final important comment is now in order. Often it is objected 
that the Runge-Kutta processes are inefficient. For instance, for the fourth- 
order process, it is stated in the authoritative book of Birkhoff and Rota [4]: 
“The main defect of the Runge-Kutta method is the need for evaluating 
f(~, y) for four values of (x, y) per time-step. If f is a complicated function, 
this may be quite time-consuming. To avoid this repetitious evaluation, 
some computer programs use the Runge-Kutta process only to start the 
computation or in the first few steps after the mesh-length has been changed.” 
This approach is unjustified. Higher order Runge-Kutta processes provide 
a means of evading the inefficiency associated with fourth-order formulas. 
Indeed, as we have seen, since T, is an infinitesimal of high order relative 
to T4, usually for sufficiently small h the approximation y”a(xa + h) will be 
more accurate than y4(x,, + h/3). Furthermore, departing from the initial 
point (x,, , y,,), three consecutive applications of formula (4) are necessary to 
obtain a fourth-order approximation to y(x) at x = x0 + h. 
Assuming that round-off errors are under control, such a fourth-order 
approximation, requiring in all 12 substitutions or functional evaluations, will 
naturally not be as accurate as the approximation resulting from a single 
application of any one of the sixth-order formulas (2a, b, c), which require 
only 8 substitutions. 
It follows that the sixth-order formulas (2a, b, c) not only yield more 
accurate results, but they are also more economical since they require only 
two-thirds of the total number of substitutions necessitated by the 
fourth-order formula for the same distance covered. In other words, 
had each application of formula (4) required + = 2.666... substitutions 
instead of four, the three consecutive applications to come to the point 
x = x0 + h would have required 8 substitutions, exactly the same as each 
of the formulas (2a, b, c). 
For instance, in the case of the initial-value problem (8), departing 
from the initial point (0, l), three consecutive applications of (4) with 
h = i+ (actual step-size for this fourth-order formula is + * $6 yield 
1.128 906 220 197 ... as a fourth-order approximation to 
y(G) = 1.128906250000000. 
On the other hand, one application of formula (2c), requiring 8 substitutions, 
yields at x = $6 the sixth-order approximation 1.128 906 250 010 ..., which 
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is more accurate than the fourth-order approximation, which required 12 
substitutions. Had we replaced formula (4) by the classical fourth-order 
formula, we would have obtained the same results and reached the same 
conclusion. 
It should be mentioned that the Runge-Kutta processes may be rendered 
still more economical by the derivation of formulas of order higher than six. 
Actually, they can be made so much more economical that widely used 
predictor-corrector type methods will be markedly less efficient in compa- 
rison. 
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