We present the results from a survey of 57 low-redshift Abell galaxy clusters to study the radial dependence of the luminosity function (LF). The dynamical radius of each cluster, r 200 , was estimated from the photometric measurement of cluster richness, B gc . The shape of the LFs are found to correlate with radius such that the faint-end slope, α, is generally steeper on the cluster outskirts. The sum of two Schechter functions provides a more adequate fit to the composite LFs than a single Schechter function. LFs based on the selection of red and blue galaxies are bimodal in appearance. The red LFs are generally flat for −22 ≤ M Rc ≤ −18, with a radius-dependent steepening of α for M Rc > −18. The blue LFs contain a larger contribution from faint galaxies than the red LFs. The blue LFs have a rising faint-end component (α ∼ −1.7) for M Rc > −21, with a weaker dependence on radius than the red LFs. The dispersion of M * was determined to be 0.31 mag, which is comparable to the median measurement uncertainty of 0.38 mag. This suggests that the bright-end of the LF is universal in shape at the 0.3 mag level. We find that M * is not correlated with cluster richness when using a common dynamical radius. Also, we find that M * is weakly correlated with BM-type such that later BM-type clusters have a brighter M * . A correlation between M * and radius was found for the red and blue galaxies such that M * fades towards the cluster center.
INTRODUCTION
The study of the formation and evolution of galaxies is a fundamental avenue of research in the process of understanding astrophysical and cosmological issues. How galaxies form and evolve can be studied using a variety of techniques, one of those being the galaxy luminosity function (LF). The galaxy LF, assuming that galaxy mass-to-light ratios are nearly constant for similar types of galaxies, can potentially provide a direct link to the initial mass function and hence the distribution of density perturbations that are thought to give rise to galaxies (Press & Schecter 1974) . Since most galaxies are not isolated entities, evolutionary processes, in addition to those expected for an aging stellar population, can occur as galaxies interact with their environment.
The galaxy LF -the number of galaxies per unit volume in the luminosity interval L to L+dL -can be used as a diagnostic tool to search for changes in the galaxy population. In particular, the LF for cluster galaxies can help ascertain the influence of the cluster environment on the galaxy population. For example, a change in the shape of the LF with respect to cluster-centric radius provides important insight into the dynamical processes at work in the cluster environment.
A central theme in the early studies of the galaxy cluster LF has been to determine whether the LF is universal in shape (e.g., Hubble 1936; Abell 1962; Oemler 1974) .
While introducing the modern form of the LF, the socalled "Schechter Function", Schechter (1976) suggested that the cluster LF is universal in shape, and can be characterized with a turnover of M * B = −20.6 + 5 log h 50 and a faint-end slope of α = −1.25. Further support for a universal LF has been provided by several studies such as Lugger (1986) , Colless (1989) , Gaidos (1997) , Yagi et al. (2002), and De Propris et al. (2003) . In contrast, several studies have shown that the shape of the cluster LF is not universal (e.g., Godwin & Peach 1977; Dressler 1978; López-Cruz et al. 1997; Piranomonte et al. 2001; Hansen et al. 2005; Popesso et al. 2006) . One expects that the LF depends on cluster-centric radius since the mixture of galaxy morphological types should vary with radius, as implied by the morphology-density relation (Dressler 1980) . Since different morphological types are characterized by different LFs (Binggeli et al. 1988 ) the cluster LF (integrated over all galaxy types) should not be universal. Indeed, some studies have provided evidence that the cluster LF does vary with cluster-centric radius (e.g., Beijersbergen et al. 2002a; Hansen et al. 2005; Popesso et al. 2006) .
The main goal of this paper is to investigate the change in the cluster R c -band LF as a function of cluster-centric radius. To avoid the inherent bias that has plagued numerous studies, the cluster LF will be compared based on scaling relative to the dynamical radius, r 200 . The use of a dynamical radius for comparing galaxy populations for a sample of clusters, provides one of the most robust, least-biased, photometric survey yet published on the LF of Abell clusters. Directly comparing LFs that sample only the cluster core region with other cluster LFs that extend to the outskirts, will suffer from radial sampling bias given that the shape of the LF has been shown to depend on cluster-centric radius (e.g., Christlein & Zabludoff 2003; Hansen et al. 2005 ; Popesso et al. 2006) . A direct comparison of the galaxy population with respect to cluster-centric radius based on r 200 , will help to accurately measure the change in the properties of cluster galaxies as a function of global environment. These data will also provide information to help settle the long-standing debate regarding the universality of the cluster galaxy LF and the properties of the faint dwarf galaxy component.
This paper is the third in a series resulting from a multi-color imaging survey of low-redshift (0.02 ≤ z ≤ 0.2) Abell clusters. The paper is organized as follows. In §2 we present a brief overview of the sample selection and data reduction procedure. In §3 we describe the methodology for generating the galaxy cluster LF. In §4 we examine the LF for different color-selected galaxy populations of our cluster sample. Discussion and conclusions are presented in §5. Finally, various selection effects and biases are explored in the Appendix. Further details regarding sample selection, observations, image preprocessing, catalogs, and finding charts can be found in López-Cruz (1997) , Barkhouse (2003) , and Barkhouse et al. (2007a;  in preparation, Paper I of this series). A detailed discussion of the color-magnitude relation (CMR) of early-type galaxies using this survey can be found in Paper II (López-Cruz et al. 2004 ). Paper IV characteristics the cluster galaxy luminosity and color distribution by examining the dwarf-to-giant ratio and the galaxy redto-blue count ratio (Barkhouse et al. 2007b, in preparation) . Recent observations suggest that the best cosmological model is characterized by Ω M ≃ 0.3, Ω λ ≃ 0.7, and H 0 ≃ 70 km s −1 Mpc −1 (e.g., Spergel et al. 2003) . Since the effects of curvature and dark energy are negligible at low-redshifts (z < 0.2) and to allow direct comparisons with previous studies, we have set for convenience, unless otherwise indicated, H 0 = 50 km s −1 Mpc −1 and q 0 = 0 throughout this paper.
OBSERVATIONS AND DATA REDUCTIONS
The galaxy cluster sample utilized for this paper is identical to that described in Paper II of this series (López-Cruz et al. 2004) . We summarize the observations and data reductions below.
The galaxy cluster sample is composed of Abell clusters selected mainly from the X-ray compilation of Jones & Forman (1999) . The primary cluster sample was selected based on the following criteria; (1) clusters should be at high galactic latitude, |b| ≥ 30
• ; (2) their redshifts should lie within the range 0.04 ≤ z ≤ 0.20; (3) the Abell richness class (ARC) should, preferably, be > 0; and (4) the declination δ ≥ −20
• . Some ARC = 0 clusters were included in the final sample due to the lack of suitable clusters at certain right ascensions during the observations. This sample includes 47 clusters of galaxies observed in B, and Kron-Cousins R c and I at KPNO with the 0.9 m telescope using the 2048 × 2048 pixel T2KA CCD (0.68 ′′ pixel −1 ) (López-Cruz 1997; López-Cruz 2001 , hereafter the LOCOS sample; López-Cruz et al. 2007, in preparation) .
A sub-sample of eight clusters from Barkhouse (2003) is included to complement our 47-cluster sample by covering the low-redshift interval from 0.02 ≤ z ≤ 0.04. These data were obtained at KPNO with the 0.9 m telescope using the 8K MOSAIC camera (8192 × 8192 pixels; 0.423 ′′ pixel −1 ). The clusters for this sample were selected using the previous criteria except that ARC = 0 clusters were not preferentially excluded. In addition, two clusters imaged in B and R c are included from using the same instrumental setup as the LO-COS sample and selection criteria as the MOSAIC data. All clusters in the sample are detected in X-rays and are found to have a prominent CMR (López-Cruz et al. 2004) .
The integration times for our 57-cluster sample varies from 250 to 9900 s, depending on the filter and the redshift of the cluster (only the B-and R c -band data are considered here). Control fields are also an integral part of this survey. For this study we use a total of six control fields in both the B and R c filters. The control fields were chosen at random positions on the sky at least 5
• away from the clusters in our sample. These control fields were observed using the MOSAIC camera to a comparable depth and reduced in the same manner as the cluster data. All observations included in this study were carried out during 1992-1993 and 1996-1998. Processing of the 8k mosaic images were done using the mscred package within the IRAF environment. The photometric reduction was carried out using the program PPP (Picture Processing Package; Yee 1991), which includes algorithms for performing automatic object finding, star/galaxy classification, and total magnitude determination. A series of improvements to PPP described in Yee et al. (1996) that decreases the detection of false objects and allows star/galaxy classification in images with a variable point-spread-function (PSF) was utilized.
The object list for each cluster is compiled from the R c frames. The R c frames are chosen because they are deeper than the images from the other filters. Galaxy total magnitudes are measured with PPP using a curveof-growth analysis. The maximum aperture size ranged from 20
′′ for faint galaxies (R c > 18.5) to as large as 120
′′ for cD galaxies in z ∼ 0.02 clusters. An optimal aperture size for each object is determined based on the shape of the curve-of-growth using criteria described in Yee (1991) . The photometry of galaxies near the cluster core was carried out after the cD and bright early-type galaxies had been removed using profile-modeling techniques developed by .
Galaxy colors were determined using fixed apertures of 11.0 h −1 50 kpc on the images of each filter at the redshift of the cluster, sampling identical regions of galaxies in different filters, while imposing a minimum color aperture of ∼ 3 times the full-width-half-maximum (FWHM) in order to avoid seeing effects (average seeing ∼ 1.5 ′′ ). The overall internal accuracy in the color determinations is ∼ 0.005 mag in B − R c for bright objects. The errors for faint objects can be as large as 0.5 mag in B −R c . We note that the total magnitude of a galaxy is determined using the growth curve from the R c image, while the total magnitude in the B image is determined using the color difference with respect to the R c image (for more details, see Yee 1991) .
Star/galaxy classification was performed within PPP using a classifier that is based on the comparison of the growth curve of a given object to that of a reference PSF. The reference PSF is generated as the average of the growth curves of high signal-to-noise ratio (S/N), nonsaturated stars within the frame. The classifier measures the "compactness" of an object by effectively comparing the ratio of the fluxes of inner and outer parts of an object with respect to the reference PSF.
Instrumental magnitudes are calibrated to the KronCousins system by observing standard stars from Landolt (1992) . Due to the large field, up to 45 standard stars can be accommodated in a single frame. The color properties of the standard stars cover a large color range that encompasses those of elliptical and spiral galaxies. The standard stars are measured using a fixed aperture of 30 pixels for the LOCOS frames and 32 pixels for the MO-SAIC data. These aperture sizes are selected as being the most stable after measuring the magnitudes using a series of diameters. We adopt the average extinction coefficients for KPNO and fit for the zero points and color terms. The rms in the residuals of individual fittings is in the range 0.020 − 0.040 mag, which is comparable to the night-to-night scatter in the zero points. This can be considered as the systematic calibration uncertainty of the data.
The final galaxy catalogs were generated using the information and corrections derived previously. For data obtained under non-photometric conditions, single cluster images were obtained during photometric nights in order to calibrate the photometry (three clusters in total). The completeness limit for each field is based on a fiducial 5σ limit determined by calculating the magnitude of a stellar object with a brightness equivalent to having a S/N = 5 in an aperture of 2 ′′ . This is done by scaling a bright unsaturated star in the field to the 5σ level. Since the 5σ limit is fainter than the peak of the galaxy count curve, and hence below the 100% completeness limit for galaxies, a conservative 100% completeness limit is in general reached at 0.6 − 1.0 mag brighter than the 5σ detection. See Yee (1991) for a detailed discussion of the completeness limit relative to the 5σ detection limit.
Galaxy colors and magnitudes were corrected for the extinction produced by our Galaxy. The values of the Galactic extinction coefficients were calculated from the Burstein & Heiles (1982) maps using the reported E(B − V ) values, or directly from the A B tabulations for bright galaxies (Burstein & Heiles 1984) with coordinates in the vicinity of our pointed observations using NED. Extinction values used for each cluster are provided in Paper I.
THE LUMINOSITY FUNCTION

Fitting the Schechter Function
The galaxy cluster LF in modern times has mainly been parameterized using the Schechter function (Schechter 1976) . This function has the form
where φ(L) dL is the number of galaxies per unit volume in the luminosity interval L to L + dL, φ * is the number per unit volume, and L * is the "characteristic" luminosity. This function is characterized by having an exponential shape at the bright-end and a power-law like feature, whose slope is measured by α, at the faint-end (for example, see Figure 1 ). By introducing the change
be written in terms of absolute magnitude as
where k = 0.4 ln 10 (cf., Colless 1989) .
The Schechter function is fit to the cluster galaxy counts following the procedure in López-Cruz (1997) . In summary, the function parameters M * , N * , and α are estimated by performing a χ 2 minimization of the form
where N i is the net galaxy counts in the i th bin of the observed LF, N e i is the expected number of counts in the i th bin of width ∆M , and σ i is the uncertainty of the counts in the i th data bin. The expected number of counts in the i th bin, corrected for the loss of information due to the finite bin size, is given by (Schechter 1976 )
where the derivative is with respect to absolute magnitude, and ∆M is the bin width. This correction is derived by Taylor-expanding n(M ) to a third order about the bin's center and integrating
The uncertainty, σ i , is taken to be (cf., Lugger 1986)
where N bi is the background counts in the i th bin, (N e i + N bi ) 1/2 is the Poisson uncertainty in the uncorrected LF counts, and the second term in the square root expression is the measured field-to-field variation per bin in the background field counts (see §3.2). The uncertainty of the observed net galaxy counts due to cosmic variance is thus taken into account when fitting the Schechter function. For a single Schechter function fit, N * is fixed so that the total number of observed galaxies in the data set is equal to the number predicted by the Schechter function. The parameters M * and α are obtained by minimizing equation 3 using the LevenbergMarquardt method (Press et al. 1992 ).
Background Galaxy Correction
The R c -band LF is constructed statistically by subtracting a background galaxy population from the cluster galaxy counts. This method, in contrast to measuring the redshift of individual galaxies in the cluster field, relies on an accurate determination of the background field population. This statistical approach has been used in numerous studies to date (e.g., Oemler 1974; Schechter 1976; Colless 1989; Driver et al. 1998; Yagi et al. 2002; Andreon et al. 2004 ). The modal field-to-field variation per magnitude bin has been measured to be ∼ 30% above Poisson statistics among the six background fields. We use this value to approximately account for the additional uncertainty in the background counts due to field-to-field variations in equation 5. Although the use of galaxy redshifts would provide a more robust determination of the cluster LF, the relatively modest variation of the background counts, with respect to the cluster counts, makes the statistically derived cluster LF valid. A similar conclusion has also been reached by a number of independent studies (e.g., Driver et al. 1998 ).
Several studies have examined the effect on the derived cluster LF using a global background galaxy field correction versus one measured locally for each cluster (e.g., Goto et al. 2002; Hansen et al. 2005; Popesso et al. 2005; González et al. 2006) . For example, Popesso et al. (2005) has shown for a study of 69 clusters based on SDSS DR2 data, that there is no significant difference in the measured cluster LF using either a global or local background subtraction technique.
Contamination from the 2-d projection on the sky of a distant cluster in the field-of-view of the target cluster can prove to be problematic by skewing the LF, especially at the faint-end where galaxies from the background cluster directly add to the desired LF. Fortunately, the CMR can help minimize this contamination by identifying the early-type red sequence of the target cluster (López-Cruz et al. 2004 ). The effect of background clusters on the desired LF can thus be reduced by selecting an appropriate color cut, thus eliminating objects redder than the cluster red sequence. This method can also help to locate foreground clusters which, given the low redshift of our cluster sample, are not a significant concern for this study.
To minimize contamination from background galaxies, we cull galaxies that are 0.22 mag redward of the CMR (i.e., ≥ 3.0 times the average B − R c dispersion of the cluster red sequence). The dispersion of the cluster red sequences are tabulated in Table 1 of López-Cruz et al. (2004) and histogram representations of the rectified B − R c color distributions are presented in Paper I (see also Figure 1 from López-Cruz et al. 2004) . In several cases (e.g., A2152), a color cut < 3σ is used if a second red sequence from a more distant cluster (and hence at a redder B − R c ) is apparent in the color-magnitude diagram (CMD) of the target cluster. For faint magnitudes, we cull galaxies redder than 2.5σ B−Rc if 2.5 times the average uncertainty in the galaxy B − R c is redder than 3.0 times the dispersion of the cluster red sequence.
3.3. K-Correction K-corrections are applied using a single parametrization based on early-type galaxies, which dominant the cluster galaxy population Dressler (1980) . At the low redshift of our sample, the difference between early-and late-type galaxies is minimal for the R c -band. In general, the maximum K-correction applied was ∼ 0.2 mag. The K-correction adopted for each cluster is tabulated in Paper I. All LFs presented in this paper have been extinction-and K-corrected, and no attempt has been made to correct for individual internal galaxy absorption.
Cluster Dynamical Radius
Studies of the properties of galaxy clusters, such as the CMR and LF, have been routinely compared on a cluster-by-cluster basis. Nearly all of these studies define a "cluster" based on the total area covered by the telescope detector (e.g., Dressler 1978; López-Cruz 1997) or by using a specific physical length (e.g., 1 h −1 100 Mpc; Yagi et al. 2002) . The large variation in cluster richness inhibits the usefulness of the above techniques for robustly comparing cluster properties. Some authors have attempted to "normalize" clusters by directly comparing only clusters of comparable class (e.g., Bautz-Morgan type) or by weighting each cluster according to richness (Garilli et al. 1999; Piranomonte et al. 2001; De Propris et al. 2003) . The use of a variety of different methods have certainly contributed to conflicting results that have emerged from past investigations regarding measurements such as the universality of the LF (Lugger 1986; Driver et al. 1998; Popesso et al. 2006) .
As a means of computing a "dynamical" radius within which cluster characteristics can be robustly compared, the r 200 radius was calculated for each cluster. The r 200 radius marks the size of a cluster within which the average density is 200 times the critical density, and follows from the definition used in Carlberg et al. (1997) and Yee & Ellingson (2003) . The r 200 radius is expected to contain the bulk of the virialized mass of a cluster (e.g., Cole & Lacey 1996) and is used in this study as a scaling factor to compare cluster features. The use of this type of "normalization" allows us to compare galaxy cluster populations in a less biased fashion, especially those properties which are a function of cluster richness and cluster-centric radius. This approach has recently been implemented by Hansen et al. (2005) and Popesso et al. (2006) to study the properties of a sample of clusters/groups from the SDSS.
The procedure for determining r 200 involves the calculation of the velocity dispersion, which requires redshift measurements for a number of cluster galaxies. The data available for this study do not include redshift information for cluster members, thus an alternative method was employed to estimate r 200 for each cluster.
5 This method relies on the correlation between B gc and r 200 as measured for the CNOC1 sample (Yee & Ellingson 2003) . The B gc parameter is a measure of the cluster-center galaxy correlation amplitude, and has been shown to be a robust estimator of cluster richness Yee & Ellingson 2003) . The measured values of B gc for our cluster sample are calculated using the method outlined in . Figure 2 depicts the relationship between r 200 and B gc for 15 clusters from the CNOC1 survey (Yee et al. 1996) , adopted from Yee & Ellingson (2003) . We note that the r 200 vs. (6) where r 200 has units of Mpc, and B gc units of Mpc 1.8 . The rms scatter in the derived values of r 200 is on the order of 15%. The fit was performed using the bisector bivariate correlated errors and intrinsic scatter (BCES) estimator (Akritas & Bershady 1996) since this algorithm accounts for uncertainties in both variables. The cluster MS 1455+22 (open circle in Figure 2 ) was excluded from the fit since it is ∼ 3σ from the expected relation (see Yee & Ellingson 2003 for a detailed discussion of MS 1455+22).
The estimation of r 200 for each cluster is accomplished by calculating the value of B gc directly from the galaxy cluster photometric catalog and then applying equation 6 to determine r 200 . Table 1 lists the values of B gc and r 200 for each cluster used in this study. The tabulated uncertainty in the value of r 200 is calculated directly from the 15% rms scatter. showed that a subset of our Abell cluster sample has a similar relationship between cluster velocity dispersion (σ v ) and B gc as the CNOC1 sample, and since r 200 is estimated from σ v , the r 200 -B gc relation for the Abell clusters should be similar to that of the CNOC1 sample.
To test the validity of our results, we compare the values of r 200 from Table 1 for those clusters in common with Rines et al. (2003) , Miller et al. (2005) , Popesso et al. (2007) , and Aguerri et al. (2007) 
Individual Cluster Luminosity Functions
The R c -band LFs for the 57 clusters presented in this paper are depicted in Figure 1 for galaxies brighter than the 100% completeness limit. To help facilitate the comparison between clusters, the LFs are generated using galaxy counts within a radius of (r/r 200 ) ≤ 0.4 from each cluster center. The cluster center is normally selected using the brightest cluster galaxy (BCG) or, when some doubt exists, the brightest early-type galaxy that is closest to the X-ray centroid as given, for example, by Jones & Forman (1999) . Figure 1 includes the R cband LF for A496 and A1142 from data obtained by . The small size of the detector (2k×2k) and the low redshift, limits the LF coverage to within a cluster-centric radius of (r/r 200 ) ≤ 0.2 for Abell 496 and (r/r 200 ) ≤ 0.3 for Abell 1142.
The cluster LFs presented in Figure 1 have each been fit with a Schechter function in the range −24 ≤ M Rc ≤ −20, with the faint-end slope fixed at α = −1. This has been done to help serve as a reference point for comparing individual clusters. The fitted value of M * for each cluster is tabulated in Table 1 and the bestfit Schechter function is represented by the solid line in Figure 1 . The fitting of the LFs does not include the BCG. The presence of these galaxies is easily noticed by their affect on the brightest magnitude bin, whose value is usually offset from the best-fit Schechter function. Schechter (1976) remarked that BCGs do not seem to be a natural extension of the cluster LF (see also, Sandage 1976; Dressler 1978; Loh & Strauss 2006) . A fit to his composite LF for a sample of 13 clusters was more robust when the BCG was excluded from each cluster. This has led to numerous debates on the formation mechanism of BCGs (e.g., Geller & Peebles 1976; Bhavsar 1989; Bernstein & Bhavsar 2001) . Since most studies of cluster LFs exclude the BCG from the LF fit, BCGs will not be included in subsequent LF analysis unless otherwise noted (see additional discussion in §A.6).
Visual inspection of the individual cluster LFs in Figure 1 indicates that, in general, the bright-end appears to be well-fit by a Schechter function, with a rising faintend (M Rc −19) of various strength. The presence of a "flat" LF (α = −1.0) at the faint-end usually occurs for clusters in which the uncertainty in the net galaxy counts at the faint-end is large, or the LF has not been sampled to a sufficient depth to reveal a rising faint-end component, although we can not rule out intrinsically flat LF clusters.
An additional feature, visible for several cluster LFs, is a "dip" in the galaxy counts at −20 M Rc −19. This characteristic is most-prominent for A84, A154, A634, A690, A1291, A1569, A1656, A1795, A2384, and A2556. A possible cause of this feature is the variation in the ratio of galaxy types that comprise the individual cluster galaxy population. This may result from the fact that the elliptical and spiral galaxy LF is better described using a Gaussian function, while the dwarf galaxy LF is "Schechter-like" in shape (Binggeli et al. 1988 ).
Composite Luminosity Function
Total Luminosity Function
The statistical subtraction of a background galaxy population can drastically affect the accuracy of determining the shape of the cluster LF when the net number of cluster galaxies is small. Generally, this will be an important factor for galaxies located in the outskirts of clusters. To reduce the uncertainty in the shape of the LF at large cluster-centric radii, cluster galaxy counts have been combined to form a composite LF. This also averages out any apparent variations in the shape of the individual LFs due to cosmic variance in the background counts. To provide an adequate coverage of the faintend of the LF, we have selected a sub-sample of 29 clusters for the composite LF that are 100% complete to M Rc = −16.5 (absolute R c -band completeness limits, M Com Rc , are tabulated in Table 1 ). Following the procedure for combining cluster counts in adjacent magnitude bins (Schechter 1976) , clusters complete to M Rc = −17.0 (13 additional ones) are also included in our composite LF. This has been accomplished by scaling the number of net galaxy counts in the faintest magnitude bin (−17.0 ≤ M Rc ≤ −16.5) by the ratio (N 2 /N 1 ); where N 1 is the total net galaxy count to M Rc = −17.0 for the 29 clusters complete to at least M Rc = −16.5, and N 2 is the total net galaxy count to M Rc = −17.0 for the 42 clusters complete to at least M Rc = −17.0. By following this method, we are able to construct a composite LF which is complete to M Rc = −16.5 and contains galaxy counts from 42 individual clusters.
To search for differences in the LF which may correlate with cluster properties, we present the composite R c -band LF in Figure 3 for four different radial bins, centered on the BCG, extending out to (r/r 200 ) = 1. Examination of Figure 3 clearly shows that a single Schechter function is inadequate to fully describe the shape of the composite LF at any radius. The sum of two Schechter functions has therefore been used to model the shape of the LF, with the resultant fit given by the solid line in Figure 3 .
Several recent studies have determined that the sum of two Schechter functions provides a more adequate fit to the cluster LF than a single Schechter function (e.g., Driver et al. 1994; Hilker et al. 2003; González et al. 2006; Popesso et al. 2006) . Alternative LF fitting functions include a Gaussian for the brightend and a single Schechter function for the faint-end (e.g., Thompson & Gregory 1993; Biviano et al. 1995; Parolin et al. 2003 ), a single power-law fit to the faintend (e.g., Trentham et al. 2001) , and an Erlang plus a Schechter function (Biviano et al. 1995) .
For Figure are free to vary, we find that the geometric mean of the ratio (N * 2 /N * 1 ) = 2.12 when measured over the four radial bins from (r/r 200 ) = 0.0 to 1.0. Due to the relatively bright absolute magnitude limits (−16.5) and the strong coupling of the Schechter function parameters, we have chosen to derive the faint-end slope α as the primary parameter of interest and thus set (N * 2 /N * 1 ) = 2. The resultant Schechter function fit parameters for the composite LFs are tabulated in Table 2 , along with the 1σ uncertainties, where M * 1 and M * 2 are the turnover in the bright and faint Schechter functions, respectively. Since the faint-end slope of the first function has been fixed at α 1 = −1.0, only α 2 is presented. The individual clusters that comprise the sample of 42 clusters used to construct the composite LF cover various fractions of (r/r 200 ). This results in a different number of clusters contributing to the LF counts in each of the four separate radial bins (see column 7 from Table 2 ).
Examination of Figure 3 and Table 2 clearly indicates that the faint-end slope tends to become steeper as cluster-centric distance increases. The faint-end slope is significantly steeper, as measured out to (r/r 200 ) = 1, than the traditional value of α = −1.25 (Schechter 1976) . To facilitate the comparison between the different LFs, the LF for each of the four radial bins has been plotted together in . These results are consistent with the increase in the steepness of the faint-end slope with increasing radius. Due to the degeneracy in fitting the LF, the relative fraction of bright and faint cluster galaxies can be best studied by integrating over the respective LFs. This will be discussed in detail in the context of the dwarf-to-giant ratio of red-and blueselected galaxies in Paper IV of this series.
We compare our composite LF with two recent studies by converting to R c using Fukugita et al. (1995) and adopting our distance scale. González et al. (2006) used a double Schechter function to characterize the composite LF of 728 groups/clusters selected from SDSS DR3. They find M * = −23.12 ± 0.12 with α = −1.89 ± 0.04 for galaxies selected within 1.0 Mpc of the group center. Dividing their sample into two radial bins (0.0-0.6 and 0.6-1.2 Mpc), González et al. determined that M * gets brighter with increasing radius (−22.9 ± 0.2 to −23.5 ± 0.2), while the faint-end slope becomes steeper (α = −1.80 ± 0.03 to α = −1.99 ± 0.03). The measured range in M * for this study is significantly brighter (∼ 0.6 − 1.1 mag) than our results tabulated in Table  2 . This may be related to the fact that the González et al. sample consists predominately of group systems. For the faint-end, the measured slope values are consistent with our results, including the trend for a steepening of α with increasing radius. Popesso et al. (2006) studied the composite LF of 69 clusters from the ROSAT All Sky Survey/SDSS galaxy cluster catalog (RASS-SDSS) using the sum of two Schechter functions. The faint-end slope was found to increase from α = −2.02 ± 0.06 to −2.19 ± 0.09 when the sampling radius increased from r 500 to r 200 . This compares well with our measured range in α even though we use annuli to determine α rather than a circular region with a changing radius. For the bright-end LF, Popesso et al. finds α varies from −1.05 ± 0.07 for r 500 to −1.09 ± 0.09 for r 200 . This result is consistent with our use of a fixed α 1 = −1.0. Also, M * of the bright-end was found to brighten slightly from M Rc = −22.54 ± 0.13 at r 500 to M Rc = −22.64 ± 0.16 for r 200 . These re-sults are consistent within 1σ of our measured values of −22.26 ± 0.06 and −22.38 ± 0.15 for the inner-and outermost radial bin, respectively. In addition, we also detect a slight brightening of M * with increasing cluster-centric radius as reported by Popesso et al. for their sample.
Red Sequence Luminosity Function
To explore the dependency of the composite LF on the physical properties of cluster galaxies such as color, the cluster galaxy catalogs have been divided into various sub-samples that populate different regions of the CMD.
The composite LF of galaxies located on the red sequence of the CMR was constructed by selecting galaxies using the following criteria: 1) galaxies are selected if they are within ±3.0 times the average dispersion of the Gaussian fit to the CMR (i.e., ±0.22 mag; López-Cruz et al. 2004) or, depending on which is greater, 2) within 2.5 times the average uncertainty in the galaxy B − R c color redward of the red sequence fit (see Figure 5 ). In practice, galaxies at the bright-end of the red sequence will be selected according to the first criterion; as fainter galaxies are chosen, the uncertainty in the B −R c color will increase to a value where galaxies will be selected via criterion 2.
The first criterion defines the loci of the red sequence in the CMD. The second criterion helps insure that faint red sequence galaxies near the completeness limit are selected, even though they will be scattered further from the CMR than the limit imposed by criterion 1 due to the increased uncertainty in the measured color. As stated in the second criterion, only galaxies redward of the CMR were chosen. This was implemented to minimize the inclusion of galaxies blueward of the red sequence (what we refer to as the "blue" galaxy population), which are scattered into the red sequence region due to the color uncertainty at faint magnitudes. To compensate for the "missing" members of the red galaxy population that are located blueward of the red sequence, the net galaxy counts for those galaxies fainter than the magnitude at which objects are culled based on criterion 2, have been increased by a factor of two, since in the absence of a blue galaxy population one might expect the red sequence members to be symmetrically distributed on either side of the CMR. Figure 5 illustrates the region of the CMD where red sequence galaxies have been selected for Abell 260. For galaxies brighter than R c = 18.8 (indicated by the vertical dashed line), the 2.5σ B−Rc is less than 3.0 times the average dispersion of the red sequence (0.22 mag), thus galaxies are chosen according to criterion 1. For galaxies fainter than R c = 18.8, the uncertainty in the color measurement invokes selection by criterion 2. As depicted in Figure 5 , only galaxies redder than the red sequence are selected for magnitudes fainter than R c = 18.8 mag.
The net red sequence galaxy counts were calculated by subtracting the background field counts from the "raw" red galaxy counts. The background field galaxies were selected using identical color cuts as imposed on the red sequence galaxy sample.
The composite red sequence galaxy LF for four different radial bins (same annuli as that used for the total composite LF) is depicted in Figure 6 . The LFs have been constructed by scaling and combining clusters, complete to M Rc = −16.5, using the same method as that described for the total composite LF ( §4.2.1). Visual inspection of the red sequence LFs shows that a single Schechter function, in general, would provide a reasonable fit to the overall shape of the LF except for the faintest magnitude bins. To compare the red sequence LF to the total LF, we fit the sum of two Schechter functions to the red sequence LFs. By allowing N * 1 and N * 2 to vary, we find that the geometric mean of the ratio (N * 2 /N * 1 )=0.4, averaged over the four radial bins. We thus impose that (N * 2 /N * 1 )=0.4 and fit for M * 1 , M * 2 , and α 2 . These fits are depicted in Figure 6 and the best-fit parameters tabulated in Table 3 . We note that the LF fit to the faint component for the inner-most region is poorly constrained due to the lack of data points from the rising faint-end slope. We also find that when holding M * 2 fixed and allowing (N * 2 /N * 1 ) and α 2 to vary, (N * 2 /N * 1 ) increases with increasing cluster-centric radius.
In Figure 7 the four red sequence LFs have been superimposed by scaling the outer three LFs to match the inner-most LF in the magnitude range −22 ≤ M Rc ≤ −21. All four LFs appear to be equivalent to each other for magnitudes brighter than M Rc ≃ −18. For magnitudes fainter than M Rc ≃ −18, the inner-most LF appears to contain the smallest contribution from the faint galaxy component. In addition, a dip in the LF at M Rc ∼ −18 is apparent for all four radial bins (see also Figure 6 ).
The red sequence LFs depicted in Figure 7 are remarkably similar in shape to the composite LF for galaxies selected as having an r 1/4 -like surface brightness profile given in Yagi et al. (2002) (see their Figure 7 ). This is not unexpected since the red sequence is dominated by early-type galaxies whose surface brightness distribution can be approximated by an r 1/4 -like profile. The Yagi et al. composite LF is sampled to M Rc ∼ −16.5, for our adopted cosmology, and thus compares directly with the red sequence LFs presented in this paper. An upturn in the red sequence LF at the faint-end is present in our sample (see Figure 6 and 7) and in the composite r 1/4 LF from Yagi et al. This upturn may be the result of scattering from the blue galaxy population; however, if this is the case, the scattered galaxies must also contaminate the sample of r 1/4 -like surface brightness profiles measured by Yagi et al., which seems unlikely.
In addition to Yagi et al. (2002) , we also compare our red sequence LFs with the 2dF Galaxy Redshift Survey cluster sample from De Propris et al. (2003) . This study presents composite LFs for a sample of 60 clusters based on the selection of galaxies relative to a classification parameter derived from the principal component analysis of spectra from Madgwick et al. (2002) . LFs are constructed for early-, mid-, and late-type classes, with spectral classification based on star formation rates rather than morphological type. Assuming that the early-type spectral class is associated with red sequence cluster galaxies, we compare our results from Table 3 In §4.2.1 we compared our total composite LF with Popesso et al. (2006) . That study also presents the composite LF for early-type cluster galaxies based on selecting galaxies with 2.22 ≤ u − r ≤ 3. Converting to R c and our distance scale, Popesso et al. finds M * Rc = −22.27 ± 0.14, with a faint-end slope of α = −2.01 ± 0.11 for galaxies measured within r 200 . Our M * values range from −22.28 ± 0.07 to −22.61 ± 0.19, thus we are in good agreement with Popesso et al. given that we measure LFs in a series of concentric annuli. The faint-end slope of Popesso et al. is flatter than our values tabulated in Table 3 (−5.26 ≤ α ≤ −2.83). This discrepancy is mostlikely due to the poor fit at the faint-end of our LFs as indicated by the large reduced-χ 2 values in Table 3 . In fact, Popesso et al. samples 1 mag deeper than our data set, and thus is able to place a better constraint on the faint-end slope. We also note that the rise in the faint-end slope of the early-type LF from Popesso et al. occurs at approximately the same magnitude as our study (M Rc ∼ −18.5).
Blue Galaxy Luminosity Function
We construct the LF of blue cluster galaxies by selecting galaxies in the CMD blueward of the red galaxy sample. The selection of the galaxies is illustrated in Figure 8 , using Abell 260 as an example. Here, galaxies brighter than R c = 18.8 are designated as blue galaxies if their B − R c color is bluer than the blueward limit used to select the red sequence population. The color criterion for blue galaxies at M * is B − R c = 1.4 for Abell 260. This corresponds to an Sab-type galaxy using B − R c galaxy colors tabulated in Fukugita et al. (1995) . Galaxies fainter than R c = 18.8 mag are selected if they are located in the region of the CMD that is bluer than the area used to select the red sequence galaxies and brighter than the completeness magnitude. An additional correction to the galaxy counts is made by subtracting the net red sequence galaxy counts (measured from the region of the CMD fainter than R c = 18.8) from the net blue cluster galaxy counts.
6 This correction is necessary to account for the red sequence galaxies that inhabit the region in the CMD that is bluer than the area used to select the red galaxy population at the faint-end.
The blue galaxy LF for four different annuli (same radial bins as that used for the total and red composite LFs) is depicted in Figure 9 . The LFs have been constructed by scaling and combining clusters, complete to M Rc = −16.5, as described previously for the total and red sequence LFs. As determined for the total and red sequence LFs, a single Schechter function is unable to adequately describe the shape of the blue galaxy LF. A sum of two Schechter functions (solid line in Figure 9 ) is fit to the blue LFs, with the best-fit Schechter parameters given in Table 4 . For the LF fit procedure we set (N * 2 /N * 1 )=3, which is equal to the geometric mean of the ratio averaged over all four radial bins when N * 1 and N * 2 are allowed to vary. In Figure 10 the blue LFs have been superimposed by scaling the outer three LFs to match the inner-most LF in the magnitude range −22 ≤ M Rc ≤ −21. In general, all four LFs appear to be very similar in shape, with a slight tendency for a steeper faint-end slope at a larger cluster-centric distance. This trend can be ascertained by examining the value of α 2 measured for the four LFs (see Table 4 ). We note that if we fix M * 2 and solve for (N * 2 /N * 1 ) and α 2 , (N * 2 /N * 1 ) decreases slightly with increasing cluster-centric radius. We also note that the blue LFs are similar in shape to the composite LF composed of galaxies having an exponential-like surface brightness profile from Yagi et al. (2002) , while our faint-end slope is much steeper (−1.62 ≤ α ≤ −1.82). As described in §4.2.2, the De Propris et al. study does not probe the faint-end of the LF to the same depth as our study (∆M ∼ 1.5 mag). The fit of the faint-end slope is further complicated by the large completeness corrections required for the faintest two magnitude bins. Thus, it is not surprising that the faint-end slope of the late-type LF from De Propris et al. is flatter than our value tabulated in Table 4 . The trend of a steeper α for late-type galaxies compared to early-type systems, is consistent with our results for blue versus red galaxies. Popesso et al. (2006) presents the late-type composite LF constructed by selecting galaxies with u − r ≤ 2.22 for a sampling radius of r 200 . Unlike our results for the blue LF, a single Schechter function is found to be an adequate fit to the late-type LF. Converting the SDSS r-band to R c and employing our distance scale, the latetype LF from Popesso et al. has M * Rc = −23.41 ± 0.52 and α = −1.87 ± 0.04. The value of M * from Popesso et al. is significantly brighter (∼ 1.5 mag; 2.7σ level) than the average value measured for our blue LF. The Popesso et al. result is also ∼ 1.4 mag brighter (2.5σ level) then De Propris et al. for their late-type LF, and ∼ 0.8 mag brighter than the exponential composite LF from Yagi et al. (2002) . We also note, based on De Propris et al., Yagi et al. , and this study, that M * is brighter for the red (early-type, r 1/4 -like) LF than for the blue (latetype, exp-like) LF. This is not the case for Popesso et al., where the early-type LF has a fainter M * (∼ 1.1 mag) than the late-type LF. We do not understand this discrepancy, but speculate that it may be due to the selection of galaxy types by Popesso et al. based on u − r color. The faint-end slope of the Popesso et al. late-type LF (α = −1.87 ± 0.04) is consistent with the range in slope values measured for our blue LF (−1.62 ± 0.05 to −1.82 ± 0.10).
In Figure 11 the total, red sequence, and blue LFs for the four radial bins are directly compared. To aid this comparison, the red sequence and blue LFs have been matched to the total LF in each radial bin by scaling the red and blue galaxy counts such that the number of galaxies between −24 ≤ M Rc ≤ −16.5 is equal to the total LF in the same magnitude range. Inspection of Figure 11 shows that the total and red sequence LFs are composed of a bright galaxy component that is much more significant than the contribution from the blue LFs. For the faint-end, the blue galaxy sample appears to contribute the greatest fraction of the faint dwarf galaxy population, with the largest difference apparent for the inner-most radial bin where (r/r 200 ) ≤ 0.2.
It is also interesting to observe that M * for the faint LF component gets brighter with increasing cluster-centric radius for the red galaxy population and fainter for the blue galaxies. We will fully discuss this feature in the context of color-selected giant and dwarf galaxies in Paper IV of this series. The variation in the value of M * of the cluster LF can be used to gauge whether the LF is universal in shape at the bright-end, or whether luminosity segregation takes place (i.e., bright galaxies occupy preferentially the central regions of clusters). The measurement of M * has been important, historically, for potential use as a "standard candle" (e.g., Schechter 1976; Dressler 1978; Colless 1989 ) and quantifying any variation in its value is important. We adopt the premise that the bright-end of the LF is universal if the median uncertainty of M * is comparable to the measured dispersion of the distribution.
To measure the variation in the bright-end of the LF, the value of M * was determined for our sample by fitting each cluster with a single Schechter function as described in §4.1; i.e., fitting the net galaxy counts in the magnitude range −24 ≤ M Rc ≤ −20, with the faint-end slope fixed at α = −1. Only galaxies measured within a cluster-centric radius of (r/r 200 ) ≤ 0.4 were selected. This allows us to maximize the number of clusters in our sample while normalizing each one to the same dynamical radius without being adversely affected by small number statistics. Values for M * for 55 clusters satisfying the magnitude and radius criteria are tabulated in Table 1 .
In Figure 12 we plot the distribution of M *
Rc , which appears approximately Gaussian with a mean M * Mpc. Their distribution is Gaussian-like in shape with an estimated mean of ∼ −22.6 and a dispersion of ∼ 0.5 mag (transformed to our filter and distance scale). Given that the Popesso et al. LFs are measured with a fixed aperture, and at a larger radius than ours, it is not unexpected that they obtain a somewhat larger dispersion and a brighter mean M * Rc than our results, which may arise from a mild dependence of M * on cluster-centric radius (see §4.3.2).
Given the size of the dispersion, our results are not too dissimilar even though Popesso et al. used a fixed physical length scale for the counting aperture size rather than scaling relative to a dynamical radius like r 200 .
Since the uncertainty in M * Rc is expected to be a function of cluster richness (assuming Poisson statistics), we measure the median uncertainty and dispersion of M * for three bins based on cluster richness; i) B gc > 1500, ii) 1000 < B gc < 1500, and iii) B gc < 1000. The dividing (Fukugita et al. 1995) and our adopted cosmology, we find M * Rc = −22.39 ± 0.16, which is in very good agreement with our result. From a sample of 69 clusters extracted from the RASS-SDSS, Popesso et al. (2006) found M * r = −20.94 ± 0.16 and α = −1.09. The cluster galaxies were measured within a cluster-centric radius of r 200 . Transforming to our cosmology and passband yields M * Rc = −22.64±0.16, which is consistent with our measurement. Hansen et al. (2005) presents M * r for a sample of clusters/groups selected from the SDSS Early Data Release. The Hansen et al. study tabulates M * r for several cluster samples of various richness with a faint-end slope fixed at α = −1.0 (see their Table 2 ). The value of M * for their richest sub-sample, which compares more directly with our Abell clusters, was determined to be M * r = −20.86 ± 0.05. Transforming to our adopted cosmology and R c -band filter, we find M * Rc = −22.53±0.05. This result is based on cluster galaxies measured within r 200 and is in excellent agreement with our results. Hansen et al. also suggests that M * is correlated with cluster richness in the sense that richer clusters have a brighter M * r . For their three richest bins, M * r differs by ∼ 4σ between the poorest and richest sub-samples. To search for a similar correlation in our Abell sample, we have divided our clusters into three bins based on B gc ; i) B gc < 1000, ii) 1000 ≤ B gc < 1500, and iii) B gc > 1500. For these three sub-samples we find M * Rc = (−22.36 ± 0.08, −22.25 ± 0.07, −22.28 ± 0.05) for B gc = (< 1000, 1000 − 1500, > 1500). No correlation between M * Rc and cluster richness (as measured by B gc ) is evident.
To search for a possible correlation with richness for individual clusters, we plot in Figure 13 the distribution of M * Rc as a function of B gc . A Spearman rankorder correlation coefficient (Press et al. 1992) indicates that a correlation between M * Rc and B gc is not significant (r s = −0.08), with a 45% probability that the variables are correlated. It is not too surprising that cluster richness, as measured by B gc , does not have a strong influence on M * Rc since we have normalized our cluster sample in terms of r 200 . In Figure 13 we do see a trend where the spread in the measured value of M * Rc decreases with increasing B gc . This is most-likely due to the increased uncertainty in the measurement of M * Rc for poorer clusters. For the ten clusters with the smallest value of B gc , the average uncertainty in M * Rc is 0.69 mag, while for the ten clusters with the largest value of B gc , the mean uncertainty is 0.22 mag. Hilton et al. (2005) finds a correlation between M * bj and X-ray luminosity such that low-L X clusters have a brighter M * than high-L X systems (∆M ∼ 0.51 mag). To compare our results, we use L X measurements from Ebeling et al. (1996 Ebeling et al. ( , 2000 for a sub-sample of 41 clusters in common and construct composite LFs for a low-L X (L X < 3×10 44 ergs s To search for a correlation of LF parameters with cluster mass, De Propris et al. (2003) divided their sample into two groups based on velocity dispersion (σ ≷ 800 km s −1 ). A Schechter function fit to the low-and high-σ group yields the same M * at the 1σ level. This is consistent with our findings that M * is not correlated with cluster mass.
The characterization of clusters based on the relative contrast of the brightest cluster galaxy defines the Bautz-Morgan type (BM-type) classification scheme (Bautz & Morgan 1970) . The evolutionary state of a cluster, as characterized by its BM-type, is expected to be correlated with M * if the BCGs are created via the merger of giant galaxies through a cannibalism-like process (e.g., Dressler 1978) . Galactic cannibalism would reduce the number of bright galaxies and therefore shift M * Rc to a fainter value. To test this scenario, we plot in Figure 14 M * versus BM-type for 54 clusters (A1569 has no published BM-type). The solid line in Figure 14 depicts a least-squares fit to the data and suggests that a weak correlation exits in the sense that early BMtype clusters have a fainter M * than later BM-types. A Spearman rank-order test gives a correlation coefficient of r s = −0.28, with a 96% probability that these two variables are correlated. This result lends support to the theoretical study of Merritt (1984) in which the formation of the BCG occurs while the cluster is collapsing. It is expected that relatively little evolution of the BCG happens after the cluster is virialized. If we associate the early BM-type clusters with fully relaxed virialized systems and late BM-types with unrelaxed systems in the process of collapsing, the trend of the correlation between M * and BM-type from Figure 14 can be explained. Since M * is correlated with BM-type, we correct the values of M * for this correlation and find that the dispersion in M * Rc decreases from 0.31 mag to 0.24 mag. This result is consistent with the universality of M * within the 0.3 mag range.
To investigate the possible correlation between M * and B gc for selected BM-types, we divide our 54 clusters into early BM-types (I and I-II) and late BM-types (II, II-III, and III). A Spearman rank-order correlation analysis for the early BM-type sample yields r s = −0.27, with a 72% probability that M * and B gc are correlated. For the late BM-type clusters we find r s = −0.08 with only a 39% probability that M * and B gc are correlated. These results indicate that no significant correlation exists between M * and cluster richness among similar BM-type clusters when measuring galaxies within an equivalent dynamical radius and thus further supports the notion that M * is universal within the measured uncertainty. De Propris et al. (2003) 100 Mpc, which may add to the dispersion of M * . Also, galaxy magnitudes from De Propris et al. are based on m bj magnitudes, which are more susceptible to recent star formation and dust attenuation than R c magnitudes. In addition, De Propris et al. fits for the value of α while we impose the constraint that α = −1. Since M * and α are correlated, a steeper α will in general yield a fainter M * . The faint-end slope of the early BMtype LF from De Propris et al. is flatter than the slope of the late BM-type LF. Forcing α to be the same will increase ∆M between these two samples. Although the difference in M * between the BM-type samples in De Propris et al. is not significant, it is interesting to note that the late BM-type sample has a slightly brighter M * , equivalent to the trend we measure.
The Cluster-Centric Radial Dependence of M *
The variation of M * as a function of cluster-centric radius was examined by measuring the bright-end of the composite LF constructed from our entire 57 cluster sample. These clusters are 100% photometrically complete to M Rc = −20, and thus maximize the number of clusters used to determine M * in order to minimize its measured uncertainty. (Recall that the M * values tabulated in Tables 2-4 are measured for a sample of 42 clusters that are complete to M Rc = −16.5.)
The dependence of M * on cluster-centric radius was determined by fitting a single Schechter function to the net galaxy counts from −24 ≤ M Rc ≤ −20 for the four radial bins used previously (for example, see Figure 3 ). The faint-end slope of the Schechter function was fixed at α = −1.0 as was done when measuring M * for the individual cluster LFs. Since different clusters cover various fractions of r 200 , the total number of clusters contributing to the composite sample will vary with cluster-centric radius.
In Figure 15 we plot M * as a function of (r/r 200 ) for the total composite cluster sample, as well as samples compiled by selecting red and blue galaxies from our 57-cluster sample (see §4.2 for color selection criteria). Inspection of Figure 15 reveals that for the red and blue composite samples, M * gets brighter with increasing cluster-centric radius. For the total composite sample, we find a similar correlation, although the trend is much weaker. This weaker trend is due to the interplay between the relative dominance of the red and blue galaxies as a function of cluster-centric radius. M * near the center is dominated by red galaxies; whereas at larger radii, blue galaxies with a fainter M Rc become an increasingly more important component, flattening the M * Rc dependence on radius. The difference in M * between the inner-and outer-most radial bin is ∆M = 0.48 mag for the red sequence LF (3.3σ level) and ∆M = 0.27 mag for the blue LF (1.2σ level).
To quantify the correlation for each of our three composite cluster samples, we calculate the linear correlation coefficient r statistic (Press et al. 1992) . For the total composite cluster sample, we find that the linear correlation coefficient is r = −0.91, with a 92% probability that M * and radius are correlated. The red sequence composite cluster sample yields r = −0.98, with a 98% probability of a correlation. For the blue galaxy cluster sample, the linear correlation coefficient is r = −0.98 and a 98% probability of a correlation.
DISCUSSION AND CONCLUSIONS
Universality of the Luminosity Function
We have examined the distribution of M * for the bright-end of the LF in the core of Abell clusters. We found that the dispersion in M * is comparable to the average measured uncertainty, even when dividing the cluster sample into different richness groups based on B gc . We use this result to indicate that M * is universal at the 0.3 mag level for a restricted magnitude range and when measured within a specific dynamical radius. In addition, we find a weak trend in which early BM-type clusters have a fainter M * than late BM-types. One of the primary goals of this paper is to explore the change in the cluster R c -band LF as a function of cluster-centric radius. From a sample of 57 low-z Abell clusters, we have measured LFs covering various fractions of r 200 for both the red sequence and blue cluster galaxy populations. Our results indicate that the overall shape of the LF is dependent upon distance from the cluster center. In general, the LFs exhibit an increase in the steepness of the faint-end slope with increasing radius. The radial dependence of the rate-of-change in α is greatest for the total cluster sample (i.e., red plus blue galaxies), while the blue LF is less dependent. The red sequence LF is mostly flat (α ∼ −1) over a span of ∼ 5 magnitudes (−23 < M Rc < −18), with a rising faint-end for M Rc > −18. In contrast, the blue galaxy LF is much steeper (α ∼ −1.8) over this same luminosity range, with minimal change in shape out to r 200 . The very rapid increase in α for the total LF is likely due to a combination of steepening slope for both red and blue LFs and the increasing dominance of the blue population at large cluster-centric radii. In addition, the red sequence LF has a much brighter characteristic magnitude (∼ 0.6 mag) over all radii than the blue galaxy luminosity distribution. These results lend support to several recent studies that have observed similar characteristics for red and blue galaxy LFs drawn from low-to high-density environments (e.g., Beijersbergen et al. 2002a; Goto et al. 2002; Baldry et al. 2004) .
The general trend for the LF to become flatter with decreasing cluster-centric radius supports the hypothesis that dwarf galaxies are tidally disrupted near the cluster center. This idea has been used by López-Cruz et al. (1997) to help explain the formation of BCG halos and the origin of a large fraction of the gas content in the intracluster medium.
The dependence of the shape of the LF on clustercentric radius provides strong evidence that the relative mixture of giant and dwarf galaxies depends on the fraction of the virial radius that is measured. This argues against the global universality of the cluster LF for the magnitude interval −26 ≤ M Rc ≤ −16.5 and suggests an environmental influence. The non-parametric galaxy dwarf-to-giant ratio will be explored in Paper IV of this series.
In Figure 16 we plot composite cluster LFs from several published sources (Colless 1989; Piranomonte et al. 2001; Goto et al. 2002; De Propris et al. 2003; Hansen et al. 2005; Popesso et al. 2006 ). These LFs have been transformed to M Rc using Fukugita et al. (1995) and our adopted cosmology. Also depicted in Figure 16 are the total composite LFs from this study for the inner-and outer-most radial bin. In addition, the SDSS field galaxy LF from Blanton et al. (2003) is included for comparison purposes. Figure 16 illustrates that the slope of the LFs are very similar at bright magnitudes where the giant galaxies have the greatest influence on the shape of the LF. The main difference in the slope arises at the faint-end where the influence of the dwarf galaxies tends to increase the steepness of α. The sampling depth and effective clustercentric radius thus has a major influence on the measured shape of the cluster LF since the inclusion of different amounts of the dwarf galaxy population will directly impact the faint-end slope. Thus, the evidence supports the notion that the cluster LF is not universal in shape in a global sense. In addition, we measure a dispersion of 0.3 mag in the value of M * for the depicted cluster LFs; the faintest value is M * Rc = −22.26 for the inner-most annuli from this study and the brightest is M * Rc = −23.14 from Goto et al. (2002) .
Cluster Galaxy Population Gradients
As discussed in §4.3.2, Figure 15 shows that the brightend M * becomes brighter with increasing cluster-centric radius for both the red, and with a lesser significance, the blue cluster galaxies. The observed dimming of M * toward the cluster center can be explained as a simple fading of the galaxy population. For the blue cluster galaxies, the truncation of star formation as field galaxies fall into the cluster environment (e.g., Abraham et al. 1996; Ellingson 2003) would lead to a fading of M * with decreasing cluster-centric radius. Since clusters are believed to have formed via the infall of galaxies along filamentary-like structures (e.g., Dubinski 1998), it is expected that a population of infalling field galaxies can be detected in addition to the older, mainly earlytype red galaxies. If star formation for infalling spiral galaxies, which dominate the field galaxy population (e.g., Binggeli et al. 1988) , is truncated via some type of dynamical mechanism (e.g., ram pressure stripping, galaxy harassment, etc.; Moore et al. 1998; Roediger et al. 2006) , then a roughly continuous infall (but with an allowed variable rate) would be observed as a fading of the population toward the cluster center. Given enough time, infalling spiral galaxies may acquire characteristics that are similar to S0 galaxies. In fact, this type of mechanism for S0 formation has been proposed by numerous authors (see Dressler et al. 1999 , and references therein), although the formation of field S0s has remained problematic for these models.
The dimming of M * 2 , or the decrease of (N * 2 /N * 1 ) for the faint-end of the red sequence LF for decreasing cluster-centric radii, places constraints on the evolutionary path of the faint blue galaxies. If these galaxies simply fade and turn red, we would expect them to contribute to the red sequence LF by increasing the number of faint red galaxies in the central cluster region. We thus suggest that the faint blue cluster galaxies are destroyed in the central cluster region. This is not a far-fetched hypothesis since the faint blue galaxies are very similar to the low-mass dwarf spheroidal galaxies, which are expected to undergo tidal disruption in the central cluster environment (Thompson & Gregory 1993; Gallagher & Wyse 1994; Hilker et al. 2003) . These low luminosity blue galaxies could also be the source of the dwarf galaxies that get tidally disrupted and form the halo of BCGs as proposed in a model by López-Cruz et al. (1997) . We will explore this possibility further in Paper IV of this series.
The fading of the bright-end M * for the red sequence galaxy population may be the result of two separate processes; the continuous fading of infalling red galaxies (which may have turned red relatively recently due to the truncation of star formation) and galactic cannibalism in the high-density central cluster region. For the infall scenario, red galaxies are expected to originate from a population that had arrived in the cluster environment early in its history. The observed dispersion of the CMR for the cluster red sequence places constraints both on the formation timescale of the earlytype galaxy population (i.e., z > 2; e.g., Stanford et al. 1998; De Propris et al. 2004; Gladders et al. 1999; Holden et al. 2004; López-Cruz et al. 2004 ) and any episodes of recent star formation (e.g., Bower et al. 1998 ). Red galaxies which have entered the cluster environment during the earliest part of the cluster lifetime, would be expected to be the faintest since the time between the last phase of major star formation and today would be the greatest for these galaxies (after the truncation of star formation, galaxies would evolve passively with an associated reddening and dimming of their starlight). Under this scenario, we would expect that the blue galaxy population would show a greater rate-ofchange in M * with radius due to the more recent decline in the star formation rate. The red galaxies would be expected to exhibit a more gradual change in M * , as compared to the blue galaxy population, since the red galaxies are just a passively evolving old galaxy population.
As depicted in Figure 15 the bright-end M * for the red sequence galaxies fades more rapidly toward the cluster center than for the blue galaxy population. Since a simple infall scenario as described predicts that the blue galaxy population should exhibit the more rapid decline in M * , we hypothesize that an additional mechanism may affect the rate-of-change of M * with radius for the red galaxy population. A clue to this additional effect is gleamed from Figure 14 where the correlation between M * and BM-type is depicted for the total cluster sample. As described in §4.3.1, the trend for a brightening of M * with later BM-type can be explained by galactic cannibalism. As first theorized by Ostriker & Hausman (1977) and Hausman & Ostriker (1978) , as bright galaxies fall into the cluster center they will be swallowed by the giant central galaxy, thus resulting in the fading of M * as bright galaxies are depleted from the LF. Since early BM-type clusters have, by definition, a bright central dominant galaxy, the correlation depicted in Figure 15 is expected. Galactic cannibalism will also result in the fading of M * with decreasing cluster-centric radius, as illustrated in Figure 15 . We performed a simple test of this hypothesis by calculating M * for our red cluster galaxy sample for early BM-type clusters (I and I-II) and late BM-type clusters (II, II-III, and III). We assume that the effect of galactic cannibalism on the radial dependence of M * will be greatest for the early BM-type sample. Comparing M * between the inner-and outer-most radial bin shows that for the early BM-type sample, ∆M = 0.71 mag with the two measurements different at the 2σ level. For the late BM-type sample, we find ∆M = 0.36 mag at the 2σ level. Although the significance of the difference in M * for a given BM-type group is not high (partly due to the fact that only four clusters comprise the outer-most radial bin for the early BM-type clusters), the larger difference in M * for the early BM-type sample suggests that the infall and galactic cannibalism scenarios may help to explain the observed rate-of-change of M * with radius for the red sequence galaxy population.
In Paper IV of this series we will further elucidate the nature of the cluster galaxy population by examining the radial-dependence of the dwarf-to-giant ratio and the blue-to-red galaxy count ratio. These results will complement the observations presented in this paper and provide additional constraints on the composition of the galaxy population in low-redshift Abell clusters. We thank Huan Lin for providing photometric catalogs for five control fields, and James Brown for the use of his galaxy profile fitting software and photometric data for A496 and A1142.
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APPENDIX
A. QUANTIFYING SELECTION EFFECTS AND BIASES
A major challenge when conducting any observational study is the ability to quantify the impact of selection effects and biases on the robustness of the results. In this appendix we explore several of these potential sources of systematic errors and quantify their affect on the derived galaxy cluster LF.
A.1. Chance Projections A main concern in interpreting the results of a study based on the LF constructed from the statistical subtraction of background galaxies is the possible influence of projection effects. The chance projection of field galaxies, or unrelated groups, can appear as clusters when redshift information is not available (Valotto et al. 2001 ). Selection of cluster members using color information (see §3.2) helps to alleviate some of this concern. To determine what impact chance projections may have on our LFs, we have divided our cluster sample into two groups according to the number of published redshifts (e.g., Struble & Rood 1999) . The first group contains only those clusters which have at least 25 spectroscopically-confirmed cluster members. The second group contains clusters in which the number of redshiftconfirmed members is ≤ 10. In this comparison it is assumed that clusters with a small number of confirmed members may still suffer from unknown projection effects.
In Figure 17 we present LFs for the total composite cluster sample for four different radial bins. The cluster sample has been divided into two groups according to the number of confirmed cluster members based on the number of redshifts (i.e., 20 clusters with ≤ 10 galaxy redshifts and 32 clusters with ≥ 25 galaxy redshifts). The LFs for each radial bin have been scaled to match the LF for that particular cluster-centric radius from the total composite LFs depicted in Figure 3 . The overall shape of the LFs generated for the two redshift-selected cluster groups are very similar in shape for all four annuli. Hence, this test indicates that the chance projection of background clusters/galaxy groups does not have a significant effect on our results.
A.2. Deprojecting the Luminosity Function
The LFs presented in this paper are derived from the two-dimensional projected distribution of cluster galaxies. Since the full three-dimensional galaxy spatial positions cannot be resolved, the presence of contaminating galaxies from within the cluster can adversely affect the accuracy in determining the shape of the central cluster LF. Note that in this context, the projected galaxies are those which lie in the outskirts of the cluster and are projected onto the central region. This is in addition to the presence of fore/background galaxies that are unrelated to the target cluster, and are corrected using background corrections. The projection of galaxies located in the outskirts of clusters onto the central region will have its greatest impact on the faint-end of the central LF. This is due to the increase in the relative fraction of dwarf galaxies with increasing cluster-centric radius, as implied by the steepening of the faint-end slope with radius (see Figure 3) .
Simulations by Valotto et al. (2001) indicate that projection effects can severely affect the shape of the LF by artificially producing a steeper faint-end slope. Some of this steepening is due to the fact that cluster galaxies were not selected in terms of color (i.e., using the CMR), thus resulting in contamination by projected field galaxies. A certain portion can also be attributed to the inclusion of galaxies in cluster outskirts that are projected onto the central region. Beijersbergen et al. (2002a) published a study of the LF of the Coma cluster in which they corrected the LF for projection effects by subtracting the contribution of the outer Coma LF that is projected onto the central region. The resulting "deprojected" LF was measured to be marginally flatter than the projected 2-d LF.
To determine the extent to which our LFs are affected by projection effects from the galaxy population in the cluster outskirts, we have measured the deprojected composite LF for the total, red sequence, and blue galaxy samples. We assume that the cluster galaxies are distributed symmetrically in a sphere about the cluster center with the method of deprojecting the LF depicted in Figure 18 . As shown, any sight-line to the central area of the cluster (region A) must pass through regions B1 and B2. Thus, the observed central LF will include galaxies that are located in regions B1 and B2. To correct for this effect, the LF determined from region C is subtracted from the LF calculated for the regions B1+B2+A. Before subtracting the two LFs, the LF measured for region C must be normalized to the same volume as that included in regions B1+B2. This "correction" factor is given by (V 1 − V 2 )/(V 3 − V 1 ), where V 1 is the combined volume of regions B1+B2+A, V 2 is the volume of the inner region A (V 2 = (4π/3)R 3 1 ), and V 3 is the volume of the outer-most sphere (V 3 = (4π/3)R 3 2 ). The volume V 1 can be calculated from
3/2 , where R 1 is the radius of the inner sphere, and R 2 is the radius of the outer sphere.
Using this procedure, the deprojected composite LF for the total, red sequence, and blue galaxy samples were constructed for two radial bins, (r/r 200 ) ≤ 0.2 and 0.2 ≤ (r/r 200 ) ≤ 0.4. The large uncertainty in the net galaxy counts from the deprojection process limits our analysis of the LF to these two inner-most radial bins. In Figures . Thus, the trend of a steepening faint-end slope with increasing cluster-centric radius is valid for the deprojected LFs for the total, red sequence, and blue galaxy samples.
In the middle panel of Figures 19−21 , the deprojected and projected LFs are compared for the (r/r 200 ) ≤ 0.2 radial bin. For all three galaxy samples, the deprojected LF has a flatter faint-end slope than the projected LF. This demonstrates that galaxies from the cluster outskirts that are projected onto the central cluster region will result in an artificial steepening of the faint-end of the central LF.
The bottom panel of Figures 19−21 presents the deprojected and projected LFs for the 0.2 ≤ (r/r 200 ) ≤ 0.4 radial bin. In general, the shape of the LFs are very similar given the size of the uncertainties in the net galaxy counts. No statistically significant difference in the shape of the deprojected and projected LFs can be discerned for either the total, red sequence, or blue galaxy cluster samples.
The deprojection of the cluster LF indicates that the presence of galaxies from the outer cluster region can affect the slope of the faint-end, especially for the central region. The basic trend of a steepening faint-end slope with increasing cluster-centric radius is still evident from the deprojected LF data.
A.3. Faint Source Correction
The shape of the faint-end of the cluster LF can be affected by bias as a result of counting galaxies in the faintest magnitude bin. The faint galaxy correction (also known as the Eddington bias or correction; Eddington 1940) is due to the fact that each observed galaxy has an associated magnitude uncertainty, causing galaxies to be scattered below and above our observed magnitude limit. If the number distribution of galaxies is identical over all magnitudes, the number of galaxies scattered above and below our magnitude threshold will be statistically equal. A cluster LF having a faint-end slope steeper than α = −1, will have a net number of galaxies scattered brighter than the observed magnitude limit. This will artificially enhance the number of detected galaxies at the faint-end of the LF. Since our galaxy counts are binned to produce the LF, the magnitude bin size relative to the uncertainty of the measured galaxy magnitudes will have a direct impact on the importance of this bias.
To investigate the impact of the faint source correction on our measured LFs, simulated LFs using the shape parameters tabulated in Table 2 for the total composite LF were constructed. For each galaxy magnitude we include an offset calculated from the observed distribution of magnitude uncertainty σ Rc as a function of M Rc , assuming Gaussian statistics. The magnitude offset applied to each simulated galaxy was randomly chosen from a Gaussian distribution with a dispersion of 1σ Rc . Simulated LFs were assembled using the same selection criteria as that used for the observed LFs. The fractional change in the number of galaxies detected in the faintest magnitude bin (−17.0 ≤ M Rc ≤ −16.5) depends directly on the value of α 2 . Comparing simulated LFs to those tabulated in Table 2 yields an increase from 0.0% to +0.4% in the number of detected galaxies in the faintest magnitude bin as the value of α 2 changed from −1.18 to −2.43. This demonstrates that the increase in the number of detected galaxies due to the scattering of faint galaxies into the faintest magnitude bin, is insignificant given the measured range in α 2 . This result is reasonable given the relatively large width of our magnitude bins (0.5 mag) and the average magnitude uncertainty (∼ 0.1 mag) at our imposed faint-end magnitude limit.
A.4. Color Selection Bias
The study of the LF of galaxies selected according to their position in the color-magnitude plane could be affected by a color bias. This bias is a result of scattering in B − R c and R c of galaxies due to photometric uncertainties. To understand the extent of this effect, an artificial galaxy catalog for Abell 260 was constructed by taking the original galaxy catalog and adding a small, random magnitude offset based on the measured R c magnitude and its uncertainty for each galaxy, assuming Gaussian statistics. By tracking the relative offset in position on the CMD between the original cluster galaxies and their simulated counterparts, the impact of the color bias can be measured.
In Figure 22 a vector-type CMD for Abell 260 is presented for galaxies brighter than the cluster completeness limit (R c = 20.7). The vectors trace the scattering path of a galaxy from its initial position in the observed color-magnitude plane to its position in the artificial catalog. For bright galaxies, the change in position is minimal compared to the size of the region from where the galaxies are selected (see Figures 5 and 8 for selection of red sequence and blue galaxies). The largest displacement in the color-magnitude plane occurs for the faint red galaxies where the relatively large uncertainties in B − R c produce a larger change in color. The magnitude of this displacement is not significant compared to the size of the regions used to select red and blue galaxies. This exercise justifies the method used to select faint red sequence galaxies (see §4.2.2, criterion 2). By restricting the selection of faint red sequence galaxies from a region redward of the CMR (see Figure 5) , the contamination from blue galaxies scattered into the red sequence region is minimized.
A.5. Dynamical Radius Variation As stated in Section 3.4, the value of r 200 determined from B gc (via equation 7) has an associated rms scatter of ∼ 15%. To determine whether a 15% scatter in r 200 will have a significant influence on our conclusions, a simulated composite LF was derived by randomly changing r 200 by ±15%. A comparison of the observed LF with the simulated LF is presented in Figure 23 for the four cluster-centric radial bins used previously. Inspection of Figure 23 shows that the two LFs are equivalent for each radial bin depicted. Thus, the 15% scatter in the value of r 200 is expected to have minimal impact on our results. This is at least in part due to the expected gradual change in the properties of the LF as a function of r 200 .
A.6. Exclusion of the Brightest Cluster Galaxy In §4.1 it was noted that the BCG was not included in the construction of the cluster LF since they do not appear, statistically, to be a natural extension of the LF. In Figure 24 the composite LF for the inner-most radial bin, (r/r 200 ) ≤ 0.2, is depicted for clusters (complete to M Rc = −20) with and without the inclusion of the BCG. As this figure demonstrates, the BCGs are not a simple extension of the Schechter function, which may indicate that BCGs are formed by a different process (e.g., mergers, cannibalism, etc.; Dressler 1978) than the fainter cluster galaxy population. , depicting the region where red sequence galaxies were selected. For galaxies brighter than Rc = 18.8 (dashed vertical line), red sequence galaxies are designated as those within ±0.22 mag (±3σ) of the cluster red sequence relation (nearly horizontal solid line). Galaxies fainter than Rc = 18.8 are selected if they lie within the region 2.5σ B−Rc redward of the red sequence and brighter than the magnitude completeness limit (solid short vertical line). , depicting the region used to select the blue cluster galaxy population. For galaxies brighter than Rc = 18.8 (dashed vertical line), blue galaxies are designed as those with B − Rc color bluer than the lower envelope used to select the red sequence galaxies. Galaxies fainter than Rc = 18.8 and brighter than the completeness limit (Rc = 20.7, short vertical line), are selected if they are located in the region bluer than the lower envelope (blueward of the CMR) defining the boundary of the region used to select red sequence galaxies. -Schematic diagram illustrating the geometry used to convert the projected LF to the deprojected LF. The projected central LF from region A will be contaminated by projected galaxies from regions B1 and B2 that lie in the cluster outskirts. The LF in region C can be utilized to deproject the central LF and thus minimize the influence of the contaminating galaxies. The vectors define the relative change in B − Rc color and Rc-mag for the position of the observed galaxies to the location of the simulated galaxies. The cluster CMR is depicted by the horizontal solid line and the ±3σ limit by the dashed line. For clarity, only a fraction of the cluster galaxies brighter than the magnitude completeness limit for this cluster are displayed. 
