Classification problem has attracted an increasing amount of interest. Various classifiers have been proposed in the last decade, such as ANNs, LDA, and SVM. Regular Multiple Criteria Linear Programming (RMCLP) is an effective classification method, which was proposed by Shi and his colleagues and have been applied to handle different real-life data mining problems. In this paper, inspired by the application potential of RMCLP, we propose a novel Structural RMCLP (called SRMCLP) method for classification problem. Unlike RMCLP, SRMCLP is sensitive to the structure of the data distribution and can construct more reasonable classifiers by exploiting these prior data distribution information within classes. The corresponding optimization problem of SRMCLP can be solved by a standard quadratic programming. The effectiveness of the proposed method is demonstrated via experiments on synthetic and available benchmark datasets.
Introduction
For the last decade, the researchers have extensively developed various optimization techniques to deal with the classification problem in data mining or machine learning. Support Vector Machine (SVM) ( [1, 2] ) is one of the most popular methods. However, Applying optimization techniques to solve classification has seventy years history. Linear Discriminant Analysis(LDA) ( [3] ) was first proposed in 1936. Mangasarian ( [4] ) has proposed a large margin classifier based on linear programming in 1960's. From 1980's to 1990's, Glover proposed a number of linear programming models to solve discriminant problems with a small sample size of data ( [5, 6] ). Recently, Shi and his colleagues( [7] ) extend Glover's method into classification via multiple criteria linear programming (MCLP) , and then various improved algorithms were proposed one after the other ( [8, 9] ). These mathematical programming approaches to classification have been applied to handle many real world data mining problems, such as credit card portfolio management ( [11, 12] ), bioinformatics ( [13] ), firm bankruptcy ( [14] ), and etc.
Recently, how to apply the structural information of data to build a good classifier is a new research focus. Many new large margin classifiers based on structural information have been proposed. Exploiting clustering algorithms to extract the structural information embedded with classes is one popular strategy [15] [16] [17] . The structured large margin machine (SLMM) [15] is a representative work based on the strategy. Firstly, SLMM explores the structural information within classes by Ward's agglomerative hierarchical clustering method on input 734 Z. Qi, Y. Shi data [18] , and then introduces the related structure information into the constraints. Finally, SLMM can be solved by a sequential second order cone programming (SOCP). Experimentally, SLMM is superior to support vector machine minimax probability machine (MPM) [19] and maximin margin machine(M4) [20] . However, as we all know, solving the involved SOCP problem is more difficult than the Quadratic Programming Problem (QPP) as in SVM, so SLMM has more higher computational complexity than traditional SVM. Consequently, a novel structural support vector machine (SRSVM) was proposed by Xue et. al [17] . Unlike SLMM, SRSVM exploits the classical framework of SVM rather than as constraints in SLMM and the corresponding optimization problem can still be solved by the QPP. SRSVM has been shown to be theoretically and empirically better in generalization than SVM and SLMM.
In this paper, inspired by the success of SRSVM and the application potential of RMCLP, we propose a novel Structural RMCLP (called SRMCLP) method for classification problem. Unlike RMCLP, SRMCLP is sensitive to the structure of the data distribution and can construct more reasonable classifiers by exploiting these prior data distribution information within classes.
The remaining parts of the paper are organized as follows. Section 2 introduces the basic notions and formulation of MCLP; Section 3 describes in detail our proposed Algorithms; All experimental results are shown in section 4; Conclusions are given in the last section.
Background
We give a brief introduction of MCLP in the following. For classification about the training data
where
, data separation can be achieved by two opposite objectives. The first objective separates the observations by minimizing the sum of the deviations (MSD) among the observations. The second maximizes the minimum distances (MMD) of observations from the critical value [6] . The overlapping of data u should be minimized while the distance v has to be maximized. However, it is difficult for traditional linear programming to optimize MMD and MSD simultaneously. According to the concept of Pareto optimality, we can seek the best trade-off of the two measurements [11, 12] . So MCLP model can be described as follows:
where e ∈ R l is a vector whose all elements are 1, w and b are unrestricted, u i is the overlapping and v i the distance from the training sample x i to the discriminator (w · x i ) = b (classification separating hyperplane). By introducing penalty parameter c, d > 0, MCLP has the following version 
, H ∈ R n×n , Q ∈ R l×l are symmetric positive definite matrices. Obviously, the regularized MCLP is a convex quadratic programming.
Compared with traditional SVM , we can find that the RMCLP model is similar to the Support Vector Machine model in terms of the formation by considering the minimization of overlapping of the data. However, RMCLP tries to measure all possible distances v from the training samples x i to separating hyperplane, while SVM fixes the distance as 1 (through bounding planes (w · x) = b ± 1) from the support vectors. Although the interpretation can vary, RMCLP addresses more control parameters than the SVM, which may provide more flexibility for better separation of data under the framework of the mathematical programming. In addition, different with SVM, RMCLP considers all the samples to solve classification problem. These make RMCLP have stronger insensitivity to outliers.
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Extracting Structural Information within Classes
Following the strategy of the SLMM and SRSVM, SRMCLP also has two steps. The first step is to extract structural information within classes by some clustering method; the second step is the model learning. In order to compare the main different of the second step between SRMCLP and the other two methods, here we adopt the same clustering method: Ward's linkage clustering(WIL) [15] [16] [17] [18] , which is one of the hierarchical clustering analysis. A main advantage of WIL is that clusters derived from this method are compact and spherical, which provides a meaningful basis for the computation of covariance matrices [15] . Concretely, if S and T are two clusters with means µ S and µ T , the Ward's linkage W (S, T ) between clusters S and T can be computed as [15] 
Initially, each sample is considered as a cluster. The Ward's linkage of two samples 
During the hierarchical clustering, the Ward's linkage between clusters to be merged increases as the number of clusters decreases [15] . A relation curve between the merge distance and the number of clusters can be drawn to represent this process. The optimal number of clusters can be determined by finding the knee point. Furthermore, the WIL can also be extended to the kernel space. More details of WIL can be found in [15] .
Model Learning
We obtained two groups of P and N clusters in class C P and C N by the first step, i.e.,
Consider the optimization(10), choosing H, Q to be identity matrix and introducing 
, c 1 , c 2 , c 3 ≥ 0 are the pre-specified penalty factors,
respectively the covariance matrices corresponding to the i th and j th clusters in the two
Obviously, the regularized SRMCLP is a convex quadratic programming. By introducing its Lagrange function
where α i , β i , η i ∈ R are the Lagrange multipliers, Therefore the dual problem of (39) can be formulated as
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From (19) we get
where I is an identity matrix. Substituting the above equations into problem (19) , the dual problem can be expressed as
Solving the convex quadratic programming problem , we can obtain its solution.
So the decision function can be formulated as follows
Applying the kernel trick, we also extend the linear SRMCLP to the nonlinear case. Introduce the kernel function
, where Φ(·) is a mapping from the input space R n to Hilbert space H Φ :
Then the optimization problem of SRMCLP in the kernel space can be described as:
, so we only need to consider how to compute the kernel matrix
Suppose T P i is a matrix corresponding to the cluster P i , T P i ∈ ℜ P i ×n , in which the k-th row is x ⊤ k . O P i is a mean matrix of cluster P i , O P i ∈ ℜ P i ×n . Each row of O P i is the same, i.e.
The related covariance matrix for cluster P i can be expressed as
So we obtain
where T N i is a matrix of cluster N i , O N i is a mean matrix of cluster N i . SRMCLP has a similar structure of RMCLP, We can easily proof that RMCLP are the special case of SRMCLP. Suppose the variance-covariance matrix of each cluster is
For an example of linear SRMCLP, the primal optimization problem (39) of SRMCLP becomes
It is not difficult to see that the optimization problem (10) is equivalent to one of the primal problem of RMCLP.
Experiments
We compare the SRMCLP against RMCLP and SRSVM [16, 17] on various data sets in this section.
The testing accuracies of all experiments are computed using standard 10-fold cross validation. c 1 , c 2 , c 3 and RBF kernel parameter σ are all selected from the set {2 i |i = −7, · · · , 7}
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by 10-fold cross validation on the tuning set comprising of random 10% of the training data. Once the parameters are selected, the tuning set is returned to the training set to learn the final decision function. The "quadprog" function is used to solve the QP problems in SRMCLP, RMCLP and SRSVM. The "1 vs r" method [2] is used to solve the multi-class classification. All algorithms are implemented by using MATLAB 2010. The experiment environment: Intel Core i7-2600 CPU, 4 GB memory.
Toy data
In the subsection, we use a 2-D toy data to show the intuitive performance of SRMCLP. The 2-D toy data is the synthetic XOR dataset [17] , which is a typical linearly nonseparable problem in classification and randomly generated under two Gaussian distributions in each class. In practise, samples in each class are designed to two clusters P 1 , P 2 and N 1 , N 2 (the number of samples in each cluster is equal), and each gaussian distribution contains 100 samples. We respectively use 10%, 20%, 30%, 50% of data in each cluster as the training set, and others for testing. The comparative results of SRMCLP and SRSVM are shown in Figure 2 .
In the XOR dataset, the positive class and negative class have both the horizontal distribution and the vertical distribution. How to fully exploit these prior knowledge will be a very difficult task. From Figure 2 , we can find that SRMCLP's discriminant boundaries basically enclose those of RMCLP, which means that SRMCLP has better generalization performance than RMCLP. Figure 3 , we can also find that the accuracy's different of these methods decreases with the increase of training samples. Those show that SRMCLP can fully exploit these prior structural information to design a more reasonable classifier.
UCI datasets
In this subsection, we perform these methods on the UCI datasets [21] . For each dataset, we randomly select the same number of data from different classes to compose a dataset. 50% percent of each extracted dataset are for training, 50% for testing. The results are shown in the Table 1. From the Table 1 , we can draw the conclusion as follows: 1) SRMCLP and SRSVM have the better predictive ability than RMCLP in all cases. This shows that these priori structural information embedded in classes has a great help to improve the classification performance of the classifier. 2) SRMCLP is superior to SRSVM in most cases. This shows SRMCLP is a strong competitive method.
Conclusion
In this paper, we proposed a novel Structural RMCLP (called SRMCLP) method for classification problem. Unlike RMCLP, SRMCLP is sensitive to the structure of the data distribution and can construct more reasonable classifiers by exploiting these prior data distribution information within classes. The corresponding optimization problem of SRMCLP can be solved by a standard quadratic programming. The effectiveness of the proposed method is demonstrated via experiments on synthetic and available benchmark datasets and applications on the decision supporting system. In the future work, we will apply SRMCLP into other actual classification problems such as stock forecast, credit card analysis to further test its effectiveness. Bibliography
