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REALIZATIONS OF GLOBALLY EXCEPTIONAL Z2 × Z2- SYMMETRIC
SPACES
TOSHIKAZU MIYASHITA
Dedicated to Professor Ichiro Yokota on the occasion of his eighty-eighth birthday
Abstract. In [3], a classification is given of the exceptional Z2 × Z2-symmetric spaces
G/K, where G is an exceptional compact Lie group or Spin(8), and moreover the structure
of K is determined as Lie algebra. In the present article, we give a pair of commuting
involutive automorphisms (involutions) σ˜, τ˜ of G concretely and determine the structure of
group Gσ ∩ Gτ corresponding to Lie algebra gσ ∩ gτ, where G is an exceptional compact
Lie group. Thereby, we realize exceptional Z2 × Z2-symmetric spaces, globally.
1. Introduction
According to the article [3], the notion of Γ-symmetric spaces introduced by Lutz [4],
is a generalization of the classical notion of a symmetric space, where Γ is a finite abelian
group. (As for the definition of Γ-symmetric space, see [1].) In the case Γ = Z2 this is
the classical definition of symmetric spaces, and in the case Γ = Z2 × Z2 we say that this
is Z2 × Z2-symmetric space. Now, the definition of Z2 × Z2-symmetric space in [3] is as
follows.
Definition. A homogeneous space G/K is Z2 × Z2-symmetric space if there are σ˜, τ˜ ∈
Aut(G) \ {idG} such that σ˜2 = τ˜2 = idG, σ˜ , τ˜ and σ˜τ˜ = τ˜σ˜ such that (Gσ ∩ Gτ)0 ⊆ K ⊆
Gσ ∩Gτ, where Gσ(resp.Gτ) is a fixed points subgroup of G by σ˜ (resp.τ˜) and (Gσ ∩Gτ)0
is a connected component containing 1 of Gσ ∩Gτ. (Hereafter idG is abbreviated as 1.)
The main purpose of this article is to give a pair of different involutive automorphisms
σ˜, τ˜ in G and to determine the structure of the group Gσ ∩Gτcorresponding to k = gσ ∩ gτ
in the second column of Table 1, where G is a simply connected compact exceptional Lie
group G2, F4, E6, E7 or E8. Thereby, we realize exceptional Z2 × Z2-symmetric spaces,
globally. We call those spaces ”Globally exceptional Z2 × Z2-symmetric spaces”. More-
over we confirm all types (G/Gσ,G/Gτ,G/Gστ) of Z2 × Z2-symmetric spaces determined
by Andreas kollross, globally. For example, since it follows from the triple group iso-
morphisms (E6)λγ Sp(4)/Z2, (E6)λγσ (E6)λγ Sp(4)/Z2, (E6)(λγ)(λγσ) = (E6)σ (U(1) ×
Spin(10))/Z4 that E6/(E6)λγ, E6/(E6)λγσ, E6/(E6)(λγ)(λγσ) are the symmetric spaces of type
EI, EI, EIII, respectively. Then the globally Z2 × Z2-symmetric space of this type is called
type EI-EI-EIII, and denote EI-EI-EIII by abbreviated form EI-I-III. In addition, when σ
and τ are conjugate in G, we give explicitly the element δ ∈ G such that σ = δτδ−1 except
for three cases in E8.
This article is closely in connection with the preceding articles [5], [6], [7], [8], [10],
[11], [12] and [13], and may be a continuation of those in some sense.
J-S.H and J.U [2] classified the Klein four subgroups Γ of Aut(u0) for each compact
Lie algebra u0 by calculating the symmetric subgroups Aut(u0)θ (θ ∈ Aut(u0) is a involu-
tive automorphism) and their involution classes, and determined the fixed point subgroup
Aut(u0)Γ. In general, suppose a group G is simply connected, we have Aut(G)  Aut(g)
2000 Mathematics Subject Classification. 53C30, 53C35, 17B40.
Key words and phrases. Globally exceptional Z2 × Z2- symmetric spaces, exceptional Lie groups.
1
2 TOSHIKAZU MIYASHITA
([9]. g is the Lie algebra of G), moreover when the center z(G) of G is trivial, it is well
known that G ⊂ Aut(G). Since the exceptional compact Lie groups G = G2, F4, E8 are
simply connected and these z(G) are trivial , we see that G ⊂ Aut(G)  Aut(g). Hence,
for G = G2, F4, E8, our results of Gσ ∩ Gτ in Table 1 are realized as the subgroups of the
results of fixed point subgroups of Klein four subgroups in exceptional case of [2].
In [2], they had approached the ends by using root system of u0. On the other hand,
we define the mappings between groups explicitly, and give the proofs of isomorphism of
group by using homomorphism theorem as elementary approach. The author would like to
say that this is one of features about this article.
For G = G2, F4, E6, E7, and E8, our results are as follows.
Type g k( gσ ∩ gτ) Involutions Gσ ∩ Gτ
G-G-G g2 iR ⊕ iR γ, γH (U(1) × U(1))/Z2 ⋊ {1, γC }
FI-I-I f4 u(3) ⊕ iR γ, γH (U(1) × U(1) × SU(3))/Z3 ⋊ {1, γC }
FI-I-II f4 sp(2) ⊕ sp(1) ⊕ sp(1) γ, γσ (Sp(1) × Sp(1) × Sp(2))/Z2
FII-II-II f4 so(8) σ,σ′ Spin(8)
EI-I-II e6 so(6) ⊕ iR λγ, λγγC (U(1) × SO(6))/Z2 ⋊ {1, γH }
EI-I-III e6 sp(2) ⊕ sp(2) λγ, λγσ (Sp(2) × Sp(2))/Z2 ⋊ {1, ρ}
EI-II-IV e6 sp(3) ⊕ sp(1) λγ, γ (Sp(1) × Sp(3))/Z2
EII-II-II e6 su(3) ⊕ su(3) ⊕ iR ⊕ iR γ, γH (U(1) × U(1) × SU(3) × SU(3))/Z3 ⋊ {1, γC }
EII-II-III e6 su(4) ⊕ sp(1) ⊕ sp(1) ⊕ iR γ, σγ (Sp(1) × Sp(1) × U(1) × SU(4))/(Z2 × Z4)
EII-III-III e6 su(5) ⊕ iR ⊕ iR γ, γHρ2 (U(1) × U(1) × SU(5))/(Z2 × Z5)
EIII-III-III e6 so(8) ⊕ iR ⊕ iR σ,σ′ (U(1) × U(1) × Spin(8))/(Z2 × Z4)
EIII-IV-IV e6 so(9) λ,σ Spin(9)
EV-V-V e7 so(8) λγ, ιγC SO(8)/Z2 × {1,−1}
EV-V-VI e7 su(4) ⊕ su(4) ⊕ iR λγ, λγσ (U(1) × SU(4) × SU(4))/(Z2 × Z4) ⋊ {1, ε}
EV-V-VII e7 sp(4) λγ, ιλγ Sp(4)/Z2 × {1,−1}
EV-VI-VII e7 su(6) ⊕ sp(1) ⊕ iR λγ, γ (U(1) × SU(2) × SU(6))/Z24
EVI-VI-VI e7 so(8) ⊕ so(4) ⊕ sp(1) γ,−σ (SU(2) × Spin(4) × Spin(8))/(Z2 × Z2)
e7 u(1) ⊕ su(6) ⊕ iR γ, γH (U(1) × U(1) × SU(6))/Z3 ⋊ {1, γC }
EVI-VII-VII e7 so(10) ⊕ iR ⊕ iR −σ, ι (U(1) × U(1) × Spin(10))/Z12
EVII-VII-VII e7 f4 ι, λ F4 × {1,−1}
EVIII-VIII-VIII e8 so(8) ⊕ so(8) σ,σ′ (Spin(8) × Spin(8))/(Z2 × Z2)
EVIII-VIII-IX e8 su(8) ⊕ iR λωγ, λωγυ (SO(2) × SU(8))/Z4 ⋊ {1, ρυ}
EVIII-IX-IX e8 so(12) ⊕ sp(1) ⊕ sp(1) σ, υ (SU(2) × SU(2) × Spin(12))/Z4
EIX-IX-IX e8 e6 ⊕ iR ⊕ iR υ, ιω (SO(2) × U(1) × E6)/Z6 ⋊ {1, ν}
Table 1. Globally exceptional Z2 × Z2-symmetric spaces
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Remark. In the forth column, we omit a sign ∼, for example γ˜ is denoted by γ. In the fifth
column , a sign ⋊ means semi-direct product of groups, for example (U(1) × SO(6))/Z2 ⋊
{1, γH}.
2. Preliminaries
We give the definitions of the simply connected compact exceptional Lie groups used
in this article, and we state general notes for notation.
2.1. Cayley algebra and compact Lie group of type G2. Let C = {e0 = 1, e1, e2, e3, e4, e5, e6, e7}R
be the division Cayley algebra. In C, since the multiplication and the inner product are well
known, these are omitted.
The simply connected compact Lie group of type G2 is given by
G2 = {α ∈ IsoR(C) |α(xy) = (αx)(αy)}.
2.2. Exceptional Jordan algebra and compact Lie group of type F4. Let J(3,C) =
{X ∈ M(3,C) | X∗ = X} be the exceptional Jordan algebra. In J(3,C), the Jordan multipli-
cation X◦Y, the inner product (X, Y) and a cross multiplication X×Y, called the Freudenthal
multiplication, are defined by
X ◦ Y = 12(XY + YX), (X, Y) = tr(X ◦ Y),
X × Y = 1
2
(2X ◦ Y − tr(X)Y − tr(Y)X + (tr(X)tr(Y) − (X, Y))E),
respectively, where E is the 3 × 3 unit matrix. Moreover, we define the trilinear form
(X, Y, Z), the determinant det X by
(X, Y, Z) = (X, Y × Z), det X = 13 (X, X, X),
respectively, and briefly denote J(3,C) by J.
The simply connected compact Lie group of type F4 is given by
F4 = {α ∈ IsoR(J) |α(X ◦ Y) = αX ◦ αY}
= {α ∈ IsoR(J) |α(X × Y) = αX × αY}.
Then we have naturally the inclusion G2 ⊂ F4.
2.3. Complex exceptional Jordan algebra and Compact Lie group of type E6. Let
J(3,C)C = {X ∈ M(3,C)C | X∗ = X} be the complexification of the exceptional Jordan
algebra J. In J(3,C)C, as in J, we can also define the multiplication X ◦ Y, X × Y, the inner
product (X, Y), the trilinear forms (X, Y, Z) and the determinant det X in the same manner,
and those have the same properties. The J(3,C)C is called the complex exceptional Jordan
algebra, and briefly denote J(3,C)C by JC .
The simply connected compact Lie group of type E6 is given by
E6 = {α ∈ IsoC(JC) | detαX = det X, 〈αX, αY〉 = 〈X, Y〉},
where the Hermite inner product 〈X, Y〉 is defined by (τX, Y) (τ is a complex conjugation
in JC: τ(X + iY) = X − iY, X, Y ∈ J).
Then we have naturally the inclusion G2 ⊂ F4 ⊂ E6.
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2.4. C-vector space and compact Lie group of type E7. We define a C-vector spacePC ,
called the Freudenthal C-vector space, by
PC = JC ⊕ JC ⊕C ⊕C
with the Hermite inner product
〈P, Q〉 = 〈X, Z〉 + 〈Y,W〉 + (τξ)ζ + (τη)ω
for P = (X, Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC . For φ ∈ e6C , A, B ∈ JC and ν ∈ C, we define a
C-linear mapping Φ(φ, A, B, ν) : PC → PC by
Φ(φ, A, B, ν)

X
Y
ξ
η

=

φX − 13νX + 2B × Y + ηA
2A × X − tφY + 13νY + ξB
(A, Y) + νξ
(B, X)− νη

,
where tφ ∈ e6C is the transpose of φ with respect to the inner product (X, Y): (tφX, Y) =
(X, φY) (e6C is the complex Lie algebra of type E6).
Moreover, for P = (X, Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC , we define a C-linear mapping
P × Q : PC → PC by
P × Q = Φ(φ, A, B, ν),

φ = −1
2
(X ∨ W + Z ∨ Y)
A = −1
4
(2Y × W − ξZ − ζX)
B =
1
4
(2X × Z − ηW − ωY)
ν =
1
8 ((X,W) + (Z, Y) − 3(ξω + ζη)),
where X ∨W ∈ e6C is defined by (X ∨W)U = 12(W,U)X +
1
6 (X,W)U − 2W × (X ×U) for
U ∈ JC .
The simply connected compact Lie group of type E7 is given by
E7 = {α ∈ IsoC(PC) |α(P × Q)α−1 = αP × αQ, 〈αP, αQ〉 = 〈P, Q〉}.
Then we have naturally the inclusion G2 ⊂ F4 ⊂ E6 ⊂ E7.
2.5. C-vector space and compact Lie group of type E8. We define a C-vector space e8C
by
e8
C
= e7
C ⊕PC ⊕PC ⊕C ⊕C ⊕C,
with the Lie bracket [R1,R2], Rk = (Φk, Pk, Qk, rk, sk, tk), k = 1, 2, defined by
[(Φ1, P1, Q1, r1, s1, t1), (Φ2, P2, Q2, r2, s2, t2)] = (Φ, P, Q, r, s, t),
Φ = [Φ1, Φ2] + P1 × Q2 − P2 × Q1
Q = Φ1P2 − Φ2P1 + r1P2 − r2P1 + s1Q2 − s2Q1
P = Φ1Q2 − Φ2Q1 − r1Q2 + r2Q1 + t1P2 − t2P1
r = −18 {P1, Q2} +
1
8 {P2, Q1} + s1t2 − s2t1
s =
1
4
{P1, P2} + 2r1s2 − 2r2s1
t = −1
4
{Q1, Q2} − 2r1t2 + 2r2t1,
where e7C is the complex Lie algebra of type E7, {P, Q} = (X,W) − (Y, Z) + ξω − ηζ, P =
(X, Y, ξ, η), Q = (Z,W, ζ, ω) ∈ PC . Then e8C becomes the complex simple Lie algebra of
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type E8.
Here, we define a C-linear transformation λω of e8C by
λω(Φ, P, Q, r, s, t) = (λΦλ−1, λQ,−λP,−r,−t,−s),
where λ of the right hand side is the C-linear transformation ofPC and is defined in Section
3.4.
Moreover, the complex conjugation in e8C is denoted by τ:
τ(Φ, P, Q, r, s, t) = (τΦτ, τP, τQ, τr, τs, τt),
where τ in the right hand side is the usual complex conjugation in the complexification.
Then we define a Hermitian inner product 〈R1,R2〉 in e8C by
〈R1,R2〉 = − 115 B8(τλωR1,R2),
where B8 is the Killing form of e8C (as for B8, see [10, Section E8] in detail).
The simply connected compact Lie group E8 are given by
E8 = {α ∈ IsoC(e8C) |α[R1,R2] = [αR1, αR2], 〈αR1, αR2〉 = 〈R1,R2〉}.
Then we have naturally the inclusion G2 ⊂ F4 ⊂ E6 ⊂ E7 ⊂ E8.
Now, we state general notes of this article for notation. Let G be a group. For δ ∈ G,
˜δ denotes the inner automorphism induced by δ: ˜δ(g) = δgδ−1, g ∈ G, then G ˜δ = {g ∈
G | ˜δ(g) = g}. Hereafter G ˜δ will be also written by Gδ. For α, β ∈ G, when α and β are
conjugate in G, we denote it by α ∼ β. Besides, we almost use the same notations as [10].
3. Globally exceptional symmetric spaces of type I
In Table 2 below, the list of left half is classification of exceptional symmetric spaces
that was found by ´Elie Cartan, on the other hand the list of right half is the results of group
realizations corresponding to those. The structures of the groups G̺ below are well-known
fact, however the explicit forms of involutive inner automorphisms ̺ are seldom known
fact, so we write all in the following Table 2. The definitions of ̺ are written in the each
section of this chapter. We remark that as in Table 1 we omit a sign ∼ in the fifth column.
Type g k( g̺) G Involution ̺ K = G̺
G g2 sp(1) ⊕ sp(1) G2 γ (Sp(1) × Sp(1))/Z2
FI f4 sp(3) ⊕ sp(1) F4 γ (Sp(1) × Sp(3))/Z2
FII f4 so(9) F4 σ Spin(9)
EI e6 sp(4) E6 λγ Sp(4)/Z2
EII e6 su(6) ⊕ sp(1) E6 γ (Sp(1) × SU(6))/Z2
EIII e6 so(10) ⊕ iR E6 σ (U(1) × Spin(10))/Z4
EIV e6 f4 E6 λ F4
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Type g k( g̺) G Involution ̺ K = G̺
EV e7 su(8) E7 λγ SU(8)/Z2
EVI e7 so(12) ⊕ sp(1) E7 γ (Sp(1) × Spin(12))/Z2
EVII e7 e6 ⊕ iR E7 ι (U(1) × E6)/Z3
EVIII e8 so(16) E8 λωγ Ss(16)
EIX e8 e7 ⊕ sp(1) E8 υ (Sp(1) × E7)/Z2
Table 2. Globally exceptional symmetric spaces of type I
In this chapter, each proof of the theorem is based on [10], and so whereas we omit the
detail, refer to the each section in [10], which is written in every proof, for details.
3.1. Type G. Let C = H ⊕ He4 be Cayley devision algebra, where H is the field of
quaternion number and e4 is one of basis in C.
We define an R-linear transformation γ of C by
γ(a + be4) = a − be4, a + be4 ∈ H ⊕ He4 = C.
Then we have γ ∈ G2, γ2 = 1. Hence γ induces involutive inner automorphism γ˜ of
G2 : γ˜(α) = γαγ, α ∈ G2.
Now, the structure of the group (G2)γ is as follows.
Theorem 3.1.1. [G] The group (G2)γ is isomorphism to the group (Sp(1) × Sp(1))/Z2:
(G2)γ  (Sp(1) × Sp(1))/Z2, Z2 = {(1, 1), (−1,−1)}.
Proof. We define a mapping ϕG : Sp(1) × Sp(1) → (G2)γ by
ϕG (p, q)(m + ae4) = qmq + (paq)e4, m + ae4 ∈ H ⊕ He4 = C.
This mapping induces the required isomorphism (see [10, Section 1.10]). 
3.2. Types FI and FII. Let J be the exceptional Jordan algebra. An element X ∈ J has
the form
X =

ξ1 x3 x2
x3 ξ2 x1
x2 x1 ξ3
 , ξk ∈ R, xk ∈ C, k = 1, 2, 3.
Hereafter, in J, we use the following nations:
E1 =

1 0 0
0 0 0
0 0 0
 , E2 =

0 0 0
0 1 0
0 0 0
 , E3 =

0 0 0
0 0 0
0 0 1
 ,
F1(x) =

0 0 0
0 0 x
0 x 0
 , F2(x) =

0 0 x
0 0 0
x 0 0
 , F3(x) =

0 x 0
x 0 0
0 0 0
 .
We correspond such X ∈ J to an element M + a ∈ J(3, H) ⊕ H3 such that
ξ1 m3 m2
m3 ξ2 m1
m2 m1 ξ3
 + (a1, a2, a3),
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where xk = mk + ake4 ∈ H ⊕ He4 = C, k = 1, 2, 3. Then J(3, H) ⊕ H3 has the Freudenthal
multiplication and the inner product
(M + a) × (N + b) =
(
M × N − 1
2
(a∗b + b∗a)
)
− 1
2
(aN + bM),
(M + a, N + b) = (M, N) + 2(a, b),
where (a, b) = 12 (ab
∗
+ ba∗), corresponding those of J, that is, J is isomorphic to J(3, H)
⊕ H3 as algebra. From now on, we identify J with J(3, H) ⊕ H3.
We define R-linear transformations γ, σ of J by
γX =

ξ1 γx3 γx2
γx3 ξ2 γx1
γx2 γx1 ξ3
 , σX =

ξ1 −x3 −x2
−x3 ξ2 x1
−x2 x1 ξ3
 , X ∈ J,
respectively, where γ of right hand side is the same one as γ ∈ G2. Then we have that
γ, σ ∈ F4, γ2 = σ2 = 1. Hence γ, σ induce involutive inner automorphisms γ˜, σ˜ of
F4: γ˜(α) = γαγ, σ˜(α) = σασ, α ∈ F4.
Now, the structures of groups (F4)γ and (F4)σ are as follows.
Theorem 3.2.1. [FI] The group (F4)γ is isomorphic to the group (Sp(1) × Sp(3))/Z2:
(F4)γ  (Sp(1) × Sp(3))/Z2, Z2 = {(1, E), (−1,−E)}.
Proof. We define a mapping ϕF1 : Sp(1) × Sp(3) → (F4)γ by
ϕF1 (p, A)(M + a) = AMA∗ + paA∗, M + a ∈ J(3, H) ⊕ H3 = J.
This mapping induces the required isomorphism ([10, Section 2.11]). 
Theorem 3.2.2. [FII] The group (F4)σ is isomorphic to the group Spin(9):(F4)σSpin(9).
Proof. From [10, Thorem 2.7.4] , we have (F4)E1  Spin(9), so by proving that (F4)σ 
(F4)E1 ([10, Thorem 2.9.1]) we have the required isomorphism (see [10, Sections 2.7, 2.9
] in detail). 
3.3. Types EI, EII, EIII and EIV. Let JC be the complex exceptional Jordan algebra.
The complex conjugation τ of JC satisfies the equalities:
τ(X ◦ Y) = τX ◦ τY, τ(X × Y) = τX × τY, X, Y ∈ JC .
Here, we define an involutive automorphism λ of E6 by
λ(α) = tα−1, α ∈ E6.
Then, from the definition of transpose: (tαX, Y) = (X, αY), we see that
λ(α) = τατ, α ∈ E6.
Let the C-linear transformations γ, σ of JC be the complexification of γ ∈ G2 ⊂ F4, σ ∈
F4. Then we have that γ, σ ∈ E6, γ2 = σ2 = 1. Hence, as in F4, the group E6 has involutive
inner automorphisms γ˜, σ˜ induced by γ, σ: γ˜(α) = γαγ, σ˜(α) = σασ, α ∈ E6.
Now, the structures of the groups (E6)λγ, (E6)γ, (E6)σ and (E6)λ are as follows.
Theorem 3.3.1. [EI] The group (E6)λγ is isomorphic to the group Sp(4)/Z2: (E6)λγ 
(E6)τγ  Sp(4)/Z2, Z2 = {E,−E}.
Proof. We define a mapping ϕE1 : Sp(4) → (E6)τγ by
ϕE1 (P)X = g−1(P(gX)P∗), X ∈ JC ,
where g : JC → J(4, H)C0 is the C-linear isomorphism. This mapping induces the required
isomorphism (see [10, Section 3.12 ]). 
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Remark. From λ(α) = τατ and τγ = γτ, we see that λ(γαγ) = τ(γαγ)τ, α ∈ E6.
Theorem 3.3.2. [EII] The group (E6)γ isomorphic to the group (Sp(1) × SU(6))/Z2:
(E6)γ (Sp(1)×SU(6))/Z2, Z2 = {(1, E), (−1,−E)}, where SU(6)= {U ∈ M(6,C) | (τ tU)U
= 1, detU = 1)}.
Proof. We define a mapping ϕE2 : Sp(1) × SU(6) → (E6)γ by
ϕE2 (p,U)(M + a) = kJ−1(U(kJ M)tU) + pak−1(τ tU), M + a ∈ J(3, H)C ⊕ (H3)C = JC ,
where both of kJ : J(3, H)C → S(6,C) and k : M(3, H)C → M(6,C) are the C-linear
isomorphisms. This mapping induces the required isomorphism (see [10, Section 3.11
]). 
Theorem 3.3.3. [EIII] The group (E6)σ is isomorphic to the group (U(1)×Spin(10))/Z4:
(E6)σ (U(1) × Spin(10))/Z4, Z4 = {(1, φ(1)), (−1, φ(−1)), (i, φ(−i)), (−i, φ(i))}.
Proof. We define a mapping ϕE3 : U(1) × Spin(10) → (E6)σ by
ϕE3 (θ, δ) = φ1(θ)δ,
where φ1(θ) :JC →JC is the C-linear mapping. This mapping induces the required isomor-
phism (see [10, Section 3.10 ]). 
Theorem 3.3.4. [EIV] The group (E6)λ is isomorphic to the group F4:(E6)λ= (E6)τ F4.
Proof. From the explanation at the beginning of this section, we have (E6)λ  (E6)τ, so by
proving (E6)τ  F4 we have the required isomorphism (see [10, Section 3.7 ]). 
3.4. Types EV, EVI and EVII. Let PC be the Freudenthal C-vector space. We define
C-linear transformations λ, γ, σ and ι of PC by
γ(X, Y, ξ, η) = (γX, γY, ξ, η),
σ(X, Y, ξ, η) = (σX, σY, ξ, η),
λ(X, Y, ξ, η) = (Y,−X, η,−ξ),
ι(X, Y, ξ, η) = (−iX, iY,−iξ, iη), (X, Y, ξ, η) ∈ PC ,
where i ∈ C and γ, σ of the right hand side are the same ones as γ ∈ G2 ⊂ F4 ⊂ E6, σ ∈
F4 ⊂ E6. Then we have that γ, σ, λ, ι ∈ E7 and γ2 = σ2 = 1, λ2 = ι2 = −1. Hence, as in E6,
the group E7 has involutive inner automorphisms γ˜, σ˜ induced by γ, σ: γ˜(α) = γαγ, σ˜(α) =
σασ, α ∈ E7. Moreover, since −1 ∈ z(E7) (the center of E7), λ, ι induce involutive inner
automorphisms ˜λ, ι˜ of E7: ˜λ(α) = λαλ−1, ι˜(α) = ιαι−1, α ∈ E7.
Now, the structures of the groups (E7)λγ, (E7)γ and (E7)ι are as follows.
Theorem 3.4.1. [EV] The group (E7)λγ is isomorphic to the group SU(8)/Z2:(E7)λγ 
(E7)τγ  SU(8)/Z2, Z2 = {E,−E}.
Proof. We define a mapping ϕE5 : SU(8) → (E7)τγ by
ϕE5 (A)P = χ−1(A(χP)tA), P ∈ PC ,
where χ :PC →S(8,C)C is the C-linear isomorphism. This mapping induces the required
isomorphism (see [10, Section 4.12 ]). 
Remark. Since λγ is conjugate to τγ in E6, it is also in E7.
Theorem 3.4.2. [EVI] The group (E7)γ is isomorphic to the group (SU(2)×Spin(12))/Z2:
(E7)γ  (E7)−σ= (E7)σ  (SU(2) × Spin(12))/Z2, Z2 = {(E, 1), (−E,−σ)}.
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Proof. We define a mapping ϕE6 : SU(2) × Spin(12) → (E7)σ by
ϕE6 (A, β) = φ2(A)β,
where φ2(A) :PC→PC is the C-linear mapping. This mapping induces the required iso-
morphism (see [10, Section 4.11]). 
Remark. As for the fact that γ is conjugate to −σ in E7, see [12, Proposition 4.3.5 (3)].
Theorem 3.4.3. [EVII] The group (E7)ι is isomorphic to the group (U(1) × E6)/Z3:
(E7)ι  (U(1) × E6)/Z3, Z3 = {(1, 1), (ω, φ(ω2)), (ω2, φ(ω))}, where ω ∈ C, ω3 = 1, ω , 1.
Proof. We define a mapping ϕE7 : U(1) × E6 → (E7)ι by
ϕE7 (θ, β) = φ(θ)β,
where φ(θ) :PC →PC is the C-linear mapping. This mapping induces the required isomor-
phism (see [10, Section 4.10 ]). 
3.5. Types EVIII and EIX. Let e8C be 248 dimensional C-vector space. We define C-
linear transformations λω, γ and υ of e8C by
λω(Φ, P, Q, r, s, t) = (λΦλ−1, λQ,−λP,−r,−t,−s),
γ(Φ, P, Q, r, s, t) = (γΦγ, γP, γQ, r, s, t),
υ(Φ, P, Q, r, s, t) = (Φ,−P,−Q, r, s, t), (Φ, P, Q, r, s, t) ∈ e8C ,
where λ, γ of right hand side are same ones λ ∈ E7, γ ∈ G2 ⊂ F4 ⊂ E6 ⊂ E7. Then
we have that λω, γ, υ ∈ E8 and λω2 = γ2 = υ2 = 1. Hence λω, γ, υ induce involutive
inner automorphisms ˜λω, γ˜, υ˜ of E8: ˜λω(α) = (λω)α(λω), γ˜(α) = γαγ, υ˜(α) = υαυ, α ∈ E8.
(Remark. λω is nothing but λλ′ defined in [10, Section 5.5 ].)
Now, the structures of the groups (E8)λωγ and (E8)υ are as follows.
Theorem 3.5.1. [EVIII] The group (E8)λωγ is isomorphic to the group Ss(16) : (E8)λωγ 
Ss(16).
Proof. Since the homomorphism between (E8)λωγ and Ss(16) is not found in E8 defined in
Section 2.5 until now, we omit this proof (see [10, Section 5.8 ]). 
Theorem 3.5.2. [EIX] The group (E8)υ is isomorphic to the group (SU(2) × E7)/Z2 :
(E8)υ  (SU(2) × E7)/Z2, Z2 = {(E, 1), (−E,−1)}.
Proof. We define a mapping ϕE9 : SU(2) × E7 → (E7)υ by
ϕE9 (A, β) = φ3(A)β,
where φ3(A) : e8C → e8C is the C-linear transformation. This mapping induces the required
isomorphism (see [10, Section 5.7 ]. φ3 is nothing but ϕ3 defined in [10, Theorem 5.7.4]).

4. Globally exceptional Z2 × Z2- symmetric spaces
In this chapter, for G = G2, F4, E6, E7 or E8, we determine the type (G/Gσ,G/Gτ,
G/Gστ) of globally exceptionalZ2×Z2-symmetric space and the structure of group Gσ∩Gτ
by giving a pair of involutive inner automorphisms σ˜ and τ˜ of G. Most of fundamental
K-linear transformations and involutive automorphisms used later are defined in previous
chapter, where K = R,C, and others are defined each times.
Even if some proofs of this chapter are similar to ones of the preceding articles [5],[6],
[7], [8],[10], [11], [12] and [13], we rewrite in detail again as much as possible. As men-
tioned in Tables 1,2, we also omit a sing ∼ for the elements of Z2 × Z2.
• [G2] We study one type in here.
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4.1. Type G-G-G. In this section, we give a pair of involutive inner automorphisms γ˜ and
γ˜H, where γ˜H is induced by an R-linear transformation γH defined below.
We define R-linear transformations γH , γC of H by
γH (a + be2) = a − be2,
γC (a + be2) = a + be2, a + be2 ∈ C ⊕ Ce2 = H.
Then γH , γC are naturally extended to R-linear transformations γH, γC of C as follows:
γH (x + ye4) = γH x + (γHy)e4,
γC (x + ye4) = γC x + (γCy)e4, x + ye4 ∈ H ⊕ He4 = C.
Needless to say, we have that γH , γC ∈ G2, γ2H =γ2C =1, γγH = γHγ, γγC = γCγ. Hence γH , γC
induce involutive inner automorphisms γ˜H , γ˜C of G2: γ˜H (α) = γHαγH , γ˜C (α) = γCαγC , α ∈
G2.
Lemma 4.1.1. In G2, we have the following facts.
(1) γ is conjugate to both of γH and γγH : γ ∼ γH , γ ∼ γγH .
(2) γ is conjugate to both of γC and γγC : γ ∼ γC , γ ∼ γγC .
Proof. (1) We define R-linear isomorphisms δ1, δ2 : C→ C by
δ1 : 1 7→ 1, e1 7→ e1, e2 7→ e4, e3 7→ e5, e4 7→ e2, e5 7→ e3, e6 7→ −e6, e7 7→ −e7,
δ2 : 1 7→ 1, e1 7→ e1, e2 7→ −e6, e3 7→ −e7, e4 7→ −e4, e5 7→ −e5, e6 7→ −e2, e7 7→ −e3,
where 1 and ek, k = 1, 2, . . . , 7 are the basis of C, respectively. Then we see δ1, δ2 ∈
G2, δ12 = δ22 = 1. Hence, by straightforward computation, we have δ1γ = γHδ1, δ2γ =
(γγH )δ2, that is, γ ∼ γH , γ ∼ γγH in G2.
(2) We define R-linear transformations δ3, δ4 : C → C by
δ3 : 1 7→ 1, e1 7→ e4, e2 7→ e2, e3 7→ e6, e4 7→ e1, e5 7→ −e5, e6 7→ e3, e7 7→ −e7,
δ4 : 1 7→ 1, e1 7→ e5, e2 7→ e2, e3 7→ −e7, e4 7→ −e4, e5 7→ e1, e6 7→ −e6, e7 7→ −e3,
respectively. Then as in (1) above, we have that δ3, δ4 ∈ G2, δ32 = δ42 = 1, δ3γ =
γCδ3, δ4γ = (γγC)δ4, that is, γ ∼ γC, γ ∼ γγC in E6. 
We have the following proposition which is the direct result of Lemma 4.1.1.
Proposition 4.1.2. The group (G2)γ is isomorphic to both of the groups (G2)γH and (G2)γγH :
(G2)γ  (G2)γH  (G2)γγH .
From the result of type G in Table 2 and Proposition 4.1.2 , we have the following
theorem.
Theorem 4.1.3. For Z2 × Z2 = {1, γ} × {1, γH }, the Z2 × Z2-symmetric space is of type
(G2/(G2)γ,G2/(G2)γH ,G2/(G2)γγH ) = (G2/(G2)γ,G2/(G2)γ,G2/(G2)γ) , that is, (G, G, G),
abbreviated as G.
Here, we prove lemma needed and make some preparations for theorem below.
Lemma 4.1.4. The mapping ϕG : Sp(1) × Sp(1) → (G2)γ of Theorem 3.1.1 satisfies the
equalities :
(1) γH = ϕG (e1, e1), γC = ϕG (e2, e2).
(2) γHϕG (p, q)γH = ϕG (γH p, γH q).
Proof. The proof of (1) is omitted (see [11, Lemma 1.3.3] in detail). The equality of (2) is
the direct result of (1). 
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Consider a group Z2 = {1, γC }. Then the group Z2 = {1, γC } acts on the group U(1) ×
U(1) by
γC (a, b) = (γC a, γC b)
and let (U(1) × U(1)) ⋊ Z2 be the semi-direct product of U(1) × U(1) and Z2 with this
action.
Now, we determine the structure of the group (G2)γ ∩ (G2)γH .
Theorem 4.1.5. We have that (G2)γ ∩ (G2)γH  (U(1) × U(1))/Z2 ⋊ Z2, Z2 = {(1, 1),
(−1,−1)}, Z2 = {1, γC }.
Proof. We define a mapping ϕ415 : (U(1) × U(1)) ⋊ {1, γC} → (G2)γ ∩ (G2)γH by
ϕ415(a, b, 1) = ϕG (a, b),
ϕ415(a, b, γC) = ϕG (a, b) γC ,
where ϕG is defined in Theorem 3.1.1. From γγC = γCγ, γγH = γHγ and Lemma 4.1.4 (1),
we have ϕ415(a, b, 1), ϕ415(a, b, γC ) ∈ (G2)γ ∩ (G2)γH . Hence ϕ415 is well-defined. Using
(ae2)c = (ac)e2, a, c ∈ U(1), we can confirm that ϕ415 is a homomorphism. Indeed, we
show that the case of ϕ415(a, b, γC ) ϕ415(c, d, 1) = ϕ415((a, b, γC )(c, d, 1)) as example. For
the left hand side of this equality, we have that
ϕ415(a, b, γC ) ϕ415(c, d, 1) = (ϕG(a, b) γC)ϕG(c, d)
= (ϕG(a, b) ϕG(e2, e2))ϕG(c, d)
= ϕG((ae2)c, (be2)d)
= ϕG((ac)e2, (bd)e2).
On the other hand, for the right hand side of same one, we have that
ϕ415((a, b, γC )(c, d, 1)) = ϕ415((a, b)γC(c, d), γC )
= ϕG(a(γC c), b(γC d))γC
= ϕG(ac, bd) ϕG(e2, e2)
= ϕG((ac)e2, (bd)e2)
that is, ϕ415(a, b, γC ) ϕ415(c, d, 1) = ϕ415((a, b, γC)(c, d, 1)). Similarly, the other cases are
shown.
We shall show that ϕ415 is surjection. Let α ∈ (G2)γ ∩ (G2)γH . Since (G2)γ ∩ (G2)γH ⊂
(G2)γ, there exist p, q ∈ Sp(1) such that α = ϕG (p, q) (Theorem 3.1.1). Moreover, from
α = ϕG (p, q) ∈ (G2)γH , that is, γHϕG (p, q)γH = ϕG (p, q), we have ϕG (γH p, γH q) = ϕG (p, q)
(Lemma 4.1.4 (2)). Hence it follows that
γH p = p
γH q = q
or

γH p = −p
γH q = −q.
In the former case, we see that p, q ∈ U(1), then set p = a, q = b, a, b ∈ U(1). Hence we
have that α = ϕG (a, b) = ϕ415(a, b, 1). In the latter case, we can find the explicit form of p, q
as follow: p = p2e2 + p3e3 = (p2+ p3e1)e2, q = q2e2 +q3e3 = (q2+q3e1)e2, pk, qk ∈ R, k =
2, 3, that is, p, q ∈ U(1) e2 = {ue2 | u ∈ U(1)}. Then, set p = ae2, q = be2, a, b ∈ U(1), by
using γC = ϕG (e2, e2) (Lemma 4.1.4 (1)), we have that
α = ϕG (ae2, be2) = ϕG (a, b)ϕG(e2, e2) = ϕG (a, b)γC = ϕ415(a, b, γC ).
Thus ϕ415 is surjection.
From Ker ϕG = {(1, 1), (−1,−1)}, we can easily obtain that Kerϕ415 = {(1, 1, 1), (−1,−1,
1)}  (Z2, 1).
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Therefore we have the required isomorphism
(G2)γ ∩ (G2)γH  (U(1) × U(1))/Z2 ⋊Z2.

• [F4] We study three types in here.
4.2. Type FI-I-I. In this section, we give a pair of involutive inner automorphisms γ˜ and
γ˜H .
We define R-linear transformations γH, γC of J by
γH X =

ξ1 γH x3 γH x2
γH x3 ξ2 γH x1
γH x2 γH x1 ξ3
 , γC X =

ξ1 γC x3 γC x2
γC x3 ξ2 γC x1
γH x2 γC x1 ξ3
 , X ∈ J,
where γH , γC of right hand side are the same ones as γH , γC ∈ G2. Then we have that
γH , γC ∈ F4, γH 2 = γC 2 = 1. Hence γH , γC induce involutive inner automorphisms γ˜H , γ˜C of
F4: γ˜H (α) = γHαγH , γ˜C (α) = γCαγC , α ∈ F4. (Remark. In F4, we use γC , however we do
not use γ˜C .)
Moreover, using the inclusion G2 ⊂ F4, the R-linear transformations δ1, δ2 defined in
Lemma 4.1.1 are naturally extended to R-linear transformations of J as follows:
δkX =

ξ1 δkx3 δkx2
δk x3 ξ2 δkx1
δk x2 δkx1 ξ3
 , X ∈ J, k = 1, 2.
Then we see δ1, δ2 ∈ F4, δ12 = δ22 = 1. As in G2, since we easily see that γ ∼ γH , γ ∼ γγH
in F4, we have the following proposition.
Proposition 4.2.1. The group (F4)γ is isomorphic to both of the groups (F4)γH and (F4)γγH :
(F4)γ  (F4)γH  (F4)γγH .
From the result of type FI in Table 2 and Proposition 4.2.1, we have the following
theorem.
Theorem 4.2.2. For Z2 × Z2 = {1, γ} × {1, γH}, the Z2 × Z2-symmetric space is of type
(F4/(F4)γ, F4/(F4)γH , F4/(F4)γγH ) = (F4/(F4)γ, F4/(F4)γ, F4/(F4)γ), that is, type (FI, FI,
FI), abbreviated as FI-I-I.
Here, we prove lemma needed and make some preparations for the theorem below.
Lemma 4.2.3. The mapping ϕF1 : Sp(1) × Sp(3) → (F4)γ of Theorem 3.2.1 satisfies the
equalities:
(1) γH = ϕF1 (e1, e1E), γC = ϕF1 (e2, e2E).
(2) γHϕF1 (p, A)γH = ϕF1 (γH p, γH A).
Proof. The proof of (1) is omitted (see [11, Lemma 2.3.4] in detail). The equality of (2) is
the direct result of (1). 
Consider a group Z2 = {1, γC}. Then the group Z2 = {1, γC} acts on the group U(1) ×
U(3) by
γC(a, B) = (γCa, γC B)
and let (U(1) × U(3)) ⋊ Z2 be the semi-direct product of U(1) × U(3) and Z2 with this
action.
Now, we determine the structure of the group (F4)γ ∩ (F4)γH .
Theorem 4.2.4. We have that (F4)γ ∩ (F4)γH  (U(1) × U(3))/Z2 ⋊ Z2, Z2 = {(1, E),
(−1,−E)}, Z2 = {1, γC}.
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Proof. We define a mapping ϕ424 : (U(1) × U(3)) ⋊ {1, γC} → (F4)γ ∩ (F4)γH by
ϕ424(a, B, 1) = ϕF1 (a, B),
ϕ424(a, B, γC) = ϕF1 (a, B) γC,
where ϕF1 is defined in Theorem 3.2.1. As the proof of Theorem 4.1.5, it is easily to verify
that ϕ424 is well-defined and a homomorphism.
We shall show that ϕ424 is surjection. Let α ∈ (F4)γ ∩ (F4)γH . Since (F4)γ ∩ (F4)γH ⊂
(F4)γ, there exist p ∈ Sp(1) and A ∈ Sp(3) such that α = ϕF1 (p, A) (Theorem 3.2.1). More-
over, from α = ϕF1 (p, A) ∈ (F4)γH , that is, γHϕF1 (p, A)γH = ϕF1 (p, A), we have ϕF1 (γH p, γHA)
= ϕF1 (p, A) (Lemma 4.2.3 (2)). Hence it follows that
γH p = p
γH A = A
or

γH p = −p
γH A = −A.
In the former case, we easily see that p ∈ U(1), A ∈ U(3), then set p = a ∈ U(1) and
A = B ∈ U(3). Hence we have that α = ϕF1 (a, B) = ϕ424(a, B, 1). In the latter case, in the
way similar to the former case of Theorem 4.1.5 we find that p ∈ U(1)e2 = {ue2 | u ∈ U(1)},
A ∈ U(3)(e2E) = {B(e2E) | B ∈ U(3)}. Then, set p = ae2, A = B(e2E), a ∈ U(1), B ∈ U(3),
by using γC = ϕF1 (e2, e2E) (Lemma 4.2.3 (1)), we have that
α = ϕF1 (ae2, B(e2E)) = ϕF1 (a, B)ϕF1(e2, e2E) = ϕF1 (a, B)γC = ϕ424(a, B, γC).
Thus ϕ423 is surjection.
From KerϕF1 = {(1, E), (−1,−E)}, we can easily obtain that Kerϕ424 = {(1, E, 1), (−1,
−E, 1)}  (Z2, 1).
Therefore we have the required isomorphism
(F4)γ ∩ (F4)γH  (U(1) × U(3))/Z2 ⋊Z2.

4.3. Type FI-I-II. In this section, we give a pair of involutive inner automorphisms γ˜ and
γ˜σ
Lemma 4.3.1. In F4, γ is conjugate to γσ: γ ∼ γσ.
Proof. We define an R- linear transformation δ5 of J by
δ5X =

ξ1 x3e4 x2e4
−e4x3 ξ2 −e4x1e4
−e4x2 −e4x1e4 ξ3
 , X ∈ J.
Then we have that δ5 ∈ F4, δ32 = 1, δ5γ = (γσ)δ5, that is, γ ∼ γσ in F4. 
We have the following proposition which is the direct result of Lemma 4.3.1.
Proposition 4.3.2. The group (F4)γ is isomorphic to the group (F4)γσ: (F4)γ  (F4)γσ.
From the result of types FI, FII in Table 2 and Proposition 4.3.2, we have the following
theorem.
Theorem 4.3.3. For Z2 × Z2 = {1, γ} × {1, γσ}, the Z2 × Z2-symmetric space is of type
(F4/(F4)γ, F4/(F4)γσ, F4/(F4)γ(γσ))= (F4/(F4)γ, F4/(F4)γ, F4/(F4)σ), that is, type (FI, FI,
FII), abbreviated as FI-I-II.
Here, we prove lemma needed in theorem below.
14 TOSHIKAZU MIYASHITA
Lemma 4.3.4. The mapping ϕF1 : Sp(1) × Sp(3) → (F4)γ of Theorem 3.2.1 satisfies the
equalities:
(1) γ = ϕF1 (−1,−E), σ = ϕF1 (−1, I1).
(2) γϕF1 (p, A)γ = ϕF1 (p, A), σϕF1 (p, A)σ = ϕF1 (p, I1AI1),
where I1 = diag(−1, 1, 1).
Proof. The proof of (1) is omitted (see [11, Lemma 2.3.4] in detail). The equalities of (2)
are the direct result of (1). 
Now, we determine the structure of the group (F4)γ ∩ (F4)γσ.
Theorem 4.3.5. We have that (F4)γ∩(F4)γσ  (Sp(1)×Sp(1)×Sp(2))/Z2, Z2 = {(1, 1, E),
(−1,−1, E)}.
Proof. We define a mapping ϕ435; Sp(1) × Sp(1) × Sp(2) → (F4)γ ∩ (F4)γσ by
ϕ435(p, q, B) = ϕF1 (p, h(q, B)),
where h is defined by h : Sp(1) × Sp(2) → Sp(3), h(q, B) =
(
q 0
0 B
)
. Since the mapping
ϕ435 is the restriction of the mapping ϕF1 , it is easily to verify that ϕ435 is well-defined and
a homomorphism.
We shall show that ϕ435 is surjection. Let α ∈ (F4)γ ∩ (F4)γσ. Since (F4)γ ∩ (F4)γσ ⊂
(F4)γ, there exist p ∈ Sp(1) and A ∈ Sp(3) such that α = ϕF1 (p, A) (Theorem 3.2.1).
Moreover, from α = ϕF1 (p, A) ∈ (F4)γσ, that is, (γσ)ϕF1 (p, A)(σγ) = ϕF1 (p, A), using
γϕF1 (p, A)γ = ϕF1 (p, A) and σϕF1 (p, A)σ = ϕF1 (p, I1AI1) (Lemma 4.3.4 (2)), we have
ϕF1 (p, I1AI1) = ϕF1 (p, A). Hence it follows that
p = p
I1AI1 = A
or

p = −p
I1AI1 = −A.
In the former case, it is trivial that p ∈ Sp(1), and we get the explicit form of A ∈ Sp(3) as
follows:
A =
(
q 0
0 B
)
, q ∈ Sp(1), B ∈ Sp(2).
Hence we have α = ϕF1 (p, h(q, B)) = ϕ435(p, q, B). In the latter case, this case is impossible
because of p = 0 for p ∈ Sp(1). Thus ϕ435 is surjection.
From KerϕF1 = {(1, E), (−1,−E)}, we can easily obtain that Kerϕ435= {(1, 1, E), (−1,−1,
−E)}  Z2.
Therefore we have the required isomorphism
(F4)γ ∩ (F4)γσ  (Sp(1) × Sp(1) × Sp(2))/Z2.

4.4. Type FII-II-II. In this section, we give a pair of involutive inner automorphisms σ˜
and σ˜′, where an R-linear transformation σ′ of J is defined below.
We define an R-linear transformation σ′ of J by
σ′X =

ξ1 x3 −x2
x3 ξ2 −x1
−x2 −x1 ξ3
 , X ∈ J.
Then we have that σ′ ∈ F4, σ′2 = 1, σσ′ = σ′σ. Hence σ′ induces involutive inner
automorphism σ˜′ of F4: σ˜′(α) = σ′ασ′, α ∈ F4.
Lemma 4.4.1. In F4, σ is conjugate to both of σ′ and σσ′: σ ∼ σ′, σ ∼ σσ′.
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Proof. We define R-linear transformations δ6, δ7 of J by
δ6X =

ξ3 x1 x2
x1 ξ2 x3
x2 x3 ξ1
 , δ7X =

ξ2 x3 x1
x3 ξ1 x2
x1 x2 ξ3
 , X ∈ J.
Then we have that δ6, δ7 ∈ F4, δ62 = δ72 = 1. Hence, by straightforward computation, we
have that δ6σ = σ′δ6, δ7σ = (σσ′)δ7, that is, σ ∼ σ′, σ ∼ σσ′ in F4. 
We have the following proposition which is the direct result of Lemma 4.4.1.
Proposition 4.4.2. The group (F4)σ is isomorphic to both of the groups (F4)σ′ and (F4)σσ′ :
(F4)σ  (F4)σ′  (F4)σσ′ .
From the result of type FII in Table 2 and Proposition 4.4.2, we have the following
theorem.
Theorem 4.4.3. For Z2 × Z2 = {1, σ} × {1, σ′}, the Z2 × Z2-symmetric space is of type
(F4/(F4)σ, F4/(F4)σ′ , F4/(F4)σσ′ ) = (F4/(F4)σ, F4/(F4)σ, F4/(F4)σ), that is, type (FII,
FII, FII), abbreviated as FII-II-II.
Here, we prove lemma needed in the theorem below.
Lemma 4.4.4. The Lie algebra (f4)σ ∩ (f4)σ′ of the group (F4)σ ∩ (F4)σ′ is given by
(f4)σ ∩ (f4)σ′ = {D ∈ so(8)} = so(8).
In particular, we have
dim((f4)σ ∩ (f4)σ′ ) = 28.
Proof. Since any element δ of the Lie algebra f4 of the group F4 is uniquely expressed as
δ = D + ˜A1(a1) + ˜A2(a2) + ˜A3(a3), D ∈ so(8), ai ∈ C, k = 1, 2, 3,
using
σδσ = D + ˜A1(a1) + ˜A2(−a2) + ˜A3(−a3),
σ′δσ′ = D + ˜A1(−a1) + ˜A2(−a2) + ˜A3(a3),
we can easily prove this lemma. 
Now, we determine the structure of the group (F4)σ ∩ (F4)σ′ .
Theorem 4.4.5. We have that (F4)σ ∩ (F4)σ′  Spin(8).
Proof. Let Spin(8) = {(α1, α2, α3) ∈ SO(8)×SO(8)×SO(8) | (α1x)(α2y) = α3(xy), x, y ∈ C}.
We define a mapping ϕ445 : Spin(8) → (F4)σ ∩ (F4)σ′ by
ϕ445(α1, α2, α3)X =

ξ1 α3 x3 α2 x2
α3x3 ξ2 α1 x1
α2x2 α1 x1 ξ3
 , X ∈ J.
It is easily to verify that ϕ445 is well-defined, a homomorphism and injection.
We shall show that ϕ445 is surjection. From (F4)σ  Spin(9) ([5, Proposition 1.4]), we
have that (F4)σ ∩ (F4)σ′ = ((F4)σ)σ′  (Spin(9))σ′. Hence (F4)σ ∩ (F4)σ′ is connected.
Moreover, together with dim((f4)σ ∩ (f4)σ′ ) = 28 = dim(so(8)) (Lemma 4.4.4), we have
that ϕ445 is surjection.
Therefore we have the required isomorphism
(F4)σ ∩ (F4)σ′  Spin(8).

• [E6] We study eight types in here.
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4.5. Type EI-I-II. In this section, we give a pair of involutive automorphisms λγ˜ and
λ ˜γγC .
Let the C-linear transformations γH , γC of JC be the complexification of γH , γC ∈ G2 ⊂
F4. Then we have that γH , γC ∈ E6, γH 2 = γC 2 = 1, so γC involutive inner automorphism γ˜C
of E6: γ˜C (α) = γCαγC , α ∈ E6.
Using the inclusion G2 ⊂ F4 ⊂ E6, the R-linear transformations δ3, δ4 defined in Lemma
4.1.1 are naturally extended to C-linear transformation of JC . Hence, as in G2, since we
easily see that δ3γ = γCδ3, δ4γ = γγCδ4 as δ3, δ4 ∈ E6, that is, γ ∼ γC , γ ∼ γγC in E6, we
have the following proposition.
Proposition 4.5.1. (1) The group (E6)λγ is isomorphic to the group (E6)λγγC : (E6)λγ 
(E6)λγγC .
(2) The group (E6)γ is isomorphic to the group (E6)γC : (E6)γ  (E6)γC .
Proof. (1) We define a mapping f : (E6)λγ → (E6)λγγC by
f (α) = δ4αδ4.
In order to prove this proposition, it is sufficient to show that the mapping f is well-defined.
Indeed, it follows from γ ∼ γγC that
λ(γγC f (α)γCγ) = t(γγC(δ4αδ4)γCγ)−1 = γγC(δ4tα−1δ4)γCγ
= δ4(γλ(α)γ)δ4 = δ4αδ4 = f (α),
that is, f (α) ∈ (E6)λγγC .
(2) This isomorphism is the direct result of γ ∼ γC . 
From the result of types EI, EII in Table 2 and Propositions 4.5.2 , we have the following
theorem.
Theorem 4.5.2. For Z2 × Z2 = {1, λγ} × {1, λγγC}, the Z2 × Z2-symmetric space is of
type (E6/(E6)λγ, E6/(E6)λγγC , E6/(E6)(λγ)(λγγC )) = (E6/(E6)λγ, E6/(E6)λγγC , E6/(E6)γC ) =
(E6/(E6)λγ, E6/(E6)λγ, E6/(E6)γ), that is, type (EI, EI, EII), abbreviated as EI-I-II.
Here, we prove lemma and proposition needed and make some preparations for the
theorem below.
Lemma 4.5.3. The mapping ϕE2 : Sp(1) × SU(6) → (E6)γ of Theorem 3.3.2 satisfies the
following equalities:
(1) γ = ϕE2 (−1, E), γH = ϕE2 (e1, iI), γC = ϕE2 (e2, J), σ = ϕE2 (−1, I2).
(2) γϕE2 (p,U)γ = ϕE2 (p,U), γHϕE2 (p,U)γH = ϕE2 (γH p, IUI),
γCϕE2 (p,U)γC = ϕE2 (γC p,−JUJ), σϕE2 (p,U)σ = ϕE2 (p, I2UI2).
(3) λ(ϕE2 (p,U)) = ϕE2 (p,−J(τU)J),
where i ∈ C, I = diag(1,−1, 1,−1, 1,−1), J = diag(J1, J1, J1), J1 =
(
0 1
−1 0
)
, I2 = diag(−1,
−1, 1, 1, 1, 1).
Proof. The proof of (1) is omitted (see [11, Lemmas 3.5.7, 3.5.10] in detail). The equalities
of (2) are the direct results of (1).
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(3) Using the equality τk(M) = −Jk(τM)J, we have the required result. Indeed,
λ(ϕE2 (p,U))(M + a) = τ(ϕE2 (p,U))τ(M + a) (see Section 3.3)
= τ(ϕE2 (p,U))(τM + τa)
= τ(kJ−1(UkJ(τM)tU) + p(τa)k−1(τ tU))
= −τk−1((UkJ(τM)tU)J) + paτk−1(τ tU)
= k−1(J(τU)J(kM)(tU)(−E)) + pak−1(τ t(−J(τU)J))
= k−1((−J(τU)J)(kM)J(−J(τ tU)J)(−J)) + pak−1(τ t(−J(τU)J))
= kJ−1((−J(τU)J)(kJM)t((−J(τU)J))) + pak−1(τ ,(−J(τU)J))
= ϕE2 (p,−J(τU)J)(M + a),
that is, λ(ϕE2 (p,U)) = ϕE2 (p,−J(τU)J). 
Proposition 4.5.4. The group (E6)λγ∩ (E6)λγγC is isomorphic to the group (E6)λγ∩ (E6)γC :
(E6)λγ ∩ (E6)λγγC  (E6)λγ ∩ (E6)γC .
Proof. We define a mapping g : (E6)λγ ∩ (E6)λγγC → (E6)λγ ∩ (E6)γC by
g(α) = λ(α).
In order to prove this proposition, it is sufficient to show that the mapping g is well-defined.
Indeed, it follows from λ(γ) = γ, λ(γC ) = γC that
λ(γg(α)γ) = λ(γλ(α)γ) = λ(α) = g(α) and
γCg(α)γC = γCλ(α)γC = γ(γγCλ(α)γCγ)γ = γαγ = γ(γλ(α)γ)γ = λ(α) = g(α),
that is, g(α) ∈ (E6)λγ and g(α) ∈ (E6)γC . 
Let {a = x + ye2 | aa = 1, x, y ∈ R} ⊂ Sp(1) be a group which is isomorphic to the
ordinary unitary group U(1), so this group is also denoted by U(1). In this section, we use
this as U(1).
Consider a group Z2 = {1, γH}. Then the group Z2 = {1, γH} acts on the group U(1) ×
SO(6) by
γH(a, A) = (a, (iI)A(iI)−1),
where I = diag(1,−1, 1,−1, 1,−1), and let (U(1)× SO(6))⋊Z2 be the semi-direct product
of U(1) × SO(6) and Z2 with this action.
Now, we determine the structure of the group (E6)λγ ∩ (E6)λγγC .
Theorem 4.5.5. We have that (E6)λγ ∩ (E6)λγγC  (U(1) × SO(6))/Z2 ⋊Z2, Z2 = {(1, E),
(−1,−E)},Z2 = {1, γH}.
Proof. We define a mapping (U(1) × SO(6)) ⋊ {1, γH} → (E6)λγ ∩ (E6)γC by
ϕ456((a, A), 1) = δ7ϕE2 (a, A)δ7,
ϕ456((a, A), γH) = δ7(ϕE2 (a, A)γH)δ7,
where ϕE2 , δ7 are defined in Theorem 3.3.2, Lemma 4.5.1, respectively. From Lemmas
4.5.1, 4.5.4, we have ϕ456((a, A), 1), ϕ456((a, A), γH) ∈ (E6)λγ ∩ (E6)γC . Hence ϕ456 is well-
defined. Using γH = ϕE2 (e1, iI) (Lemma 4.5.4 (1)), we can confirm that ϕ456 is a homomor-
phism. Indeed, we show that the case of ϕ456((a, A), γH)ϕ456((b, B), 1)=ϕ456(((a, A), γH)((b,
B), 1)) as example. For the left hand side of this equality , we have that
ϕ456((a, A), γH)ϕ456((b, B), 1) = (δ7(ϕE2 (a, A)γH)δ7)(δ7ϕE2 (b, B)δ7)
= (δ7(ϕE2 (a, A)ϕE2 (e1, iI))δ7)(δ7ϕE2 (b, B)δ7)
= δ7(ϕE2 (ab, A(iI)B(iI)−1)γH)δ7.
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On the other hand, for the right hand side of same one, we have that
ϕ456(((a, A), γH)((b, B), 1)) = ϕ456((a, A)γH(b, B), γH)
= ϕ456((ab, A(iI)B(iI)−1), γH)
= δ7(ϕE2 (ab, A(iI)B(iI)−1)γH)δ7,
that is, ϕ456((a, A), γH)ϕ456((b, B), 1) = ϕ456(((a, A), γH)((b, B), 1)). Similarly, the other
cases are shown.
We shall show that ϕ456 is surjection. Let α ∈ (E6)λγ∩(E6)γC . Hence, since α ∈ (E6)λγ∩
(E6)γC ⊂ (E6)γC  (E6)γ (Proposition 4.5.2 (2)), there exist p ∈ Sp(1) and U ∈ SU(6) such
that α = δ7ϕE2 (p,U)δ7 (Theorem 3.3.2). Moreover, from α = δ7ϕE2 (p,U)δ7 ∈ (E6)λγ,
that is, λ(γ(δ7ϕE2 (p,U)δ7)γ) = δ7ϕE2 (p,U)δ7, using γCϕE2 (p,U)γC = ϕE2 (γC p,−JUJ) and
λ(ϕE2 (p,U)) = ϕE2 (p,−J(τU)J) (Lemma 4.5.4 (2), (3)), we have that ϕE2 (γC p, τA) =
ϕE2 (p, A). Hence it follows that
γC p = p
τU = U
or

γC p = −p
τU = −U.
In the former case, we see that p ∈ U(1) = {a = p0 + p2e2 | aa = 1} and U ∈ SO(6). Hence
we have that α = δ7ϕE2 (a, A)δ7 = ϕ456((a, A), 1). In the latter case, we can find the explicit
forms of p ∈ Sp(1),U ∈ SU(6) as follows:
p= p1e1 + p2e3=ae1 (a = p1 − p2e2 ∈ U(1)), U=A(iI), A ∈ SO(6).
Hence we have that
α = δ7(ϕE2 (ae1, A(iI)))δ7 = δ7(ϕE2 (a, A)ϕE2 (e1, iI))δ7
= δ7(ϕE2 (a, A)γH))δ7 = ϕ456((a, A), γH).
Thus ϕ456 is surjection.
From KerϕE2 = {(1, E), (−1,−E)}, we can easily obtain that Kerϕ456 = {((1, E), 1), ((−1,
−E), 1)}  (Z2, 1). Therefore we have the following isomorphism (E6)λγ∩(E6)γC  (U(1)×
SO(6))/Z2 ⋊ {1, γH}.
Namely, from Proposition 4.5.5, we have the required isomorphism
(E6)λγ ∩ (E6)λγγC (U(1) × SO(6))/Z2 ⋊Z2.

4.6. Type EI-I-III. In this section, we give a pair of involutive automorphisms λγ˜ and
λγ˜σ.
Using the inclusion F4 ⊂ E6, the R-linear transformation δ5 defined in Lemma 4.3.1 is
naturally extended to C-linear transformation of JC . Hence, as in F4, we easily see that
δ5γ = (γσ)δ5 as δ5 ∈ F4 ⊂ E6, that is, γ ∼ γσ in E6.
Proposition 4.6.1. The group (E6)λγ is isomorphic to the group (E6)λγσ : (E6)λγ  (E6)λγσ.
Proof. We define a mapping f : (E6)λγ → (E6)λγσ by
f (α) = δ5αδ5−1,
where δ3 is same one above. (Remark. since δ5 ∈ F4, it follows that λ(δ5) = δ5.) In order to
prove this proposition, it is sufficient to show that the mapping f is well-defined. However,
it is almost evident from λ(δ5) = δ5 and δ5γ = (γσ)δ5. 
From the result of types EI, EIII in Table 2 and Proposition 4.6.1, we have the following
theorem.
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Theorem 4.6.2. For Z2 × Z2 = {1, λγ} × {1, λγσ}, the Z2 × Z2 -symmetric space is of type
(E6/(E6)λγ, E6/(E6)λγσ, E6/(E6)(λγ)(λγσ)) = (E6/(E6)λγ, E6/(E6)λγ, E6/(E6)σ), that is, type
(EI, EI, EIII), abbreviated as EI-I-III.
Here, we prove lemma needed and make some preparations for the theorem below.
Lemma 4.6.3. The mapping ϕE1 : Sp(4) → (E6)λγ of Theorem 3.3.1 satisfies the following
equalities:
(1) γ = ϕE1 (I1), σ = ϕE1 (I2).
(2) γϕE1 (P)γ = ϕE1 (I1PI1), σϕE1 (P)σ = ϕE1 (I2PI2).
(3) λ(ϕE1 (P)) = ϕE1 (I1PI1),
where I1 = diag(−1, 1, 1, 1), I2 = diag(−1,−1, 1, 1).
Proof. The proof of (1) is omitted (see [11, Lemma 3.4.4] in detail). The equalities of (2)
are the direct results of (1). As for (3), from λ(ϕE1 (P)) = τϕE1 (P)τ, it is easily obtained. 
We define some element ρ ∈ (E6)λγ by
ρ = ϕE1 (JE),
where JE =
(
0 E
E 0
)
∈ Sp(4), E =
(
1 0
0 1
)
. Then we easily see ρ2 = 1.
Consider a group Z2 = {1, ρ}. Then the group Z2 = {1, ρ} acts on the group Sp(2) ×
Sp(2) by
ρ(A, B) = (B, A),
and let (Sp(2)× Sp(2))⋊Z2 be the semi-product of Sp(2)× Sp(2) and Z2 with this action.
Now, we determine the structure of the group (E6)λγ ∩ (E6)λγσ.
Theorem 4.6.4. We have that (E6)λγ ∩ (E6)λγσ  (Sp(2) × Sp(2))/Z2 ⋊Z2, where Z2 =
{(E, E), (−E,−E)},Z2 = {1, ρ}.
Proof. We define a mapping ϕ464 : (Sp(2) × Sp(2)) ⋊ {1, ρ} → (E6)λγ ∩ (E6)λγσ by
ϕ464((A, B), 1) = ϕE1 (h1(A, B)),
ϕ464((A, B), ρ) = ϕE1 (h1(A, B)) ρ,
where ϕE1 is defined in Theorem 3.3.1, and h1 is defined as follows: h1 : Sp(2) × Sp(2) →
Sp(4), h1(A, B) =
(
A 0
0 B
)
. From Lemma 4.6.3 (2), (3), we see that ϕ464((A, B), 1), ϕ464((A,
B), ρ) ∈ (E6)λγ ∩ (E6)λγσ. Hence ϕ464 is well-defined, and using ρ = ϕE1 (JE), it is easily to
verify that ϕ464 ia a homomorphism.
We shall show that ϕ464 is surjection. Let α ∈ (E6)λγ ∩ (E6)λγσ. Since α ∈ (E6)λγ ∩
(E6)λγσ ⊂ (E6)λγ, there exists P ∈ Sp(4) such that α = ϕE1 (P) (Theorem 3.3.1). Moreover,
from α = ϕE1 (P) ∈ (E6)λγσ, that is, (λγσ)ϕE1 (P)(λγσ)−1 = ϕE1 (P), using γϕE1 (P)γ =
ϕE1 (I1PI1), σϕE1 (P)σ = ϕE1 (I2PI2) and λ(ϕE1 (P)) = ϕE1 (I1PI1) (Lemma 4.6.3 (2), (3)), we
have that ϕE1 (I2PI2) = ϕE1 (P). Hence, it follows that
I2PI2 = P or I2PI2 = −P.
In the former case, we easily get the explicit form of P ∈ Sp(4) as follows:
P =
(
A 0
0 B
)
, A, B ∈ Sp(2).
Hence, for α ∈ (E6)λγ ∩ (E6)λγσ, we have that
α = ϕE1 (
(
A 0
0 B
)
) = ϕE1 (h1(A, B)) = ϕ464((A, B), 1).
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In the latter case, as the former case, we can also find the explicit form of P ∈ Sp(4) as
follows:
P =
(
0 C
D 0
)
, C, D ∈ Sp(2).
Hence, for α ∈ (E6)λγ ∩ (E6)λγσ, we have that
α = ϕE1 (
(
0 C
D 0
)
) = ϕE1 (
(
C 0
0 D
) (
0 E
E 0
)
) = ϕE1 (
(
C 0
0 D
)
) ϕE1 (
(
0 E
E 0
)
)
= ϕE1 (h1(C, D))ρ = ϕ464((C, D), ρ).
Thus ϕ464 is surjection.
From KerϕE1 = {E,−E}, we can easily obtain that Kerϕ464 = {((E, E), 1), ((−E,−E), 1)}
 (Z2, 1).
Therefore we have the required isomorphism
(E6)λγ ∩ (E6)λγσ  (Sp(2) × Sp(2))/Z2 ⋊Z2.

4.7. Type EI-II-IV. In this section, we give a pair of involutive automorphisms λγ˜ and γ˜.
From the result of type EI, EII, EIV in Table 2, we have the following theorem.
Theorem 4.7.1. For Z2 × Z2 = {1, λγ} × {1, γ}, the Z2 × Z2 -symmetric space is of type
(E6/(E6)λγ, E6/(E6)γ, E6/(E6)(λγ)γ) = (E6/(E6)λγ, E6/(E6)γ, E6/(E6)λ), that is, type (EI,
EII, EIV), abbreviated as EI-II-IV.
Now, we determine the structure of the group (E6)λγ ∩ (E6)γ.
Theorem 4.7.2. We have that (E6)λγ∩(E6)γ  (Sp(1)×Sp(3))/Z2, Z2 = {(1, E), (−1,−E)}.
Proof. We define a mapping ϕ472 : Sp(1) × Sp(3) → (E6)λγ ∩ (E6)γ by
ϕ472(p, A) = ϕE1 (h2(p, A)),
where h2 is defined by h2 : Sp(1)× Sp(3) → Sp(4), h2(p, A) =
(
p 0
0 A
)
. Since the mapping
ϕ472 is the restriction of the mapping ϕE1 , it is easily to verify that ϕ472 is well-defined and
a homomorphism.
We shall show that ϕ472 is surjection. Let α ∈ (E6)λγ∩ (E6)γ. Since α ∈ (E6)λγ∩ (E6)γ ⊂
(E6)λγ, there exists P ∈ Sp(4) such that α = ϕE1 (P) (Theorem 3.3.1). Moreover, from
α = ϕE1 (P) ∈ (E6)γ, that is, γϕE1 (P)γ = ϕE1 (P), using γϕE1 (P)γ = ϕE1 (I1PI1) (Lemma 4.6.3
(2)) we have that ϕE1 (I1PI1) = ϕE1 (P). Hence it follows that
I1PI1 = P or I1PI1 = −P.
In the former case, we easily get the explicit form of P ∈ Sp(4) as follows:
P =
(
p 0
0 A
)
, p ∈ Sp(1), A ∈ Sp(3).
Hence for α ∈ (E6)λγ ∩ (E6)λγσ, we have that
α = ϕE1 (
(
p 0
0 A
)
) = ϕE1 (h2(p, A)) = ϕ472((p, A)).
In the latter case, as the former case, we can also find the explicit form of P ∈ Sp(4) as
follows:
P =

0 b c d
l 0 0 0
m 0 0 0
n 0 0 0
 , b, c, d, l,m, n ∈ H.
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This is contrary to the condition P ∈ Sp(4) because of b = c = d = 0. Hence this case is
impossible. Thus ϕ472 is surjection.
From KerϕE1 = {(1, E), (−1,−E)}, we can easily obtain that Kerϕ472= {(1, E), (−1,−E)}
 Z2.
Therefore we have the required isomorphism
(E6)λγ ∩ (E6)γ  (Sp(1) × Sp(3))/Z2.

4.8. Type EII-II-II. In this section, we give a pair of involutive inner automorphisms γ˜
and γ˜H.
Again,let the C-linear transformation γH of JC . As γC in section 4.5, γH induces involu-
tive inner automorphism γ˜H of E6: γ˜H (α) = γHαγH , α ∈ E6.
Using the inclusion F4 ⊂ E6, the R-linear transformations δ1, δ2 defined in the proof of
Lemma 4.1.1 are naturally extended to the C-linear transformations of JC . Obviously,
we have δ1, δ2 ∈ E6, δ12 = δ22 = 1. Hence, as in G2 and F4, since we easily see that
δ1γ = γHδ1, δ2γ = (γγH )δ2 , that is, γ ∼ γH , γ ∼ γγH in E6, we have the following
proposition.
Proposition 4.8.1. The group (E6)γ is isomorphic to both of the groups (E6)γH and (E6)γγH :
(E6)γ  (E6)γH  (E6)γγH .
From the result of type EII in Table 2 and Proposition 4.8.1, we have the following
theorem.
Theorem 4.8.2. For Z2 × Z2 = {1, γ} × {1, γH}, the Z2 × Z2-symmetric space is of type
(E6/(E6)γ, E6/(E6)γH , E6/(E6)γγH ), that is, type (EII, EII, EII), abbreviated as EII-II-II.
Here, we prove proposition needed and make some preparations for the theorem below.
We define spaces G3,3 and G−3,3 by {U ∈SU(6) | IUI=U} and {U ∈SU(6) | IUI=−U}:
G3,3 = {U ∈ SU(6) | IUI = U}, G−3,3 = {U ∈ SU(6) | IUI = −U},
respectively, where I = diag(1,−1, 1,−1, 1,−1).
Moreover, we consider some element M1 =

1 0 0 0 0 0
0 0 0 0 −1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 0 1

∈ SO(6) ⊂ SU(6)
such that IM1 = M1I3, where I3 = diag(1, 1, 1,−1,−1,−1).
Proposition 4.8.3. We have the following isomorphisms:
(1)G3,3  S (U(3)×U(3))(as a group), where S (U(3)×U(3))= {U ∈ SU(6) | I3UI3=U}.
(2)G−3,3  S (U(3)×U(3))−(as a set), where S (U(3)×U(3))−= {U ∈ SU(6) | I3UI3=−U}.
(3) S(U(3) × U(3))  (U(1) × SU(3) × SU(3))/Z3, Z3 = {(1, E, E), (ω1, ω12, ω1E),
(ω12, ω1, ω12E)}, where ω ∈ C, ω3 = 1, ω , 1.
Proof. (1) We define a homomorphism k1 : S (U(3) × U(3)) → G3,3 by
k1(U) = M1UM1−1.
Then it is easily to verify that k1 is isomorphism as a Lie group.
22 TOSHIKAZU MIYASHITA
(2) We define a mapping k−1 : S (U(3) × U(3))− → G−3,3 by
k−1 (U−) = M1U−M1−1.
Then it is easily to verify that k−1 is isomorphism as a set.
(3) We define a homomorphism h3 : U(1) × SU(3) × SU(3) → S(U(3) × U(3)) by
h3(θ, A, B) =
(
θA 0
0 θ−1B
)
.
Then we can easily show that the mapping h3 induces the required isomorphism. 
We define some element ρ1 ∈ (E6)γ by
ρ1 = ϕE2 (e2,
(
0 E
−E 0
)
), E = diag(1, 1, 1) ∈ M(3, R),
where ϕE2 is defined in Theorem 3.3.2. Hereafter, we denote the matrix
(
0 E
−E 0
)
by EJ .
Then we remark that EJ commutes with M1: EJ M1 = M1EJ.
Consider a group Z2 = {1, ρ1}. Then the group Z2 = {1, ρ1} acts on the group U(1)
×(U(1) × SU(3) × SU(3)) by
ρ1(a, (θ, A, B)) = (a, (θ−1, B, A))
and let U(1)× (U(1)× SU(3) × SU(3)) ⋊Z2 be the semi-direct product of U(1) × (U(1)×
SU(3) × SU(3)) and Z2 with this action.
Now, we determine the structure of the group (E6)γ ∩ (E6)γH .
Theorem 4.8.4. We have that (E6)γ ∩ (E6)γH  (U(1) × (U(1) × SU(3) × SU(3)))/(Z2 ×
Z3)⋊Z2, Z2 = {(1, 1, E, E), (−1,−1,−E,−E)}, Z3 = {(1, 1, E, E), (1, ω, ω2, ωE), (1, ω2, ω,
ω2E)},Z2 = {1, ρ1}, where ω ∈ C, ω3 = 1, ω , 1.
Proof. We define a mapping ϕ484 : (U(1)×(U(1)×SU(3)×SU(3))⋊{1, ρ1} → (E6)γ∩(E6)γH
by
ϕ484((a, (θ, A, B)), 1) = ϕE2 (a, k1h3(θ, A, B)),
ϕ484((a, (θ, A, B)), ρ1) = ϕE2 (a, k1h3(θ, A, B)) ρ1,
where k1, h3 are defined in Proposition 4.8.3 (1), (3), respectively. From Lemma 4.5.4 (2),
we have ϕ484((a, (θ, A, B)), 1), ϕ484((a, (θ, A, B)), ρ1) ∈ (E6)γ ∩ (E6)γH . Hence ϕ482 is well-
defined. Using ρ1 = ϕE2 (e2,
(
0 E
−E 0
)
), we can confirm that ϕ484 is a homomorphism. In-
deed, we show that the case of ϕ484((a, (θ, A, B)), ρ1)ϕ484((b, (ν,C, D)),1) = ϕ484(((a, (θ, A,
B)), ρ1)((b, (ν,C, D)), 1)) as example. For the left hand side of this equality, we have that
ϕ484((a, (θ, A, B)), ρ1)ϕ484((b, (ν,C, D)), 1)
= (ϕE2 (a, k1h3(θ, A, B)) ρ1)(ϕE2 (b, k1h3(ν,C, D)))
= ϕE2 (a, M1h3(θ, A, B)M1) ϕE2 (e2, EJ) (ϕE2 (b, M1h3(ν,C, D)M1))
= ϕE2 ((ae2)b, M1h3(θ, A, B)M1 EJ M1h3(ν,C, D)M1)
= ϕE2 ((ab)e2, M1h3(θ, A, B)h3(ν−1, D,C)M1EJ)
= ϕE2 (ab, k1h3(θν−1, AD, BC))ρ1.
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On the other hand, for the right hand side of same one, we have that
ϕ484(((a, (θ, A, B)), ρ1)((b, (ν,C, D)), 1))
= ϕ484((a, (θ, A, B)) ρ1(b, (ν,C, D)), ρ1)
= ϕ484(ab, (θ, A, B)(ν−1, D,C), ρ1)
= ϕ484(ab, (θν−1, AD, BC), ρ1)
= ϕE2 (ab, k1h3(θν−1, AD, BC))ρ1,
that is, ϕ484((a, (θ, A, B)), ρ1)ϕ484((b, (ν,C, D)),1)=ϕ484(((a, (θ, A, B)), ρ1)((b, (ν,C, D)),1)).
Similarly, the other cases are shown.
We shall show that ϕ484 is surjection. Let α ∈ (E6)γ ∩ (E6)γH . Since α ∈ (E6)γ ∩
(E6)γH ⊂ (E6)γ, ther exist p ∈ Sp(1) and U ∈ SU(6) such that α = ϕE2 (p,U) (Theorem
3.3.2). Moreover, from α = ϕE2 (p,U) ∈ (E6)γH , that is, γHϕE2 (p,U)γH = ϕE2 (p,U), using
γHϕE2 (p,U)γH = ϕE2 (γH p, IUI) (Lemma 4.5.4 (2)), we have ϕE2 (γH p, IUI) = ϕE2 (p,U).
Hence it follows that 
γH p = p
IUI = U
or

γH p = −p
IUI = −U.
In the former case, we see that p ∈ U(1) and U ∈ G3,3. Since there exist θ ∈ U(1) and
A, B ∈ SU(3) such that U = k1h3(θ, A, B) for U ∈ G3,3 (Proposition 4.8.3 (1), (3)), we
have that α = ϕE2 (a, k1h3(θ, A, B)) = ϕ484(a, (θ, A, B), 1). In the latter case, first we get the
explicit form of p ∈ Sp(1) as follows:
p = p2e2 + p3e3 = be2 (b = p2 + p3e1 ∈ U(1)),
moreover since U ∈ G−3,3, there exists U− ∈ S (U(3)×U(3))− such that U = k−1 (U−) (Propo-
sition 4.8.3 (2)), that is, there exist C, D ∈ U(3) such that U = k−1 (
(
0 C
D 0
)
), (detC)(detD)
= −1. Hence, from
(
0 C
D 0
)
=
(
C 0
0 −D
)
EJ, we have that
U = k−1 (
(
C 0
0 −D
) (
0 E
−E 0
)
) = M1(
(
C 0
0 −D
)
EJ)M1−1
= (M1
(
C 0
0 −D
)
M1−1)(M1EJ M1−1) · · · (∗).
Here, since
(
C 0
0 −D
)
∈ S (U(3) × U(3)) and MJ EJ = EJ M1, we modify (∗) above as
follows: (∗) = k1(
(
C 0
0 −D
)
) EJ. Hence, since there exist ν ∈ U(1) and L, N ∈ SU(3) such
that U = k1h3(ν, L, N) EJ (Proposition 4.8.3 (3)), we have that
α = ϕE2 (be2, k1h3(ν, L, N)EJ) = ϕE2 (b, k1h3(ν, L, N)) ϕE2(e2, EJ)
= ϕE2 (b, k1h3(ν, L, N)) ρ1 = ϕ484((b, (ν, L, N)), ρ1).
Thus ϕ484 is surjection.
From KerϕE2 = {(1, E), (−1,−E)} and Ker h3 = {(1, E, E), (ω,ω2, ωE), (ω2, ω, ω2E)},
we can easily obtain that
Ker ϕ484 = {(1, (1, E, E), 1), (−1, (−1,−E,−E), 1)}
×{(1, (1, E, E), 1), (1, (ω,ω2, ωE), 1), (1, (ω2, ω, ω2E), 1)}
 (Z2 × Z3, 1),
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where ω ∈ C, ω3 = 1, ω , 1.
Therefore we have the required isomorphism
(E6)γ ∩ (E6)γH  (U(1) × (U(1) × SU(3) × SU(3)))/(Z2 × Z3) ⋊Z2.

4.9. Type EII-II-III. In this section, we use a pair of involutive inner automorphisms γ˜
and γ˜σ.
Since γ ∼ γσ in E6 as mentioned in Section 4.6, we have the following proposition
which is the direct result of this.
Proposition 4.9.1. The group (E6)γ is isomorphic to the group (E6)γσ: (E6)γ  (E6)γσ.
From the result of types EII, EIII in Table 2 and Proposition 4.9.1, we have the following
theorem.
Theorem 4.9.2. For Z2 × Z2 = {1, γ} × {1, γσ}, the Z2 × Z2 -symmetric space is of type
(E6/(E6)γ, E6/(E6)σγ, E6/(E6)(γ)(γσ)) = (E6/(E6)γ, E6/(E6)γ, E6/(E6)σ), that is, type (EII,
EII, EIII), abbreviated as EII-II-III.
Here, we prove Proposition needed in theorem below.
Proposition 4.9.3. We have the following isomorphism: (U(1) × Sp(1) × SU(4))/Z4 
S (U(2) × U(4)), Z4 = {(1, 1, E), (−1,−1,−E), (i,−1, iE), (−i,−1,−iE)}.
Proof. We define a mapping
f : U(1) × Sp(1) × SU(4) k→ U(1) × SU(2) × SU(4) h4→ S (U(2) × U(4))
by
f (θ, q, A) = h4(θ, k(q), A),
where a isomorphism k is defined by k : Sp(1) → SU(2), k(a + be2) =
(
a′ b′
−τb′ τa′
)
and a
homomorphism h4 : U(1)×SU(2)×SU(4) → S (U(2)×U(4)) by h4(θ,C, A) =
(
θ2C 0
0 θ−1A
)
.
(Remark. For a = a1 + a2e1 ∈ C, we express a′ as the components replacing e1 by i, that
is, a′ = a1 + a2i. It is similar to a′ as for b′, so is the components of SU(4).) We can show
easily that the homomorphism f induces the required isomorphism. 
Now, we determine the structure of the group (E6)γ ∩ (E6)γσ.
Theorem 4.9.4. We have that (E6)γ ∩ (E6)γσ  (Sp(1) × (U(1) × Sp(1) × SU(4)))/(Z2 ×
Z4), Z2 = {(1, (1, 1, E)), (−1, (−1,−1,−E))}, Z4= {(1, (1, 1, E)), (1, (−1,−1,−E)), (1, (i,−1,
iE)), (1, (−i,−1,−iE))}.
Proof. We define a mapping ϕ494 : Sp(1) × (U(1) × Sp(1) × SU(4)) → (E6)γ ∩ (E6)γσ by
ϕ494(p, (θ, q, A)) = ϕE2 (p, f (θ, q, A)),
where f is defined in Proposition 4.9.3. Since the mapping ϕ494 is the restriction of the
mapping ϕE2 , it is easily to verify that ϕ494 is well-defined and a homomorphism.
We shall show that ϕ494 is surjection. Let α ∈ (E6)γ ∩ (E6)γσ. Since (E6)γ ∩ (E6)γσ ⊂
(E6)γ, there exist p ∈ Sp(1) and U ∈ SU(6) such that α = ϕE2 (p,U) (Theorem 3.3.2).
Moreover, from α = ϕE2 (p,U) ∈ (E6)γσ, that is, (γσ)ϕE2 (p,U)(σγ) = ϕE2 (p,U), using
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γϕE2 (p,U)γ = ϕE2 (p,U) and σϕE2 (p,U)σ = ϕE2 (p, I2UI2) (Lemma 4.5.4 (2)), we easily
see ϕE2 (p, I2UI2) = ϕE2 (p,U). Hence it follows that
p = p
I2UI2 = U
or

p = −p
I2UI2 = −U.
In the former case, we see that p ∈ Sp(1) and U ∈ S (U(2) × U(4)). Moreover for U ∈
S (U(2) × U(4)), there exist θ ∈ U(1), q ∈ Sp(1) and A ∈ SU(4) such that U = f (θ, q, A)
(Proposition 4.9.3). Hence we have that α = ϕE2 (p, f (θ, q, A)) = ϕ494(p, (θ, q, A)). In the
latter case, this is contrary to the condition p ∈ Sp(1) because of p = 0. Hence this case is
impossible. Thus ϕ494 is surjection.
From KerϕE2 = {(1, E), (−1,−E)} and Ker f = {(1, 1, E), (−1,−1,−E), (i,−1, iE), (−i,−1,
−iE)}, we have easily obtain that
Kerϕ494 = {(1, (1, 1, E)), (−1, (−1,−1,−E))} × {(1, (1, 1, E)), (1, (−1,−1,−E)),
(1, (i,−1, iE)), (1, (−i,−1,−iE))}  Z2 × Z4.
Therefore we have the required isomorphism
(E6)γ ∩ (E6)γσ  (Sp(1) × (U(1) × Sp(1) × SU(4)))/(Z2 × Z4).

4.10. Type EII-III-III. In this section, we give a pair of involutive inner automorphisms
γ˜ and ˜γHρ2, where ˜γHρ2 is induced by a C-linear transformation γHρ2 of JC: ˜γHρ2(α) =
(γHρ2)α(ρ2γH), α ∈ E6, and a C-linear transformation ρ2 of JCis defined below.
We define some element ρ2 ∈ (E6)γ by
ρ2 = ϕE2 (1, L2),
where L2 = diag(1, 1,−1, 1,−1, 1) ∈ SO(6) ⊂ SU(6), and the explicit form of ρ2 as action
to JC is given by
ρ2X =

ξ1 −ix3e1 i x2e1
ie1x3 −ξ2 e1x1e1
ie1x2 e1x1e1 −ξ3
 , X ∈ JC .
Then we have that ρ22 = 1, δ1ρ2 = ρ2δ1, δ2ρ2 = ρ2δ2, where δ1, δ2 are the same ones used
in Section 4.8.
Now, for D8 =

0 0 0 0 1 0
0 0 1 0 0 0
0 −1 0 0 0 0
0 0 0 1 0 0
−1 0 0 0 0 0
0 0 0 0 0 1

∈ SO(6) ⊂ SU(6) , we consider some element
ϕE2 (1, D8) ∈ (E6)γ, and we denote ϕE2 (1, D8) by δ8: δ8 = ϕE2 (1, D8). Then since γσ =
ϕE2 (1, I2), we have δ8(γσ) = ρ2δ8. Hence, together with γρ2 = ρ2γ, we have δ8−1(γρ2) =
σδ8
−1
.
Lemma 4.10.1. In E6, σ is conjugate to both of γHρ2 and γγHρ2: σ ∼ γHρ2, σ ∼ γγHρ2.
Proof. Using δ8−1(γρ2) = σδ8−1, δkρ2 = ρ2δk, k = 1, 2, we have that
(δ8−1δ1)(γHρ2) = δ8−1(δ1γH)ρ2 = δ8−1(γδ1)ρ2
= δ8
−1γ(δ1ρ2) = δ8−1γ(ρ2δ1) = (δ8−1(γρ2))δ1
= (σδ8−1)δ1 = σ(δ8−1δ1),
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that is, σ ∼ γHρ2. Moreover, we have σ ∼ γγHρ2 in the same way as the former case.
Indeed,
(δ8−1δ2)(γγHρ2) = δ8−1(δ2γγH )ρ2 = δ8−1(γδ2)ρ2
= δ8
−1γ(δ2ρ2) = δ8−1γ(ρ2δ2) = (δ8−1(γρ2))δ2
= (σδ8−1)δ2 = σ(δ8−1δ2),
that is, σ ∼ γγHρ2. 
We have the following proposition which is the direct result of Lemma 4.10.1.
Proposition 4.10.2. The group (E6)σ is isomorphic to both of the groups (E6)γH ρ2 and
(E6)γγH ρ2 : (E6)σ  (E6)γH ρ2  (E6)γγH ρ2 .
From the result of types EII, EIII in Table 2 and Proposition 4.10.2, we have the follow-
ing theorem.
Theorem 4.10.3. For Z2 × Z2 = {1, γ} × {1, γHρ2}, the Z2 × Z2-symmetric space is of
type (E6/(E6)γ, E6/(E6)γH ρ2 , E6/(E6)γ(γH ρ2))= (E6/(E6)γ, E6/(E6)σ, E6/(E6)σ), that is, type
(EII, EIII, EIII), abbreviated as EII-III-III.
Here, we prove proposition needed in theorem below.
Proposition 4.10.4. We have the following isomorphism: (U(1) × SU(5))/Z5  S (U(1) ×
U(5)), Z5 = {(1, νkE) | ν ∈ C, ν5 = 1, k = 0, 1, 2, 3, 4}.
Proof. We define a mapping h5 : U(1) × SU(5) → S (U(1) × U(5)) by
h5(θ, A) =
(
θ5 0
0 θ−1A
)
.
Then we can easily show that h5 induces the required isomorphism. 
Now, we determine the structure of the group (E6)γ ∩ (E6)γH ρ2 .
Theorem 4.10.5. We have that (E6)γ ∩ (E6)γH ρ2  (U(1)×U(1)× SU(5))/(Z2 × Z5), Z2 =
{(1, 1, E), (−1,−1,−E)}, Z5 = {(1, νk, νkE)}, k = 0, 1, 2, 3, 4.
Proof. We define a mapping ϕ4105 : U(1) × U(1) × SU(5) → (E6)γ ∩ (E6)γH ρ2 by
ϕ4105(a, θ, A) = ϕE2 (a, h5(θ, A)),
where h5 is defined in Proposition 4.10.4. Since the mapping ϕ4105 is the restriction of the
mapping ϕE2 , it is easily to verify that ϕ4105 is well-defined and a homomorphism.
We shall show that ϕ4105 is surjection. Let α ∈ (E6)γ∩(E6)γH ρ2 . Since (E6)γ∩(E6)γH ρ2 ⊂
(E6)γ, there exist p ∈ Sp(1) and U ∈ SU(6) such that α = ϕE2 (p,U) (Theorem 3.3.2).
Moreover, from α = ϕE2 (p,U) ∈ (E6)γH ρ2 , that is, (γHρ2)ϕE2 (p,U)(ρ2γH ) = ϕE2 (p,U),
using γHϕE2 (p,U)γH = ϕE2 (γH p, IUI) (Lemma 4.5.4 (2)) and ρ2 = ϕE2 (1, L2), we have that
ϕE2 (γH p, (IL2)U(L2I)) = ϕE2 (p,U). Hence it follows that
γH p = p
(IL2)U(L2I)) = U
or

γH p = −p
(IL2)U(L2I)) = −U.
In the former case, we see that p ∈ U(1), moreover since IL2 = L2I = diag(1,−1,−1,−1,
−1,−1), we get the explicit form of U ∈ SU(6) as follows:
U =
(
ζ 0
0 B
)
, ζ ∈ U(1), B ∈ U(5), det U = 1,
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that is , U ∈ S (U(1) × U(5)). Hence, since there exist θ ∈ U(1) and A ∈ SU(5) such that
U = h5(θ, A) (Proposition 4.10.4), we have α = ϕE2 (a, h5(θ, A)) = ϕ4105(a, θ, A). In the
latter case, as the former case, we can also find the explicit form of U ∈ SU(6) as follows:
U =
(
0 x
t
y 0
)
, x, y ∈ C5,
where C = {x1 + x2i | xk ∈ R, k = 1, 2}. However, this case is impossible because of
det U = 0 for U ∈ SU(6). Thus ϕ4105 is surjection.
From Ker ϕE2 = {(1, E), (−1,−E)} and Ker h5 = {(νk, νkE) | k = 0, 1, 2, 3, 4}, we can
easily obtain that Kerϕ4105 = {(1, 1, E), (−1,−1,−E)} × {(1, νk, νkE) | k = 0, 1, 2, 3, 4} 
Z2 × Z5.
Therefore we have the required isomorphism
(E6)γ ∩ (E6)γH ρ2  (U(1) × U(1) × SU(5))/(Z2 × Z5).

4.11. Type EIII-III-III. In this section, we give a pair of involutive inner automorphisms
σ˜ and σ˜′.
Let the C-linear transformation σ′ of JC be the complexification of σ′ ∈ F4, so σ′
induces involutive inner automorphism σ˜′ of E6: σ˜′(α) = σ′ασ′, α ∈ E6.
Using the inclusion F4 ⊂ E6, the R-linear transformations δ6, δ7 defined in the proof of
Lemma 4.4.1 are naturally extended to the C-linear transformations of JC . Then we have
δ6, δ7 ∈ E6, δ62 = δ72 = 1. Hence, as in F4, since we easily see that δ6σ = σ′δ6, δ7σ =
(σσ′)δ7 , that is, σ ∼ σ′, σ ∼ σσ′ in E6, we have the following proposition.
Proposition 4.11.1. The group (E6)σ is isomorphic to both of the groups (E6)σ′ and
(E6)σσ′ : (E6)σ  (E6)σ′  (E6)σσ′ .
From the result of Type EIII in Table 2 and Proposition 4.11.1, we have the following
theorem.
Theorem 4.11.2. For Z2 × Z2 = {1, σ} × {1, σ′}, the Z2 × Z2-symmetric space is of type
(E6/(E6)σ, E6/(E6)σ′ , E6/(E6)σσ′ ) = (E6/(E6)σ, E6/(E6)σ, E6/(E6)σ), that is, type (EIII,
EIII, EIII), abbreviated as EIII-III-III.
Here, we prove lemmas needed and make some preparations for Proposition 4.11.5
below.
First, we investigate the subgroup ((E6)E1 )σ
′
of E6 defined by
((E6)E1 )σ
′
= {α ∈ E6 |αE1 = E1, σ′ασ′ = α},
where the group (E6)E1 is isomorphic to Spin(10) as the double covering group of SO(10)
(As for the group (E6)E1  Spin(10), see [10, Theorem 3.10.4]).
Lemma 4.11.3. The Lie algebra ((e6)E1 )σ
′
of the group ((E6)E1 )σ′ are given by
((e6)E1 )σ
′
= {δ + iT˜ ∈ e6 | δ ∈ ((f4)E1 )σ
′
, T ∈ J, tr(T ) = 0, σ′T = T, T ◦ E1 = 0},
where ((f4)E1 )σ
′
= (f4)σ ∩ (f4)σ′  so(8) (Section 4.4).
In particular, we have
dim(((e6)E1 )σ
′ ) = 28 + 1 = 29.
Proof. Since any element φ of the Lie algebra e6 of the group E6 is uniquely as φ =
δ + i ˜T , δ ∈ f4, T ∈ J0 = {T ∈ J | tr(T ) = 0}, using σ′φσ′ = σ′δσ′ + i ˜(σ′T ), we can
easily prove this lemma (As for ((f4)E1 )σ
′
 so(8), see Theorem 4.4.5 and [10, Theorem
2.9.1]). 
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Lemma 4.11.4. For θ, ν ∈ U(1) = {θ ∈ C | (τθ)θ = 1}, we define C-linear transformations
φ1(θ) and φ2(ν) of JC by
φ1(θ)X =

θ4ξ1 θx3 θ x2
θ x3 θ
−2ξ2 θ−2 x1
θx2 θ
−2 x1 θ−2ξ3
 , φ2(ν)X =

ξ1 νx3 ν
−1 x2
ν x3 ν
2ξ2 x1
ν−1 x2 x1 ν−2ξ3
 , X ∈ JC ,
respectively. Then we have that φ1(θ), φ2(ν) ∈ (E6)σ ∩ (E6)σ′ , moreover we have that
φ2(ν) ∈ ((E6)E1 )σ
′
and that φ1(θ), φ2(ν) are commutative.
Proof. By straightforward computation, we can also easily prove this lemma. 
Proposition 4.11.5. We have the following isomorphism: ((E6)E1 )σ′  (U(1)×Spin(8))/Z2,
Z2 = {(1, 1), (−1, σ)}.
Proof. Let Spin(8)  (F4)σ ∩ (F4)σ′ = ((F4)σ)σ′ = ((F4)E1 )σ′ ⊂ ((E6)E1 )σ′ (Theorem 4.4.5).
Now, we define a mapping ϕ2 : U(1) × Spin(8) → ((E6)E1 )σ
′ by
ϕ2(ν, β) = φ2(ν)β.
It is clear that ϕ2(ν, β) ∈ ((E6)E1 )σ
′ (Lemma 4.11.4). Hence ϕ2 is well-defined. Since φ2(ν)
commutes with β, ϕ2 is a homomorphism. Let (ν, β) ∈ Kerϕ2. Then since we see that
β = 1, we can easily obtain that Kerϕ2 = {(1, 1), (−1, σ)}. Furthermore since ((E6)E1 )σ
′
=
(Spin(10))σ′ is connected and dim(((e6)E1 )σ
′ ) = 29 = 1 + 28 = dim(u(1) ⊕ so(8)) (Lemma
4.11.3), we have that ϕ2 is surjection. Therefore we have the isomorphism ((E6)E1 )σ′ 
(U(1) × Spin(8))/Z2. 
Now, we determine the structure of the group (E6)σ ∩ (E6)σ′ from Proposition 4.11.5.
Theorem 4.11.6. We have that (E6)σ ∩ (E6)σ′  (U(1) × U(1) × Spin(8))/(Z2 × Z4),
Z2 = {(1, 1, 1), (1,−1, σ)}, Z4 = {(1, 1, 1), (−i, i, σ′), (−1,−1, 1), (i,−i, σ′)}.
Proof. Let Spin(8)  (F4)σ∩(F4)σ′ ⊂ (E6)σ∩(E6)σ′(Theorem 4.4.5). We define a mapping
ϕ4116 : U(1) × U(1) × Spin(8) → (E6)σ ∩ (E6)σ′ by
ϕ4116(θ, ν, β) = φ1(θ)φ2(ν)β.
It is clear that ϕ4116(θ, ν, β) ∈ (E6)σ ∩ (E6)σ′ (Lemma 4.11.4). Hence ϕ4116 is well-defined.
Since φ1(θ), φ2(ν) and β commute with each other, it is clear that ϕ4116 is a homomorphism.
We shall show that ϕ4116 is surjection. Let α ∈ (E6)σ∩(E6)σ′ . Since α ∈ (E6)σ∩(E6)σ′ ⊂
(E6)σ, there exist θ ∈ U(1) and δ ∈ Spin(10) such that α = ϕE3 (θ, δ) (Theorem 3.3.3).
Moreover, from α = ϕE3 (θ, δ) ∈ (E6)σ
′
, that is, σ′ϕE3 (θ, δ)σ′ = ϕE3 (θ, δ), using σ′φ1(θ) =
φ1(θ)σ′ (Lemma 4.11.4), we have ϕE3 (θ, σ′δσ′) = ϕE3 (θ, δ). Hence it follows that
(i)
 θ = θσ′δσ′ = δ, (ii)
 θ = −θσ′δσ′ = φ1(−1)δ,
(iii)
 θ = iθσ′δσ′ = φ1(−i)δ, (iv)
 θ = −iθσ′δσ′ = φ1(i)δ.
The cases (ii), (iii) and (iv) are impossible because of θ = 0 for θ ∈ U(1). In the case (i),
from σ′δσ′ = δ, we have that δ ∈ (Spin(10))σ′  ((E6)E1 )σ
′
. Since there exist ν ∈ U(1)
and β ∈ Spin(8) such that δ = φ2(ν)β (Proposition 4.11.5), we have that
α = φ1(θ)δ = φ1(θ)φ2(ν)β = ϕ(θ, ν, β).
Thus ϕ is surjection.
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From KerϕE3 = {(1, φ(1)), (−1, φ(−1)), (i, φ(−i)), (−i, φ(i))}and Kerϕ2= {(1, 1), (−1, σ)},
we can easily obtain that
Ker ϕ4116 = {(1, 1, 1), (1,−1, σ), (−1,−1, σ), (−1,−1, 1), (i, i, σσ′), (i,−i, σ′),
(−i, i, σ′), (−i,−i, σσ′)}
= {(1, 1, 1), (1,−1, σ)} × {(1, 1, 1), (−i, i, σ′), (−1,−1, 1), (i,−i, σ′)}
 Z2 × Z4.
Therefore we have the required isomorphism
(E6)σ ∩ (E6)σ′  (U(1) × U(1) × Spin(8))/(Z2 × Z4).

4.12. Type EIII-IV-IV. In this section, we give a pair of involutive automorphisms λ and
σ˜.
We define a C-linear transformation δ9 of JC by
δ9X =

ξ1 ix3 i x2
i x3 −ξ2 −x1
ix2 − x1 −ξ3
 = D9XD9, D9 =

1 0 0
0 i 0
0 0 i
 , X ∈ JC .
Then we have that δ9 ∈ E6, δ92 = σ, δ9σ = σδ9 and tδ9 = δ9.
Proposition 4.12.1. The group (E6)λ is isomorphic to the group (E6)λσ: (E6)λ  (E6)λσ.
Proof. We define a mapping f : (E6)λ → (E6)λσ by
f (α) = δ9αδ9−1.
In order to prove this proposition, it is sufficient to show that the mapping f is well-defined.
Indeed, it follows from the properties of δ92 = σ, δ9σ = σδ9, tδ9 = δ9 and λ(σ) = σ that
(λσ) f (α) = (λσ)(δ9αδ9−1) = λ(δ9σαδ9−1) = λ(δ9)λ(σ)λ(α)λ(δ9−1)
= δ9
−1σαδ9 = δ9−1(δ9)2α(δ9−1σ) = (δ9αδ9−1)σ
= f (α)σ,
that is, f (α) ∈ (E6)λσ. 
From the results of Types EIII, EIV in Table 2 and Proposition 4.12.1, we have the
following theorem.
Theorem 4.12.2. For Z2 × Z2 = {1, σ} × {1, λ}, the Z2 × Z2-symmetric space is of type
(E6/(E6)σ, E6/(E6)λ, E6/(E6)λσ)= (E6/(E6)σ, E6/(E6)λ, E6/(E6)λ), that is, type (EIII, EIV,
EIV), abbreviated as EIII-IV-IV.
Now, we determine the structure the group (E6)σ ∩ (E6)λ.
Theorem 4.12.3. We have that (E6)σ ∩ (E6)λ  Spin(9).
Proof. We define a mapping ϕ4123 : Spin(9) → (E6)σ ∩ (E6)λ by
ϕ4123(α) = α.
Since Spin(9)  (F4)σ ⊂ (E6)σ (Theorem 3.2.2) and Spin(9) ⊂ F4 = (E6)λ (Theorem
3.3.4), it is clear that ϕ4123 is well-defined , a homomorphism and injection.
We shall show that ϕ4123 is surjection. Let α ∈ (E6)σ ∩ (E6)λ. Since (E6)σ ∩ (E6)λ ⊂
(E6)λ = F4, it is clear that α ∈ F4. Moreover, from α ∈ (E6)σ, that is, σασ = α, we easily
see α ∈ (F4)σ  Spin(9). Thus ϕ4123 is surjection.
Therefore we have the required isomorphism
(E6)σ ∩ (E6)λ  Spin(9).
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
• [E7] We study seven types in here.
4.13. Type EV-V-V. In this section, we give a pair of involutive inner automorphisms ˜λγ
and ˜ιγC.
We define C-linear transformations γC of PC by
γC (X, Y, ξ, η) = (γC X, γC Y, ξ, η), (X, Y, ξ, η) ∈ PC ,
where γC of the right hand side are the same ones as γC ∈ G2 ⊂ F4 ⊂ E6. Then we have
that γC ∈ E7, γC 2 = 1, so γ˜C of E7: γ˜C (α) = γCαγC , α ∈ E7.
Similarly, for δ3, δ4 ∈ G2 ⊂ F4 ⊂ E6, we have δ3, δ4 ∈ E7. Hence, as in E6, we easily see
that δ3γ = γCδ3, δ4γ = (γγC)δ4, that is, γ ∼ γC, γ ∼ γγC in E7.
Lemma 4.13.1. In E7, ι is conjugate to λ: ι ∼ λ.
Proof. We define a C- linear transformation δλ of PC by
δλ

X
Y
ξ
η
 =
1√
8

−(tr(X)E − 2X) + i(tr(Y)E − 2Y) − ξE + iηE
i(tr(X)E − 2X) − (tr(Y)E − 2Y) + iξE − ηE
−tr(X) + itr(Y) + ξ − iη
itr(X) − tr(Y) − iξ + η
 ,

X
Y
ξ
η
 ∈ P
C .
Then, by straightforward computation, we have δλι = λδλ, that is ι ∼ λ in E7, moreover
δλγ = γδλ, δλγC = γCδλ. 
Remark. In fact, using Φ(0, (iπ/4)E, (iπ/4)E, 0) ∈ e7, δλ is expressed as expΦ(0, (iπ/4)E,
(iπ/4)E, 0): δλ = expΦ(0, (iπ/4)E, (iπ/4)E, 0).
Proposition 4.13.2. The group (E7)λγ is isomorphic to the group (E7)ιγC : (E7)λγ  (E7)ιγC .
Proof. We define a mapping f : (E7)λγ → (E7)ιγC by
f (α) = δ3δλ−1αδλδ3.
In order to prove this proposition, it is sufficient to show that the mapping f is well-defined.
However, it is almost evident from δλι = λδλ, δ3γ = γCδ3. 
For θ ∈ U(1) = {θ ∈ C | (τtθ)θ = 1}, we define a C-linear transformation φ(θ) of PC by
φ(θ)(X, Y, ξ, η) = (θX, θ−1Y, θ−3ξ, θ3η), (X, Y, ξ, η) ∈ PC .
Then we have φ(θ) ∈ E7, and set δι = φ(ei π4 ). Needless to say, we see δι ∈ E7. Besides, the
mapping φ gives an embedding from U(1) into E7.
Lemma 4.13.3. In E7, λι is conjugate to −λ: λι ∼ −λ.
Proof. By using the definition of δι above, we can easily obtain (λι)δι = δι(−λ), that is,
λι ∼ −λ. 
Proposition 4.13.4. The group (E7)λγ is isomorphic to the group (E7)λιγγC:(E7)λγ (E7)λιγγC.
Proof. We define a mapping g : (E7)λγ → (E7)λιγγC by
g(α) = δ4διαδι−1δ4,
where we remark that δ4 has the property of δ4(λι) = (λι)δ4. In order to prove this propo-
sition, it is sufficient to show that the mapping g is well-defined. Indeed, it follows from
(λι)δι = δι(−λ) (Lemma 4.13.3) and the property of δ4 that
(λιγγC )g(α) = (λιγγC )(δ4διαδι−1δ4) = (λι)δ4γδιαδι−1δ4 = δ4(λι)διγαδι−1δ4
= δ4δι(−λ)γαδι−1δ4 = δ4δια(−λ)γδι−1δ4 = δ4δια(−λ)δι−1γδ4
= (δ4διαδι−1)(λιγδ4) = (δ4διαδι−1δ4)(λιγγC ) = g(α)(λιγγC ),
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that is, g(α) ∈ (E7)λιγγC . 
From the result of type EV in Table 2 and Propositions 4.13.2, 4.13.4, we have the
following theorem.
Theorem 4.13.5. For Z2 × Z2 = {1, λγ} × {1, ιγC }, the Z2 × Z2-symmetric space is of type
(E7/(E7)λγ, E7/(E7)ιγC , E7/(E7)(λγ)(ιγC )) = (E7/(E7)λγ, E7/(E7)λγ, E7/(E7)λγ), that is, type
(EV, EV, EV), abbreviated as EV-V-V.
Here, we prove lemma needed in theorem below.
Lemma 4.13.6. The mapping ϕE5 : SU(8) → (E7)λγ of Theorem 3.4.1 satisfies the follow-
ing equalities:
(1) γ = ϕE5 (I2), γC = ϕE5 (J), σ = ϕE5 (I4).
(2) γϕE5 (A)γ = ϕE5 (I2AI2), γCϕE5 (A)γC = ϕE5 (JAJ), σϕE5 (A)σ = ϕE5 (I4AI4),
ιϕE5 (A)ι−1 = ϕE5 (JAJ),
where I2 = diag(−1,−1, 1, 1, 1, 1, 1, 1), J = diag(J, J, J, J), J =
(
0 1
−1 0
)
, I4 = diag(−1,
−1,−1,−1, 1, 1, 1, 1).
Proof. Since the equalities above are the direct results of [10, Lemma 4.5.4], this proof is
omitted. 
Now, we determine the structure of the group (E7)λγ ∩ (E7)ιγC .
Theorem 4.13.7. We have that (E7)λγ ∩ (E7)ιγC  SO(8)/Z2 × Z2, Z2 = {E,−E}, Z2 =
{1,−1}.
Proof. We define a mapping SO(8) × {1,−1} → (E7)λγ ∩ (E7)ιγC by
ϕ4137(B, 1) = ϕE5 (B),
ϕ4137(B,−1) = ϕE5 (B)(−1),
where ϕE5 is defined in Theorem 3.4.1. Since the element −1 ∈ z(E7) (the center of E7), it
is clear that ϕ4137(B, 1), ϕ4137 (B,−1) ∈ (E7)λγ, moreover using ιϕE5 (A)ι−1 = ϕE5 (JAJ) and
γCϕE5 (A)γC = ϕE5 (JAJ) (Lemma 4.13.6 (2)), we see that ϕ4137(B, 1), ϕ4137(B,−1) ∈ (E7)ιγC .
Hence ϕ4137 is well-defined. Since the mapping ϕ4137 is the restriction of the mapping ϕE5 ,
it is easy to verify that ϕ4137 is a homomorphism.
We shall show that ϕ4137 is surjection. Let α ∈ (E7)λγ ∩ (E7)ιγC . Since α ∈ (E7)λγ ∩
(E7)ιγC ⊂ (E7)λγ, there exists A ∈ SU(8) such that α = ϕE5 (A) (Theorem 3.4.1). Moreover,
from α = ϕE5 (A) ∈ (E7)ιγC , that is, (ιγC )ϕE5 (A)(γC ι−1) = ϕE5 (A), again using ιϕE5 (A)ι−1 =
ϕE5 (JAJ) and γCϕE5 (A)γC = ϕE5 (JAJ), we have ϕE5 (A) = ϕE5 (A). Hence it follows that
A = A or A = −A.
In the former case, we see A ∈ SO(8), then set A = B ∈ SO(8). Hence we have that
α = ϕE5 (B) = ϕ4137(B). In the latter case, we have that A = e1B, B ∈ SO(8). Hence we
have that α = ϕE5 (e1B) = ϕE5 (e1E)ϕE5 (B) = (−1)ϕE5(B), that is, α = ϕ4137(B)(−1). Thus
ϕ4137 is surjection.
Finally, we shall determine Kerϕ4137. From the definition of kernel, we have that
Kerϕ4137 = {(B, 1) | ϕ4137(B, 1) = 1} ∪ {(B,−1) | ϕ4137(B,−1) = 1}.
In the former case, from KerϕE5 = {E,−E}, we can easily obtain that {(B, 1) | ϕ4137(B, 1) =
1} = 1} = {(E, 1), (−E, 1)}. In the latter case, from −1 = ϕE5 (e1E), it is not difficult to see
that {(B,−1) | ϕ4136(B,−1) = 1} = {(e1,−1), (−e1,−1)}. However, since this is contrary to
B ∈ SO(8), this case is impossible. Hence we have Kerϕ4137 = {(E, 1), (−E, 1)}  (Z2, 1).
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Therefore we have the required isomorphism
(E7)λγ ∩ (E7)ιγC  SO(8)/Z2 × Z2.

4.14. Type EV-V-VI. In this section, we give a pair of involutive inner automorphisms ˜λγ
and ˜λγσ.
Using the inclusion E6 ⊂ E7, the C-linear transformation δ5 used in Section 4.6 is
naturally extended to the C-linear transformation of PC . Hence, as in E6, since we easily
see that δ5γ = (γσ)δ5 as δ5 ∈ E6 ⊂ E7, that is, γ ∼ γσ in E7, we have the following
proposition.
Proposition 4.14.1. The group (E7)λγ is isomorphic to the group (E7)λγσ:(E7)λγ  (E7)λγσ.
From the result of types EV, EVI in Table 2 and Proposition 4.14.1, we have the follow-
ing Theorem.
Theorem 4.14.2. For Z2 × Z2 = {1, λγ} × {1, λγσ}, the Z2 × Z2-symmetric space is
of type (E7/(E7)λγ, E7/(E7)λγσ, E7/(E7)(λγ)(λγσ)) = (E7/(E7)λγ, E7/(E7)λγ, E7/(E7)−σ) =
(E7/(E7)λγ, E7/(E7)λγ, E7/(E7)γ), that is, type (EV, EV, EVI), abbreviated as EV-V-VI.
Here, we prove proposition needed and make some preparations for the theorem below.
Proposition 4.14.3. We have the following isomorphism: S(U(4)×U(4))  (U(1)×SU(4)×
SU(4))/Z4, Z4 = {(1, E, E), (−1,−E,−E), (e1,−e1E, e1E), (−e1, e1E,−e1E)}.
Proof. We define a mapping g : U(1) × SU(4) × SU(4) → S(U(4) × U(4)) by
g4(a, A, B) =
(
aA 0
0 a−1B
)
.
Then we easily see that g4 is well-defined and a epimorphism. By straightforward compu-
tation, Ker g4 is obtained as follows:
Ker g4 = {(a, A, B) ∈ U(1) × SU(4) × SU(4) | g4(a, A, B) = E}
= {(a, A, B) ∈ U(1) × SU(4) × SU(4) | aA = a−1B = E}
= {(a, a−1E, aE) ∈ U(1) × SU(4) × SU(4) | a = ±1,±e1}
= {(1, E, E), (−1,−E,−E), (e1,−e1E, e1E), (−e1, e1E,−e1E)}  Z4.
Therefore we have the required isomorphism
S(U(4) × U(4))  (U(1) × SU(4) × SU(4))/Z4.
We define some element ε ∈ (E7)λγ by
ε = ϕE5 (J′),
where J′=
(
0 E
E 0
)
∈ SU(8), E = diag(1, 1, 1, 1). Then we easily see ε2 = 1.
Consider a group Z2 = {1, ε}. Then the group Z2 = {1, ε} acts on the group S(U(4) ×
U(4)) by
ε(A) = J′AJ′, (J′)2 = E(= diag(1, 1, 1, 1, 1, 1, 1, 1)),
and let S(U(4)×U(4))⋊Z2 be the semi-direct product of S(U(4)×U(4)) and Z2 with this
action.
Now, we determine the structure of the group (E7)λγ ∩ (E7)λγσ.
Theorem 4.14.4. We have that (E7)λγ ∩ (E7)λγσ  (U(1) × SU(4) × SU(4))/(Z2 × Z4) ⋊
Z2, Z2 = {(1, E, E), (1,−E,−E)}, Z4 = {(1, E, E), (−1,−E,−E), (e1,−e1E, e1E), (−e1, e1E,
−e1E)},Z2 = {1, ε}.
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Proof. We define a mapping ϕ4144 : (U(1)×SU(4)×SU(4))⋊ {1, ε} → (E7)λγ ∩ (E7)λγσ by
ϕ4144((a, A, B), 1) = ϕE5 (g4(a, A, B)),
ϕ4144((a, A, B), ε) = ϕE5 (g4(a, A, B))ε,
where g4 is defined in Proposition 4.14.3 above. Since the mapping ϕ4144 is the restriction
of the mapping ϕE5 and ε ∈ (E7)λγ, it is clear that ϕ4144((a, A, B), 1), ϕ4144((a, A, B), ε) ∈
(E7)λγ, moreover using σϕE5 (L)σ = ϕE5 (I4LI4), L ∈ SU(8) (Lemma 4.13.6 (2)), it is easily
to verify that ϕ4144((a, A, B),1), ϕ4144((a, A, B), ε) ∈ (E7)λγσ. Hence ϕ4144 is well-defined.
Using ε = ϕE5 (J′), we can confirm that ϕ4144 is a homomorphism. Indeed, we show the
case of ϕ4144((a1, A1, B1), ε)ϕ4144((a2, A2, B2), 1) = ϕ4144(((a1, A1, B1), ε)((a2, A2, B2), 1))
as example. For the left hand side of this equality, we have that
ϕ4144((a1, A1, B1), ε)ϕ4144((a2, A2, B2), 1) = ϕE5 (g4(a1, A1, B1))εϕE5 (g4(a2, A2, B2))
= ϕE5 (g4(a1, A1, B1))ϕE5 (J′)ϕE5 (g4(a2, A2, B2))
= ϕE5 (g4(a1, A1, B1)J′(g4(a2, A2, B2))
= ϕE5 (g4(a1, A1, B1)J′(g4(a2, A2, B2)J′J′)
= ϕE5 (g4(a1, A1, B1)J′(g4(a2, A2, B2)J′)ϕE5 (J′)
= ϕE5 (g4(a1, A1, B1)J′(g4(a2, A2, B2)J′)ε
= ϕE5 (g4(a1, A1, B1)(g4(a2−1, B2, A2))ε
= ϕE5 (g4(a1a2−1, A1B2, B1A2))ε
= ϕ4144((a1a2−1, A1B2, B1A2), ε).
On the other hand, since the action of ε to the group S(U(4)×U(4)) is ε(
(
S 0
0 T
)
) =
(
T 0
0 S
)
,
ε acts on the group U(1) × SU(4) × SU(4) as follows:
ε(a, A, B) = (a−1, B, A).
Hence, for the right hand side of same one, we have that
ϕ4144(((a1, A1, B1), ε)((a2, A2, B2), 1)) = ϕ4144((a1, A1, B1)ε(a2, A2, B2), ε)
= ϕ4144((a1, A1, B1)(a2−1, B2, A2), ε)
= ϕ4144((a1a2−1, A1B2, B1A2), ε).
Similarly, the other cases are shown.
We shall show that ϕ4144 is surjection. Let α ∈ (E7)λγ ∩ (E7)λγσ. Since (E7)λγ ∩ (E7)λγσ
⊂ (E7)λγ, there exists L ∈ SU(8) such that α = ϕE5 (L) (Theorem 3.4.1). Moreover, from
α = ϕE5 (L) ∈ (E7)λγσ, that is, (λγσ)ϕE5 (L)(σγλ−1) = ϕE5 (L), using σϕE5 (L)σ = ϕE5 (I4LI4)
(Lemma 4.13.6 (2)), we have ϕE5 (I4LI4) = ϕE5 (L). Hence it follows that
I4L I4 = L or I4L I4 = −L.
In the former case, we see that L ∈ S(U(4) × U(4)). Hence, there exist a ∈ U(1), A, B ∈
SU(4) such that L = g4(a, A, B) (Proposition 4.14.3). Thus we have α = ϕE5 (g4(a, A, B)) =
ϕ4144((a, A, B), 1). In the latter case, we take L as form L = MJ′, M ∈ S(U(4) × U(4)), J′=(
0 E
E 0
)
, E = diag(1, 1, 1, 1). Hence, in a similar way as above, we have that α=ϕE5 (g4(a, A,
B)J′)=ϕE5 (g4(a, A, B)) ϕE5 (J′)=ϕE5(g4(a, A, B))ε = ϕ4144((a, A, B), ε). Hence ϕ4144 is sur-
jection.
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Finally, we shall determine Kerϕ4144. From KerϕE5 = {E,−E}, we can easily obtain
that
Kerϕ4144 = {((a, A, B), 1) | ϕ4144((a, A, B), 1) = 1} ∪ {((a, A, B), ε) | ϕ4144((a, A, B), ε) = 1}
= {((a, A, B), 1) | ϕE5(g4(a, A, B)) = 1} ∪ {((a, A, B), ε) | ϕE5(g4(a, A, B))ε = 1}
= {((a, A, B), 1) | aA = a−1B = ±E} ∪ {((a, A, B), ε) | aA = a−1B = 0}
= {(a, a−1E, aE), 1), (a,−a−1E,−aE), 1) | a4 = 1} ∪ φ
= {((1, E, E), 1), ((1,−E,−E), 1)}
×{((1, E, E), 1), ((−1,−E,−E), 1), ((e1,−e1E, e1E), 1), ((−e1, e1E,−e1E), 1)}
 (Z2 × Z4, 1).
Therefore we have the required isomorphism
(E7)λγ ∩ (E7)λγσ  (U(1) × SU(4) × SU(4))/(Z2 × Z4) ⋊Z2.

4.15. Type EV-V-VII. In this section, we give a pair of involutive inner automorphisms
˜λγ and ˜ιλγ.
We have the following proposition which is the direct result of Lemmas 4.13.1, 4.13.3.
Proposition 4.15.1. The group (E7)λγ is isomorphic to the group (E7)ιλγ: (E7)λγ  (E7)ιλγ.
From the result of types EV, EVII in Table 2 and Propositions 4.15.1, we have the
following theorem.
Theorem 4.15.2. For Z2 × Z2 = {1, λγ} × {1, ιλγ}, the Z2 × Z2-symmetric space is of type
(E7/(E7)λγ, E7/(E7)ιλγ, E7/(E7)(λγ)(ιλγ)) = (E7/(E7)λγ, E7/(E7)λγ, E7/(E7)−ι) = (E7/(E7)λγ,
E7/(E7)λγ, E7/(E7)ι), that is, type (EV, EV, EVII), abbreviated as EV-V-VII.
Here, we prove lemma needed in theorem below.
Lemma 4.15.3. The C-linear transformation φ(θ) defined in Section 4.13 satisfies the fol-
lowing equalities:
λφ(θ)λ = φ(θ−1), γφ(θ)γ = φ(θ).
Proof. By using the definition of λ, γ and φ(θ) (Sections 3.4, 4.13) , it is easily to verify
those. 
Now, we determine the structure of the group (E7)λγ ∩ (E7)ιλγ.
Theorem 4.15.4. We have that (E7)λγ ∩ (E7)ιλγ  (Sp(4)/Z2) × Z2, Z2 = {E,−E},Z2 =
{1,−1}.
Proof. We define a mapping ϕ4154 : Sp(4) × {1,−1} → (E7)λγ ∩ (E7)ιλγ by
ϕ4154(A, 1) = ϕEI (A),
ϕ4154(A,−1) = ϕEI (A)(−1),
where ϕEI is defined in Theorem 3.3.1. (Remark. The element ϕEI (A) ∈ (E6)λγ is identified
as elements of the group E7.) Since the mapping ϕ4154 is the restriction of the mapping ϕEI ,
it is clear that ϕ4154 is well-defined and a homomorphism.
We shall show that ϕ4154 is surjection. Let α ∈ (E7)λγ ∩ (E7)ιλγ. Since λγαγλ−1 = α
and ι(λγαγλ−1)ι−1 = α, we have that α ∈ (E7)ι. Hence, there exist θ ∈ U(1) and
β ∈ E6 such that α = ϕE7 (θ, β) (Theorem 3.4.3). Moreover, from α ∈ (E7)λγ, that is,
(λγ)ϕE7 (θ, β)(γλ−1) = ϕE7 (θ, β), using λφ(θ)λ−1 = φ(θ−1) and γφ(θ)γ = φ(θ) (Lemma
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4.15.3), we have ϕE7 (θ−1, λγβγλ−1) = ϕE7 (θ, β). Then, as the argument above, we also
see α∈ (E7)ιλγ. Hence, it follows that
(i)

θ−1 = θ
λγβγλ−1 = β,
(ii)

θ−1 = ωθ
λγβγλ−1 = φ(ω2)β,
(iii)

θ−1 = ω2θ
λγβγλ−1 = φ(ω)β,
where ω ∈ C, ω3 = 1, ω , 1. For these cases above, we have the following results.
Case (i). We have that θ = −1 or θ = 1 and β ∈ (E6)λγ. Hence, in the case of θ = 1,
there exists A ∈ Sp(4) such that α = ϕE7 (1, β) = β = ϕE1 (A) = ϕ4154(A, 1) (Theorem 3.3.1),
and in the case of θ = −1, similarly there exists A ∈ Sp(4) such that α = ϕE7 (−1, β) =
φ(−1)β = (−1)β = ϕE1 (A)(−1) = ϕ4154(A,−1).
Case (ii). We have that θ = −ω or θ = ω and β = φ(ω2)β′, β′ ∈ (E6)λγ. Hence, in the
case of θ = ω, there exists A′ ∈ Sp(4) such that α = ϕE7 (ω, φ(ω2)β′) = φ(ω)(φ(ω2)β′) =
β′ = ϕE1 (A′) = ϕ4154(A′, 1) (Theorem 3.3.1), and in the case of θ = −ω, similarly there ex-
ists A′ ∈ Sp(4) such that α = ϕE7 (−ω, φ(ω2)β′) = φ(−ω)(φ(ω2)β′)= (−1)β′ = ϕE1 (A′)(−1) =
ϕ4154(A′,−1). As a result, this case is reduced to Case (i).
Case (iii). We have that θ = −ω2 or θ = ω2 and β ∈ φ(ω)β′, β′ ∈ (E6)λγ. Hence we have
the same result as Case (ii), that is, this case is also reduced to Case (i).
Thus ϕ4154 is surjection. Finally, we shall determine Ker ϕ4154. From KerϕE1 = {E,−E},
we can easily obtain that
Ker ϕ4154 = {(A, 1) | ϕ4154(A, 1) = 1} ∪ {(A, 1) | ϕ4154(A,−1) = 1}
= {(A, 1) | ϕE1(A) = 1} ∪ {(A,−1) | ϕE1(A)(−1) = 1}
= {(E, 1), (−E, 1)} ∪ φ
= {(E, 1), (−E, 1)}  (Z2, 1).
Therefore we have the required isomorphism
(E7)λγ ∩ (E7)ιλγ  (Sp(4)/Z2) × Z2.

4.16. Type EV-VI-VII. In this section, we give a pair of involutive inner automorphisms
˜λγ and γ˜.
We have the following proposition which is the direct result of Lemma 4.13.1.
Proposition 4.16.1. The group (E7)λ is isomorphic to the group (E7)ι : (E7)λ  (E7)ι.
From the result of types EV, EVI, EVII in Table 2 and Proposition 4.16.1, we have the
following theorem.
Theorem 4.16.2. For Z2 × Z2 = {1, λγ} × {1, γ}, the Z2 × Z2-symmetric space is of
type (E7/(E7)λγ, E7/(E7)γ, E7/(E7)(λγ)(γ)) = (E7/(E7)λγ, E7/(E7)γ, E7/(E7)λ) = (E7/(E7)λγ,
E7/(E7)γ, E7/(E7)ι), that is, type (EV, EVI, EVII), abbreviated as EV-VI-VII.
Here, we prove proposition needed in theorem below.
Proposition 4.16.3. We have the following isomorphism: S(U(2)×U(6))  (U(1)×SU(2)×
SU(6))/Z12, Z12 = {(ee1 2π12 k, e−e1 12π12 kE, ee1 4π12 kE) | k = 0, 1, 2, . . . , 11}.
Proof. We define a mapping f6 : U(1) × SU(2) × SU(6) → S(U(2) × U(6)) by
f6(a, A, B) =
(
a6A 0
0 a−2B
)
.
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Then we easily see that f6 is well-defined and a epimorphism. By straightforward compu-
tation, Ker f6 is obtained as follows:
Ker f6 = {(a, A, B) ∈ U(1) × SU(2) × SU(6) | f6(a, A, B) = E}
= {(a, A, B) ∈ U(1) × SU(2) × SU(6) | a6A = a−2B = E}
= {(a, a−6E, a2E) ∈ U(1) × SU(2) × SU(6) | a12 = 1}
= {(ee1 2π12 k, e−e1 12π12 kE, ee1 4π12 kE) | k = 0, 1, 2, . . . , 11}  Z12.
Therefore we have the required isomorphism
S(U(2) × U(6))  (U(1) × SU(2) × SU(6))/Z12.

Now, we determine the structure of the group (E7)λγ ∩ (E7)γ.
Theorem 4.16.4. We have that (E7)λγ ∩ (E7)γ  (U(1) × SU(2) × SU(6))/Z24, Z24 =
{(a, a6E, a−2E) | a = ee1 π12 k, k = 0, 1, 2, . . . , 23}.
Proof. We define a mapping ϕ4164 : U(1) × SU(2) × SU(6) → (E7)λγ ∩ (E7)γ by
ϕ4164( f6(a, A, B)) = ϕE5 ( f6(a, A, B)).
Since the mapping ϕ4164 is the restriction of the mappingϕE5 , it is clear that ϕ4164(f6(a, A, B))
∈ (E7)λγ, and using γϕE5 (L)γ = ϕE5 (I2LI2), L ∈ SU(8) (Lemma 4.13.6 (2)), it is easily to
verify that ϕ4164( f6(a, A, B))∈ (E7)γ. Hence, ϕ4164 is well-defined. Again, since the map-
ping ϕ4164 is the restriction of the mapping ϕE5 , it is clear that ϕ4164 is a homomorphism.
We shall show that ϕ4164 is surjection. Let α ∈ (E7)λγ ∩ (E7)γ. From (E7)λγ ∩ (E7)γ ⊂
(E7)λγ, there exists L ∈ SU(8) such that α = ϕE5 (L) (Theorem 3.4.1). Moreover, from
α ∈ (E7)γ, that is, γϕE5 (L)γ = ϕE5 (L), again using γϕE5 (L)γ = ϕE5 (I2LI2) (Lemma 4.13.6
(2)), we have that ϕE5 (I2L I2) = ϕE5 (L). Hence, it follows that
I2L I2 = L or I2L I2 = −L.
In the former case, we see that L ∈ S(U(2)×U(6)). Hence, there exist a ∈ U(1), A ∈ SU(2)
and SU(6) such that L = f6(a, A, B) (Proposition 4.16.3). Thus we have that α = ϕE5 (L) =
ϕE5 ( f6(a, A, B)) = ϕ4164(a, A, B). In the latter case, as the former case, we can also find the
explicit form of L ∈ SU(8) as follows:
L =
(
0 C
D 0
)
, C ∈ M(2, 6,C), D ∈ M(6, 2,C).
This case is impossible because of det L = 0. Thus ϕ4164 is surjection.
Finally, we shall determine Kerϕ4164. From KerϕE5 = {E,−E}, we can easily obtain
that
Ker ϕ4164 = {(a, A, B) ∈ U(1) × SU(2) × SU(6) | ϕ4163(a, A, B) = 1}
= {(a, A, B) ∈ U(1) × SU(2) × SU(6) | ϕE5( f6(a, A, B)) = 1}
= {(a, A, B) ∈ U(1) × SU(2) × SU(6) | f6(a, A, B) = E, f6(a, A, B)) = −E}
= {(a, a6E, a−2E) ∈ U(1) × SU(2) × SU(6) | a12 = 1, a12 = −1}
= {(a, a6E, a−2E) | a = ee1 π12 k, k = 0, 1, 2, . . . , 23}  Z24.
Therefore we have the required isomorphism
(E7)λγ ∩ (E7)γ  (U(1) × SU(2) × SU(6))/Z24.

4.17. Type EVI-VI-VI. In this section, there exist two cases with this type.
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4.17.1. We begin from the first case: k = so(8) ⊕ so(4) ⊕ iR.
In the first case, we give a pair of involutive inner automorphisms γ˜ and −˜σ. We remark
that −˜σ is same as σ˜ because of −1 ∈ z(E7) (the center of E7) . Again, we state γ ∼ γσ, γ ∼
−σ in E7 as mentioned in Sections 4.14, 3.4, respectively.
From the result of type EVI in Table 2 and γ ∼ γσ, γ ∼ −σ , we have the following
theorem.
Remark. From −1 ∈ z(E7), it is clear that (E7)−γσ = (E7)γσ.
Theorem 4.17.1-1 For Z2 × Z2 = {1, γ} × {1,−σ}, the Z2 × Z2-symmetric space is of
type (E7/(E7)γ, E7/(E7)−σ, E7/(E7)(γ)(−σ))= (E7/(E7)γ, E7/(E7)γ, E7/(E7)γσ) = (E7/(E7)γ,
E7/(E7)γ, E7/(E7)γ), that is, type (EVI, EVI, EVI), abbreviated as EVI-VI-VI.
Now, we determine the structure of the group (E7)γ ∩ (E7)−σ = (E7)γ ∩ (E7)σ.
Theorem 4.17.1-2 We have that (E7)γ ∩ (E7)−σ = (E7)γ ∩ (E7)σ  (SU(2) × Spin(4) ×
Spin(8))/(Z2 × Z2), Z2 × Z2 = {(E, 1, 1), (E, σ, σ)} × {(E, 1, 1), (−E, γ,−σγ)}.
Proof. Let Spin(4)  (((E7)κ, µ)γ) ˙F1(h), ˜E1 , ˜E−1 , ˙E23 and Spin(8)  (((E7)κ, µ)γ) ˙F1(he4). Since both
of the groups Spin(4) and Spin(8) are the subgroups of Spin(12)  (E7)κ, µ, we can define
a mapping ϕ4171−2 : SU(2) × Spin(4) × Spin(8) → (E7)γ ∩ (E7)σ as the restriction of the
mapping ϕE6 as follows:
ϕ4171−2(A, β4, β8) = φ2(A)β4β8.
Then this mapping induces the required isomorphism (see [6, Theorem 3.23]in detail). 
4.17.2. Next, we study the second case: k = u(6) ⊕ iR.
In the second case, we give a pair of involutive inner automorphisms γ˜ and γ˜H .
We define C-linear transformations γH of PC by
γH (X, Y, ξ, η) = (γH X, γH Y, ξ, η),
where γH of the right hand side are the same ones as γH ∈ G2 ⊂ F4 ⊂ E6. Then we have
that γH ∈ E7, γH 2 = 1, so γH induce involutive inner automorphism γ˜H of E7: γ˜H (α) =
γHαγHα ∈ E7.
Similarly, for δ1, δ2 ∈ G2 ⊂ F4 ⊂ E6, we have δ1, δ2 ∈ E7. Hence, as in E6, since we easily
see that δ1γ = γHδ1, δ2γ = (γγH)δ2, that is, γ ∼ γH, γ ∼ γγH in E7, we have the following
proposition.
Proposition 4.17.2-1 The group (E7)γ is isomorphic to both of the groups (E7)γH and
(E7)γγH : (E7)γ  (E7)γH  (E7)γγH .
From the result of type EVI in Table 2 and Proposition 4.17.2-1, we have the following
theorem.
Theorem 4.17.2-2 For Z2 × Z2 = {1, γ} × {1, γH }, the Z2 × Z2-symmetric space is of type
(E7/(E7)γ, E7/(E7)γH , E7/(E7)γγH ) = (E7/(E7)γ, E7/(E7)γ, E7/(E7)γ), that is, type (EVI,
EVI, EVI), abbreviated as EVI-VI-VI.
Here, we prove proposition needed and make some preparations for the theorem below.
First, using identifying (JC )C ⊕ M(3,C)C with JC , we identify (PC )C ⊕ (M(3,C)C ⊕
M(3,C)C) with PC by
(X, Y, ξ, η) + (M, N) = (X + M, Y + N, ξ, η),
where (PC)C = (JC)C ⊕ (JC)C ⊕C ⊕C. (As for identifying (JC )C ⊕ M(3,C)C with JC and
the definition of (JC)C , see [7, Sections 2.2, 2.3].)
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We often denote any element of M(3,C)C by (m1, m2, m3), where mk ∈ (C3)C , k = 1, 2, 3,
moreover denote any element of (PC )C by (X, Y, ξ, η) as above. (Remark. we often denote
any element of PC by same one.)
We define a C-linear transformation w of (PC )C ⊕ (M(3,C)C ⊕ M(3,C)C) = PC by
w((X, Y, ξ, η) + (M, N)) = (X, Y, ξ, η) + (ω1M, ω1N),
(X, Y, ξ, η) + (M, N) ∈ (PC )C ⊕ (M(3,C)C ⊕ M(3,C)C) = PC ,
where ω1 M = (ω1m1, ω1m2, ω1m3), ω1 ∈ C, ω13 = 1, ω1 , 1, so is ω1N.
Besides, w is defined as the C-linear transformation of C ⊕ C3 = C as follows:
w (a + m) = a + ω1m, a + m ∈ C ⊕ C3 = C.
Then we have that w ∈ G2, w3 = 1. Hence, using the inclusion G2 ⊂ F4 ⊂ E6 ⊂ E7, w
induces inner automorphism w˜ of order 3 in E7: w˜ (α) = w−1αw, α ∈ E7.
Proposition 4.17.2-3 We have the following isomorphism:(E7)w  (SU(3)×SU(6))/Z3, Z3
= {(E, E), (ω1E, ω1E), (ω12E, ω12E)}.
Proof. We define a mapping ϕw : SU(3) × SU(6) → (E7)w by
ϕw(D, A)P = f −1((D, A)( f P)), P ∈ PC .
Then this mapping induces the required isomorphism (see [10, Section 4.13] in detail). 
By identifying (JC)C ⊕ M(3,C)C with JC , the C-linear transformation γ, γH and γC of
JC naturally act on (JC)C ⊕ M(3,C)C = JC . Hence, using the inclusion E6 ⊂ E7, the
C-linear transformations γ, γH and γC of (JC)C ⊕ M(3,C)C = JC are naturally extended to
the C-linear transformations of (PC)C ⊕ (M(3,C)C ⊕ M(3,C)C) = PC as follows:
γ((X, Y, ξ, η) + (M, N)) = (X, Y, ξ, η) + (γM, γN),
γH ((X, Y, ξ, η) + (M, N)) = (X, Y, ξ, η) + (γH M, γH N),
γC ((X, Y, ξ, η) + (M, N)) = (X, Y, ξ, η) + (M, N),
where γM = γ(m1, m2, m3) = (γm1, γm2, γm3), and so is γH M. In addition, for m =
(m1,m2,m3) ∈ C3, γm and γH m are defined by (m1,−m2,−m3) and (−m1,m2,−m3): γm =
(m1,−m2,−m3), γH m = (−m1,m2,−m3), respectively.
Consider a group Z2 = {1, γC }. Then the group Z2 = {1, γC } acts on the group U(1) ×
U(1) × SU(6) by
γC (p, q, A) = (p, q, (AdJ3)A)
and let (U(1)×U(1)× SU(6))⋊Z2 be the semi-direct product of U(1)×U(1)× SU(6) and
Z2 with this action.
Now, we determine the structure of the group (E7)γ ∩ (E7)γH .
Theorem 4.17.2-4 We have that (E7)γ ∩ (E7)γH  (U(1) × U(1) × SU(6))/Z3 ⋊Z2, Z3 =
{(1, 1, E), (ω1, ω1, ω1E), (ω12, ω12, ω12E)},Z2 = {1, γC}, where ω1 ∈ C, ω13 = 1, ω1 , 1.
Proof. We define a mapping ϕ4172−4 : (U(1)×U(1)×SU(6))⋊ {1, γC} → (E7)γ ∩ (E7)γH by
ϕ4172−4((p, q, A), 1) = ϕw(D(p, q), A),
ϕ4172−4((p, q, A), γC) = ϕw(D(p, q), A)γC ,
where D(p, q) = diag(p, q, pq) ∈ SU(3) and ϕw is defined in Proposition 4.17.2-2.
Then this mapping induces the required isomorphism (see [7, Theorem 2.4.3] in detail). 
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4.18. Type EVI-VII-VII. In this section, we give a pair of involutive inner automor-
phisms −˜σ and ι˜.
Lemma 4.18.1. In E7, ι is conjugate to −σι: ι ∼ −σι.
Proof. We define a C-linear transformation δ10 of PC by
δ10

X
Y
ξ
η
 =

(1 − p1)X − 2E1 × Y + ηE1
2E1 × X + (1 − p1)Y + ξE1
(E1, Y)
(−E1, X)
 ,

X
Y
ξ
η
 ∈ P
C ,
where p1 is defined by p1(X) = (X, E1)+4E1× (E1×X), X ∈ JC . Then, by straightforward
computation, we have that δ10 ∈ E7, δ10ι = (−ισ)δ10, that is, ι ∼ −σι in E7. 
We have the following proposition which is the direct result of Lemma 4.18.1.
Proposition 4.18.2. The group (E7)ι is isomorphic to the group (E7)−σι: (E7)ι  (E7)−σι.
From the result of types EVI, EVII in Table 2 and Proposition 4.18.2, we have the
following theorem.
Theorem 4.18.3. For Z2 × Z2 = {1,−σ} × {1, ι}, the Z2 × Z2-symmetric space is of type
(E7/(E7)−σ, E7/(E7)ι, E7/(E7)(−σ)(ι)) = (E7/(E7)γ, E7/(E7)ι, E7/(E7)ι), that is, type (EVI,
EVII, EVII), abbreviated as EVI-VII-VII.
Now, we determine the structure of the group (E7)−σ ∩ (E7)ι.
Theorem 4.18.4. We have that (E7)−σ∩ (E7)ι  (U(1)×U(1)×Spin(10))/(Z4 ×Z3), Z4 =
{(1, 1, 1), (1,−1,−σ), (1,−i, σφ1(i)), (1,−i, φ1(i))}, Z3 = {(1, 1, 1), (ω,ω, 1), (ω2, ω2, 1)},
where ω ∈ C, ω3 = 1, ω , 1.
Proof. Let U(1) = {a ∈ C | (τa)a = 1} and Spin(10)  (E6)E1 = {α ∈ E6 |αE1 = E1}. We
define a mapping ϕ4184 : U(1) × U(1) × Spin(10) → (E7)−σ ∩ (E7)ι = (E7)σ ∩ (E7)ι by
ϕ4184(θ, a, δ) = φ(θ)φ1(a)δ,
where φ, φ1 are defined in Theorems 3.4.3, 3.3.3, respectively. It is clear that ϕ4184(θ, a, δ) ∈
(E7)ι, moreover since σφ(θ)σ = φ(θ) and φ1(a)δ ∈ (E6)σ, it is easily to verify that
ϕ4184(θ, a, δ) ∈ (E7)σ = (E7)−σ. Hence ϕ4184 is well-defined. Since φ(θ) commutes with
φ1(a) and δ each other and moreover φ1(a) commutes with δ, we easily see that ϕ4184 a
homomorphism.
We shall show that ϕ4184 is surjection. Let α ∈ (E7)−σ ∩ (E7)ι. Since (E7)−σ ∩ (E7)ι ⊂
(E7)ι, there exist θ ∈ U(1) and β ∈ E6 such that α = ϕE7 (θ, β) (Theorem 3.4.3). Moreover,
from α ∈ (E7)−σ = (E7)σ, that is, σϕE7 (θ, β)σ = ϕE7 (θ, β), we have ϕE7 (θ, σβσ) = ϕE7 (θ, β).
Hence, it follows that
(i)

θ = θ
σβσ = β,
(ii)

θ = ωθ
σβσ = φ(ω2)β,
(iii)

θ = ω2θ
σβσ = φ(ω)β.
Then we can easily confirm that (ii) and (iii) are impossible because of θ = 0. In the case
(i), we have that β ∈ (E6)σ  (U(1) × Spin(10))/Z4. Hence, from Theorem 3.3.3, there
exist a ∈ U(1) and δ ∈ Spin(10) such that β = ϕE3 (a, δ) = φ1(a)δ. Thus ϕ4184 is surjection.
40 TOSHIKAZU MIYASHITA
Finally, we shall determine Kerϕ4184. From KerϕE3 = {(1, φ(1)), (−1, φ(−1)), (i, φ(−i)),
(−i, φ(i))}, we can easily obtain that
Kerϕ4184 = {(θ, a, δ) ∈ U(1) × U(1) × Spin(10) | ϕ4184(θ, a, δ) = 1}
= {(θ, a, δ) ∈ U(1) × U(1) × Spin(10) | φ(θ)φ1(a)δ = 1}
= {(θ, a, δ) ∈ U(1) × U(1) × Spin(10) | θ3 = 1, a4 = 1, δ = φ1(a−1)}
= {(1, 1, 1), (1,−1,−σ), (1,−i, σφ1(i)), (1,−i, φ1(i)),
(ω,ω 14 , φ1(i)), (ω,ω− 14 , σφ1(i)), (ω, iω 14 , 1), (ω,−iω 14 , σ),
(ω2, ω 12 , σ), (ω2,−ω− 12 , 1), (ω2, iω 12 , φ1(i)), (ω2,−iω 14 , σφ1(i))}
= {(1, 1, 1), (1,−1,−σ), (1,−i, σφ1(i)), (1,−i, φ1(i))}
×{(1, 1, 1), (ω,ω, 1), (ω2, ω2, 1)}  Z4 × Z3.
Therefore we have the required isomorphism
(E7)−σ ∩ (E7)ι  (U(1) × U(1) × Spin(10))/(Z4 × Z3).

4.19. Type EVII-VII-VII. In this section, we give a pair of involutive inner automor-
phisms ι˜ and ˜λ.
Proposition 4.19.1. The group (E7)ι is isomorphic to both of the groups (E7)λ and (E7)ιλ:
(E7)ι  (E7)λ  (E7)ιλ.
Proof. First, we have (E7)ι  (E7)λ as the direct result of Lemma 4.13.1.
Next, we define a mapping g : (E7)ιλ → (E7)ι by
g(α) = (δλ−1δι−1)α(διδλ),
where both of δλ and δι are defined in Section 4.13. In order to prove this proposition, it is
sufficient to show that the mapping g is well-defined. Indeed, it follows from (λι)δι = δι(λ)
and λδλ = δλι that
ιg(α) = ι((δλ−1δι−1)α(διδλ))) = δλ−1((λδι−1)α(διδλ)) = (δλ−1δι−1)((−λι)α(διδλ))
= (δλ−1δι−1)(α(−λι)(διδλ)) = (δλ−1δι−1)(αδιλδλ) = ((δλ−1δι−1)α(διδλ))ι
= g(α)ι,
that is, g(α) ∈ (E7)ι. 
From the result of type EVII in Table 2 and Proposition 4.19.1, we have the following
theorem
Theorem 4.19.2. For Z2 × Z2 = {1, ι} × {1, λ}, the Z2 × Z2-symmetric space is of type
(E7/(E7)ι, E7/(E7)λ, E7/(E7)ιλ) = (E7/(E7)ι, E7/(E7)ι, E7/(E7)ι), that is, type (EVII, EVII,
EVII), abbreviated as EVII-VII-VII.
Now, we determine the structure of the group (E7)ι ∩ (E7)λ.
Theorem 4.19.3. We have that (E7)ι ∩ (E7)λ  F4 × Z2,Z2 = {1,−1}.
Proof. We define a mapping ϕ4193 : F4 × {1,−1} by
ϕ4193(α, 1) = ϕE7 (1, α),
ϕ4193(α,−1) = ϕE7 (−1, α),
where ϕE7 is defined in Theorem 3.4.3. Since the mapping ϕ4193 is the restriction of the
mapping ϕE7 , it is clear that ϕ4193 is well-defined and a homomorphism.
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We shall show that ϕ4193 is surjection. Let α ∈ (E7)ι∩(E7)λ. From (E7)ι∩(E7)λ ⊂ (E7)ι,
there exist θ ∈ U(1) and β ∈ E6 such that α = ϕE7 (θ, β) = φ(θ)β (Theorem 3.4.3). Moreover,
from α ∈ (E7)λ, that is, λϕE7 (θ, β)λ−1 = ϕE7 (θ, β), using λφ(θ)λ−1 = φ(θ−1) (Lemma 4.15.3),
we have that ϕE7 (θ−1, λβλ−1) = ϕE7 (θ, β). Hence, it follows that
(i)

θ−1 = θ
λβλ−1 = β,
(ii)

θ−1 = ωθ
λβλ−1 = φ(ω2)β,
(iii)

θ−1 = ω2θ
λβλ−1 = φ(ω)β.
Case (i). We see that θ = ±1 and β ∈ F4  (E6)λ. Hence, in the case of θ = 1, there
exist 1 ∈ U(1) and β ∈ F4 such that α = φ(1)β = β, that is, α = ϕE7(1, α) = ϕ4193(α, 1).
Similarly, in the case of θ = −1, we have that α = ϕE7 (−1, α) = ϕ4193(α,−1).
Case (ii). We see that θ = ±ω and β = φ(ω2)β′, β′ ∈ F4. Hence, in the case of
θ = ω, there exist ω ∈ U(1) and β = φ(ω2) β′ such that α = φ(ω)φ(ω2) β′ = β′, that
is, α = ϕE7(1, α) = ϕ4193(α, 1). Similarly, in the case of θ = −ω, we have that α =
ϕE7(−1, α) = ϕ4193(α,−1). Thus this case is reduced to Case (i).
Case (iii). We see that θ = ±ω2 and β = φ(ω)β′, β′ ∈ F4. As in Case (ii), this case is
also reduced to Case (i)
Finally, we shall determine the Ker ϕ4193, however it is easily obtained that Ker ϕ4193 =
({1}, 1).
Therefore we have the required isomorphism
(E7)ι ∩ (E7)λ  F4 × Z2.

• [E8] We study four types in here.
4.20. Type EVIII-VIII-VIII. In this section, we give a pair of involutive inner automor-
phisms σ˜ and σ˜′, where C-linear transformations σ, σ′ of e8C are defined below.
We define C-linear transformations σ, σ′ of e8C by
σ(Φ, P, Q, r, s, t) = (σΦσ,σP, σQ, r, s, t),
σ′(Φ, P, Q, r, s, t) = (σ′Φσ′, σ′P, σ′Q, r, s, t), (Φ, P, Q, r, s, t) ∈ e8C ,
where σ, σ′ of the right hand side are same ones as σ, σ′ ∈ F4 ⊂ E6 ⊂ E7. Then we have
that that σ, σ′ ∈ E8, σ2 = σ′2 = 1. Hence σ, σ′ induce involutive inner automorphisms
σ˜, σ˜′ of E8: σ˜(α) = σασ, σ˜′(α) = σ′ασ′, α ∈ E8.
Lemma 4.20.1. (1) The Lie algebra (e8)σ of the group (E8)σ is given by
(e8)σ = {(Φ, τλQ, Q, r, s,−τs) ∈ e8 |Φ ∈ (e7)σ su(2) ⊕ so(12), Q ∈ (PC)σ, r ∈ iR, s ∈ C}.
(2) The Lie algebra (e8)λωγ of the group (E8)λωγ is given by
(e8)λωγ = {(Φ, λγQ, Q, 0, s,−s) ∈ e8 |Φ ∈ (e7)λγ= (e7)τγ  su(8), Q ∈ (PC)τγ, s ∈ R}.
In particular, we have that
dim((e8)σ) = (3 + 66) + ((3 + 8) × 2 + 2) × 2 + 1 + 1 × 2 = 120
= 63 + (3 + (4 × 3) × 2) + 2 + 1 = dim((e8)λωγ).
Proof. By straightforward computation, we can easily prove this lemma. 
From Lemma 4.20.1 and [13, Lemma 5.3.3], we have the following proposition.
Proposition 4.20.2. The group (E8)σ is isomorphic to the group (E8)λωγ: (E8)σ  (E8)λωγ
( Ss(16)).
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Remark. The author can not find any element δ ∈ E8 which gives the conjugation: δσ =
(λωγ)δ.
Here, using the inclusion F4 ⊂ E6 ⊂ E7 ⊂ E8, the C-linear transformations δ6, δ7
defined in the proof of Lemma 4.4.1 are naturally extended to the C-linear transformations
of e8C . Hence, as in E6, since we easily see that δ6σ = σ′δ6, δ7σ = (σσ′)δ7 as δ6, δ7 ∈
F4 ⊂ E6 ⊂ E7 ⊂ E8, that is, σ ∼ σ′, σ ∼ σσ′ in E8, we have the following proposition.
Proposition 4.20.3. The group (E8)σ is isomorphic to both of the groups (E8)σ′and (E8)σσ′ :
(E8)σ  (E8)σ′  (E8)σσ′ .
From the result of type EVIII in Table 2 and Propositions 4.20.2, 4.20.3, we have the
following theorem.
Theorem 4.20.4. For Z2 × Z2 = {1, σ} × {1, σ′}, the Z2 × Z2-symmetric space is of type
(E8/(E8)σ, E8/(E8)σ′ , E8/(E8)σσ′ ) = (E8/(E8)σ, E8/(E8)σ, E8/(E8)σ), that is, type (EVIII,
EVIII, EVIII), abbreviated as EVIII-VIII-VIII.
Now, we determine the structure of the group (E8)σ ∩ (E8)σ′ .
Theorem 4.20.5. We have that (E8)σ ∩ (E8)σ′  (Spin(8) × Spin(8))/(Z2 × Z2), Z2 =
{(1, 1), (σ, σ)}, Z2 = {(1, 1), (σ′, σ′)}.
Proof. This proof is omitted (see [8, Theorem 7.1]. The purpose of [8] is to prove the this
theorem ). 
4.21. Type EVIII-VIII-IX. In this section, we use a pair of involutive inner automor-
phisms ˜λωγ and ˜λωγυ.
Lemma 4.21.1. In E8, λωγυ is conjugate to λωγ: λωγυ ∼ λωγ.
Proof. We define a C-linear transformation δυ of e8C by
δυ(Φ, P, Q, r, s, t) = (Φ, iP,−iQ, r,−s,−t), (Φ, P, Q, r, s, t) ∈ e8C .
Then we have that δυ ∈ E8, δυ2 = υ and δυ(λωγυ) = (λωγ)δυ: λωγυ ∼ λωγ in E8, moreover
that δυλ = λδυ. 
We have the following proposition which is the direct result of Lemma 4.21.1.
Proposition 4.21.2. The group (E8)λωγυ is isomorphic to the group (E8)λωγ: (E8)λωγυ 
(E8)λωγ.
From the results of types EXIII, EIX in Table 2 and Proposition 4.21.1, we have the
following theorem.
Theorem 4.21.3. For Z2×Z2 = {1, λωγ}×{1, λωγυ}, the Z2×Z2-symmetric space is of type
(E8/(E8)λωγ, E8/(E8)λωγυ, E8/(E8)(λωγ)(λωγυ)) = (E8/(E8)λωγ, E8/(E8)λωγ, E8/(E8)υ), that is,
type (EVIII, EVIII, EIX), abbreviated as EVIII-VIII-IX.
Here, we prove lemma needed in theorem below.
Lemma 4.21.4. The mapping φ3 : SU(2) → E8 of Theorem 3.5.2 satisfies
(1) δυ = φ3(iI).
(2) λωφ3(A)λω−1 = ιωφ3(A)ιω−1 = φ3(tA−1).
(3)σφ3(A)σ = φ3(A), γφ3(A)γ = φ3(A),
where iI = diag(i,−i) ∈ SU(2).
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Proof. By straightforward computation, we can easily prove this lemma. (The C-linear
transformation ιω of (e8)C is defined in Section 4.23. As for the definition of the mapping
φ3, see [10, Theorem 5.7.4].) 
Consider a group Z2 = {1, ρυ}, where ρυ = δυι. Then the group Z2 acts on the group
SO(2) × SU(8) by
ρυ(A, B) = ((iI)A (iI)−1, JBJ−1),
where J = diag(J1, J1, J1, J1) ∈ M(8, R), J1 =
(
0 1
−1 0
)
, and let (SO(2) × SU(8)) ⋊Z2 be
the semi-direct product SO(2) × SU(8) and Z2 with this action.
Now, we determine the structure of the group (E8)λωγ ∩ (E8)λωγυ.
Theorem 4.21.5. We have that (E8)λωγ ∩ (E8)λωγυ  (SO(2) × SU(8))/Z4 ⋊ Z2, Z4 =
{(E, E), (E,−E), (−E, e1E), (−E,−e1E)},Z2 = {1, ρυ}.
Proof. We define a mapping ϕ4215 : (SO(2) × SU(8)) ⋊ {1, ρυ} → (E8)λωγ ∩ (E8)λωγυ by
ϕ4215((A, B), 1) = ϕE9 (A, ϕE5(B)),
ϕ4215((A, B), ρ) = ϕE9 (A, ϕE5 (B)) ρυ,
where ϕE9 , ϕE5 are defined in Theorems 3.5.2, 3.4.1, respectively. From λωγφ3(A)γλω−1 =
φ(A), A ∈ SO(2) (Lemma 4.21.4 (3)) and ϕE5 (B) ∈ (E7)λγ (Theorem 3.4.1), it is easily
to verify that ϕ4215 is well-defined. By straightforward computation, we can confirm that
ϕ4215 is a homomorphism. Indeed, we show that the case of ϕ4215((A, B), ρυ)ϕ4215((C, D), 1)
= ϕ4215((A, B), ρυ)((C, D), 1)) as example. For the left hand side of this equality, we have
that
ϕ4215((A, B), ρυ)ϕ4215((C, D), 1) = ϕE9 (A, ϕE5(B)) ρυ ϕE9 (C, ϕE5 (D))
= φ3(A)ϕE5 (B) ρυ φ3(C)ϕE5 (D).
On the other hand, for the right hand side of same one, using δυ = φ3(iI), ιϕE5(A)ι−1 =
ϕE5 (JAJ) (Lemmas 4.21.4 (1), 4.13.6 (2)), we have that
ϕ4215((A, B), ρυ)((C, D), 1)) = ϕ4215(((A, B)ρ(C, D))), ρυ)
= ϕ4215(((A, B)((iI)C(iI)−1, JDJ−1)), ρυ)
= ϕ4215((A (iI)C(iI)−1, B JDJ−1), ρυ)
= φ3(A (iI)C(iI)−1) ϕE5 (B JDJ−1))ρυ
= φ3(A (iI)C(iI)−1) ϕE5 (B JDJ−1))(δυι)(← J−1 = −J)
= φ3(A)δυφ3(C)δυ−1 ϕE5 (B)ιϕE5(D)ι−1(δυι)
= φ3(A)δυφ3(C)δυ−1 ϕE5 (B)ιϕE5(D)δυ
= φ3(A)δυφ3(C) ϕE5 (B)ιϕE5(D)
= φ3(A)δυ ϕE5 (B)φ3(C)ιϕE5(D)(← ϕE5 (B), ι ∈ E7)
= φ3(A)ϕE5 (B)(δυι) φ3(C)ϕE5 (D)
= φ3(A)ϕE5 (B) ρυ φ3(C)ϕE5 (D).
Similarly, the other cases are shown.
We shall show that ϕ4215 is surjection. Let α ∈ (E8)λωγ ∩ (E8)λωγυ. From (E8)λωγ ∩
(E8)λωγυ ⊂ (E8)(λωγ)(λωγυ) = (E8)υ, there exist A ∈ SU(2) and β ∈ E7 such that α = ϕE9 (A, β)
(Theorem 3.5.2). Moreover, from α = ϕE9 (A, β) ∈ (E8)λωγ, that is, λωγϕE9 (A, β)γλω−1 =
ϕE9 (A, β), using λωγφ3(A)γλω−1 = φ3(tA−1) (Lemma 4.21.4 (2)), we have that ϕE9 (tA−1,
λγβγλ−1) = ϕE9 (A, β). (Remark. For α ∈ (E8)υ, that α ∈ (E8)λωγ implies that α ∈ (E8)λωγυ.)
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Hence, it follows that
tA−1 = A
λγβγλ−1 = β
or

tA−1 = −A
λγβγλ−1 = −β.
In the former case, we see that A ∈ SO(2) and β ∈ (E7)λγ  SU(8)/Z2. Hence, there exists
B ∈ SU(8) such that β = ϕE5 (B) (Theorem 3.4.1). Thus we have that α = ϕE9 (A, β) =
ϕE9 (A, ϕE5(B)) = ϕ4215((A, B), 1). In the latter case, we see that A = A′(iI), A′ ∈ SO(2) and
β = β′ι, β′ ∈ (E7)λγ. Hence, in a similar way as the former case, we have that
α = ϕE9 (A, β) = ϕE9 (A′(iI), β′ι) = φ3(A′(iI))(β′ι) = φ3(A′)φ3(iI)(β′ι)
= φ3(A′)φ3(iI)β′ι = φ3(A′)β′(φ3(iI)ι) = ϕE9 (A′, β′) (δυι) = ϕE9 (A′, ϕE5 (B′)) ρυ
= ϕ4215((A′, B′), ρυ).
Thus ϕ4214 is surjection.
Finally, we shall determine Kerϕ4215. From the definition of kernel, it is as follows:
Kerϕ4215 = {((A, B), 1) | ϕ4215((A, B), 1) = 1} ∪ {((A, B), ρυ) | ϕ4215((A, B), ρυ) = 1}
= {((A, B), 1) | ϕE9(A, ϕE5(B)) = 1} ∪ {((A, B), ρ) | ϕE9(A, ϕE5(B))ρυ = 1}.
Here, for the left hand side case , we have that
{((A, B), 1) | ϕE9(A, ϕE5 (B)) = 1}
= {((A, B), 1) | A = ±E, ϕE5 (B)) = ±1}
= {((E, E), 1), ((E,−E), 1), ((−E,−e1E), 1), ((−E, e1E), 1)}.
On the other hand, for the right hand side case, since ϕE9 (A, ϕE5 (B))ρυ = 1, we suppose that
ϕE9 (A, ϕE5 (B))ρυ(0, 0, 0, 0, 1, 0) = (0, 0, 0, 0, 1, 0), where (0, 0, 0, 0, 1, 0) ∈ e8C .
Then since we have that φ3(A)(0, 0, 0, 0, i, 0) = (0, 0, 0, 0, 1, 0), there exist no A ∈ SO(2)
such that ϕE9 (A, ϕE5 (B))ρυ = 1. Hence, the right hand case is impossible. Thus we have
that
Kerϕ4215 = {((E, E), 1), ((E,−E), 1), ((−E,−e1E), 1), ((−E, e1E), 1)}  (Z4, 1).
Therefore we have the required isomorphism
(E8)λωγ ∩ (E8)λωγυ  (SO(2) × SU(8))/Z4 ⋊Z2.

4.22. Type EVIII-IX-IX. In this section, we use a pair of involutive inner automorphisms
σ˜ and υ˜.
Lemma 4.22.1. (1) The Lie algebra (e8)υ of the group (E8)υ is given by
(e8)υ = {(Φ, 0, 0, r, s,−τs) |Φ ∈ e7, r ∈ iR, s ∈ C}.
(2) The Lie algebra (e8)υσ of the group (E8)υσ is given by
(e8)υσ = {(Φ, τλQ, Q, r, s,−τs) |Φ ∈ (e7)σ  su(2) ⊕ so(12), Q ∈ (PC)−σ, r ∈ iR, s ∈ C},
where (PC)−σ = {P ∈ PC |σP = −P}.
In particular, we have that
dim((e8)υ)) = 133 + 1 + 2 = 136 = (3 + 66) + (8 + 8) × 2 × 2 + 1 + 2 = dim((e8)υσ).
Proof. By straightforward computation, we can easily prove this lemma. 
From Lemma 4.22.1 and [13, Lemma 5.3.3], we have the following proposition.
Proposition 4.22.2. The group (E8)υ is isomorphic to the group (E8)υσ: (E8)υ  (E8)υσ.
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Remark. The author can not find any element δ ∈ E8 which gives the conjugation: υδ =
δ(υσ).
From the results of types EVII, EIX in Table 2 and Propositions 4.20.2, 4.22.2. we have
the following theorem.
Theorem 4.22.3. For Z2 × Z2 = {1, σ} × {1, υ}, the Z2 × Z2-symmetric space is of type
(E8/(E8)σ, E8/(E8)υ, E8/(E8)υσ) = (E8/(E8)λω , E8/(E8)υ, E8/(E8)υ), that is, type (EVIII,
EIX, EIX), abbreviated as EVIII-IX-IX.
Now, we determine the structure of the group (E8)σ ∩ (E8)υ.
Theorem 4.22.4. We have that (E8)σ∩(E8)υ  (SU(2)×SU(2)×Spin(12))/(Z2×Z2), Z2 =
{(E, E, 1), (−E, E,−1)}, Z2 = {(E, E, 1), (E−, E,−σ)}.
Proof. We define a mapping ϕ4224 : SU(2) × SU(2) × Spin(12) → (E8)σ ∩ (E8)υ by
ϕ4224(A, B, β) = φ3(A)φ2(B)β,
where φ3, φ2 are defined in Theorems 3.5.2, 3.4.2, respectively. From σφ3(A)σ = φ3(A)
(Lemma 4.21.4 (3)) and φ2(B)β ∈ (E7)σ (Theorem 3.4.2), it is easily to verify that ϕ4224 is
well-defined. Since φ3(A) commutes with φ2(B) and β each other (see [8, Theorem 5.7.6]
in detail), moreover φ2(B) commutes with β in E7 ⊂ E8 (see [10, Theorem 4.11.15] in
detail), we see that ϕ4224 is a homomorphism.
We shall show that ϕ4224 is surjection. Let α ∈ (E8)σ ∩ (E8)υ. From (E8)σ ∩ (E8)υ ⊂
(E8)υ, there exist A ∈ SU(2) and δ ∈ E7 such that α = ϕE9 (A, δ) (Theorem 3.5.2). Moreover,
from α = ϕE9 (A, δ) ∈ (E8)σ, that is, σϕE9 (A, δ)σ = ϕE9 (A, δ), again using σφ3(A)σ = φ3(A),
we have that ϕE9 (A, σδσ) = ϕE9 (A, δ). Hence, it follows that
A = A
σδσ = δ
or

A = −A
σδσ = −δ.
In the latter case, this case is impossible because of A = 0. In the former case, we see that
δ ∈ (E7)σ  (SU(2) × Spin(12))/Z2. Hence, there exist B ∈ SU(2) and β ∈ Spin(12) such
that δ = ϕE6 (B, β) = φ2(B)β (Theorem 3.4.2). Thus ϕ4224 is surjection.
Finally, we shall determine Kerϕ4224. From KerϕE6 = {(E, 1), (−E,−σ)}, we have that
Kerϕ4224 = {(A, B, β) ∈ SU(2) × SU(2) × Spin(12) | ϕ4224(A, B, β) = 1}
= {(A, B, β) ∈ SU(2) × SU(2) × Spin(12) | φ3(A)φ2(B)β = 1}
= {(A, B, β) ∈ SU(2) × SU(2) × Spin(12) | A = ±E, φ2(B)β = ±1}
= {(E, E, 1), (E,−E,−σ), (−E, E,−1), (−E,−E, σ)}
= {(E, E, 1), (−E, E,−1)} × {(E, E, 1), (E,−E,−σ)}  Z2 × Z2.
Therefore we have the required isomorphism
(E8)σ ∩ (E8)υ  (SU(2) × SU(2) × Spin(12))/(Z2 × Z2).

4.23. Type EIX-IX-IX. In this section, we use a pair of involutive inner automorphisms
υ˜ and ι˜ω.
We define C-linear transformations ιω, υιω of e8C by
ιω(Φ, P, Q, r, s, t) = (ιΦι−1, ιQ,−ιP,−r,−t,−s),
υιω(Φ, P, Q, r, s, t) = (ιΦι−1,−ιQ, ιP,−r,−t,−s), (Φ, P, Q, r, s, t) ∈ e8C ,
where ι of the right hand side is same one as ι ∈ E7. Then we see that ιω, υιω ∈ E8, ιω2 =
υιω
2
= 1. Hence ιω, υιω induce involutive inner automorphisms ι˜ω, ˜υιω of E8: ι˜ω(α) =
ιωαιω, ˜υιω(α) = (υιω)α(ιωυ), α ∈ E8.
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Lemma 4.23.1. (1) The Lie algebra (e8)ιω of the group (E8)ιω is given by
(e8)ιω=
{
(Φ, τλQ, Q, 0, s,−s)
∣∣∣∣∣∣ Φ ∈ (e7)
ι
 u(1) ⊕ e6, Q = (X, iτX, ξ, iτξ),
X ∈ JC , ξ ∈ C, s ∈ R
}
.
(2) The Lie algebra (e8)υιω of the group (E8)υιω is given by
(e8)υιω=
{
(Φ, τλQ, Q, 0, s,−s)
∣∣∣∣∣∣ Φ ∈ (e7)ι  u(1) ⊕ e6, Q = (X,−iτX, ξ,−iτξ),X ∈ JC , ξ ∈ C, s ∈ R
}
.
In particular,
dim((e8)ιω) = (1 + 78) + (27 + 1) × 2 + 1 = 136
= (1 + 78) + (27 + 1) × 2 + 1 = dim((e8)υιω).
Proof. By straightforward computation, we can easily prove this lemma. 
From Lemmas 4.22.1 (1), 4.23.1 above and [13, Lemma 5.3.3], we have the following
proposition.
Proposition 4.23.2. The group (E8)υ is isomorphic to both of the groups (E8)ιω and (E8)υιω :
(E8)υ  (E8)ιω  (E8)υιω .
Remark. The author can not find any element δ, δ′ ∈ E8 which give the conjugations:
υδ = διω, ιωδ
′
= δ′υιω.
From the result of type EIX in Table 2 and Proposition 4.23.2, we have the following
theorem.
Theorem 4.23.3. For Z2 × Z2 = {1, υ} × {1, ιω}, the Z2 × Z2-symmetric space is of type
(E8/(E8)υ, E8/(E8)ιω , E8/(E8)υιω) = (E8/(E8)υ, E8/(E8)υ, E8/(E8)υ), that is, type (EIX,
EIX, EIX), abbreviated as EIX-IX-IX.
Consider a group Z2 = {1, ν}, where ν = δυλ (δυ and λ are defined in Section 4.21 and
Section 3.4, respectively). Then the group Z2 acts on the group SO(2) × U(1) × E6 by
ν(A, θ, β) = ((iI)A(iI)−1, θ−1, τβτ),
and let (SO(2) × U(1) × E6) ⋊ Z2 be the semi-direct product SO(2) × U(1) × E6 and Z2
with this action.
Now, we determine the structure of the group (E8)υ ∩ (E8)ιω .
Theorem 4.23.4. We have that (E8)υ∩ (E8)ιω  (SO(2)×U(1)×E6)/(Z2 × Z3)⋊Z2, Z2 =
{(E, 1, 1), (−E − 1, 1)}, Z3 = {(E, 1, 1), (E, ω, φ2(ω2)), (E, ω2, φ2(ω)},Z2 = {1, ν}.
Proof. We define a mapping ϕ4234 : (SO(2) × U(1) × E6) ⋊ Z2 → (E8)υ ∩ (E8)ιω by
ϕ4234((A, θ, β), 1) = ϕE9 (A, ϕE7 (θ, β)),
ϕ4234((A, θ, β), ν) = ϕE9 (A, ϕE7 (θ, β)) ν,
where ϕE7 are defined in Theorem 3.4.3. From ϕE7 (θ, β) ∈ (E7)ι and υν = νυ, it is clear that
ϕ4234((A, θ, β), 1), ϕ4234((A, θ, β), ν) ∈ (E8)υ, moreover from ϕE9 (A, ϕE7 (θ, β)) = φ3(A)φ(θ)β
and ιων = νιω, it is easily to verify that ϕ4234((A, θ, β), 1), ϕ4234((A, θ, β), ν) ∈ (E8)ιω . Hence
ϕ4234 is well-defined. By straightforward computation, we can confirm that ϕ4234 is a
homomorphism. Indeed, we show that the case of ϕ4234((A, θ, β), ν) ϕ4234((B, ζ, κ), 1) =
ϕ4234(((A, θ, β), ν) ((B, ζ, κ), 1)) as example. For the left hand side of this equality, we have
that
ϕ4234((A, θ, β), ν) ϕ4234((B, ζ, κ), 1) = ϕE9 (A, ϕE7(θ, β)) ν ϕE9 (B, ϕE7(ζ, κ))
= φ3(A)ϕE7 (θ, β) ν φ3(B)ϕE7(ζ, κ).
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On the other hand, for the right hand side of same one, using δυ = φ3(iI), δυλ = λδυ
(Lemmas 4.21.4 (1), 4.21.1) and τκτ = λκλ−1, that is, (τκτ)λ = λκ as κ ∈ E6 ⊂ E7, we have
that
ϕ4234(((A, θ, β), ν)((B, ζ, κ), 1)) = ϕ4234(((A, θ, β)(ν(B, ζ, κ))), ν)
= ϕ4234(((A, θ, β)((iI)B(iI)−1, ζ−1, τκτ)), ν)
= ϕ4234((A (iI)B(iI)−1, θζ−1, β τκτ), ν)
= ϕE9 ((A (iI)B(iI)−1, ϕE7 (θζ−1, β τκτ), ν)
= φ3(A (iI)B(iI)−1) ϕE7 (θζ−1, β τκτ))ν
= φ3(A (iI)B(iI)−1) ϕE7 (θζ−1, β τκτ))(δυλ)
= φ3(A)(δυφ3(B)δυ−1) (φ(θ)φ(ζ−1)(β τκτ)(δυλ)
= φ3(A)(δυφ3(B)δυ−1) φ(θ)βφ(ζ−1)τκτ(λδυ)
= φ3(A)(δυφ3(B)δυ−1) φ(θ)β(λφ(ζ)λ−1)λκδυ
= φ3(A)(δυφ3(B)δυ−1) φ(θ)βλφ(ζ)κδυ
= φ3(A)(δυφ3(B)δυ−1) φ(θ)β(λδυ)φ(ζ)κ
= φ3(A)φ(θ)β(δυφ3(B)δυ−1) (δυλ)φ(ζ)κ
= φ3(A)φ(θ)βδυφ3(B)λφ(ζ)κ
= φ3(A)φ(θ)β(δυλ)φ3(B)φ(ζ)κ
= φ3(A)ϕE7(θ, β) νφ3(B)ϕE7(ζ, κ),
where φ is defined in Theorem 3.4.3. Similarly, the other cases are shown.
We shall show that ϕ4234 is surjection. Let α ∈ (E8)υ ∩ (E8)ιω . From (E8)υ ∩ (E8)ιω ⊂
(E8)υ, there exist A ∈ SU(2) and δ ∈ E7 such that α = ϕE9 (A, δ) (Theorem 3.5.2). Moreover,
since α = ϕE9 (A, δ) ∈ (E8)ιω , that is, ιωϕE9 (A, δ)ιω−1 = ϕE9 (A, δ), using ιωφ3(A)ιω−1 =
φ3(tA−1) (Lemma 4.21.4 (2)), we have that ϕE9 (tA−1, ιδι−1) = ϕE9 (A, δ). Hence, it follows
that 
tA−1 = A
ιδγι−1 = δ
or

tA−1 = −A
ιδγι−1 = −δ.
In the former case, we see that A ∈ SO(2) and δ ∈ (E7)ι  (U(1) × E6)/Z3. Hence,
there exist θ ∈ U(1) and β ∈ E6 such that δ = ϕE7 (θ, β) (Theorem 3.4.3). Thus we have
that α = ϕE9 (A, δ) = ϕE9 (A, ϕE7 (θ, β)) = ϕ4234((A, θ, β), 1). In the latter case, we see that
A = A′(iI), A′ ∈ SO(2) and δ = δ′λ, δ′ ∈ (E7)ι. Hence, as in the former case, we have that
α = ϕE9 (A, δ) = ϕE9 (A(iI), δ′λ) = φ3((A(iI))(δ′λ) = φ3(A′)φ3(iI)(δ′λ)
= φ3(A′)δ′(φ3(iI)λ) = φ3(A′)δ′(δυλ) = ϕE9 (A′, δ′)(δυλ)
= ϕE9 (A′, ϕE7 (θ′, β′))ν = ϕ4234((A′, θ′, β′), ν).
Thus ϕ4234 is surjection.
Finally, we shall determine Kerϕ4234. From the definition of kernel, it is as follows:
Kerϕ4234 = {((A, θ, β), 1) | ϕ4234((A, θ, β), 1) = 1} ∪ {((A, θ, β), ν) | ϕ4234((A, θ, β), ν) = 1}
= {((A, θ, β), 1) | ϕE9(A, ϕE7 (θ, β)) = 1} ∪ {((A, θ, β), ν) | ϕE9(A, ϕE7 (θ, β))ν = 1}.
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Here, for the left hand side case, we have that
{((A, θ, β), 1) | ϕE9(A, ϕE7(θ, β)) = 1}
= {((A, θ, β), 1) | A = ±E, ϕE7 (θ, β) = ±1}
= {((A, θ, β), 1) | A = ±E, φ(θ)β = ±1}
= {((E, 1, 1), 1), (E, ω, φ2(ω2)), (E, ω2, φ2(ω),
((−E − 1, 1), 1), ((−E,−ω, φ2(ω2)), 1), ((−E,−ω2, φ2(ω), 1)}
= {(E, 1, 1), (−E − 1, 1)} × {(E, 1, 1), (E, ω, φ2(ω2)), (E, ω2, φ2(ω)}.
For the right hand case, in a similar way as the argument of kernel in Theorem 4.21.5, we
have that {((A, θ, β), ν) | ϕE9(A, ϕE7 (θ, β))ν = 1} = φ. Thus we can obtain that
Kerϕ4234 = {(E, 1, 1), (−E − 1, 1)} × {(E, 1, 1), (E, ω, φ2(ω2)), (E, ω2, φ2(ω)}  Z2 × Z3.
Therefore we have the required isomorphism
(E8)υ ∩ (E8)ιω  (SO(2) × U(1) × E6)/(Z2 × Z3) ⋊Z2.

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