Time series model diagnostic checking is the most important stage of time series model building. In this paper the comparison among several suggested diagnostic tests has been made using the simulation time series data.
Introduction
Until the advent of powerful and accessible computing methods, the experimenter was often confronted with a difficult choice. Either describes an accurate model of a phenomenon, which would usually preclude the computation of explicit answers, or choose a standard model which would allow this computation, but may not be a close representation of a realistic model. This dilemma is present in many branches of statistical applications, for example, in electrical engineering, aeronautics, biology, networks, economics, and astronomy. To use realistic models, the researches in these disciplines have often developed original approaches for model fitting that are customized for their own problems.
Model building is an important part of time series analysis (Chatfield; . The task facing the modern time series is to develop reasonably simple models capable of forecasting, interpreting, and testing hypothesis concerning its field of application (Enders; ).
Time series model building is considered as a three-stage iterative procedure based on
Diagnostic checking is to check the fitted model in its relation to the data with intent to reveal inadequacies and so to achieve the model improvement (Box et. al. 1994 ). The object of the diagnostic checking stage is not merely to determine whether there is evidence of lack of fit but also to suggest ways in which model may be modified when this is necessary.
Two basic methods 1) Overfitting 2) Diagnostic Checks applied to residuals are suggested. If the parameters are known exactly, the stochastic process underlying a sample time series can be computed directly from the observations; when this calculation is made with estimates substituted for the true parameter values, the resulting sequence is referred as the residuals, which can be regarded as estimates of the errors. If the appropriate model has been chosen, there will be zero autocorrelation in the errors and introduced a useful tool for testing the adequacy of autoregressive moving average (ARMA) models (Box and Pierce; 1970).
Methods and Material
Box and Pierce (1970) suggested a statistic to test the adequacy of the fitted time series model given as
would for large n be distributed as for various choices of m and also suggested a modification which allows the use of small values of m to result in amore powerful test. He also discussed the Lagrange multiplier statistic (Godfrey, 1979) and a test statistic examined by Newbold (1980) . Monti (1994) proposed a test based on the sum of squared residual partial autocorrelations without noticing Durbin (1980) and also studied the small sample performance of suggested test statistic through a Monte Carlo experiment. The development of suggested test was based on the fact, if the error is a white noise process, one should expect the residual partial autocorrelations to be not significantly different form zero. Therefore an adequacy of fit test can be based on the statistic 
Results and Discussion
We compared the performances of Box-Ljung test and Monti's test under the different alternative hypothesis using Monte Carlo experiment to generate the Gaussian series of 100 observations using STATA software. Table- Monti's test shows better approximation to chi-square distribution and is at least as good as that of the Ljung-Box statistic.
Monti's test provides stable results over different values of "m".
