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The imaging sensors are able to provide intuitive visual information for quick recognition and decision. However, imaging sensors
usually generate vast amount of data. Therefore, processing and coding of image data collected in a sensor network for the purpose
of energy eﬃcient transmission poses a significant technical challenge. In particular, multiple sensors may be collecting similar
visual information simultaneously. We propose in this paper a novel collaborative image coding and transmission scheme to
minimize the energy for data transmission. First, we apply a shapematchingmethod to coarsely register images to find outmaximal
overlap to exploit the spatial correlation between images acquired from neighboring sensors. For a given image sequence, we
transmit background image only once. A lightweight and eﬃcient background subtraction method is employed to detect targets.
Only the regions of target and their spatial locations are transmitted to the monitoring center. The whole image can then be
reconstructed by fusing the background and the target images as well as their spatial locations. Experimental results show that the
energy for image transmission can indeed be greatly reduced with collaborative image coding and transmission.
Copyright © 2007 M. Wu and C. W. Chen. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
Networked microsensor technology is becoming one of the
key technologies for the 21st century. Such sensor networks
are often designed to perform tasks such as detecting, classi-
fying, localizing, and tracking of one or more targets in the
sensor fields [1, 2]. Among all types of sensors, the imag-
ing sensors are able to provide intuitive visual information
for quick recognition and decision. However, imaging sen-
sors usually generate vast amount of image data. Therefore,
for battery-powered sensors, the transmission of image data
collected in a sensor network presents the most challenging
problem.
A number of research eﬀorts are currently under way to
address the issues on collaborative signal and information
processing in distributed microsensor networks [3–6]. Prad-
han et al. proposed a distributed coding framework to realize
the coding gain of correlated data from Slepian-Wolf coding
theorem in information theory [3]. Ideally, no information
needs to be exchanged among correlated sensors during the
encoding process. At the decoder, data can be recovered by
reaping the full benefit of the correlation between neighbor-
ing sensor data. A very simple example is given to demon-
strate the feasibility of this coding framework. Many re-
searches are moving forward to distributed image and video
coding based onWyner-Ziv theoremwhich is an extension to
lossy coding from Slepian-Wolf theorem [7–9]. Pradhan pro-
posed a syndrome-basedmultimedia coding [10]. Girod pre-
sented distributed video coding using turbo code [8]. How-
ever, the quality of reconstructed video is limited by the ac-
curacy of the prediction as side information from motion es-
timation at the decoding side. Girod also applied Wyner-Ziv
coding to distributed image compression for large camera ar-
rays [9]. To acquire a good estimate for the Wyner-Ziv coded
views, conventional cameras have to be interspersed among
sensor nodes.
Wagner et al. proposed another distributed image com-
pression scheme for sensor network [6] that is diﬀerent
from the Slepian-Wolf and Wyner-Ziv coding. They use im-
age matching method to register correlated views to iden-
tify maximal overlap, and send the low-resolution over-
lapped areas to the receiver. At the receiver, super-resolution
recovery techniques are applied to reconstruct a high-
resolution version of the overlapped areas. In their work,
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they only exploit spatial redundancy among the images. The
super-resolution overlap recovery requires multiple frames
of low-resolution overlap. Thus the imaging sensors need
to be deployed very densely to accommodate such tech-
nique.
In this paper, we propose to build a collaborative im-
age coding and transmission system over distributed wire-
less sensor network. We consider exploiting both spatial
and temporal correlations among the sensor images to re-
duce overall energy consumption on data transmission and
processing. In our system, we assume that image sensors
transmit collected image data to the monitoring center via
multiple hops. Sensor nodes on the route to the moni-
toring center could access image data collected from pre-
vious hops. This assumption conforms to many energy-
eﬃcient MAC protocols, such as data centric, hierarchical,
and location-based protocols [11]. Since sensor node has
very limited processing power, image processing algorithm
perferably will be lightweighted and eﬃcient and suitable
for these practical applications. To exploit the spatial corre-
lation between neighboring sensor images, a shape match-
ing method [12] is applied to find out maximal overlapped
areas. The shape matching algorithm is operated on a very
small number of the feature points, hence the computa-
tional complexity can be greatly reduced. A transformation
is then generated according to the matching result. We code
the original image and the diﬀerence between the reference
image and the transformed image. Then we transmit the
coded bit stream together with the transformation param-
eters.
In our intended application as surveillance, we assume
that the imaging sensors and their background scenes re-
main stationary over the entire image acquisition process. To
exploit the temporal correlation among images in the same
sensor, we transfer background image only once during any
triggered event and transmit images when one or more tar-
gets are detected. A simple background subtraction method
that is robust to global illumination change is applied to de-
tect targets. Whenever targets are detected, only the regions
of targets and their spatial locations are transmitted to the
monitoring center. At the monitoring center, the whole im-
age can be reconstructed by fusing the background and the
target areas.
Since it has been proven that the power consumption for
data processing is much less than that for data communica-
tion, we expect that energy saving from reduced data com-
munication will significantly outweight the additional en-
ergy consumption from additional image matching and pro-
cessing. Experimental results show that the energy for image
transmission can indeed be greatly reduced with collabora-
tive image coding.
The rest of this paper is organized as follows. In Section 2,
we describe in detail our approach to the proposed collabo-
rative image coding and transmission over distributed wire-
less sensor networks. Experimental results are presented in
Section 3 to confirm the energy eﬃciency of the proposed ap-














Figure 1: Diagram of sensor network.
2. THE PROPOSED APPROACH
2.1. Exploiting spatial correlation via image matching
In this work, we address the problem that imaging sensors
are relatively densely deployed for surveillance as shown in
Figure 1. Images in neighboring sensors are assumed spa-
tially correlated with typical overlaps as shown by the top
images in Figure 5. Transmitting the whole images indepen-
dently means that the image data received by the monitoring
center will have significant redundancy among images col-
lected from neighboring sensors. Data transmission in this
fashion will significantly shorten the sensor’s life time due to
unnecessary waste in the limited transmission power. This
makes local on-board data compression a more energy eﬃ-
cient choice in low bandwidth lossy sensor networks [13].We
can reduce the spatial redundancy between the neighboring
sensors so as to minimize the energy for transmission. No-
tice that we assume that sensor nodes communication is a
multi-hop fashion from sensor nodes to the monitoring cen-
ter. After one sensor sends its image to its neighboring sensor
along the route to the monitoring center, an image matching
method [12] can be applied to find out the maximal overlap
between the image acquired by the current sensor and the
image received from the previous hop. We adopt a computa-
tionally lightweight scheme to exploit the spatial correlation
between two neighboring images. This technique allows for
eﬀective description of similar images in terms of only their
critical feature points via a shape descriptor known as shape
context. The shape context is a description of the coarse dis-
tribution of the gray scale in a neighboring area centered on
a given feature point. As this method uses a small set of im-
age feature points, it is preferrable for imaging sensors with
limited battery resource and computational capability.
The proposed image matching scheme is robust and
suitable for implementation in a energy constrained sensor
network. When an image is sent to a neighboring sensor,
the neighboring sensor computes registrations between the
transmitted image and the image taken by the neighboring
sensor. The transmitted image is referred to as original im-
age; the image taken by the neighboring sensor is referred
to as reference image. For simplicity, the dominant edges
on both images are extracted from the downsampled im-
ages. Any standard edge detection algorithm, such as Sobel








Figure 2: log-polar histogram bins and a shape context for one feature point.
(a) (b)
Figure 3: Feature point sets extracted from two neigboring images.
operator, can be employed in this step. In the detection of
dominant edges, a threshold for edge detection algorithm is
selected so that only a presetted number of edge points are
detected for this threshold. The feature points are then ex-
tracted from the edge points such that the feature points are
evenly spaced along the edges. Then, in both feature point
sets, for each point a shape context is computed. The shape
context is a coarse histogram description operated on feature
point set [12]. The histogram is determined by the number
of feature points located in the bins shown in Figure 2(a). For




q = pi :
(
q − pi
) ∈ bin(k)}, (1)
where q is feature point and k is the index of bins. The bins
are centered on the feature point and uniform in log-polar
space, making the descriptor more sensitive to positions of
nearby points than farther away points. Figure 2(b) shows a
shape context on one feature point in Figure 3. After two sets
of shape contexts are extracted from two correlated images, a
bipartite graphmatching is employed to find the best one-to-
one match between two sets of points. The cost of matching
two points on two shapes is defined as












where pi is a feature point in one image, and qj is a fea-
ture point in the other image. We minimize the total cost of









Once the correspondence of two shapes is obtained. The
correspondence of arbitrary pixels on two images is defined
as a plane transform that is defined as
f (x, y) = a1 + axx + ay y. (4)
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From the finite set of correspondences between points on
two shapes, the coeﬃcients of a are estimated by least mean
square solution:
Pa = v, (5)
where f (xi, yi) = vi is corresponding locations when pi =
(xi, yi). a is a vector (a1, ax, ay). P is a matrix of coordinates











The registrations allow us to identify the largest region
of overlap as described above. Once we get the coeﬃcients a
through (5), we use two separate functions shown in (7) to
model a coordinate transform to generate a warped image,
T(x, y) = ( fx(x, y), fy(x, y)
)
. (7)
The warped image has the best match with the reference
image, and this means that the two images have the maximal
overlap. We code the original image and the diﬀerence be-
tween the reference image and the warped image. Then we
transmit the coded bit stream together with the transforma-
tion parameters a to the next neighboring senor along the
route to the monitoring center. This will reduce the energy
on communication compared with transmitting two images
independently.
2.2. Exploiting temporal correlation via
background subtraction
In our research, we assume that the sensor network is in-
tended for surveillance. An event driven strategy can be
adopted for energy eﬃcient deployment [14, 15]. In this case,
the sensors can be put into “sleep” state if no target has
been detected via nonimaging sensor [15, 16]. Once a tar-
get is detected by a nonimaging sensor, the imaging sensors
will wake up to work and the imaging sensor-based target
tracking stage will begin. We assume that the imaging sen-
sors and background scene remain relatively stationary dur-
ing the tracking stage. To further save energy consumption,
scene change detection can be implemented such that if the
scene does not change, sensor should not transmit image to
the monitoring center. When one or more targets are de-
tected, the imaging sensor will locate the target areas on the
image and transmit only the target areas together with their
spatial locations to the monitoring center. This will further
reduce the energy consumption on communication at the
cost of increasing signal processing energy on target detec-
tion. At the monitoring center, the image is reconstructed by
fusing the background and the target areas.
We adopt background subtraction method to detect tar-
get. This is a lightweight and eﬃcient way for target detec-
tion. A number of background subtraction methods have
been proposed in recent years [17–20]. The basic idea of
background subtraction algorithm can be briefly described
as computing the color or intensities of pixels in the incom-
ing image and reference image. Significant diﬀerences in the
intensities from reference image were attributed to the tar-
gets. The intensity-based subtraction is sensitive to the il-
lumination changes, because illumination changes increase
the deviation of the background pixels from the original
captured background images. Mittal and Huttenlocher pro-
posed a model to represent pixels in the scene [18]. They
constructed a background model to detect moving objects
in video sequences. Javed et al. proposed a hierarchical ap-
proach for robust background subtraction [17]. They also
used a statistical model to classify pixels whether belonging
to foreground or background.
As the imaging sensor has limited signal processing
power, lightweight and eﬃcient target detection is desirable
in the application. To deal with the illumination changes, we
could update background at a short time interval to keep the
illumination changes under a fixed threshold. However, this
will increase the burden of image transmission. Another so-
lution is employing background subtraction in gradient im-
age. The basic idea is that any foreground region that corre-
sponds to an actual object will have high values of gradient-
based background diﬀerence at its boundaries; any slow il-
lumination changes could be eliminated in gradient image.
The gradients are calculated from the gray level image. Let
I be the current image and Δ be the gradient feature vector
of its gray levels. We use Δ = ∣∣Δm,Δd
∣∣ as a feature vector
for gradient-based background diﬀerencing, where Δm is the
gradient magnitude, that is,
√
d2x + d2y and Δd is the gradient
direction, that is, tan−1(dy/dx). For any region Ra that corre-
sponds to some foreground objects in the scene, there will be
a high gradient at ∂Ra on the image I , where ∂Ra is the set
of boundary pixels (i, j) of region Ra. Thus it is reasonable
to assume that Δ will have high deviation from the gradient
background model at the boundary pixels. For each newly
captured image, gradient magnitude and the direction values
are computed. If for a certain gradient vector, the diﬀerence
from the background gradient vector is greater than a prese-
lected threshold, the pixel belongs to foreground, otherwise,
it belongs to background.
We should point out that there are two types of errors
in the target detection step. The first type is missing target.
In this case, there is a target in the image, but the system is
unable to detect it. The second type is erroneous target de-
tection. In this case, the system detects a “target” that is not
a true target. In background subtraction, most detection er-
rors are the second type of errors. When such a detection er-
ror occurs in the process, the sensor transmits a freak target
to the monitoring center. At the monitoring center, this type
of error will not influence the monitoring and surveillance
task since it can be easily recognized as a detection error. The
freak target may be due to the variation of background scene
or abrupt illumination change.
2.3. Collaborative image coding
In this system, we assume that each sensor has a processor
to acquire images and perform background subtraction, and
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feature-based image matching. Both spatial and temporal
correlations have been exploited, and three types of images
are generated: whole original image, diﬀerence image, and
small scale target area image. The goal of the collaborative
image coding is to reduce the transmission power consump-
tion of this imaging sensor network.
Images are distributedly compressed in an eﬃcient and
timely manner. There are many choices to compress all three
types of images. The state-of-the-art coding methods include
SPIHT, JPEG2000, and H.264 intra-mode. Since wireless
channels are highly error pone in sensor network, and sen-
sor images are captured in very low frequency, fully scalable
image coding is very desirable in the sensor network appli-
cation. H.264 intra-mode has high coding eﬃcient and low
complexity by using integer transform and intra-prediction
mode. However, it does not provide progressive coding that is
desirable for error prone channel in sensor network. SPIHT
provides high coding eﬃciency in a fully progressive fash-
ion: images can be reconstructed with any length of received
encoded bit stream. We use SPIHT algorithm to compress
all three types of images: whole image, diﬀerence image, and
small scale target area image.
At the monitoring center, the original image and the dif-
ference between the reference image and the warped im-
age are first decoded. Transforming original image using
transformation parameters generates the warped image. The
warped image plus the diﬀerence from the reference image
will generate the image from the neighboring sensor. The re-
constructed target image will fuse with the background im-
age to generate the image for the purpose of surveillance.
2.4. Collaborative image transmission
Consider the sensor network shown in Figure 1, the goal for
collaborative image transmission is to reduce the transmis-
sion energy, or equivalently, reducing the total data amount,
while maintaining adequate quality of the reconstruction
from all image sensors within the cluster. At the beginning,
each sensor transmits its background scene only once to the
monitoring center. The gradient vectors are also computed
on background image and saved as the reference. Each sensor
takes pictures at a fixed interval. The background subtraction
method described above is employed on each captured im-
age. Whenever one or more targets are detected, the target
areas and their spatial locations are transmitted to the mon-
itoring center. At the monitoring center, the receiver is able
to reconstruct the whole image by fusing the background
data with target image as well as its spatial locations infor-
mation. The procedure of collaborative image transmission
in Figure 1 can be summarized as follows.
(1) Transmission operations.
(a) Transmit the background of the target along the
route of sensor 1, sensor 2, sensor 3, and remote
sensor and another route of sensor 4, sensor 5,
sensor 6, and remote sensor, respectively.
(b) At sensors 2, 3, 5, and 6 apply the algorithm
in Section 2.1 to remove spatial redundancy be-
N N-1 N-2 3 2 1
(a)
N N-1 N/2 + 1 N/2 2 1
(b)
Figure 4: Two routing schemes.
tween images in sensors 1 and 2, sensors 2 and 3,
sensors 4 and 5, and sensors 5 and 6, respectively.
(c) At each sensor, whenever a target is detected by
applying the algorithm in Section 2.2 on a new
captured image, the extracted target area and its
spatial location are transmitted to the remote
sensor along the same route.
(2) Reconstruction operations at the monitoring center.
(a) Restore the background image transmitted from
each sensor.
(b) Reconstruct sensor images by fusing background
and target area as well as its spatial location each
time after target image and its spatial location are
received.
In summary, only one full background image needs to be
transmitted from each sensor. Whenever targets are detected,
only target area and its spatial location need to be transmitted
to themonitoring center. At themonitoring center, the whole
image can be reconstructed by the fusion of the background
data and the target as well as its spatial location.
Since a distributed sensor network has multiple paths
from the source to the destination, diﬀerent routings may
result in diﬀerent network performance, such as delay and
network life. Figure 4 shows two simple routing schemes.
Suppose that in both schemes each sensor captures one im-
age and transmits to the monitoring center. We denote ith
original image with Ii, the diﬀerence between image i and
the wrapped image i − 1 with Di,i−1, image matching be-
tween image i and image i − 1 with Mi,i−1. In Figure 4(a),
6 EURASIP Journal on Advances in Signal Processing
(a) (b)
(c)
Figure 5: Two neighboring images and their warping diﬀerence.
sensor 1 encodes I1, and transmits to sensor 2, sensor 2
decodes I1, performs image matching M2,1, and encodes
D2,1. Sensor N decodes I1,D2,1,D3,2, . . . ,DN−1,N−2, performs
image matching MN ,N−1, encodes DN ,N−1, and transmits
I1, D2,1,D3,2, . . . ,DN ,N−1. Figure 4(b) shows another scheme,
image 1 and N reach monitoring center via N/2 hops. For
simplicity, we ignore the subscripts in calculating the total
number of operations in image processing and transmission.
With collaborative image processing, in total Figure 4(a) en-
codes I+(N−1)×D, decodes (N−1)×I+(N−1)(N−2)/2×D,
performs (N−1)×M, and transmitsN×I+N(N−1)/2×D.
Figure 4(b) encodes 2×I+(N−2)×D, decodes (N−2)×I+
(N − 2)(N − 4)/4×D, performs (N − 2)×M, and transmits
N × I + (N + 1)(N − 1)/4×D.
Without collaborative image processing, Figure 4(a) en-
codes N × I and transmits (N + 1)N/2 × I ; Figure 4(b) en-
codes N × I and transmits (N + 2)N/4× I . The evaluation of
energy consumption will be addressed in next section. With
collaborative image processing, apparently, Figure 4(b) has
less image operations and fewer bits in transmission. Also
in Figure 4(a) sensor N consumes much more energy than
that of sensor 1, this unbalance in energy drain will reduce
the overall network lifetime. This analysis helps to choose the
topology of sensor network and routing. The total number of
hops will be as small as possible.
3. EXPERIMENTAL RESULTS
The experiment is conducted on the imaging sensors de-
ployed as shown in Figure 1. The average distance between
the neighboring sensors is 10 meters. The size of each im-
age taken by imaging sensor is 384 × 288. Intel StrongARM
SA 1110 and National Semiconductor LMX 3162 are used as
processor and transceiver, respectively, in sensor node. LMX
3162 works in 2.4GHz unlicensed band. The transmission
power is 80mJ when sending data. The transmission rate
is 1Mbps. We only consider the application layer in sensor
communication. Two sensor transmission routes are shown
in Figure 1. One route is from sensor 1, sensor 2, sensor 3, to
the remote sensor. The other route is from sensor 4, sensor
5, sensor 6, to the remote sensor. Each sensor is deployed to
monitor traﬃc condition on a road.
3.1. Image matching to exploit spatial correlation
Two views of a scene taken from diﬀerent sensors are shown
as in the top two images in Figure 5. Forty five feature
points are extracted from the dominant edges on two images.
Figure 3 shows feature points extracted from the top two im-
ages in Figure 5. Figure 5(a) is used as original image, and
Figure 5(b) is used as reference image. After bipartite graph
M. Wu and C. W. Chen 7
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(c) (d)
Figure 6: Result of background subtraction.
matching, we obtain best one-to-one pair match of the two
sets of feature points. Following the shape context registra-
tion process, we obtain transform parameters a from (5). A
warped image is generated by transforming Figure 5(a). The
diﬀerence image of the warped image and the reference im-
age is shown in Figure 5(c). The maximal overlap is identi-
fied and the coding cost is reduced. Then we only transmit
the original image and the diﬀerence image together with the
warping transform parameters to the monitoring centering
to reduce energy on transmission.
3.2. Background subtraction to exploit
temporal correlation
The top two images in Figure 6 are taken by the same sen-
sor. Figure 6(a) is the background that is to be transmitted
to the monitoring center. When a new image is captured
in the same sensor, the background subtraction algorithm
described in Section 2.2 is employed for target detection.
Figure 6(b) is captured with a target, a car, on it. Figure 6(c)
is the result of the background subtraction. The car is suc-
cessfully detected. At the same time, some small areas of the
tree movement are also detected. Those areas can be viewed
as noise and will be eliminated by a size filter. The detected
areas with small size are considered as noises. Figure 6(d)
shows the result after applying size filter. Only the car is left
on this image. The sensor then transmits only a rectangle
block containing this target area to the monitoring center.
3.3. Energy saving in collaborative
image transmission
The energy saving on background subtraction is dependent
on the size of the targets and how often the targets are de-
tected. The energy saving on the image matching is depen-
dent on the ratio of overlaps. In this experiment, we con-
sider the case that each sensor transmits its background and
the detected target area shown in Figure 6 to the monitor-
ing center. In this case, the target is in the area of 48 × 36,
which is 1/64 of the entire image. When calculating the total
energy consumption in additional image processing intro-
duced in this collaborative image transmission, we adopt the
unit energy consumptions of an m-bits addition and multi-
plication operation as Eadd = 3.3 × 10−5 mmW/MHz and
Emult = 3.7 × 10−5 m3 mW/MHz, assuming that SA 1110
works on 206MHz. Table 1 shows the energy consumption
on transmission, processing on image registration, as well
as the additional processing in background subtraction. The
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Table 1: Energy consumption comparison with and without the
proposed collaborative image transmission scheme.










Total energy consumption 0.805 1.7
Energy saving 53% —
saving in transmission energy due to reduced data transmis-
sion is about 1.1 J, while the additional energy consumption
due to the increase in collaborative processing is about 0.23 J.
Taking both types of energy consumption into consideration,
we find that the total energy can be saved 53% by the pro-
posed collaborative image transmission scheme.
4. SUMMARY AND DISCUSSION
In this paper, we described a novel collaborative image trans-
mission scheme for wireless sensor networks. In our applica-
tion, we consider exploiting both spatial and temporal cor-
relations to save overall energy consumption on data trans-
mission and processing. To exploit the spatial correlation be-
tween images in neighboring imaging sensors, after one im-
age is transmitted to its neighboring imaging sensor along
the route, we employ the image matching method involv-
ing image feature points to roughly register images in order
to find out the maximal overlap. Then, we warp the orig-
inal image and code the original image and the diﬀerence
between the reference and the warped image. This will sig-
nificantly reduce transmission energy comparing with trans-
mitting two individual images independently. To exploit the
temporal correlation between images in each sensor, we em-
ploy background subtraction algorithm on gradient image to
detect target. We only transmit background image from each
sensor to the monitoring center once. Whenever one or more
targets are detected, only the regions of targets and their spa-
tial locations are transmitted to the monitoring center. At the
monitoring center, the whole image can be reconstructed by
fusing the background and the target image as well as its spa-
tial location. Experimental results show that the transmission
energy can be greatly reduced. For the example we presented
in this paper, the total energy, including both processing en-
ergy and transmission energy, has been saved 53%.
This is the first attempt to apply collaborative signal
processing principles to imaging sensor networks. The vast
amount of image data these sensors collect and the intrin-
sic characteristics of these images pose significant challenge
in how to eﬃciently compress and transport the sensor
data wirelessly via multi-hop routing to a monitoring cen-
ter with an acceptable quality-of-service guarantee. Because
such a sensor network is usually severely constrained by
battery power and processing capability, there are potential
trade-oﬀs that need to be carefully studied so that the over-
all system energy consumption can be minimized while still
maintaining an acceptable image quality, for instant, recog-
nition and decision at the remote monitoring center to carry
out its surveillance tasks.
We would like to point out that the proposed scheme is
designed for the application that neighbouring sensor images
have high correspondance. Current typical scenario for such
application can often be found in the outdoor environment.
Therefore, we considered lighting changes in the outdoor en-
vironment during the day and proposed periodic update of
background reference images. When the proposed algorithm
is applied to indoor applications, additional attention on per-
spective distortion is needed to ensure that the correlation of
the background remains suﬃciently high to adopt the pro-
posed scheme. With the increase of the processing power of
sensor nodes, we will develop more complex algorithm to
deal with the complicated cases in which the imaged scene
presents foreground and background objects so as to avoid
the possibility to compensate one image with respect to an-
other with the transformation defined in (7).
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