We design and implement an optical slot switching network for bulk content transfer. To realize the slot switching network, we employ the generalized multiprotocol label switching (GMPLS) extension protocol to reserve and release slots dynamically according to the application. We use optical switches as relay points in the slot switching network, and we employ a 10 ns highspeed ͑Pb, La͒͑Zr, Ti͒O 3 (PLZT) optical switch. We extend the resource reservation protocol-traffic engineering (RSVP-TE) and realize optical slot reservation. In the slot reservation, the proposed scheme allocates a slot in a frame for clients in order to guarantee the minimum bandwidth. The scheme considers the accelerated and tentative slot reservation. In the slot switching network, we use the PLZT optical switch. The PLZT switch can improve the bandwidth utilization by reducing the guard time between slots unlike the microelectromechanical system (MEMS) switch. To realize the slot switching network, we develop a PLZT optical switch system with a GMPLS-based controller. By experiment based on the experimental network, we confirm that we can realize the slot switching network. We consider the application of the proposed network as an access network for content distribution.
Introduction
In Japan, fiber-to-the-home (FTTH) subscribers exceeded 10 million in 2008 and will reach about 20 million in 2010 [1] . The spread of ultra-high-speed access networks will enable us to transfer bulk content such as high-definition (HD) movie files. The transmission rate depends on the physical network in the lower layer because each layer operates independently in the present network. Therefore, to transfer bulk content quickly and efficiently, it is necessary to operate the lower layer in conjunction with the traffic and application in the upper layer.
In this paper, we design and implement an optical slot access-distribution switching network suitable for bulk content transfer. In the optical slot switching network, an optical wavelength is divided into slots that occur cyclically. The network transfers content by using slots. We consider that the optical slot switching network is the best approach because a network user can, in some slots, access large bandwidth. However, it is very difficult to realize the slot switching network with conventional optical switches such as the microelectromechanical system (MEMS) switch. Because the switching time of the MEMS switch is several hundred milliseconds and the overhead between slots is large, a network based on the MEMS switch cannot transfer content efficiently. Thus, we employ a newly developed ͑Pb, La͒͑Zr, Ti͒O 3 (PLZT) ultra-highspeed optical switch [2] [3] [4] to overcome this limitation. The PLZT switch can improve the bandwidth utilization by reducing the guard time between slots, unlike the MEMS switch. In addition, we employ the generalized multiprotocol label switching (GMPLS) [5, 6] extension protocol as the slot reservation scheme. GMPLS is a set of network control protocols to envision next-generation high-performance transport networks. Unlike time division multiplexing (TDM), GMPLS enables the slot switching Figure 1 shows our proposed access-distribution network. We consider this network to support content distribution in the access network well. The proposed network has a tree topology from a service provider to clients through optical switches. The slot switching network consists of a control plane and a data plane, and it synchronizes the devices in the network. The control plane employs the GMPLS extension protocol and reserves optical slots based on [7] . The data plane is an all-optical network based on the PLZT optical switches manufactured by Nozomi Photonics. This product is the result of a collaboration between Keio University and Nozomi Photonics. The switch device specifications of this product were designed through the collaboration of Keio University and Nozomi Photonics. Nozomi fabricated the switch device, and the switch subsystem was developed by Keio, who also made the controller of the switch subsystem and the protocol controller for multiple switch systems. Frames are used in the data plane, and each frame has several slots. The data are transferred by using slots. In this section, we explain the optical slot reservation by GMPLS extension protocol and the slot switching by the PLZT high-speed optical switch.
2.A. Optical Slot Reservation by GMPLS Extension Protocol
We extend the time division multiplexing-label-switched path (TDM-LSP) scheme in resource reservation protocol-traffic engineering (RSVP-TE) [8] and realize optical slot reservation. RSVP-TE is standardized as the GMPLS signaling protocol. Figure 2 shows an example of slot reservation in the slot switching network. Each vertical line is a timeline, and each timeline is divided into frames consisting of several slots. In Fig. 2 , the number of slots in a frame is three. We assume that the service provider receives a content request from client A. The service provider sends a PATH message for client A after receiving the request. Intermediate nodes receiving the PATH message confirm whether there are vacant slots. If there are vacant slots, intermediate nodes store the information about vacant slots and send the PATH message to the next node. Upon receiving the PATH message, client A selects slot 2, the earliest slot among all available slots on all the links of the route, and sends a RESV message for the service provider. Intermediate nodes receiving the RESV message reserve slot 2 and send the RESV message to the next node. Each intermediate node maintains information about the reserved slots and the corresponding output port in the PLZT switch. Upon receiving the RESV message, the service provider transfers the content by using the reserved slots in each frame. The service provider sends a path tear down message for client A and releases the slots after finishing the content transfer. Each intermediate node sends a switch control signal to the PLZT switch based on the information about the reserved slots and the corresponding output port. Each PLZT switch selects an output port based on the switch control signal. In Fig. 2 , intermediate node 2 receives a RSVP signal in the first frame and reserves slot 2 in the next frame. In the second frame, the switch controller sends the switch control signal to the PLZT optical switch in the guard time between slots 1 and 2 based on the information about the reserved slot, and the PLZT switch switches from port 2 to port 7. The switch in intermediate node 2 switches from port 2 to port 7. Therefore, client A can receive the content in slot 2.
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2.A.1. Accelerated and Tentative Reservation
The proposed scheme applies the accelerated and tentative slot reservation technique if there are vacant slots in the next frames. First of all, we show the basic slot reservation technique in the intermediate node of the slot switching network. Figure 3 shows the basic slot reservation method. The number of clients is eight, and the number of slots in a frame is eight. In the basic slot reservation method, the proposed scheme receives the RSVP signal in a frame and reserves slots in the next frame. In 3 , the proposed scheme receives the RSVP signals from clients A, C, and B, in that order, and reserves slots in the next few frames on a first-come-first-served basis. The scheme allocates a slot in a frame for clients in order to guarantee the minimum bandwidth. If the network bandwidth is 10 Gbits/ s, the proposed scheme can guarantee about 1.25 Gbits/ s for all clients in Fig. 3 .
Next, we show the accelerated and tentative slot reservation method in the intermediate node. Figure 4 shows the flow chart of the accelerated and tentative reservation method, and Fig. 5 shows the flow chart of the data transfer. In Fig. 4 , vacant slots include the slots tentatively reserved to cover the case of accelerated reservation in order to increase the success probability of accelerated reservation. Accelerated reservation is performed in the next frame, and tentative reservation is performed in the following frames. Therefore, the reservation range of accelerated reservation is smaller than that of tentative reservation. Each switch system has a related table to release the reserved slots when the tentative reserved slots are used for data transfer, as shown in Fig. 5 . We show an example of accelerated reservation and tentative reservation in Fig. 6 . First, we explain accelerated reservation. As in basic slot reservation, the number of clients is eight, and the number of slots per frame is eight. In Fig. 6 , the proposed scheme receives RSVP signals from clients A, B, and C. Client A requests ten slots, client B requests six slots, and client C requests three slots. After receiving the RSVP signals, the scheme reserves slots in the next frame. The order of slot reservation follows the number of slots requested by clients. In Fig. 6 , client A requests the most slots, and so its slot is assigned after those of the other clients. This is because the scheme reduces unnecessary switching between slots by reserving continuous sequences of slots for the same client. The scheme checks for vacant slots in the next frame. If there are vacant slots, the slots for the client that requested the most slots are accelerated. In this figure, the slots for client A are accelerated. Accelerated reservation shortens the delay.
Next, we explain tentative reservation. The proposed scheme compares the number of slots remaining for the accelerated client with the number of slots for the client that requested the second-most slots. The slot for the client that has more remaining slots is assigned after those of the other clients in the next frames for tentative reservation. In this case, client A has four remaining slots and client B has five remaining slots, so the slot for client B is assigned last. The scheme repeats the vacant slot checking process up to the last reserved slot for the client that has more remaining slots. If there are vacant slots, the proposed scheme performs tentative reservation. The reserved slots after the vacant slots assigned to tentative reservation are the targets of tentative reservation. In Fig. 6 , four slots for client B after the vacant slots are the targets of tentative reservation. Next, tentative reservation is performed. In tentative reservation, slots of only one client are targets of tentative reservation. This is because we make the implementation of the method simple as much as possible. If there are other reservations in the next frames, the tentatively reserved slots are released. If the tentatively reserved slots are used for data transfer, the reserved slot corresponding to the tentatively reserved slot is released. Tentative reservation can reduce the delay, as can accelerated reservation. Here, the accelerated and tentative reservation method will require signaling overhead. However, the method reserves slots not in the present frame, but in the next frames. Therefore, we do not consider the signaling overhead in the method to have a major effect on delay in the proposed system. In the future, we will study the actual effect on the proposed system. Therefore, our proposed scheme can support client reservation flexibly, reserve slots efficiently, and shorten the delay. The proposed scheme applies the rule that the client requesting the most slots is assigned acceleration slots. This seems to be unfair to the other clients; however, all clients can use at least one slot in a frame in order to guarantee the minimum bandwidth. We consider that the proposed scheme can satisfy fairness in terms of the minimum bandwidth. In addition, the proposed scheme can reduce unnecessary switching between slots by reserving continuous sequences of slots for the same client.
2.B. Slot Switching by a PLZT High-Speed Optical Switch
In the slot switching network, we use optical switches as relay points. To realize the slot switching network, it is very important which switch we use. First of all, we consider applying MEMS switches for the slot switching network. The MEMS switch is widely used as an optical switch and can have a large switch size. However, the switching time of the MEMS switch is several hundred milliseconds. The slot switching network largely depends on the switching time of the optical switch. In the proposed network, the slot size is supposed to be of the order of microseconds if the network user transfers several kilobytes of data in a slot through a 10 Gbits/ s network. If we use the MEMS switches in the slot switching network, we need to put a large guard time between slots by considering the switching time as shown in Fig. 7(a) . The guard time is of the order of milliseconds in the case of the MEMS switch. Therefore, the guard time almost equals the slot size and causes overhead in the slot switching network. Thus, the MEMS switch is not suitable for the slot switching network.
In this study, we apply the PLZT high-speed optical switch for the slot switching network. PLZT is a new waveguide material and consists of Pb, La, Zr, and Ti. Figure  8 shows the structure of a PLZT waveguide switch. The thickness and width of the PLZT channel waveguide are approximately 5 and 3 m, respectively. The electrode structure is a simple capacitor type with an electrode length of 3.5 mm. The switching time for each 1 ϫ 2 PLZT switch element is less than 3 ns, limited by the RC time constant of the capacitor-type electrode geometry. The PLZT is very attractive in terms of dense integration, device miniaturization, high-speed control, and low power dissipation. Its efficient voltage-induced index change, that is, the electro-optic (EO) effect, can enable cross-talk-free integration, miniaturization of electrodes, and low power dissipation [2, 9] . There are several optical switches that realize the high-speed switching. These switches are a LiNbO 3 (LN) switch based on EO materials, an indium gallium arsenide ͑InGaAs͒ switch, and a semiconductor optical amplifier (SOA). Major limitations of the LN switch are driving voltage versus device length, polarization dependence, and dc drift. The InGaAs switch has the disadvantages of insertion loss, polarization dependence, and power consumption. The SOA has difficulty in monolithic scalability and power consumption. On the other hand, the PLZT has the advantages of polarization independence, switch size, and power consumption. The switching time of the PLZT optical switch is less than 10 ns. If we use the PLZT switch in the slot switching network, we only have to use the very small guard time shown in Fig. 7(b) . The guard time is of the order of nanoseconds in the case of the PLZT switch. Therefore, the network user can use bandwidth efficiently because the PLZT switch can reduce the guard time as compared with the MEMS switch. Thus, the PLZT switch is suitable for the slot switching network. Figure 9 shows the bandwidth efficiency in the slot switching network. In Fig. 9 , the guard time between slots is twice the switching time. The guard time of the MEMS switch is 200 ms, and the guard time of the PLZT and SOA is 20 ns in Fig. 9 . We define the bandwidth efficiency as slot size slot size + guard time . ͑1͒ Figure 9 shows that the MEMS switch reduces the bandwidth efficiency at short slot sizes because of the overhead of the guard time. The PLZT and SOA switches achieve good bandwidth efficiency even with the short slot sizes because they allow the guard time to be greatly reduced. Table 1 shows the slot size as a function of bit rate and guard time. From Table 1 , slot sizes of the order of microseconds are desirable for a 10 Gbits/ s network given the number of bytes in a slot. This confirms that the PLZT switch should be applied to the slot switching system for a high-speed optical network rather the MEMS switch.
Experiments
In this section, we explain the experiments of the slot switching network. In this study, to realize the slot switching network, we developed a PLZT optical switch system with a GMPLS-based controller. We used a pulse pattern generator to activate the PLZT optical switch. Thus, our developed switch system has enabled us to control the PLZT optical switch from a GMPLS-based PC. We assume that we apply the proposed network for the access network, and we implement the distribution network and assume 8 N users, where N is the number of the stage of the switch system. Besides, we compare the proposed network with a PON. We show the performance evaluation of the accelerated and tentative slot reservation according to the computer simulation.
3.A. PLZT Optical Switch System with a GMPLS-Based Controller
To realize the proposed slot switching network, we developed the PLZT optical switch system with a GMPLS-based controller. Our developed switch system is the result of a collaboration between Keio University and Nozomi Photonics. Figure 10 shows the switch system with the controller. The system consists of a control unit and an optical switch unit. The control unit is a Linux-based PC with GMPLS software and is connected to the optical switch unit via a serial link. Figure 11 shows a block diagram of the system. The optical switch unit consists of an ultra-high-speed driver board, a fast driver, and an optical switch body. The driver board includes a field programmable gate array (FPGA) that has a pair of 4000 pattern memory banks. It reads and writes the banks based on signals from the controller and sends the appropriate switching pattern signal to the fast driver. The fast driver sends switch signals to the switch body upon receiving signals from the driver board. We explain the operation of this system when the system receives an RSVP signal. The system gets the absolute time information or frame information from the service provider that is the root of the access network. However, in this prototype switch system, the information is distributed from the master switch system, the root of the switch system. In addition, each switch is synchronized by the frame edge trigger signal from the master switch system in the guard time between slots. This guard time is determined by the switching time and propagation delay among switches. The protocol controller receiving the RSVP signal from the GMPLS network converts the signal into a signal that the optical switch unit can receive. The controller sends the converted signal to the driver board in the optical switch unit via the serial link. The driver board receiving the converted signal stores the reservation information in the memory banks. When the time comes that the slot is assigned, the optical switch unit reads the reservation information from the memory banks and sends the information to the optical switch. The optical switch knows which port the system switches to from the information, and the switch system can switch to the desired port in the guard time according to the information. This is the operation of this switch system. Therefore, our proposed switch system can activate the switch by slot according to an extended RESV message from the GMPLS control plane. Table 2 shows the specifications of the serial communication and the switch system. The typical insertion loss of a 1 ϫ 8 switch is 12 dB, including 3 dB waveguide loss, 6 dB electrode loss, and 3 dB coupling loss. With a modified device structure to minimize the electrode loss, the loss will be reduced to 6 dB in the near future. The extinction ratio of the 1 ϫ 8 switch is approximately 15-20 dB. The bit error rate is better than 10 −9 when the output power exceeds −30 dBm. In Table 2 , one configuration means a 24 bit switch control signal and one memory bank can store 4000 configurations. In addition, the table shows that the system has two memory banks. This enables the system to write a switch control signal in one bank while reading the other bank. When the controller board receives a new slot reservation signal, the two memory banks enable the system to write the reservation signal without having to stop reading the bank. Therefore, the system can realize slot switching without a break. Figure 12 shows the setup used to implement the slot switching network. The experimental network includes a server and three clients. The experimental network has a tree topology from the server to the clients through the switch systems. In the network, 192.168.20.X shows an address in the data plane, and 61.86.20.X shows an address in the control plane. Each PC is a Linux-based PC with GMPLS software. The server and clients all use a newly developed 1.5 m optical network interface card (NIC). Each control PC is a control unit of the switch system. Each optical SW, the optical switch unit of the switch system, is a 1 ϫ 8 switch. The network synchronizes the switch systems by connecting the systems via a synchronization cable. The synchronization cable is a serial cable that transfers the information needed to synchronize the switch systems. Figure 13 shows an experimental result of the slot switching network. Initially, the slots are reserved for clients B, A, and C, in that order. Note that the timeline is the reverse of the timeline shown in Fig. 1 . Pictures in Fig. 13 show the optical waveform measured by an oscilloscope. The second slot for client A is assigned, and you can see that its optical signal is received in the second slot by client A. You can also see that client B receives its optical signal in the first slot and client C receives its optical signal in the third slot. Figure 14 shows the switching waveform during the guard time. Figure 14 shows that the switching time of the experimental system is 12.5 ns. This value includes measurement system factors such as the response time of the oscilloscope. The OE conversion needed to display the waveform on the oscilloscope would affect the rise-up time. The best rise-up time of the same switch device is less than 10 ns as reported in [2] . Our experimental result confirms that we can realize the optical slot switching network.
3.B. Experimental Network
3.C. Comparison with a PON
As described above, we consider the proposed slot switching network to support content distribution in the access network well. We call this network the switched distribution slot network (SDSN). We compare the SDSN with a PON in terms of the scalability. A PON uses splitters in place of optical switches. The loss in the splitter is large because the splitter broadcasts the optical signal. For example, the loss is at least 9 dB if the splitter has eight branches. The SDSN uses optical switches. The loss in the PLZT optical switch is 6 dB and is smaller than that in the splitter because the optical switch switches only to the desired port [10] . Figure 15 shows how many subscribers a service provider covers in terms of loss. We assume a 1 ϫ 8 switch in the SDSN. This figure shows that the SDSN can cover many more subscribers than a PON. If the permissible loss of switches or splitters is 18 dB, the SDSN can handle more than 500 subscribers, whereas a PON can handle only 64 subscribers. Moreover, the SDSN can realize a transparent and secure network because the service provider in the SDSN sends data to only the client requesting it.
The SDSN has the advantages of a larger coverage area and stronger security. The former allows the number of service providers needed to be reduced. Moreover, rather
ns 25 ns
Time Optical Power than splitting and broadcasting the data, the SDSN sends the data to only the client requesting it. Therefore, the SDSN is suitable for content distribution in the access network. Meanwhile, a PON has the advantages of low cost and broadcast service. It is important to use these two schemes as the situation demands.
3.D. Performance Evaluation of Accelerated and Tentative Slot Reservation
We compare the accelerated and tentative slot reservation scheme with the basic slot reservation scheme according to the computer simulation. The number of slots in a frame is the number of clients. The slot size is 10 s. The data size is uniformly distributed from one to five slots. Figure 16 shows the delay versus the load in slot reservation. In Fig. 16 , the number of clients is eight. The delay is defined as the time from when slots for a client are reserved until data transfer is terminated, and the load is defined as the generation probability of calls in one slot. From Fig. 16 , we show that the accelerated and tentative reservation scheme reduces the delay compared with the basic reservation scheme under low load. This is because the accelerated and tentative reservation scheme accelerates reservation and performs tentative reservation if there are vacant slots in the next frames. The figure also shows that the difference between the accelerated and tentative reservation scheme and the basic reservation scheme becomes small as the load increases. This is because the number of vacant slots becomes small, which weakens the advantage of the accelerated and tentative reservation scheme. Therefore, the proposed scheme can shorten the delay. We discuss the data size and the number of clients. Figure 17 shows the delay versus the data size. The slot size is 10 s and 12.5 kbytes in 10 Gbits/ s networks, as shown in Table 1 . The data size corresponds to the number of slots. The data size 1 means 12.5 kbytes in 10 Gbits/ s networks. In Fig. 17 , the load is 0.25 and the number of slots in a frame is 8. Figure 17 shows that the difference in delay between the two schemes increases with the data size. This is because large data is more likely to be the target of accelerated and tentative reservation. Figure 18 shows the delay versus the number of clients. In Fig. 18 , the load is 0.25. Figure 18 shows that the delay increases with the number of clients. This is because the number of slots in a frame increases with the number of clients; the two slots assigned to the same client in two sequential frames are offset by a larger amount of time. However, tentative reservation has more vacant slots to utilize, which makes the proposed scheme more effective. Figure 19 shows the frequency of switching versus the load in slot reservation. The number of slots in a frame is eight. The frequency of switching is defined as the probability of performing slot switching between slots. Figure 19 shows that the accelerated and tentative reservation scheme reduces the frequency of switching compared with the basic reservation scheme under low load. This is because the accelerated and tentative reservation scheme reserves continuous sequences of slots for the same cli- ent. At and above medium loads, the two schemes have basically the same frequency of switching. This is because there are few vacant slots available for performing tentative reservation. Overall, the proposed scheme can reduce the frequency of unnecessary switching between slots and utilize the bandwidth more efficiently.
Conclusion
In this paper, we have designed and implemented an optical slot switching network suitable for bulk content transfer. We consider that the optical slot switching network is the best approach because a network user can, in some slots, access large bandwidth. However, it is difficult to realize the slot switching network with conventional optical switches like the MEMS switch. Because the switching time of the MEMS switch is several hundred milliseconds and the overhead between slots is large, a network based on the MEMS switch cannot transfer content efficiently. Thus, we have employed the PLZT ultra-high-speed optical switch to overcome this limitation. The PLZT switch can improve the bandwidth utilization by reducing the guard time between slots, unlike the MEMS switch. In addition, we have employed GMPLS extension protocol as the slot reservation scheme. We have shown that the proposed access network has about ten times the scalability of the conventional PON because of its lower power loss. We believe that the proposed network supports content distribution in the access network well because of its coverage and security. 
