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Abstract
The dissertation sheds light on the performance gains of multi-antenna systems when
the antenna aspects and the associated signal processing and coding aspects are in-
tegrated together in a multidisciplinary approach, addressing a variety of challenging
tasks pertaining to the joint design of smart wireless transceivers and communication
techniques. These tasks are at the intersection of different scientific disciplines including
signal processing, communications, antennas and propagation. Specifically, the thesis
deals with reduced-complexity space-time wireless transceiver architectures and asso-
ciated communication techniques for multi-input multi-output (MIMO) and cognitive
radio (CR) systems as well as wireless sensor networks (WSNs). The low-complexity ar-
chitectures are obtained by equipping the wireless transceiver with passive control ports
which require the minimum amount of RF hardware while enhancing the communica-
tion and spectrum sensing performance under non-ideal propagation conditions. The
combined signal and antenna models derived throughout the dissertation are generic
with respect to their applicability to any kind of reconfigurable, adaptive, parasitic and
tunable RF systems.
In the context of point-to-point MIMO communication, the passive control ports
are employed for counteracting the near-field impairments represented by the local
coupling and impedance mismatch, and the far-field impairments expressed by the
spatial correlation and the diversity branch power imbalance. The communication RF
ports are on the other hand employed for signal multiplexing. By this way, it is possible
to obtain the optimal trade-off between correlation, coupling, antenna efficiency and
spatial multiplexing gain over different channel scenarios.
In a multiuser scenario, the control ports are employed for synthesizing weakly-
correlated virtual antennas out of single-radio user terminals, thus achieving the mul-
tiuser diversity gains with low user populations.
The thesis also addresses the CR design challenges in size and cost constrained
devices. The concept of spatial-spectrum sensing is proposed and enabled via low-
complexity agile and steerable single-radio reactance-assisted antennas. In this context,
the control ports are employed for altering both the frequency and the spatial response
of the antenna. The thesis further examines the spectrum sensing performance enhance-
ment using such reconfigurable antenna systems, via switched diversity and analogue
beamforming in clustering propagation environments. Last but not least, analogue in-
terference suppression is enabled by emulating conventional baseband zero-forcing (ZF)
v
transceivers using a single-feed parasitic array.
In the last part of the thesis we propose novel space-time diversity techniques, such
as the modified-Alamouti code, tailored for single-radio array architectures mounted
on energy-constrained wireless sensor nodes. The proposed systems demonstrate sig-
nificant total energy savings within simple non-cooperative communication setups com-
pared to traditional cooperative diversity solutions under different realistic propagation
conditions.
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Notations and Symbols
Throughout the PhD thesis, a bold small letter designates a vector and a bold capital
letter designates a matrix of the specified size. Moreover, the following notations and
symbols are used:
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Introduction
The area of smart multi-antenna systems is in the forefront of wireless research, largely
due to their potential of improving radio communications by achieving high-rate data
access for last-mile deployment, increased capacity of mobile services, enhanced quality
of service (QoS), improved radio-frequency (RF) spectrum usage, and extended bat-
tery life in portable units. In this context, several solutions based on smart antenna
technology have been proposed for next generation communication systems in order to
solve heterogeneous problems related to coverage, throughput, spectral efficiency and
energy consumption.
• Beamforming and spatial multiplexing systems: Multi-antenna systems are gen-
erally employed as power-focusing (beamforming) systems when operating in nar-
row clustering channels or in a low power regime, or else as spatial multiplexing
systems when enough scattering in the surrounding environment exists. Specifi-
cally, the goal of smart antenna systems during initial stages of deployment was
to improve link signal-to-noise ratios (SNRs) through directional array gain. This
has been achieved via beamforming, the communication technique within which
the array beams its signal in certain favored directions while minimizing the leaked
power in other directions [BFBS02]. On the other hand, the demand for increased
capacity in wireless networks has motivated recent research toward the develop-
ment of algorithms and standards that exploit the spatial dimension available in
multi-input multi-output (MIMO) systems [GF98; Tel99]. The MIMO technology
enables spatial multiplexing where multi parallel data streams are communicated
by equipping the transmitter and the receiver with multiple antennas, without
sacrificing extra bandwidth or transmit power. Thanks to scattering environ-
ments that make the separation of the transmitted mixture of signals possible by
decoding their unique spatial signatures, the data rate achieved by each individ-
ual antenna can be added up so that the multiple antennas act as a data-rate
multiplier.
• Multiuser diversity systems: To cope with the increasing demands for high cell
throughput, multi-antenna systems have also shown a great potential in over-
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coming the difficulties related to the management of user mobility by providing
the capability of exploiting the spatial diversity of the users themselves. Within
the so-called multiuser diversity cellular systems, the users having the best link
with respect to a random beamforming precoding are selected by the serving
multi-antenna base station thus offering significant average cell throughput for
moderate to large user populations [VTL02; SH05].
• Cognitive radio: The wide concept of cognitive radio (CR) has also been recently
introduced so as to provide wireless systems with self-configuration capabilities, in
particular for effectively detecting and exploiting the so-called “spectrum holes”
(i.e., the underutilized spectrum bands) and maximizing the wireless network
throughput [Hay05]. Multi-antenna systems play a significant role across differ-
ent aspects of cognition. First, multiple antennas are employed to improve the
spectrum sensing performance, so that spectrum holes are detected accurately
and reliably [ZLPH09; ZLLZ10; YA09]. Moreover, smart antenna systems offer
cognitive beamforming capabilities ensuring that the transmission among peer
cognitive radios does not cause any harmful interference to unintended licensed
spectrum / primary users (PUs) [GJMS09].
• Cooperative space-time processing: In distributed wireless systems, cooperative
diversity can harness the advantages of multi-antenna systems without using
many antennas on the same receive or transmit device. For distributed networks
this is motivated by the need for simple, inexpensive nodes with limited process-
ing power and few transmit or receive antennas per node. Space-time techniques
have been employed to groups of energy-constrained single-antenna radios (e.g.,
wireless sensor nodes) forming a virtual antenna array at transmission or at re-
ception. By utilizing such cooperative space-time schemes, it has been shown that
significant energy savings can be realized compared to traditional node-to-node
communication [CGB04; LCL05; Jay06].
Conventionally, multi-antenna systems refer to a set of active antenna elements
where each element is connected to a separate RF chain. The intelligence is performed
in the baseband stage where complex signal processing tasks are handled. Although
multi-antenna systems are utilized to face the rising expectations in the performance
of modern wireless networks, having proved to enhance wireless communications by
theory and experimentation, they suffer from the following limitations:
• RF hardware complexity: The explosion in the antenna dimension where each
antenna has its separate RF chain [including its own analogue-to-digital con-
verter (ADC), digital-to-analogue converter (DAC), low-noise amplifier (LNA),
power amplifier and intermediate frequency (IF) / RF filters] incurs a hardware
implosion. The RF complexity is proportional to the number of antennas since
each antenna has its separate RF frontend for independently modulating and
demodulating the signals.
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• Inter-chain interference: The use of non-ideal (dirty) RF components will result
in a leakage (cross talk) among the parallel RF chains leading to reduced system
performance [JM05].
• Circuit energy consumption: It refers to the DC power consumption of the power
amplifier, the DAC, the mixer, the active filters in the transmit chain, the fre-
quency synthesizer, the LNA, the IF amplifier, the ADC and the active filters in
the receive chain. Circuit energy consumption increases as radios are added to
the multiple antenna system while being critical to energy-constrained systems
like small portable devices and wireless sensor nodes [CGB04].
• Synchronization requirements: Space-time communication implemented via node
cooperation requires accurate synchronization among the cooperating radios in
terms of carrier frequency, carrier phase, symbol timing, and timing phase [LCL05].
This requires proper equalization methods dealing with the time and frequency
asynchronous issues (e.g., [VG06]). However such techniques are prohibited for
terminals with limited processing power capabilities such as wireless sensor nodes.
On top of these limitations, the ongoing trend toward miniature, compact, and
highly integrated telecommunication devices, typically limits the area devoted to the
antennas. The following important challenges are introduced to multi-antenna devices
under size constraints:
• Spatial correlation: Closely spaced antennas emit signals of correlated spatial sig-
natures, resulting in reduced spatial diversity performance and channel capacity.
For the system to achieve the performance promised by the celebrated MIMO
capacity under rich scattering conditions, the antenna elements need to have a
typical inter-element spacing of half the carrier wavelength [TLV05], thus leading
to large array realizations.
• Antenna system efficiency: The strong mutual coupling among the closely spaced
antenna elements, alters the input impedance seen by the RF ports, thus leading
to a mismatch loss (i.e., some of the incident power is reflected back to the source).
Moreover, some of the power that is supposed to be radiated in the space is
dissipated in the real part of the neighboring antennas’ terminations [MKAL06].
Such phenomena result in an overall poor antenna matching efficiency leading
to a significant number of dropped service occurrences and limiting the overall
system capacity.
These practical challenges entail that the performance of multi-antenna systems is
especially sensitive to the antenna design, propagation environment and a host of other
factors that were less significant in single-antenna designs. This places more emphasis
on the proper modeling and understanding of such systems. Although many studies
have given considerable attention to the performance analysis of multi-antenna systems
in the context of coding and signal processing architectures, the investigation of the
antenna aspect is mainly limited to the impact of the number of antenna elements with
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little consideration on their radiation characteristics as well as the array geometry.
Furthermore, conventionally deployed as time-invariant systems, the traditional multi-
active antennas are not able to alter the propagation channel conditions. Adaptation
to the channel, as it naturally changes over time or frequency, merely comes from smart
signal processing at the digital baseband.
This work is motivated by the fact that there is an additional room for exploitation
of the theoretical gains of multi-antenna systems when the antenna aspects and the
associated signal processing and coding aspects are integrated together in a multidisci-
plinary approach. This dissertation addresses the limitations of multi-active antennas
by introducing hybrid array topologies of (multi)-active multi-passive (MAMP) antenna
systems and associated communication techniques suitable for such antenna architec-
tures. The passive antenna ports are terminated with switched or tunable reactive
loads that alter the boundary conditions of the antenna structure and, therefore, the
propagation conditions. Firstly, this incurs advantages in terms of the antenna real-
estate since the passive terminations are attached to low-cost switches / loads rather
than to full RF chains; it should also be noted that in many of the proposed systems a
single active port is maintained and yet we are able to provide the functionality of the
conventional multi-antenna system through a smart reconfiguration of the passive port
terminations. Furthermore, the antenna system is now able to alter the propagation
channel by altering its radiation properties. This degree of freedom that does not exist
in conventional antenna implementations permits us to treat the array configuration
and its radiation properties as an additional component in the joint optimization of the
system performance, thus allowing the system to approach its theoretical performance
limits.
Side by side to the reduced-complexity hybrid MAMP systems, associated communi-
cation techniques fitting such antenna architectures are also proposed. The dissertation
follows a holistic approach where the antenna model is integrated with the signal model
and explains how to employ such systems for enhancing the system performance. The
system performance ranges from ergodic / outage rate in point-to-point MIMO and
average cell throughput in multiuser systems, to total energy consumption in wireless
sensor networks (WSNs) and sensing performance via probability of detection in CR
applications.
1.1 Multi-Port Network Model
The dissertation mainly deals with reactance-assisted (parasitic) antennas as a class of
reduced-complexity MAMP arrays. The analysis throughout the thesis is kept tractable
by mapping every network port to a separate radiator where all the radiators are phys-
ically identical. The radiators themselves are simplified by principally considering the-
oretical models of dipoles or monopoles. The far-field of such ideal antennas can be
expressed analytically whereas, with other non-ideal structures, full-wave electromag-
netic simulation is required in order to extract the active port patterns [Orp08; PDL06].
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Figure 1.1: A 3-element MAMP antenna structure comprised of three antenna elements
(a central active dipole and two parasitic dipoles) and two swapped beampatterns. (The
darker the color on contour map, the higher the beampatttern directivity.)
Nonetheless, the MAMP array model is quite general in the sense that it applies to any
kind of reconfigurable, switched, tunable or adaptive antenna structure. It should be
noted that, although the reduced-complexity antennas and the associated techniques
proposed for improving different performance criteria are mainly analyzed using such
theoretical antenna systems, in many cases we also provide examples of practical designs
with non-ideal integrated antennas.
To illustrate the concept of the general MAMP network model, Figure 1.1 shows a
3-element MAMP antenna structure comprised of three dipole antennas. The central
dipole is the active element (designated as port 0) and the other two dipoles are passive
(ports 1 and 2). The coupling model of such antenna system is expressed as
weq = (Z + X)
−1u, (1.1)
where u = [1 0 0]T and Z ∈ C3×3 is the (standard) mutual impedance matrix1 while X ∈
C
3×3 is a diagonal loading matrix. The vector weq ∈ C3×1 is termed as the “equivalent
weight vector” and represents the contribution of each dipole to the radiation pattern
synthesis. The equivalent weight vector expresses the fact the antenna elements are
controlled indirectly, thanks to the mutual interactions among the antenna ports, via
1
Z is the impedance matrix obtained when terminating the ports with the standard terminations
(generally 50 Ohm terminations).
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Figure 1.2: A 3-port MAMP antenna structure (comprised of a central active port and
two passive ports) and two swapped beampatterns. (The darker the color on contour
map, the higher the beampatttern directivity.)
the passive load terminations. In the absence of mutual coupling, Z becomes diagonal
and weq collapses to the vector u (up to a scalar), thus the ability to control the array
no longer exists.
By swapping the loads of the passive terminations, the MAMP beampattern is
swapped (Beampatterns A and B in Figure 1.1) and the channel observed by the central
active port is altered. The same network and coupling model [equation (1.1)] as well
as the same control mechanism is valid for the (internal) mobile antenna shown in
Figure 1.2. However, the passive antenna terminations in Figure 1.2 (ports 1 and 2) are
attached physically to the same radiating structure which is geometrically different from
the active radiating structure. Unlike Figure 1.1, the far-field of the antenna system in
Figure 1.2 is a bulky superposition of the 3D complex port patterns (where each port
pattern has two polarized components) requiring full-wave electromagnetic simulation.
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Consequently, our choice on simple ideal antenna arrays is favored for avoiding overly
complex analysis.
1.2 Related Work
The implementation challenges of multi-antenna technology have prompted the wireless
communications community to actively research on reducing the complexity of space-
time, CR and cooperative diversity systems. The work in the literature that is found
related to the topic of this thesis is summarized below.
Beamforming
• Spatial combining / analogue beamforming: In this reduced-complexity approach
the multi-antennas are simultaneously attached to a single RF chain. By con-
trolling the time / phase delay and gain of the signals in each antenna path
independently in the analogue domain (using RF phase shifters and attenuators),
the multi-antenna system can improve the signal-to-noise-plus-interference ratio
(SINR) by properly steering the beam gain and null whereas requirements on the
power amplifiers can be also relaxed through spatial power combining [LPL06].
The spatial combining can be used as analogue beamformer, however having
RF components in the path of every antenna increases the cost, RF complexity
and more importantly the RF insertion losses. Moreover, this technique does
not result in altering the antenna’s boundary conditions and thus the channel
properties. Both drawbacks are addressed by the following alternative analogue
beamforming approach.
• Reactance-assisted analogue beamforming: The work in [OG00] introduced a
single-radio parasitic antenna array known as electronic steerable parasitic array
radiator (ESPAR) antenna. The ESPAR antenna is a smart antenna system
that presents a significant advantage over its predecessors (like the Yagi-Uda
antenna): it is able to control the beam patterns as any smart antenna system,
while being implemented using a single active antenna element and a number
of parasitic elements placed around the active element. The parasitic elements
are short-circuited and loaded with variable reactors (varactors) that control the
imaginary part of the parasitic elements input impedances. By adjusting the
varactors response, the radiation pattern of the ESPAR antenna system can be
controlled to direct its beams and nulls towards certain directions in an adaptive
or predefined fashion [SHOK04]. In the present work, we expand this approach
by utilizing similar systems for a) enhancing the selection combining performance
of multiuser diversity systems, b) offering space-frequency agility to CR spectrum
sensing antenna systems, and c) nulling the interference toward a set of unwanted
receivers via a novel analogue orthogonal precoding scheme. Moreover, we utilize
compact sized antenna systems for achieving the aforementioned tasks, thus the
antenna matching efficiency plays an important role when optimizing the different
performance criteria.
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Spatial Multiplexing
• Analogue / single-radio MIMO: The doctoral study in [Alr11] introduced the
concept of MIMO with a single-feed antenna array where spatial multiplexing is
enabled by smartly encoding the different datastreams onto a set of parasitic ele-
ments loaded with passive reactances. Thus, the information is embedded within
the angular variations of the beampatterns. However, such systems are limited
to low-order PSK modulation whereas the implementation complexity increases
dramatically for high order modulations and OFDM signaling. In the MIMO part
of this thesis, we largerly address a modulation-independent approach by keeping
the multiple radios (for spatial multiplexing) whereas the passive antenna termi-
nations are exploited so as to offer antenna state reconfiguration. In this way, the
antenna system can adapt itself to the propagation environment and combat the
system and channel limitations that are critical to the performance of compact
MIMO systems, such as the coupling and the spatial correlation.
Diversity
• Adaptive MIMO antenna (AdaM): [SPM06; Pin07] introduced an adaptive MIMO
system comprising a set of active antennas coupled to a set of passive radiators
closed on (i.e., terminated with) complex loads. However, the design was mainly
intended for pattern diversity, by changing the passive radiators’ loading condi-
tions using PIN diodes, and operated at base stations where size and complexity
are affordable. On the other hand, in this thesis we keep the antenna implemen-
tations compact thus addressing the size constraints of modern wireless devices.
Moreover, unlike the electromagnetic modeling approach in [SPM06; Pin07], our
models explicitly highlight the relation between the performance optimization
criteria and the controllable passive terminations.
• State selection: It describes the technique in which the transceiver connects via a
switching network to the state(s) corresponding to the strongest channel(s), where
the state can refer to an antenna element, mode, port or polarization. Therefore,
fewer RF chains are utilized and a simpler RF frontend architecture of reduced
hardware complexity is achieved. In case of transmit state selection, a feedback
path informing the transmitter which state(s) to select will be required. The most
common approach in MIMO systems is antenna selection [SN04]. Traditionally
implemented, antenna selection requires large spacing among the antennas so as to
ensure uncorrelated (orthogonal) diversity branches. Nonetheless, our approach
requires the passive antennas to be closely spaced to the active ones for effectively
altering their radiation properties, following the seminal work of R. Vaughan
[Vau98]. This naturally leads to compact antenna implementations where the
passive antennas can be properly controlled to ensure the desired diversity branch
orthogonality.
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Spatial Oversampling
• In [WIK04; IWF02] the authors propose a reduced-complexity receiver architec-
ture by oversampling the linear mixture of the received signals using a number of
antennas and a single RF chain. The collected spatial-temporal samples permit
demultiplexing the signal components at the receiver side without loss of informa-
tion. On the other hand, the oversampling approach in [Bai08] using a rotating
receive antenna is intended to maximize the link capacity in the general sense,
i.e., no specific reception technique was targeted. However, sampling at a rate
higher than the symbol rate leads to bandwidth expansion making the receiver
sensitive to adjacent channel interference. It should be noted that in our work,
antenna system reconfiguration happens at a much lower rate, e.g., according to
the slow-varying channel statistics, leading to simpler control circuit designs.
Simultaneous space-frequency control
• Frequency-agile small smart antenna: The publication in [LGL10] deals with a
space-steerable frequency-agile ESPAR antenna in a study parallel and indepen-
dent to our work on a similar system concept [TAPP10d; TAPP10c]. However,
unlike [LGL10], our work includes full antenna modeling highlighting the new
concept of spatial-spectrum sensing.
Cooperative communication
• The last chapter of the thesis suggests energy-efficient non-cooperative space-time
diversity schemes and associated transceiver architectures for WSNs that do not
require cooperation strategies that require sharp time and frequency synchro-
nization. In the literature, there has been proposed an asynchronous approach
based on selection cooperation [BA08]. It refers to a technique where a source
node communicates with a destination node using the “best” relay node among a
pool of relays. The best relay node is the relay with the best instantaneous relay-
destination channel. This scheme requires no time and frequency synchronization
and achieves good performance in terms of outage probability for networks with
more than three relays. However, the requirement of the additional best relay
node increases the circuit energy and thus the total system energy consumption.
On the contrary, our proposed non-cooperative diversity schemes are applied to
simple single-RF antenna source and destination nodes and thus come at no ad-
ditional circuit energy cost.
1.3 Thesis Outline
The rest of the thesis is organized as follows:
• Section 1.4: The last section of Chapter 1 summarizes the papers published within
this PhD study.
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• Chapter 2: In this chapter the hybrid MAMP antenna structures are employed to
address the limited performance of MIMO terminals in realistic non-ideal chan-
nel conditions. The MAMP antenna is capable of reconfiguring according to the
structure of the RF propagation channel: the antennas transmission parameters
(transmit covariance and antenna efficiency) can be properly adjusted via para-
sitic (passive) radiators attached to tunable loads based on the long-term channel
statistics. The hybrid MAMP array is tractably analyzed using the active element
response and current vectors, all being functions of the parasitic loading. The
MAMP arrays target at maximizing the ergodic or the outage rate of MIMO links
(Section 2.1) as well as the average throughput performance of multiuser diversity
systems (Section 2.2). The proposed antenna systems can be limited to practi-
cal dimensions whereas the passive antennas require no extra RF hardware, thus
meeting the cost, space and power constrains of the users mobile terminals. De-
sign examples and performance evaluation are provided for point-to-point MIMO
and multiuser diversity systems under realistic poor scattering environments and
compactness constraints.
• Chapter 3: Within the CR paradigm, this part of the thesis addresses the major
design challenges of antenna systems intended for CR transceivers under com-
pactness constraints. A new approach is proposed based on parasitic antenna
theory via the ESPAR antenna which is a type of MAMP architecture with a
single active element described in Section 3.1. The approach aims at making
spatial spectrum sensing feasible for compact lightweight terminals. The idea
developed in Section 3.2 is to replace the wideband antenna required for sensing
over a large bandwidth by a tunable narrowband antenna for both sensing and
communication purposes. The flexibility of the proposed antenna system lies in
its capability to scan both the frequency and spatial resource dimensions simul-
taneously via a single RF chain within a miniaturized antenna system. This is
done by properly tuning a set of reactive loads connected to a group of parasitic
elements closely coupled to the driven element. By doing so, the operational
frequency subband leaps to another subband (frequency tuning). Moreover, at
every subband, circular permutations of the reactive loads rotate the narrowband
beam pattern to different angular positions, giving the cognitive transceiver the
capability of sensing over various segments of the space. Further, the work in
Section 3.3 shows that beampattern directionality leverages the performance of
spectrum sensing algorithms like energy detection by enhancing the receive SNR,
whereas the selection combining across the weakly correlated beampatterns gives
rise to a diversity action further boosting the probability of sensing detection.
Finally, Section 3.4 presents an ESPAR-based analogue interference cancellation
method for nulling the interference toward a number of licensed spectrum users
with highly reduced RF complexity.
• Chapter 4: In this chapter, the thesis exploits recent advances in smart-antenna
wireless sensor transceiver prototypes enabling the existence of more than one
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antenna within single-radio transceiver architectures. Exploiting such capabil-
ity, the thesis proposes simple non-cooperative space-time techniques for single-
RF switched-antenna systems that reduce significantly both the transmission
and the circuit energy consumption in WSNs. The energy savings of the sug-
gested schemes are shown not only against conventional single-input single-output
(SISO) systems, but also against cooperative diversity schemes in Rayleigh and
log-normal shadowed Rayleigh fading channels with distance-based path loss.
• Chapter 5: The last chapter summarizes the basic conclusions of the thesis.
1.4 Publications
1.4.1 Thesis Publications
The work of the doctoral project has resulted in the following publications:
Journal papers:
• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“Reduced complexity radio architecture for enhanced receive selection combining
in multiuser diversity systems,” International Journal of Antennas and Propaga-
tion, Special Issue on MIMO Antenna Design and Channel Modeling, vol. 2012,
Article ID 454210, 2012. [TAPP12b]
• Elpiniki Tsakalaki, Osama N. Alrabadi, Antonis Kalis, Constantinos B. Papadias,
Ramjee Prasad, “Non cooperative space-time communication for energy efficiency
in sensor networks,” IEEE Transactions on Communications, vol. 60, no. 1, pp.
48-54, January 2012. [TAPP12a]
• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“Adaptive reactance-controlled antenna systems for MIMO applications,” IET
Microwave Antennas & Propagations Journal, special issue on RF/Microwave
Commun. Subsystems for Emerging Wireless Technologies, vol. 5, no. 8, pp.
975-984, June 2011. [TAPP11a]
• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“Spatial spectrum sensing for wireless handheld terminals: design challenges and
novel solutions based on tunable parasitic antennas,” IEEE Wireless Communi-
cations Magazine, special issue on Dynamic Spectrum Management in Wireless
Networks, vol. 17, no. 4, pp. 33-40, August 2010. [TAPP10d]
Conference papers:
• Elpiniki Tsakalaki, David Wilcox, Elisabeth de Carvalho, Constantinos B. Papa-
dias, Tharmalingam Ratnarajah, “Spectrum sensing using single-radio switched-
beam antenna systems,” To Appear, 7th International ICST Conference Cognitive
Radio Oriented Wireless Networks and Communications (Crowncom), Stockholm,
Sweeden, June 2012. [TWdCR12]
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• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“Analogue orthogonal precoding using reduced complexity transceivers,” IEEE
International Symposium on Antennas and Propagations (APSURSI), pp. 2845-
2848, Spokane, Washington, July 2011. [TAPP11b]
• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“An adaptive reactance-assisted antenna system for the MIMO uplink,” 17th
IEEE International Conference on Electronics, Circuits, and Systems (ICECS),
pp. 1228-1231, Athens, Greece, December 2010. [TAPP10a]
• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“Enhanced selection combining for compact single RF user terminals in multiuser
diversity systems,” 21st Annual IEEE International Symposium on Personal, In-
door and Mobile Radio Communications (PIMRC), pp. 951-954, Istanbul, Turkey,
September 2010. [TAPP10b]
• Elpiniki Tsakalaki, Osama N. Alrabadi, Constantinos B. Papadias, Ramjee Prasad,
“Spatial spectrum sensing for cognitive radios via miniaturized parasitic antenna
Systems,” 5th International ICST Conference Cognitive Radio Oriented Wireless
Networks and Communications (Crowncom), pp. 1-5, Cannes, France, June 2010.
[TAPP10c]
These publications relate to the PhD thesis chapters as shown in the following table:
Table 1.1: Thesis chapters and corresponding publications
Chapter / Section Publication
Chapter 2
Section 2.1 [TAPP11a],[TAPP10a]
Section 2.2 [TAPP12b],[TAPP10b]
Chapter 3
Section 3.2 [TAPP10d],[TAPP10c]
Section 3.3 [TWdCR12]
Section 3.4 [TAPP11b]
Chapter 4 [TAPP12a]
Other publications were done in parallel to the doctoral study. The work therein
is not directly related with the material presented in this thesis but has extended the
author’s knowledge in the field of digital beamforming for (base station) antenna arrays.
Journal paper:
• Osama N. Alrabadi, Elpiniki Tsakalaki, Howard Huang, Gert Pedersen, “Beam-
forming via large and dense antenna arrays above a clutter,” 2nd Round Review,
Journal on Selected Areas in Communications (JSAC) - Special Issue on Large-
Scale Multiple Antenna Wireless Systems, 2013.
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Conference paper - this work was conducted during the author’s internship in the
Innovation Center at Nokia Siemens Networks, Madrid, Spain:
• Elpiniki Tsakalaki, Luis Ángel Maestro Ruiz de Temiño, Tomi Haapala, Javier
López Román, Miguel Arranz Arauzo, “Deterministic beamforming for enhanced
vertical sectorization and array pattern compensation,” 6th European Conference
on Antennas and Propagation (EuCAP), pp. 2789-2793, Prague, Czech Republic,
March 2012.
1.4.2 Communication of Scientific Knowledge
Aside from the conference presentations of the aforementioned conference papers, the
research work was also communicated in the following lectures / seminars / tutorials:
• Elpiniki Tsakalaki, “Spectrum sensing using single-radio switched-beam antenna
systems,” Research Seminar, Athens Information Technology, Athens, Greece, 15
February 2012.
• Constantinos B. Papadias, Antonis Kalis, Elpiniki Tsakalaki, “Single-radio an-
tenna arrays for reduced transmission power and circuit energy consumption,”
Technical Presentation, 2nd International Workshop on Wireless Green Networks,
GREEN Networks: Achievements and challenges, GREENTIC, Casablanca, Mo-
rocco, 2 November 2011.
• Elpiniki Tsakalaki, “Reduced-complexity transceiver architectures for cognitive
radio systems,” Technical Presentation, 1st International Workshop on Compact
Antennas (COMPASS), IET Antennas & Propagation Network, Athens, Greece,
1 March, 2011.
• Constantinos B. Papadias, Osama N. Alrabadi, Elpiniki Tsakalaki, “Compact
antenna systems,” Tutorial, 3rd International Symposium on Applied Sciences
in Biomedical and Communication Technologies (ISABEL), Italy, Rome, 7-10
November 2010.
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Multi-Active Multi-Passive
Antenna Arrays for MIMO and
Multiuser Diversity Systems
This chapter addresses the limited performance of MIMO systems under the real-life
effects of spatial correlation and antenna mutual coupling. For this reason, in Section
2.1 we propose an adaptive MAMP antenna system capable of changing its transmission
parameters via passive radiators attached to tunable loads, according to the structure of
the RF propagation channel. The hybrid MAMP array structure is tractably analysed
using the active element response vector (instead of the classical steering vector) and
the active element current vector (all being functions of the variable loading). The
adaptive MAMP system targets at maximising tight MIMO ergodic and outage rate
bounds, relying on partial channel knowledge when tuning to a different loading state
for optimising the rate of communication. The proposed adaptive MAMP system can
be limited to practical dimensions whereas the passive antennas require no extra RF
hardware, thus meeting the cost, space and power constraints of the users’ mobile
terminals. The simulation results show that the adaptive MAMP system, thanks to
its ‘adaptivity’, is able to achieve satisfactory performance even in poor scattering
environments whereas a significant part of the mutual information that is lost owing
to the spatial correlation and the electromagnetic coupling is successfully retrieved.
Section 2.2 then deals with the problem of the poor performance of antenna selection
for compact user terminals in multiuser diversity systems. Although antenna selection
is a simple and efficient technique for enhancing the downlink performance of multiuser
diversity systems, the large antenna inter-element spacing required for achieving spatial
diversity is prohibitive for user terminals due to size restrictions. In order to allay this
problem, we propose miniaturized switched-beam MAMP receiver designs assisted by
low-cost passive reflectors. Unlike conventional spatial receive diversity systems, the
proposed angular diversity architectures occupy a small volume whereas the antenna
system properties are optimized by controlling the strong reactive fields present at small
dimensions. The systems are designed for maximum antenna efficiency and low inter-
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beam correlation, thus yielding K practically uncorrelated receive diversity branches.
The simulation results show that the proposed enhanced diversity combining systems
improve the average throughput of a multiuser network outperforming classical antenna
selection especially for small user populations and compact user terminal size.
2.1 Adaptive reactance-controlled antenna systems for
MIMO applications
MIMO systems have received great focus recently as they achieve remarkable spectral
efficiencies. The exceptional MIMO capacity promised by the celebrated log-det for-
mula increases almost linearly with the number of transmit-receive antennas [GF98].
However, in real-life propagation, many factors may affect the performance of MIMO
communication systems. The two major factors1 are the spatial correlation [TLV05]
among the channels and the mutual coupling among the antenna elements [RS01]. The
spatial correlation is determined by both the antenna system (e.g. antenna topology,
inter-element spacing and termination [WJ04]) as well as the RF propagation chan-
nel (distribution of the scatterers, distance between the transmitter and the receiver,
etc). On the other hand, the cross-talk between the closely-spaced antenna elements,
referred to as mutual coupling, may be unavoidable when considering small portable
lightweight terminals with limited physical area. The two factors (spatial correlation
and mutual coupling) are not independent from each other. For example, it was first
noted in [EYT91] that the mutual coupling may decorrelate the received signals. How-
ever, the mutual coupling also results in impedance mismatch and thus degrades the
maximum average power the antenna system can extract from the field [LOKM05].
The negative effects of the spatial correlation and the mutual coupling can be jointly
mitigated by incorporating a decoupling and matching network just before the antenna
system [HSB+06], within what is referred to as multi-port conjugate matching or bilat-
eral Hermitian matching [WJ04]. However, such a sophisticated network is difficult to
design when considering many antenna elements, besides its negative impact on the sys-
tem bandwidth [MKAL06]. Consequently, the classical uncoupled matching techniques
like a) the characteristic impedance (or Zo) termination, which is the simplest type of
termination, and b) the self-impedance termination which is optimal under no mutual
coupling, are preferred for their simple deployments though they provide suboptimal
performance. An alternative optimal single-port matching technique was proposed in
[FFLT08] where the ports of the antenna system are matched individually without
any shunt connections. However, in [FFLT08] matching the antenna system for the
maximum average rate can be optimized only for a specific channel distribution rather
than being dynamic to different channel distributions expressed by the time-varying
power angle spectrum (PAS) seen by the transceiver. It is the subject of this work to
tackle this limitation by proposing a novel adaptive MAMP antenna system capable of
1Other factors include the mutual interference among the parallel RF chains as well as the near-field
losses raised by the user’s hand and head.
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controlling its correlation and coupling properties based on the distribution of the scat-
terers within the channel (long-term channel statistics). Specifically, we terminate the
active antennas with the simplest type of termination, i.e., the Zo termination, while
controlling the spatial correlation and coupling according to the time-varying PAS seen
by the transceiver, via external passive tunable radiators that require no extra RF hard-
ware. By this way, we keep the implementation simple and allow the antenna system
to adapt to a dynamic PAS.
It should be noted that adaptive MAMP systems assisted with reactance-loaded
radiators have gained great attention in recent years [BB82]-[AKPP09b]. In [BB82],
adaptive tuning using varactor diodes was introduced in order to increase the oper-
ational frequency bandwidth of mictrostrip patch antennas. [RHR96] and [HKCK97]
describe dynamic matching for microstrip patch antennas using varactor diodes in order
to combat the detuning from the desired resonant frequency caused by the interaction
of the antenna with its local environment (e.g., antenna mounting and effects of user’s
hand or body). In [OG00] and [SHOK04], a smart antenna system, known as the 7-
element ESPAR, composed of 6 tunable passive radiators surrounding a central active
one, has been presented for analogue beam / null steering. The 7-element ESPAR was
mainly proposed for wireless routers and laptops due to its large size and the complex-
ity of its control circuitry. [SPM06] introduced an adaptive MIMO (AdaM) system
comprising a set of active antennas coupled to a set of passive radiators closed on (i.e.,
terminated with) complex loads. The design was mainly intended for pattern diversity,
by changing the passive radiators’ loading conditions using PIN diodes, and operated
at base stations where size and complexity are affordable. Further, a polarized Yagi-
Uda array with 4 driven (active) ports has been proposed for multi-antenna terminals
employing spatial multiplexing in [HNT+07]. In [APK+09; AKPP09b], the authors
proposed analogue MIMO transmission techniques via a single active transmit antenna
strongly coupled to two closely-spaced passive radiators used for directly encoding PSK
symbols on the antenna far-field. The adaptive MAMP system proposed herein is dif-
ferent from its predecessors (ESPAR, AdaM and Yagi-Uda-based antenna systems) in
the sense that:
• Unlike prior art, the proposed adaptive MAMP antenna system exploits the mul-
tiple active antennas for spatial multiplexing, and the multiple passive antennas
for obtaining dynamic diversity (according to the time-varying PAS). This is in
accordance with the trend of the future standards [lte] regarding the MIMO up-
link where a subset of the available antennas may be used for transmission (this
is intended for reducing the number of costly power amplifiers in the transmit
RF chains). The proposed adaptive MAMP system is welcome in the sense that
it exploits the already non-utilized antennas as tunable radiators.
• The current approach relies on partial channel knowledge, and thus the channel
distribution information (CDI) represented by the PAS can be provided to the
transmitter via a low-rate feedback channel (it should be noticed that the previous
antenna systems require full channel state information to operate).
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• The proposed adaptive MAMP system can be operated at lightweight user ter-
minals thus addressing the cost, DC power and size constraints of small handheld
devices. This is because the passive radiators do not require any RF hardware
[Vau98] and need to be closely-spaced to the active transmit antennas for better
control.
2.1.1 Adaptive MAMP Antenna System Description
We propose a transmit adaptive MAMP system capable of controlling the spatial corre-
lation via a set of passive radiators based on the slow changing channel statistics. The
passive radiators are attached to tunable imaginary loads and tuned via a simple DC
control circuit, e.g., by properly reverse biasing a varactor diode (or a configuration
of varactor diodes), a specific reactance can be obtained across the terminals of the
diode. Under the assumption that the transmitter is equipped with the proposed adap-
tive MAMP system, we start by deriving the equivalent transmit spatial covariance
matrix as a function of the adaptive array loading. Moreover, we express the transmit
efficiency seen by the active antenna elements also as a function of the array loading.
For the tractability of our analysis, we assume the kth active antenna attached to the
characteristic impedance Zk = Zo, whereas the kth passive radiator attached to an
imaginary impedance Zk = jXk.
2.1.1.1 Transmit Covariance
The spatial correlation and the average power imbalance across the channels on the
transmitter side can be both accounted for by calculating the transmit covariance ma-
trix. The transmit covariance matrix, which is a non-normalized correlation matrix,
can be obtained by cross-correlating the active element responses of the correspond-
ing active antennas [Ree02], [Fei08]. In order to calculate the active antenna response
[Poz94], we first define an array of K antenna elements, out of which KT are active and
the rest are passive. The total array far-field can be expressed as
Btot(ϕ) = αT(ϕ) (Z + X)−1 v︸ ︷︷ ︸
itot
, (2.1)
where α(ϕ) ∈ CK×1 is the steering vector obtained from the local geometry of the
antenna system, ϕ is the angle of departure (AoD) in the azimuth plane, Z ∈ CK×K is
the mutual impedance matrix and X ∈ CK×K is a diagonal matrix whose (k, k) entry is
〈X〉kk = Zo if the kth element is active, and 〈X〉kk = jXk if the kth element is passive.
v is the K×1 vector of excitations, whose kth entry is 〈v〉k = vk ∈ C if the kth element
is active, and 〈v〉k = 0 if the kth element is passive, and itot = (Z + X)
−1 v ∈ CK×1
is the total current vector, i.e., the vector of currents induced on the K elements. The
hybrid antenna structure within which some antenna elements are active and some are
passive complicates the analysis of the MIMO system. In order to work around this
problem, we reformulate the far-field as a linear superposition of the active element
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responses onto which the transmit voltage signals are mapped, thus we rewrite (2.1) as
Btot(ϕ) = BT(ϕ)vs, (2.2)
where vs is a KT × 1 vector of the non-zero entries of v (i.e., the complex data symbols
to be transmitted) and B(ϕ) is a KT × 1 vector of the active element responses, whose
kth entry is obtained from (2.1) as
〈B(ϕ)〉k = Btot(ϕ)|v=uk , (2.3)
where uk is a K × 1 vector of all zeros except a unity voltage signal at the position of
the kth active antenna element. Since Btot(ϕ) is function of the variable loads jXk, we
get B(ϕ) as a function of the array loading as well. The KT ×KT transmit covariance
matrix can now be directly obtained from (2.3) as [Ree02]
RT =
∫ +π
−π
B(ϕ)BH(ϕ)A(ϕ) · dϕ, (2.4)
where A(ϕ) is the PAS of the channel and 12π
∫ +π
−π 〈B(ϕ)〉k 〈B(ϕ)〉
∗
k ·dϕ = 1. Notice that
the mutual coupling is inherently taken into consideration within the active element
response calculation. By this way, the array has the ability to control its transmit
covariance matrix as well as the electromagnetic coupling among the active antennas,
by properly tuning its imaginary loads based on the knowledge of the PAS.
2.1.1.2 Transmit Efficiency
The efficiency of a given antenna system is the ratio of the total power transmitted by
the antenna system (denoted by PT) to the total power fed into the antenna system
(denoted by PI). The efficiency calculation of a hybrid MAMP antenna structure is
facilitated by accommodating the active current vectors [RK05]. Knowing the coupling
matrix (Z+X)−1, we can set up the equation for the vector of induced currents on the
antenna elements ik ∈ CK×1 when the kth active element is excited while terminating
the rest of the elements with their corresponding source/load impedances as
ik = itot(ϕ)|v=uk . (2.5)
By changing the imaginary loads of the passive antenna elements, a mismatch between
the source impedance and the input impedance seen by every active antenna may take
place. The input impedance Zin,k of the kth active element and the corresponding
reflection efficiency due to impedance mismatch can be respectively written as
Zin,k = 〈Z〉kk +
1
〈ik〉k
·
∑
j 6=k, j∈{1,...,K}
〈Z〉kj 〈ik〉j (2.6)
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and
∆ref,k = 1 − |Γk|2 , 0 ≤ ∆ref,k ≤ 1, where Γk = (Zin,k + Zo)−1(Zin,k − Zo), (2.7)
and ∆ref,k is the reflection efficiency at the kth active element. On the other hand, the
total power dissipated in the loads of the elements when the kth active one is excited
is given by Pk = Zo
∑
j 6=k, j∈{1,...,K}| 〈ik〉j |2 and the corresponding absorption efficiency
is
∆abs,k = 1 −
Zo
∑
j 6=k, j∈{1,...,K}| 〈ik〉j |2
ℜ{Zin,k} |〈ik〉k|
2 , 0 ≤ ∆abs,k ≤ 1 (2.8)
Now, assuming negligible ohmic and dielectric losses, we can write the radiation effi-
ciency corresponding to the kth active element as [RK05]
∆k = ∆ref,k ∆abs,k, 0 ≤ ∆k ≤ 1 (2.9)
and define the antenna efficiency matrix ∆T as a KT × KT diagonal matrix whose
(k, k) entry is equal to 〈∆T〉kk = ∆k. From (2.1) and (2.5), ik is function of the
variable loads jXk. Thus, we get ∆T as a function of the array loading as well. As a
result, the efficiency of the adaptive MAMP system can be controlled via adaptively
tuning the system’s passive loads.
It should be noted that the coupling matrix (Z+X)−1 in (2.1) constitutes a natural
precoder [CO07] operating on the transmit signals which is nonlinear with respect to
the variable antenna loading (due to the matrix inverse). Unlike conventional baseband
precoding techniques which simply map the signals from one space into a different
signal space [VP07], the proposed precoder has the additional capability of controlling the
fundamental characteristics of the antenna system represented by the electromagnetic
coupling and the antenna efficiency.
2.1.1.3 Reactance Considerations
Each parasitic element of the adaptive MAMP system is terminated with a variable re-
active load. A specific reactance value can be obtained by impressing a certain voltage
on the terminals of a varactor diode or a configuration of varactor diodes. Employing
varactor diodes in practice yields certain design considerations for a rigorous analysis
of which the reader may refer to [Sch04]. In general, varactor diodes are nonlinear
elements, thus, the transmit adaptive MAMP system may drive the varactors into
non-linearity creating harmonic distortion. This can potentially lead to transmission
power degradation as well as to unlicensed spectrum pollution unless special filtering is
applied. The harmonic distortion effect can be mitigated by distributing the transmit
power over multiple varactors, e.g., using the anti-series varactor pair (ASVP) configu-
ration equivalent of a single varactor [Sch04, Figure 6.4]. Furthermore, varactor diodes
are purely capacitive loads, thus only negative reactance values can be generated. In
order to improve the feasible reactance range, transmission lines could be included.
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For example, using a 3 parallel varactor loaded 50 Ohm transmission line arrangement
[Sch04, Figure 6.5], the feasible reactance range spans all possible values. Notice that a
transmission line arrangement can be combined with ASVP configuration for additional
harmonic distortion suppression benefits.
2.1.2 Adaptive Loading
In this section, we define the optimal adaptive MAMP system loading as the set of
loads that maximizes the ergodic or the outage rate of communication based on the
CDI. For this reason, elegant bounds on the ergodic and the outage capacity which
are already proposed in the literature are slightly modified to account for the transmit
efficiency, and redefined in the sense that the transmit covariance matrix includes the
effect of the mutual coupling, all being functions of the jXk variables. The bounds
serve as useful optimization criteria when operating the proposed adaptive system in a
channel of a known structure.
We consider a narrowband, flat-fading, quasi-static, point-to-point communication
link where the unit-energy signals vs are transmitted using the KT active antennas and
received using a uniform-linear array (ULA) of KR antennas. Generally, the kth active
antenna transmits
√
akPT 〈vs〉k, where PT = ∆kPI is the transmit power, PI is the input
power and ak, 0 ≤ ak ≤ 1 is the portion of power allocated to the kth active antenna
such that
∑
KT
k=1 ak = 1. Obviously, ak can be treated as an additional degree of freedom
when optimizing the rate of communication. For a uniform power distribution across
the transmit antennas, we simply have ak = (KT)
−1. Let AT be a KT × KT diagonal
matrix1 whose (k, k) entry is 〈AT〉kk = ak. Using the well-established Kronecker model
[SFGK00], the end-to-end received signal model can be written as [CO07]
y =
√
PT R
1/2
R HwR
1/2
T︸ ︷︷ ︸
H
A
1/2
T vs + n
=
√
PI R
1/2
R HwR
1/2
T︸ ︷︷ ︸
H
(∆TAT)
1/2vs + n (2.10)
such that RR ∈ CKR×KR is the receive covariance matrix and H = R1/2R HwR
1/2
T ∈
C
KR×KT is the channel transfer matrix. The elements of the matrix Hw ∈ CKR×KT are
i.i.d. complex Gaussian random variables with zero mean and unit variance, whereas
the variance of the zero-mean white Gaussian noise vector n ∈ CKR×1 is σ2n. Unlike the
classical approach where the transmit power is constrained, in this work we constrain
the input power and thus ∆T becomes part of the optimization criterion, as the adaptive
MAMP system is intended for portable radios or sensors with limited storage batteries.
1In the literature, AT is known as the signal covariance matrix, which need not be diagonal when
applying baseband linear precoding across the transmit active antennas. In this work, AT is only
optionally used for further optimizing the power distribution across the active element responses. Notice
that baseband linear precoding can be added on top of the proposed non-linear precoder, but requires
further channel knowledge and is beyond the scope of this work.
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It should be noted that the Kronecker model, though widely used in the literature
as it allows analytical tractability and separate transmit and receive optimizations,
has been experimentally validated mainly for outdoor channels of up to 8 transmit
and receive antennas [BCC04]. However, the Kronecker model underestimates the
capacity of relatively large MIMO arrays under indoor NLOS propagation, as explained
in [OHW+03] with 8 transmit and receive antennas. Yet, the relative error on the
mutual information remains below 10% [CO07]. To summarize, the Kronecker model
for indoor channels is mainly valid for arrays with reduced spatial resolution (up to 3
transmit and receive antennas in practice [YBO+01], [KSP+02]).
2.1.2.1 Ergodic Rate Optimization Criterion
Let m = min {KT, KR}. In open-loop operation, the channel is known to the receiver
and unknown to the transmitter and the ergodic capacity of a MIMO random channel,
denoted by Ce, is the ensemble average of the information rate over the distribution of
the elements of the end-to-end channel matrix H = R
1/2
R HwR
1/2
T (∆TAT)
1/2 ∈ CKR×KT
and is given by [GNP03]
Ce = EHw
[
log2 det
(
Im +
PI
σ2n
Θ
)]
, (2.11)
where the random matrix Θ ∈ Cm×m is defined as Θ =
{
H H
H
, KT ≥ KR
H
H
H, KT ≤ KR
. A tight
upperbound on (2.11) is written as [aJHL03]
Ce ≤ log2
[
m∑
ℓ=0
{ (
PI
σ2n
)l
ℓ! ·
∑
1≤i1≤i2≤...≤il≤KT
det
[
(RT∆TAT)
i1,i2,...,il
i1,i2,...,il
]
·
∑
1≤j1≤j2≤...≤jl≤KR
det
[
(RR)
j1,j2,...,jl
j1,j2,...,jl
]}]
(2.12)
where det
[
(RR)
j1,j2,...,jl
j1,j2,...,jl
]
is a minor determinant of RR, i.e., a determinant of the
ℓ × ℓ matrix lying in the j1, j2, . . . , jl rows and j1, j2, . . . , jl columns of RR (similarly
for det
[
(RT∆TAT)
i1,i2,...,il
i1,i2,...,il
]
) [Bro58]. The 0-rowed principal minor determinant (i.e.,
ℓ = 0) is assumed to be 1.
An alternative upperbound on (2.11) for RR = IKR (e.g., when the receiver is
equipped with KR uncorrelated and uncoupled antennas), is the one that comes from
the Jensen’s inequality and the concavity of log2 det(·) [CT06] as
Ce ≤ log2 det
[
IKT +
PI
σ2n
EHw (Θ)
]
= log2 det
(
IKT +
PI
σ2n
RT∆TAT
)
. (2.13)
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The tightness of the upper bound in (2.12) against the one in (2.13) will be shown in
Section 2.1.3. Consequently, a reliable MIMO ergodic capacity optimization criterion
is available in (2.12) and the described adaptive MAMP system, aware of the channel
structure expressed by A(ϕ), can search the realizable range for each kth imaginary
load Xk given by XLB ≤ Xk ≤ XUB (where usually XLB < 0, i.e., capacitive and
XUB > 0, i.e., inductive) and find the optimal load values that maximize the average
throughput upper bound in (2.12).
2.1.2.2 Outage Rate Optimization Criterion
The outage capacity, defined as the maximum rate that can be maintained throughout
the transmission with a given outage probability, is another figure of merit when consid-
ering flat-fading MIMO channels. In this part we consider simple receiver architectures
that use linear operations to decode the substreams and extract the multiplexing gains
of MIMO systems. For linear processing with minimum mean square error (MMSE) de-
tection on the receiver side, the transmitted data symbols vs are estimated by forming
v̂s = GMMSEy. The matrix GMMSE is defined as GMMSE =
√
PI
−1
(
H
H
H + σ
2
n
PI
)−1
H
H
[GNP03] (assuming perfect knowledge of H at the receiver). Similarly, the linear zero
forcing (ZF) detector estimates the transmitted symbols by forming v̂s = GZFy where
GZF is given in [GNP03] as GZF =
√
PI
−1
(
H
H
H
)−1
H
H
. The vertical-Bell labora-
tories layered space time (V-BLAST) receiver employs ordered successive interference
cancellation (OSIC) and MMSE projection [Fos96]. Under the assumptions of spa-
tial multiplexing-horizontal encoding (SM-HE), independent decoding at the receiver,
KR ≥ KT, and by defining γmin as the minimum post-processing substream SNR, the
open-loop capacity between the transmitter and the receiver is given by [GNP03]
C = KT log(1 + γmin). (2.14)
Thus, the outage probability, denoted by Pr out, is given by
Pr out = 1 − Pr [R ≤ C] , (2.15)
where R ≤ C is the achievable rate of communication for a given outage probability. In
[Nar06], upper and lower bounds on the outage probability are derived from lower and
upper bounds on the γmin of linear MMSE or MMSE-OSIC detection based on the γmin
of linear ZF. These bounds can be extended so as to encompass the described channel
model as
Pr out ≤ FX
(
σ2n(2
R/KT − 1)
PI
· 1
λmin(RR)λmin(RT∆TAT)
)
, (2.16)
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Pr out ≥ FY


σ2n
(
2R/KT − 1
)
PI
· 1∥∥∥R1/2R
∥∥∥
2
F
· min
l=1,...,KT
∥∥∥
[
(RT∆TAT)1/2
]
(l)
∥∥∥
2
F

 , (2.17)
where
[
(RT∆TAT)
1/2
]
(l)
denotes the lth column of (RT∆TAT)
1/2, FX(·) is the cu-
mulative distribution function (cdf) of a gamma random variable X with parameters
(KR −KT +1, 1/KT), and FY (·) is the cdf of a gamma random variable Y with param-
eters (KRKT, 1). Normally, a tight upper bound on the outage probability can be used
to obtain a tight upper bound on the outage rate. However, the outage rate criterion to
be optimized, denoted by Cout, combines both the upper and the lower bounds of the
expressions in (2.16) and (2.17) via a Pythagorean mean such as the geometric mean
[Nar06], since the upper bound in (2.16) is based on linear ZF detection and can be
quite loose for more sophisticated receivers like the MMSE-OSIC
Cout = KT log2
(
1 +
PI
σ2n
√
FX(Pr out)
−1FY (Pr out)
−1λmin(RT∆TAT)
·
√
λmin(RR)
∥∥∥R1/2R
∥∥∥
2
F
· min
l=1,...,KT
∥∥∥
[
(RT∆TAT)1/2
]
(l)
∥∥∥
2
F
)
. (2.18)
Similarly to Section 2.1.2.1, a MIMO outage rate optimization criterion (whose
performance will be also shown in Section 2.1.3) is available in (2.18) and the proposed
adaptive MAMP system can directly search the realizable range of each kth passive load
Xk and find the optimal load values that maximize the quantity in (2.18). Notice that
both (2.12) and (2.18) are independent of the instantaneous channel Hw and depend
only on the channel covariance matrix, the array coupling, and the array efficiency.
Thus, the transmit adaptive MAMP system based only on the knowledge of the PAS,
given by A(ϕ), can estimate the channel covariance matrix and adjust the loading
conditions so that the transmit correlation, coupling and antenna efficiency maximize
the average or the instantaneous communication rate. The PAS can easily be estimated
using traditional super-resolution techniques, such as CLEAN, ESPRIT, SAGE, and
their variants [TS88], [RK89], [FTH+99], or the efficient and accurate sparse PAS
estimation (SPASE) recently proposed in [WJ09].
2.1.3 Simulation Results
2.1.3.1 Tightness of the Bounds
In this part we investigate the tightness of the upper bounds in (2.12), (2.13) over a wide
range of the SNR. A system example corresponding to an indoor uplink channel for
IEEE 802.11 [Erc04] was established. The base station or the access point is equipped
with KR = 2 distantly spaced antennas and surrounded by many scatterers (hence,
the receive correlation matrix is just an identity matrix of size 2). The transmitter
has a single cluster of scatterers of a uniform PAS, with a mean AoD of 120◦ from
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Figure 2.1: Ergodic capacity and the capacity upper bound for a coupled MIMO system
example under the IEEE 802.11 clustering RF channel model.
the broadside and an angle spread (AS) of 20◦. The transmit antenna system is a
conventional (non adaptive) ULA of two half-wavelength thin electrical dipoles with an
inter-element spacing of 0.25λ, having a mutual impedance matrix given by
Z =
[
62.17 − j24.09 −16.56 − j23.82
−16.56 − j23.82 62.17 − j24.09
]
,
calculated using the analytical formulas shown in the Appendix 6. The transmit co-
variance matrix which takes into account the mutual coupling when the two dipoles are
terminated with Zo = 50 Ohm is
RT =
[
1 0.6
0.6 1
]
.
10, 000 different channel realizations where created in order to evaluate (2.11) via Monte
Carlo simulation. Thus, a small simulation error of around 1% is maintained (the error
is approximately inversely proportional to the square root of the number of simulation
samples [Caf98]).
Figure 2.1 shows that the upper bound from (2.12) is more tight than the upper
25
2. MULTI-ACTIVE MULTI-PASSIVE ANTENNA ARRAYS FOR
MIMO AND MULTIUSER DIVERSITY SYSTEMS
bound from (2.13) for the entire range of SNR’s as compared to the Monte Carlo
simulation of (2.11). Specifically, the upper bound from (2.12) exhibits a maximum
difference of only 1 bit/s/Hz at the high SNR regime.1
2.1.3.2 Adaptive MAMP System Performance Evaluation
Single-Passive, Two-Active Adaptive MAMP System
To evaluate the performance of the adaptive MAMP system described in Section
2.1.1 and to illustrate the basic concept of the work in a comprehensive manner, we
first consider a simple ULA comprising 3 half-wavelength thin electrical dipoles (two
active, i.e., elements 1 and 2 in Figure 2.2(a), and one common passive, i.e., element 0
in the same figure) with an inter-element spacing of 0.1 λ, thus KT = 2. The (3 × 3)
mutual impedance matrix Z of the 3-port antenna system has entries 〈Z〉00 = 73.1+j43,
〈Z〉01 = 67 + j7.6, 〈Z〉12 = 51 − j19, and 〈Z〉11 = 〈Z〉00. A feasible realizable range for
the imaginary load is −200 ≤ X ≤ 200 Ohm and uniform power allocation across the
two active elements is assumed. Moreover, we assume a receiver equipped with KR = 2
distantly spaced antennas and surrounded by many scatterers, thus both the receive
coupling and correlation are negligible (RR = I2).
We consider a rich scattering environment at the transmitter for which A(ϕ) is
uniform, i.e., A(ϕ) = 12π and a clustering environment for which A(ϕ) is Laplacian,
i.e., A(ϕ) = cσe
−|ϕ−ϕ̄|/σ, with an AS of σ = 30◦ and a mean AoD of ϕ̄ = 60◦ represent-
ing an indoor office environment with no line-of-sight [SJJS00] (c = σ∫ 2π
0 e
−|ϕ−ϕ̄|dϕ
is a
normalization factor).
Figure 2.3 shows how the active element response of the first active antenna changes
by changing the imaginary load of the passive antenna (as stated before, the active
element response is obtained by exciting the first active antenna element with a unit
excitation voltage while terminating the other active one with Zo and the tunable
radiator with the variable jX). The response of the second active antenna is simply a
mirror image of the first element response with respect to the axis 90◦ − 270◦.
Figure 2.4 shows the magnitude of the correlation coefficients |〈RT〉12| in the rich
scattering and clustering environments. It also shows the antenna efficiency, which in
this case is the same for the two active elements, i.e., ∆1 = ∆2 = ∆T. The figure
illustrates how the different parameters change as the imaginary load varies over its
feasible range.
In order to evaluate the performance of the proposed adaptive MAMP system and
the way it adapts to the structure of the surrounding environment, we have calcu-
lated the average throughput Ce via Monte Carlo simulations at an average input SNR
PI/σ
2
n of 10 dB for two system examples. The 1st assumes a transmit adaptive MAMP
system with the aforementioned antenna parameters at the transmitter side and the
2nd assumes the same antenna system at the transmitter, however the reactive load
1Also, it is easy to see that the upper bound in (2.12) can be used under both transmit and receive
correlation / coupling, whereas the upper bound in (2.13) can be used with single-sided (i.e., only
transmit or only receive) correlation / coupling.
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Figure 2.2: Proposed adaptive MAMP system examples comprising 3 [(a): 3D view]
and 7 [(b): top view] half-wavelength thin electrical dipoles spaced by 0.1λ and 0.05λ,
respectively.
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Figure 2.3: Active element response of the proposed adaptive MAMP system in Fig-
ure 2.2(a) as a function of the tunable load jX.
is detuned (i.e., set to a very high value so it becomes open-circuited), following the
LTE-Advanced [lte] trend of transmitting over two antennas out of the available set of
antennas. Therefore, the adaptive MAMP system in Figure 2.2(a) is compared against
a conventional 2-element transmit ULA (keeping the spacing between the ULA an-
tennas to 0.2λ for fairness). On the transmitter side there is a single cluster with
σ = 20◦ [SJJS00] and ϕ̄ that varies from 0◦ to 180◦. The adaptive MAMP system of
Figure 2.2(a) consists of a single passive element, i.e., the optimization of the ergodic /
outage performance with respect to the passive load is a unidimensional optimization
problem which can be efficiently solved with direct search over the realizable reactance
range.
Figure 2.5 shows Ce for both systems where the performance of the adaptive MAMP
system is optimized regarding Ce using (2.12) at every ϕ̄ (ϕ̄ may change in practice when
the transmitter changes its location with respect to a reference cluster). It is clear that
the performance gains of the proposed adaptive MAMP system are significant whereas
the proposed metric in (2.12) is adequate for obtaining the optimal trade-off between
correlation, coupling, and antenna efficiency over the different channel structures when
optimizing the adaptive MAMP system for the maximum ergodic rate.
Next, the ergodic capacity is plotted in Figure 2.6 versus the average input SNR
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Figure 2.4: Correlation and antenna efficiency as functions of the tunable load jX.
for different propagation environments including an indoor office environment with
a cluster AS of 10◦ accounting for a NLOS scenario [SJJS00] as well as a typical
urban environment where the AS is 40◦ [LPB00] (in both cases A(ϕ) is Laplacian
and ϕ̄ = 60◦). The i.i.d. 2 × 2 performance of an uncoupled transmit system under
independent fading is also shown as a theoretical benchmark. It can be observed that
the benefit of the proposed adaptive MAMP system optimized using (2.12) increases
as the AS decreases, which is expected as the adaptive MAMP system basically tunes
the reactance to the value that decorrelates and decouples the two active antennas.
The optimal reactive load in the office environment starts from an inductive reactance
of −150 Ohm and increases to −56 Ohm as the SNR increases whereas in the urban
environment it starts from an inductive reactance of −117 Ohm and increases to −71
Ohm as the SNR increases.
The performance results are now presented for the adaptive MAMP system aiming
at maximizing the outage rate via (2.18) for Prout = 10%, given the input SNR. The
results are plotted in Figure 2.7 for MMSE and MMSE-OSIC reception, with the clus-
tered channel of Figure 2.5 with ϕ̄ = 120◦. The optimal reactive load for the MMSE
receiver starts from an inductive reactance of −55 Ohm and slightly decreases to −57
Ohm as the SNR increases whereas for MMSE-OSIC reception it starts from an induc-
tive reactance of −61 Ohm and increases to −58 Ohm as the SNR increases. In the
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Figure 2.5: Average rate of transmission when the adaptive MAMP system of Fig-
ure 2.2(a) adapts to the mean AoD, as compared to the same antenna system when the
reactive load is detuned (i.e., two active transmit antennas spaced by 0.2λ)
figure, the maximum outage rates at each SNR among all possible imaginary load val-
ues for MMSE and MMSE-OSIC detection are also plotted. It can be observed that, in
all cases, the proposed adaptive MAMP system optimized using (2.18) [curves marked
with “+”] provides large performance gains against the conventional all-active antenna
system, whereas the optimization criterion in (2.18) provides the maximum outage rate
or very close to the maximum outage rate among the possible loads in the realizable
range of jX.
Five-Passive, Two-Active Adaptive MAMP System
In this part, a more involved adaptive MAMP system example of 7 half-wavelength
thin electrical dipoles (out of which 5 are passive and 2 are active) with an inter-
element spacing of 0.05λ is considered, as shown in Figure 2.2(b). The realizable range
for the imaginary loads is −200 ≤ Xk ≤ 200 Ohm, k ∈ {0, 3, 4, 5, 6} and the (7 × 7)
mutual impedance matrix of the 7-port antenna system has 〈Z〉kk = 73.07+ j42.49, k ∈
{0, 1, . . . , 6}, 〈Z〉01 = (Z)02 = 〈Z〉13 = 〈Z〉24 = 71.60 + j24.25, 〈Z〉03 = Z04 = 〈Z〉56 =
67.28 + j7.53, 〈Z〉45 = 〈Z〉46 = 〈Z〉35 = 〈Z〉36 = 65.87 + j3.87 and 〈Z〉15 = 〈Z〉25 =
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Figure 2.6: Ergodic capacity results in indoor and outdoor environments where the
transmitter is either equipped with the proposed adaptive MAMP system of Fig-
ure 2.2(a) or with a conventional 2-active element ULA.
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Figure 2.7: Outage rate versus SNR for different channels and reception schemes where
the transmitter is either equipped with the proposed adaptive MAMP system of Fig-
ure 2.2(a) or with a conventional 2-active element ULA.
〈Z〉16 = 〈Z〉26 = 70.15 + j17.10. As the reactance space is large, exhaustive search is
not practical in this set-up, thus we resort to an efficient interior point method for non-
convex programming [BGN00; WMNO06] available in MATLAB R© [mat]. We consider
the same indoor and urban propagation environments described for Figure 2.6 with 20
dB SNR. On top of optimizing the set of the reactive loads, the power allocation a1 is
considered as an extra optimization parameter. Thus, the case of adaptive load tuning
combined with dynamic power allocation (where the power allocation can be varied
according to the CDI expressed by the PAS) is also included.
The optimization algorithm for load tuning with both uniform and dynamic power
allocation based on the criterion in (2.12) has found to converge after a reasonable
number of iterations. This is indeed practical as the CDI changes quite slowly when
compared to the channel fading rate, thus imposing reduced complexity on the pro-
posed adaptive MAMP system. It is noted that dynamic power allocation presented
considerable gains in the indoor scenario where the spatial correlation is higher. Specif-
ically, the dynamic power allocation converged in the indoor environment to a1 = 1 and
a2 = 0, resulting in a mere beamforming system, and to a1 = a2 = 0.5 in the urban en-
vironment. Table 2.1 summarizes the ergodic capacities attained for the optimal loads
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Table 2.1: Ergodic capacity results and optimal loads for SNR=20 dB where the trans-
mitter is equipped with the adaptive MAMP system of Figure 2(b) or with a conven-
tional 2-Element ULA (i.e., two active antennas spaced by 0.1λ)
Ergodic Capacity Optimal Reactance Loads
Ce (bits/s/Hz) {X0,X3,X4,X5,X6} (Ohm)
2 × 2 i.i.d. MIMO 11.10 —
σ = 40◦
Uniform power allocation 9.40 {−33.4, 198.2,−192.0,−108.3, 3.8}
Dynamic power allocation 9.41 {109.2, 174.2,−121.8,−46.2, 72.5}
Conventional 2-element ULA 7.62 —
σ = 10◦
Uniform power allocation 7.59 {30.7,−2.0,−198.9,−43.7, 39.7}
Dynamic power allocation 8.61 {−6.9,−4.9,−58.7,−40.5,−24.3}
Conventional 2-element ULA 5.73 —
and the ergodic capacities that would have been obtained when open-circuiting all the
reactive loads (i.e., for a conventional all-active 2-element ULA with 2 × 0.05 λ = 0.1λ
spacing), as well as the i.i.d. 2 × 2 performance of an uncoupled system under inde-
pendent fading for comparison reasons. The table shows that the adaptive MAMP
system is mostly useful in low spread environments, especially when combined with a
dynamic power allocation. The adaptive MAMP system is still useful in high spread
environments, where dynamic power allocation exhibits marginal gains.
So far, we have proposed an adaptive MAMP system capable of changing its corre-
lation and matching properties according to the structure of the channel, using tunable
passive elements. The adaptive MAMP system adapts to the channel distribution
information requiring a low-rate feedback from its receiver. Specific adaptive MAMP
systems were evaluated under different channel propagation conditions, showing perfor-
mance gains over classical all-active antenna systems. Further, the proposed adaptive
MAMP system addresses the limitations of portable radios regarding size and cost per-
mitting an efficient usage of the spare transmit antennas according to future wireless
standards.
In the next section, we shift from point-to-point MIMO communication to focus
on the multiuser cellular downlink providing MAMP antenna arrays that enhance the
average cell throughput performance.
2.2 Switched-Beam Parasitic Arrays for Enhanced Re-
ceive Selection Combining in Multiuser Diversity Sys-
tems
Recent studies have shown that a capacity achieving strategy for the cellular downlink
is dirty paper coding (DPC) at the multiple antenna BS [CS03]. A less computationally
complex ZF technique is proposed in [YG06a] exhibiting an identical grow rate of the
sum-rate with respect to the number of user terminals (UTs). However, both DPC and
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ZF require perfect channel state information at the transmitter (CSIT). Since perfect
CSIT is practically infeasible, the focus is on low rate feedback techniques exploiting
multiuser diversity by scheduling opportunistically transmissions to the users when
their channel is good. These techniques, termed as opportunistic beamforming (OB),
were introduced in [VTL02]. Therein, taking into account fairness, the BS schedules
in each time slot data transmission to the UT with the best normalized instantaneous
channel condition relative to a random beamforming precoding. This approach achieves
the asymptotic average throughput of coherent beamforming with modest SNR feed-
back. Several extensions to this technique are mentioned in the literature. For example,
[ALP04] proposes an OB and scheduling algorithm that enhances the throughput and
delay characteristics of the system whereas, in [SH05], multiple orthonormal random
beams at the BS serve multiple UTs simultaneously in each time slot.
OB techniques rely on the assumption that, with a large number of UTs, there is a
high probability that an arbitrary choice of a BS beamforming vector will be aligned to a
user’s channel vector [ZJ05]. Thus, the benefits of OB are more evident when the num-
ber of users is large. To further improve the data rates of multiuser diversity systems,
especially for reasonable user populations, the authors in [ZJ05; BS07; PKP07; CL09]
consider multiple antenna UTs with different combining techniques ranging from the
simple antenna selection combining (SC) to the more sophisticated equal gain combin-
ing (EGC), maximum ratio combining (MRC) and optimum combining (OC). However,
complex architectures including multiple receive antennas are often prohibitive in UTs
due to implementation complexity and size restrictions. Note that SC is the simplest
combining method in terms of hardware complexity keeping the same diversity gain as
that for MRC or EGC [CL09]. Moreover, the small spacing of the antenna elements at
the UTs often results in significant correlation and coupling degrading the efficiency of
the receive antenna system. Therefore, it is desirable to investigate simple to implement
solutions ensuring low power consumption and efficient performance in a constrained
size device.
In this work, we propose two compact UT antenna architectures accompanied with
SC aiming at enhancing the performance of a multiuser system in the downlink. The
first antenna architecture consists of a simple switched uniform circular array (S-UCA)
of K antenna elements and a central common passive reflector terminated with a pas-
sive load (reactance) (Figure 2.8(a)). This is a MAMP array with a single passive
element and K potentially active elements. The second antenna architecture comprises
a simple switched parasitic array (S-PA) [Thi04; TAPP10b] of a single RF chain circu-
larly surrounded by K passive reflectors terminated with passive loads (Figure 2.8(b)).
This is a MAMP array with a single active element and K passive ones. The two
proposed architectures (S-UCA and S-PA) satisfy the aforementioned cost, size and
power restrictions as they both require a single RF chain and low-cost passive antenna
hardware [Vau98]. Moreover, the antenna size is kept small by reducing significantly
the radius of the S-UCA and of the S-PA. In this way, the antenna systems retain
strong beamforming capabilities due to the intense reactive fields egressed at such
small spacing [TAPP10d]. By optimizing the S-UCA and the S-PA loading conditions
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a high antenna efficiency is maintained whereas the K beampatterns obtained by the
receive architectures remain uncorrelated despite the small inter-element spacing. Con-
sequently, besides multiuser diversity, angular diversity is also made available resulting
in significant multiuser performance gains compared not only to conventional single
antenna UTs, but also to classical antenna SC with realistic receive antenna systems.
The two proposed antenna architectures preserve the compactness and cost con-
straints of UT antennas, whereas one can be thought of as the “dual” architecture of
the other: the central element of the S-UCA is a passive reflector surrounded by poten-
tially active antenna elements (Figure 2.8(a)), whereas in the case of S-PA the central
element is an active antenna surrounded by a ring of passive reflectors (Figure 2.8(b)).
It should be noted that the S-PA necessitates a more complicated control circuit as
compared to the S-UCA which requires a simple conventional antenna switching mech-
anism, resembling a classical switched UCA topology with the mere modification of
inserting a common central passive reflector. On the other hand, the RF switch needed
for changing the RF path among the S-UCA antenna elements constitutes a liability
in terms of additional insertion losses.
Notice that [BKSK10] proposes a compact single RF antenna system assisted by
passive elements extracting a maximum diversity order of 3 (equal to the number of
the considered basis beampatterns) in multiuser environments. However, the optimal
antenna loading conditions are found according to the instantaneous SNR, thus adding
extra computational complexity and delay. On the contrary, in our work the optimal
loads are found off-line within a single-step design and remain fixed during communi-
cation. More important, tuning the antenna loads at such small spacing degrades the
antenna efficiency, unless a dynamic matching circuit is assumed, thus complicating
the whole system design. The efficiency degradation is an important issue addressed in
this work.
Another relevant previous work on miniaturized antenna systems with desired an-
tenna properties is [HSB+06] which describes a method to design a decoupling and
matching network (DMN) for a set of preselected desired beampatterns and for com-
pact antenna arrays. The present work is different from [HSB+06] the following ways
(i) A single active antenna and, thus, a single radio is used in the proposed architec-
tures compared to the all-active antenna system of [HSB+06];
(ii) The DMN with shunt connections between the ports in [HSB+06] results in sig-
nificant bandwidth reduction, enhanced Ohmic losses and, thus, smaller power
gain compared to the type of uncoupled port matching of the proposed antenna
systems [MKAL06; Alr11];
(iii) In the proposed work, we are able to express analytically the desired antenna
properties in terms of antenna efficiency and diversity as function of the antenna
loading conditions; This permits the proposed reduced-complexity radio architec-
tures to be optimized for both antenna efficiency and angular diversity using a
single optimization procedure (as described in Section 2.2.2). However, [HSB+06]
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follows a different approach according to which two iterative processes are re-
quired; The first iterative process aims at designing a DMN fulfilling the power
conservation under a hypothetical lossless network assumption and certain desired
port pattern properties whereas the second iterative process describes the creation
of a realizable lossy DMN.
In the following, Section 2.2.1 presents the system model whereas Section 2.2.2 de-
scribes the proposed UT antenna design approaches. Section 2.2.3 encompasses various
practical enhanced receive SC antenna design examples as well as their performance
evaluation.
2.2.1 System Model
The downlink scenario of a single cell multiuser wireless communication system is con-
sidered with one BS serving N UTs. We assume the BS equipped with M uncorrelated
antennas whereas each of the UTs has K beams serving as K virtual antenna elements.
A narrowband, quasi-static fading channel model is considered so that the channel re-
sponse remains constant during one time slot and then it abruptly changes to a new
independent realization. At the beginning of each time slot, the base station is initial-
ized subject to a random beamforming vector and retains its beamforming configuration
constant over the slot. Collecting signals received from K beams at the ℓth UT into
one vector yℓ ∈ CK×1, we get
yℓ = (η R)
1/2Hw,ℓ︸ ︷︷ ︸
Hℓ
w s + nℓ, (2.19)
where s ∈ C1×1 is the transmitted symbol whereas the transmit power level is fixed
at P (i.e., E{|s|2} = P ). w ∈ CM×1 is the transmit beamforming vector applied at
the BS in a random fashion with unitary allocated power (i.e., ‖w‖2 = 1). nℓ ∈ CK×1
is the noise vector at the ℓth UT having i.i.d. circularly symmetric Gaussian entries
with zero mean and variance σ2n, i.e., nℓ ∼ CN
(
0, σ2nIK
)
. Assuming closely spaced
antennas on the receiver side and UTs equipped with identical antenna systems, the
spatial correlation and the antenna efficiency are modeled by the receive correlation
matrix R ∈ CK×K and the efficiency of the UT antenna system η ∈ [0, 1], respectively.
Hℓ ∈ CK×M is the total channel matrix, 〈Hℓ〉kj being the complex channel gain from the
jth antenna at the BS to the kth antenna at the ℓth UT, given by Hℓ = (η R)
1/2 Hw,ℓ.
This equation results by applying the well-established Kronecker model [SFGK00] with
singe-sided (i.e., only receive) correlation, incorporating the receive antenna efficiency.
Hw,ℓ ∈ CN×M has i.i.d. entries distributed as 〈Hw,ℓ〉kj ∼ CN (0, 1).
The equivalent SIMO channel hℓ ∈ CK×1 at the ℓth UT can be written as hℓ =
Hℓ · w,where 〈hℓ〉k is the equivalent channel seen at the kth antenna. Thus, the SNR
perceived by the kth antenna at the ℓth UT is given by γℓ,k = P |〈hℓ〉k|
2 /σ2n.
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2.2.2 Enhanced Selection Combining Antenna Architectures
In this section we describe the two proposed antenna architectures for enhanced SC
at the UT, i.e., the S-UCA (Figure 2.8(a)) and the S-PA (Figure 2.8(b)). The S-UCA
and the S-PA are smart antenna systems that present a significant advantage over their
classical all-active antenna array counterparts: they are able to control their beampat-
terns as any smart antenna system, while being implemented using a single RF chain.
The suggested architectures are depicted with wire antenna elements in Figure 2.8.
However, it should be noted that the following analysis is general regardless of the
specific antenna element deployed and that the proposed designs accept any kind of
antenna elements that can be practically integrated into compact UTs, such as printed
monopoles, slot antennas, planar inverted-F antennas (PIFAs), fractal antennas, etc.
2.2.2.1 Switched Uniform Circular Array
The first proposed UT antenna architecture is a S-UCA comprising a ring of K antenna
elements (elements 1, 2, . . . , K in Figure 2.8(a)) surrounding a central common passive
reflector (element 0 in Figure 2.8(a)) at relative local angles of 0, 2π/K, . . . , (K − 1)2π/K,
respectively. According to the antenna SC, only one antenna out of the K available
ones is active at each slot, i.e., connected to the single RF chain via a switch and used
for communication. The passive reflector is short-circuited and loaded with a reactance
jXL rather than being connected to the RF port. The passive reflector is fed inductively
by radiated energy coming from the active (driven) element.
The kth (active) antenna, k ∈ {1, 2, . . . , K} has a corresponding beampattern Bk(ϕ)
given by
Bk(ϕ) = iTαk(ϕ), (2.20)
where the azimuth angle ϕ denotes the angle of arrival (AoA). αk(ϕ) is the 2 × 1
response vector given by
αk(ϕ) =
[
1 e−jκr cos[ϕ−(2π/K)(k−1)]
]T
, (2.21)
where r is the radius of the S-UCA corresponding to the spacing between each ith
antenna and the passive reflector. Let IA and IP denote the current on each ith an-
tenna and the current induced on the passive reflector, respectively. i ∈ C2×1 is the
corresponding current vector, given by
i = vs (Z + XL)
−1 u = [IA IP]
T . (2.22)
From (2.20)-(2.22) notice that the beampatterns Bk(ϕ), k ∈ {1, 2, . . . , K} are circularly
symmetric to each other. In (2.22), vs represents the transmitted voltage signal source
with the amplitude and the phase from the driven RF port whereas u = [1 0]T .
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Figure 2.8: The proposed UT antenna configurations. (a): S-UCA of K antenna
elements surrounding a single passive reflector (PR, element 0). (b): S-PA of K passive
reflectors surrounding a single active element (element 0).
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Z ∈ C2×2 is the mutual impedance matrix given by
Z =
[
ZAA ZAP
ZPA ZPP
]
, (2.23)
where ZAA and ZPP is the self-impedance of each kth antenna and of the passive
reflector, respectively. ZAP = ZPA is the mutual impedance between each kth antenna
and the passive reflector. The loading matrix XL ∈ C2×2 can be defined as
XL := diag ([Zo + ZM jXL]) , (2.24)
where Zo denotes the terminal impedance at the active port (equal to the characteristic
impedance of 50 Ohm). ZM = RM + jXM represents the matching impedance attached
to the active element as an additional degree of freedom (besides jXL) when optimizing
the antenna system for efficiency and diversity.
Defining the vector
B(ϕ) := [B1(ϕ) B2(ϕ) . . . BK(ϕ)]T (2.25)
and assuming a uniform PAS, the correlation matrix R, whose entry 〈R〉kj denotes the
correlation between the kth and jth beam, can be written as
R =
1
2π
∫ +π
−π
B(ϕ)BH(ϕ) · dϕ, (2.26)
where 12π
∫ +π
−π Bk(ϕ)B∗k(ϕ) · dϕ = 1, 〈R〉kk = 1 and 〈R〉kj = 〈R〉jk , k, j ∈ {1, 2, . . . , K}
by reciprocity. Notice that R is real-valued for circularly symmetric beampatterns over
a full angular spread [VA87]. Moreover, the structure of R is characterized by the
expression
∀ k ∈ {1, 2, . . . , ⌊K/2⌋}, j ∈ {0, 1, . . . , K − 2} :
〈R〉1+(j mod K),[1+(j+k mod K)]mod K = (2.27)
〈R〉2+(j mod K),[2+(j+k mod K)]mod K
which comes from the topology symmetry of any UCA and from the fact that pairs of
equidistant antenna elements have the same correlation.
The efficiency of the S-UCA is given by
η = 1 − |Γin|2, (2.28)
where Γin is the input reflection coefficient (return loss). Γin is given by
Γin=(Zin + Zo)
−1(Zin − Zo),
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where Zin is the driving point impedance seen by any active antenna such that
Zin = ZAA + ZM +
IP
IA
ZAP = ZAA + ZM −
Z2AP
ZAP + jXL
.
(2.29)
Notice that Zin remains constant ∀k ∈ {1, 2, . . . , K} and thus η is maintained for any
active antenna due to topology symmetry.
In order to find the optimal loading conditions that jointly maximize the S-UCA
efficiency and minimize the maximum correlation among the available set of antennas,
we solve the following optimization problem over the variable loads ZM and XL
maximize
(over RM,XM,XL)
η
subject to max{〈R〉kj} ≤ 0.7, k, j ∈ {1, 2, . . . , K} , (2.30)
0 ≤ RM ≤ RUB,
XLB ≤ XM, XL ≤ XUB.
We have constrained the magnitude of maximum correlation to be less that 0.7, which
is an empirical value at which significant diversity gain is obtained (see the detailed
work in [VA87]). The constraints on RM, XM and XL depend on the realizable range of
the loads, where RUB is the upper bound on RM whereas XLB and XUB are the lower
and the upper bounds on XM or XL, respectively.
2.2.2.2 Switched Parasitic Array
The second proposed UT antenna architecture is a S-PA (see [Thi04] and references
therein). The single active element is surrounded by a ring of passive reflectors where ev-
ery passive reflector is short-circuited and loaded with passive loads via on/off switches,
rather than being connected to the RF port. A S-PA has as many possible main beam-
patterns as the number of passive reflectors (given by K). The characteristics of the
beampatterns (e.g., width, gain, nulls) depend on the passive reflectors loading and
the array dimensions. The S-PA can switch among the K beam positions by properly
controlling the state of the switches. This operation can be performed very fast, e.g. a
PIN diode has a transient switching time in the order of nanoseconds [Poz05].
The proposed S-PA comprises K passive reflectors, i.e., elements 1, 2, . . . , K in
Figure 2.8(b), surrounding the single active element (element 0 in the same figure) at
relative local angles of 0, 2π/K, . . . , (K − 1)2π/K. Similarly to the S-UCA, each of the
K beampatterns (in the far-field) is denoted by Bk(ϕ), k ∈ {1, 2, . . . , K} and is given
by
Bk(ϕ) = iTk α(ϕ). (2.31)
The jth element of the S-PA K × 1 response vector α(ϕ) is given by 〈α(ϕ)〉j =
e−jκr cos[ϕ−(2π/K)(j−1)]. r is the spacing between the active element and the passive
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Figure 2.9: The normalized magnitude of the beampattern B1(ϕ) for the different K-
element S-UCAs.
reflectors and is equal to the radius of the S-PA. The notation ik refers to the vector of
induced currents on the antenna elements, required for creating the ith beampattern,
given by
ik = vs (Z + Xk)
−1 u ∈ CK×1, (2.32)
where vs represents the transmitted voltage signal source. The matrix Z ∈ C(K+1)×(K+1)
is the mutual impedance matrix whose entry 〈Z〉kk, k ∈ {0, 1, . . . , K} is the self-
impedance of the kth antenna element and 〈Z〉kj , k 6= j is the mutual impedance
between the kth and the jth antenna element (where 〈Z〉kj = 〈Z〉jk, k, j ∈ {0, 1, . . . , K}
by reciprocity). The vector u is given by u = [1 0 . . . 0︸ ︷︷ ︸
K
]T.
Let the loading vector x = [X1 X2 . . . XK ] Ohm denote the set of K loads to
be mapped to the K passive reflectors, such that the circular rotation of the loading
vector rotates the beampattern to one of the K angular positions (due to symmetry).
Then, the matrix Xk ∈ C(K+1)×(K+1) can be defined as
Xk := diag([Zo jx̂k]), (2.33)
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where x̂k, k ∈ {1, 2, . . . , K}, is a circular permutation of x at which the ith beampattern
is created and Zo is the terminal impedance at the central active port. The jth element
of x̂k is simply given by X1+[(k+j−2) mod K].
Similar to the S-UCA, defining the vector B(ϕ) as in (2.25) and assuming a uniform
PAS, the K × K correlation matrix R, whose entry 〈R〉kj denotes the correlation
between the kth and jth beampattern, is given by (2.26) whereas the S-PA efficiency η
is given by (2.28). However, in the case of the S-PA, the driving point impedance seen
by the central active element Zin is
Zin = 〈Z〉00 +
1
〈ik〉0
K∑
j=1
〈Z〉0j 〈ik〉j
=
uTZ (Z + Xk)
−1 u
uT (Z + Xk)
−1 u
. (2.34)
Zin remains constant ∀k ∈ {1, 2, . . . , K} and thus η is maintained for all Bk(ϕ), due to
topology symmetry.
In the S-PA case, the optimization problem yielding the set of optimal reactive
loads that jointly maximize the S-PA efficiency and minimize the maximum correlation
among the available set of beams over the reactance space x can be written as
maximize
(over x)
η
subject to max{〈R〉kj} ≤ 0.7, k, j ∈ {1, 2, . . . , K} , (2.35)
XLB ≤ Xj ≤ XUB, j ∈ {1, 2, . . . , K} ,
where XLB is the lower bound and XUB is the upper bound on the realizable range of
the reactances Xj .
Comparing the optimization problems (2.30) and (2.35), we observe that the number
of (real-valued) control variables is limited to 3 in the case of the S-UCA, whereas the S-
PA has 2 ·K control variables. Thus, depending on the value of K (design parameter),
the S-PA may have more degrees of freedom with respect to optimization flexibility
compared to the S-UCA.
From the hardware point of view, while the RF path is switched in case of the
S-UCA, the RF path remains unchanged in the S-PA as the loads surrounding the
central active element are rotated. Mathematically this has been represented by a
constant current vector and a permuting steering vector in the S-UCA case, whereas
a fixed steering vector and a permuting current vector expresses the S-PA switching
mechanism.
2.2.2.3 Average Throughput
Within SC and assuming all UTs equipped with the described optimally loaded S-UCA
or S-PA, the antenna element with the highest SNR γℓ,k is selected to receive the signal
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Table 2.2: Optimized S-UCA Characteristics (η = 1)
Optimal loads (Ohm)
K {RM,XM,XL} Correlation FBR (dB)
2 {45,−32,−3} 〈R〉
12
= 0.0058 9.2
3 {45,−8,−30} 〈R〉
12
= 0.4752 8.8
4 {45,−6,−32} 〈R〉
12
= 0.6000 10.6
〈R〉
13
= 0.2379
5 {46,−27,−10} 〈R〉
12
= 0.6000 5.3
〈R〉
13
= 0.0078
6 {50,−8,−27} 〈R〉
12
= 0.5942 6.3
〈R〉
13
= 0.2030
〈R〉
14
= 0.5935
for the ℓth UT. Once the ℓth UT selects the best beampattern and feeds back the
corresponding SNR γ∗ℓ = max (γℓ,1, . . . , γℓ,K), the BS can schedule the user with the
strongest γ∗ℓ . The resulting average throughput can be computed as [PKP07]
C = E
{
log2
[
1 + max
ℓ=1,...,K
(γ∗ℓ )
]}
. (2.36)
2.2.3 Enhanced Selection Combining Antenna Design Examples and
Performance Evaluation
2.2.3.1 Design Examples using Thin Electrical Dipoles
Throughput Performance
In this part we consider S-UCA set-ups of thin electrical dipoles vertical to the
azimuth plane with r = λ/20 and different number of antenna elements, i.e., K ∈
{2, 3, 4, 5, 6}. The Z matrix is calculated using the analytical formulas shown in the
Appendix 6 obtaining ZAA = ZPP = 73.08 + j42.50 and ZAP = 71.61 + j24.25. In
order to solve the non-linear optimization problem in (2.30), we utilize an efficient
interior point method for non-convex programming [BGN00; WMNO06] available in
MATLAB R© [mat]. We set XLB = −100 Ohm and XUB = 100 Ohm as a feasible
realizable range for XM or XL whereas RM is upper bounded by RUB = 100 Ohm.
The efficiency is found maximum (η = 1) for all S-UCA setups whereas the calculated
optimal loads and correlation values are shown in Table 2.2. The normalized magnitude
of the obtained beampattern B1(ϕ) at the first antenna is illustrated in Figure 2.9 for the
different S-UCA set-ups. The front-to-back ratio (FBR) of the beampatterns, defined
as 20 log10 |B1(0)/B1(π)|, is also included in Table 2.2 which summarizes the favorable
properties of the proposed S-UCA: maximum efficiency, low correlation values and high
FBR are available within a compact single radio UT antenna system.
In order to evaluate the SC via the proposed UT architecture, we consider the
optimally loaded S-UCA with K = 6 antennas. We compare to classical antenna SC
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Figure 2.10: Average throughput as a function of the number of users.
with the same number of diversity branches [SA05]. For this reason, we consider a
conventional UCA of the same radius r consisting of K = 6 dipoles with the same
self-impedance ZAA = 79.33− j19.65. The UCA structure is similar to the proposed S-
UCA structure of Figure 2.8(a), assuming the elements 1, 2, . . . , 6 as the available set of
antennas and omitting the central dipole (element 0). We assume each dipole matched
for maximum efficiency (η = 1). The correlation is given by a real-valued 6× 6 receive
correlation matrix R. From [VA87] the correlation between any two antenna elements
of the UCA assuming uniform PAS is given by 〈R〉kj = 12π
∫ +π
−π e
jκd(k,j) cos ϕ · dϕ =
Jo(κd
(k,j)), where d(k,j) is the distance between the kth and the jth antenna element,
k, j ∈ {1, 2, . . . , 6}. In our case, d(1,2) = 2r sin ((2π/6)/2), d(1,3) = 2r sin ((2π/3)/2)
and d(1,4) = 2r sin ((2π/2)/2). Therefore, we get 〈R〉12 = 0.9755, 〈R〉13 = 0.9273 and
〈R〉14 = 0.9037.
As an upper bound on the achieved average throughput, we also consider the ideal
case of SC with η = 1 and K = 6 fully uncorrelated diversity branches, i.e., 〈R〉kj =
0, k 6= j, k, j ∈ {1, 2, . . . , 6}.
From Figure 2.10 it is evident that SC with the proposed optimally loaded S-
UCA provides a significant increase to the average throughput as compared to the
conventional single antenna UTs as well as to classical antenna SC for M = 2 and
P/σ2n = 0 dB. The observed gain for 3 users is 54% whereas classical antenna SC
achieves only 17% with respect to single antenna UTs, revealing the significance of
the proposed technique for small user populations. For 60 users, where the multiuser
diversity gain dominates, the gain of SC with the proposed S-UCA decreases to 17%,
whereas the gain of antenna SC with conventional UCAs drops to 6.5%. Notice that the
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Figure 2.11: Number of users achieving a target average throughput.
performance of SC with the proposed practical antenna architecture almost achieves
the throughput of the ideal case of 6 fully uncorrelated diversity branches.
Figure 2.11 shows the number of users required to achieve a target average through-
put under different receive techniques (M = 2 and P/σ2n = 0 dB). The figure shows
that the SC with the proposed S-UCA requires almost one sixth the user population
in order to obtain a certain performance compared to single antenna UTs. This con-
firms that SC represents an inherent form of multiuser diversity so that the degrees
of freedom in the maximum selection increases from N to N · K [BS07]. It should be
noted that comparable performance gains of SC using the proposed S-PA compared to
the classical antenna SC have been obtained as illustrated in the simulation results of
[TAPP10b].
Bandwidth Performance
The previous calculations are solely valid at the resonant frequency. In this part we
aim at investigating the frequency response of the proposed antenna system. In general,
the array bandwidth decreases as the mutual coupling level increases which is a natural
phenomenon when considering closely spaced antenna elements where the strength of
the reactive fields increases the quality factor of the antenna system. The problem
worsens when decoupling the antennas using a DMN [MKAL06; Alr11]. In this work,
however, we perform a type of uncoupled matching (i.e., without any shunt connections
between the ports) for maximum efficiency and low correlation. In order to examine
the frequency response of the proposed enhanced receive diversity system we establish
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29mm
CM2 = 0.2pF
CL = 1.035pF
6mm
vs
CM1 = 3.09pF
Zo = 50 Ohm
RF Source
Figure 2.12: A four-element S-UCA design example comprising 60 mm long dipoles of
1 mm radius. At each time instant one dipole (out of the four) is active and closely
coupled to the central passive one that is closed on a loading capacitor CL.
a well-defined design of a four-element S-UCA comprising 60 mm long dipoles, each
having a radius of 1 mm. A stand-alone dipole with these characteristics resonates
at f = 2.5 GHz. A parasitic dipole (passive reflector) with the same dimensions
closed on a capacitor CL is placed at the center of the S-UCA (i.e., XL = (2πfCL)
−1).
Figure 2.12 shows the proposed S-UCA structure depicting only one out of the four
potentially active dipoles in close proximity to the central passive reflector. The RF
source has a characteristic impedance Zo = 50 Ohm and is assumed to be frequency
independent and attached to the S-UCA through a L-section matching network of two
capacitors CM1 and CM2, after which a switch selects one of the four dipoles. An ideal
RF switch modeled as short and open circuit at the on and off state, respectively, is
assumed. The impedance parameters of the antenna system were obtained by full-
wave electromagnetic modeling, using the commercially available electromagnetic wave
simulator IE3D R©. The 2× 2 impedance matrix at the operating frequency of 2.5 GHz
is
Z =
[
113.84 + j36.01 112.27 − j29.30
112.27 − j29.30 113.84 + j36.01
]
.
The values of the matching capacitors and the loading capacitor CM1, CM2 and CL,
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respectively, are obtained by solving the optimization formulation in (2.30) (the opti-
mal values are shown in Figure 2.12) leading to a maximum correlation of 0.5983 and
efficiency of η = 1.
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Figure 2.13: Frequency response of the four-dipole S-UCA design of Figure 2.12.
The frequency response of this S-UCA at the optimal component values is shown
in the (red) solid curve in Figure 2.13 which depicts the absolute value of the input
reflection coefficient (return loss) Γin in dB. The fractional bandwidth is 1.28% which
maps to 32 MHz. It should be noted that an attempt to optimize the bandwidth has
not been attained. Moreover, modern wideband systems requiring more bandwidth do
not usually claim the whole band at one time, thus, the loading values can be tuned
on demand in order to cover other bands as well.
Furthermore, in order to investigate the tolerance of the input return loss on the
antenna loading, we varied CL over a 16 Ohm range in steps of 2 Ohm and obtained
the frequency responses corresponding to the (blue) dotted curves in Figure 2.13. It
is obvious from Figure 2.13 that the change in the load does not alter the operational
bandwidth but it alters the central frequency. This, however, can be recovered by local
handset calibration which is already required in practice to compensate for the user
proximity effects [MT10].
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vsZo = 50 Ohm
Figure 2.14: Practical S-UCA antenna design of four merged PIFA elements at 2.5
GHz.
2.2.3.2 Design Examples using Practically Integrable Antenna Elements
A design example of a S-UCA with antenna elements that can be practically integrated
into compact UTs is the four-modified PIFA antenna system shown in Figure 2.14,
which has been designed on a 50 mm × 50 mm printed circuit board (PCB) (almost
half of the PCB area required for a bar-type phone chassis) operating at f = 2.5 GHz.
The PIFA elements of this antenna system are modified in the sense that the excitation
is done at the edge and the shorting is done in the middle of the element, whereas the
inverse holds in a conventional PIFA element. The four antennas are merged over their
common areas while a common shorting pin is terminated with a loading capacitor CL
mounted on the antenna structure itself (i.e., XL = (2πfCL)
−1). The dimensions of
the antenna are given on the same figure.
Figure 2.15 shows how the proposed structure has evolved from two opposite mod-
ified PIFAs which are merged together. The operation is repeated on the second and
fourth edges of the PCB. The RF source in Figure 2.14 has a characteristic impedance
Zo = 50 Ohm and is assumed to be frequency independent and attached to the S-UCA
through a L-section matching network of a capacitor CM and an inductor LM, after
which a switch selects one of the four ports of the merged PIFA structure (an ideal
RF switch model is also assumed here). The red arrow in Figure 2.14 indicates such
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Figure 2.15: Two opposite merged modified PIFA antennas comprising the building
block of the proposed S-UCA structure of Figure 2.14.
a potentially active PIFA port. The correlation between the PIFA pairs was obtained
by full-wave electromagnetic modeling, using the electromagnetic simulator IE3D R©.
The reference port patterns (i.e., the radiation pattern of each port when excited by a
unit voltage signal and the other ports are terminated with 50 Ohm) at the operating
frequency of 2.5 GHz were extracted and exported to a MATLAB routine out of which
the correlation between the communication beams is found, in a procedure similar to
the one in [APCK12]. The 2 × 2 impedance matrix at 2.5 GHz is obtained as
Z =
[
17.88 + j382.60 1.06 − j29.71
1.06 − j29.71 1.13 + j25.12
]
.
The L-section matching of CM and LM as well as the value of the loading capacitor CL
are optimized for low correlation and maximum efficiency according to the optimization
formulation in (2.30). The optimal values of the load CL and matching elements CM,
LM are given on Figure 2.14. The maximum correlation at the designated values in
Figure 2.14 is found equal to 0.63 whereas the efficiency is η = 0.99. The frequency
response of the antenna is given in Figure 2.16.
Another excellent example of extremely compact antennas for mobile terminals are
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Figure 2.16: Frequency response of the practical receive diversity antenna design of
Figure 2.14.
element couplers [SST06] where the antenna is simply a matching component that
excites the characteristic modes of the ground plane of the mobile device (i.e., the
mobile device chassis modes) [HM71]. This type of antenna, namely the switched-
chassis mode system, is capable of exciting different weakly-correlated modes acting as
virtual uncorrelated antennas. It should be noted that an analysis similar to the one
proposed for the S-UCA or the S-PA system can be also applied to the switched-chassis
mode system.
The work in this section has proposed SC via optimized realistic receive antenna
architectures for compact low cost UTs in multiuser environments. It has been shown
that the proposed compact S-UCA or S-PA antenna systems are able to achieve per-
formance gains in terms of average throughput comparable to widely-spaced antennas,
by properly optimizing the antenna loading conditions for both antenna efficiency and
diversity.
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2.3 Conclusions
In this chapter we have shown how to utilize passive radiators in order to alter the
far-field and the near-field properties of an antenna system and, therefore, to alter the
propagation channel. Specifically, in Section 2.1, this technique has been exploited in
order to enhance the ergodic and outage single-link MIMO performance. On the other
hand, in Section 2.2, the passive radiators have been deployed to virtually increase
the user population in a multiuser diversity system by equipping the user terminals
with reduced-complexity switched-beam systems. By properly optimizing the antenna
terminations, we have demonstrated that efficient and weakly correlated beams may
provide a performance comparable to distantly spaced (switched) antennas. Finally,
these performance gains come at no significant additional cost and hardware complexity.
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3
Parasitic Antenna Systems for
Cognitive Radio Applications
The coexistence of multiple mobile and static users with various data rate requirements
in current wireless network environments is limited by the finite radio resources, espe-
cially the electromagnetic spectrum. The traditional licensing of specific-sized swaths
of the radio spectrum for personal communications has led to the conclusion that a
high percentage of the spectrum becomes underutilized at a specific time and in a spe-
cific geographic location [Com02]. CR is a novel technology paradigm towards efficient
radio spectrum usage. It refers to a wireless communication system intended to enable
a secondary user (SU) to operate in the same frequency subband originally allocated
to a legacy or primary user (PU) [Hay05]. By intelligently utilizing any available side
information about activity, channel conditions, codebooks or even messages of the other
nodes, the SU adapts its transmission parameters so as to preserve the QoS of the PU
while trying to maximize its own throughput. Therefore, mitigating the interference
caused to the PU by the secondary transmissions is a predominant issue.
The advent of the CR concept has led to significant scientific research resulting in
three main CR modes of operation: overlay, underlay and interweave [GJMS09]. In the
first two modes the SU is allowed to simultaneously transmit over the same frequency
band with the PU. The theoretical overlay paradigm assumes the SU transmitter is
aware of the PU’s transmission codebooks and messages and of all the channels in the
PU-SU coexisting system. The SU exploits such knowledge to a) relay the primary
signal with a power large enough to ensure that the SNR at the licensed receiver re-
mains unaffected and b) cancel the PU’s interference caused at the SU receiver. The
underlay model requires knowledge only of the channel between the SU transmitter and
the PU receiver and allows the SU to communicate subject to the resulting interference
at the PU receiver is not exceeding the imposed interference temperature constraint
[GJMS09]. Transmit precoding with power control, known as cognitive beamforming,
falls under this category. On the other hand, the interweave system, referred to as op-
portunistic spectrum access (OSA), does not permit concurrent PU-SU transmissions.
The SU should be able to perform spectrum sensing and identify vacant frequency sub-
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bands, the so-called spectral white spaces, in order to communicate with its intended
receiver. Since the SU transmitter is not required to have knowledge of the channels
and of the PU’s messages and due to its theoretical promise to avoid simultaneous com-
munications with the PU system, the OSA is considered more practical and favorable
from implementation point of view. For instance, the OSA is the approach adopted in
the first standardization effort of the CR technology within the IEEE 802.22 standard
[SCL+09]; consequently, spectrum sensing is a key element for the establishment of the
CR concept.
Focusing on OSA, the CR transceiver has to monitor the available frequency spec-
trum and reconfigure to transmit on a different frequency when necessary. Spectrum
sensing over various frequency subbands and radio reconfiguration impose certain chal-
lenges on the CR hardware and the antenna design [GHH+08]. This chapter addresses
the major design challenges of antenna systems intended for cognitive transceivers un-
der compactness constraints by proposing CR sensing and communication techniques
using reduced-complexity smart-antenna CR transceiver architectures. The antenna
systems proposed henceforth are based on parasitic antenna theory, and specifically, on
the ESPAR single-radio parasitic array architecture featuring low-power consumption,
low cost and ease of fabrication. This antenna system is firstly presented in Section
3.1. Section 3.2, provides an overview of the design challenges with regards to sensing
over different frequencies and angular directions, referred to as spatial spectrum sensing.
Subsequently, we describe a novel approach based on the ESPAR antenna theory aim-
ing at making spatial spectrum sensing feasible for lightweight terminals. The idea is to
replace the wideband antenna required for sensing over a large bandwidth by a tunable
narrowband antenna for both sensing and communication purposes. The flexibility of
the proposed antenna system lies in its capability to scan both the frequency and the
spatial resource dimension simultaneously via a single RF chain within a miniaturized
antenna system. This is done by properly tuning a set of reactive loads connected to
a group of parasitic elements closely coupled to the driven (active) element. By doing
so, the operational frequency subband leaps to another subband (frequency tuning).
Moreover, at every subband, circular permutations of the reactive loads rotate the nar-
rowband beampattern to different angular positions giving the cognitive transceiver the
capability of sensing over various segments of the space.
Exploiting the spatial spectrum sensing concept, Section 3.3 describes spectrum
sensing using single-radio switched-beam arrays with reactance-loaded parasitic ele-
ments based on the ESPAR architecture. As in Section 3.2, circular permutations of
the reactive loads at a given frequency rotate the narrowband beampattern to dif-
ferent angular positions dividing the whole space around the cognitive receiver into
several angular subspaces. The beampattern directionality leverages the performance
of spectrum sensing algorithms like energy detection by enhancing the receive SNR.
Moreover, the selection combining across the weakly correlated beampatterns gives rise
to a diversity action further boosting the probability of detection.
Finally, Section 3.4 presents the concept of analogue orthogonal precoding allowing
to null the interference toward a number of K PUs. Orthogonal transmission toward K
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undesired receivers via conventional digital beamforming techniques requires at mini-
mum K + 1 active transmit antennas. As the RF complexity increases linearly with
the number of active antennas, orthogonal transmit precoding becomes impractical for
simple user terminals. We propose an alternative solution utilizing the ESPAR an-
tenna system. The presented orthogonal precoding technique emulates classical digital
orthogonal precoding for suppressing the interference toward a number of users, but
with a highly reduced RF complexity.
3.1 ESPAR Antenna Theory
A parasitic antenna consists of one or more parasitic elements, i.e., antenna elements
terminated with passive loads rather than being connected to the RF port. The par-
asitic element is fed inductively by radiated energy coming from the driven element
(i.e., the element connected to the RF port of the transceiver). If the parasitic element
radiates away from the driven element, it is called a director which is usually the case
when loading the parasitic element with an inductive load (positive reactance). If the
parasitic element radiates toward the driven element, it is called a reflector which is
usually the case when loading the parasitic element with a capacitive load (negative
reactance).
Parasitic antenna systems have been widely used over many years for military and
later for commercial analogue TV reception via the well-known Yagi-Uda antenna (the
ladder antenna), usually seen on buildings’ rooftops. This directive antenna system is
mechanically steered toward the angular direction that maximizes the quality of the
received signal. In 2000, the ATR labs in Japan developed a smart antenna system
referred to as the ESPAR (electronically steerable parasitic array radiator) antenna
[OI04; OG00]. A (K + 1)-element ESPAR antenna has a central active element sur-
rounded circularly by K parasitic elements. Every parasitic element is closed on (i.e.,
terminated with) a variable reactive load which is usually a variable reactor (varactor)
diode or an arrangement of varactor diodes. The ESPAR beampattern is controlled
in the analogue domain via DC control signals that properly reverse bias the varactor
diodes within a given range of values. The K parasitic elements are kept at quarter of
a wavelength away from the central active element so that the tuning of the parasitic
elements’ loads does not affect the input (driving point) impedance (and hence the
efficiency) of the antenna system.
The ESPAR was mainly intended as an adaptive antenna that maximizes the signal
to SINR by properly steering the beam gain and null [SHOK04]. Parasitic antenna sys-
tems with compact dimensions have been proposed in [AKPP09b] for analogue MIMO
where the different datastreams are smartly encoded onto the set of the reactive loads,
i.e., the information is embedded within the angular variations of the beampatterns.
The ESPAR antenna is a smart antenna system that presents a significant advantage
over its predecessors: it is able to control its beampatterns as any smart antenna system,
while being implemented using a single active element and K parasitic elements placed
around the active one.
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Figure 3.1: The (K + 1)-element ESPAR antenna system.
To form a beam in space, several parasitic elements are installed near the main radi-
ating elements and are electromagnetically coupled (e.g., Fig 3.1 with half-wavelength
thin electrical dipoles dipoles). The parasitic elements are short-circuited and loaded
with varactors that control the imaginary part of the parasitic elements’ input impedances.
By adjusting the varactors’ response, the beampattern of the ESPAR antenna system
can be controlled to direct its gain and null toward certain directions in an adaptive
or predefined fashion. It should be noted that the S-PA presented in Section 2.2 is
a specific application of an ESPAR antenna system with a fixed number of different
possible beampatterns, equal to the number of parasitic elements.
The currents on the ESPAR antenna elements are induced by mutual coupling with
the current on the central active element according to the following equation [OG00]
i = voc (Z + X)
−1 u︸ ︷︷ ︸
weq
, (3.1)
where i ∈ C(K+1)×1 is the current vector In (3.1), voc is the open-circuit voltage of the
exciting signal source at the central feeding element with the amplitude and the phase
from the driving RF port (during transmission) or the open-circuit voltage induced at
the central active element during reception. The vector weq = [Z + X]
−1 u is termed as
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the “equivalent weight vector” [SHOK04]. The matrix Z ∈ C(K+1)×(K+1) is the mutual
impedance matrix whose entry 〈Z〉kk is the self-impedance of the kth antenna element
and 〈Z〉kj , k 6= j is the mutual impedance between the kth and the jth antenna
element, where 〈Z〉kj = 〈Z〉jk , k, j ∈ {0, 1, . . . , K} due to reciprocity. u is a selective
vector
u = [1 0 . . . 0︸ ︷︷ ︸
K
]T. (3.2)
Let the loading vector x = [X1 X2 . . . XK ]
T Ohm denote the set of K loads to be
mapped to the K parasitic elements. Then, the matrix X ∈ C(K+1)×(K+1) can be
defined as
X := diag([Z jx]). (3.3)
In (3.3), Z = Zo is the terminal impedance at the central active port (at transmission)
or Z = ZL is the load impedance of the receiver, i.e., the output impedance of the LNA
(at reception). It is usually assumed Z = 50, i.e., that Z is equal to the characteristic
impedance of 50 Ohm for matching purposes.
The beampattern of the ESPAR antenna in the far-field is obtained generally as
B(Ω) = iTα(Ω) = vocwTeqα(Ω) (3.4)
where the solid angle Ω (in steradians) represents the AoD (at transmission) or the AoA
(at reception). α(Ω) is a column vector of the isolated patterns of the ESPAR antenna
elements corresponding to the response vector (at reception) or the array steering vector
(at transmission) and is given by the antenna geometry. In the azimuth plane, the kth
parasitic element is placed at a relative local angle of ϕk = (k − 1)2πK , k ∈ {1, . . . , K},
thus we obtain
α(ϕ) =
[
1 e−jκd cos(ϕ) . . . e−jκd cos(ϕ−(K−1)(2π/K))
]T
, (3.5)
where d is the radius of the ESPAR, equal to the spacing between the central active
element and the parasitic elements.
Assuming negligible ohmic losses, any losses in the ESPAR system may result from
the mismatch between the source impedance and the input impedance seen by the
central active antenna. The input impedance Zin of the active element and the cor-
responding reflection efficiency because of impedance mismatch can be respectively
written as
Zin = 〈Z〉00 +
1
〈i〉0
K∑
k=1
〈Z〉0k 〈i〉k =
uTZ (Z + X)−1 u
uT (Z + X)−1 u
, (3.6)
η = 1 − |Γin|2, (3.7)
where the input reflection coefficient Γin is given by
Γin = (Zin + Z)
−1(Zin − Z∗). (3.8)
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The 7-element ESPAR [OG00] is a concrete application of the ESPAR theory over
which a fast beamforming algorithm, described in [SHOK04], is employed.
3.2 Spatial Spectrum Sensing for Small Cognitive Radio
Transceivers
Spectrum sensing is an essential component of an OSA CR system aiming to obtain
awareness regarding the spectrum occupancy and the PU activity in a specific region.
The key role of spectrum sensing is to identify transmission opportunities for the SUs
by detecting unoccupied spectrum segments with as much accuracy and low latency as
possible. Apart from the frequency dimension, spectral white spaces can be observed
across other dimensions such as the angle (referred to as space herein), rendering the
spectrum sensing a multi-dimensional CR functionality [YA09]. The spatial dimension
can reveal additional transmission opportunities through sensing along different direc-
tions over different beampatterns. The so-called spatial spectrum sensing is conven-
tionally implemented using multiple RF chains connected to antenna elements spaced
typically by half the carrier wavelength, making the scheme practical for base stations
and access points where size, cost and complexity are affordable [TZNZ09]. However,
spatial spectrum sensing has not attracted much attention when considering compact
lightweight CR terminals. It is the subject of this section to address the major design
challenges of cognitive antenna systems intented for size and cost constrained terminals
supporting spatial spectrum sensing. Our approach is influenced by the breakthrough
work in [SHOK04] and [AKPP09b] where single RF chain transceivers incorporating
low-cost passive or parasitic elements have been proposed for analogue beamforming
and compact analogue MIMO systems, respectively.
In this section, we first provide an overview of the antenna design challenges and
hardware constraints faced in CR systems employing OSA. A concise description of
the spatial spectrum sensing approach and its implementation requirements is also
provided. To this end, we propose an enhanced cognitive antenna system that is cabable
of spatial spectrum sensing comprising a low-cost narrowband antenna tunable over a
wide spectrum (frequency-agile antenna).
3.2.1 Design Challenges and the Role of the Spatial Dimension
Spectrum sensing is an essential component of a CR system aiming at obtaining aware-
ness regarding the spectrum occupancy and the PU activity in a specific area. Various
approaches, enabling algorithms and aspects of spectrum sensing for CR applications
can be found in [YA09]. In this section, we describe in brief the hardware and an-
tenna challenges associated with spectrum sensing. Moreover, we introduce the spatial
spectrum sensing concept exploiting the space resource for CRs.
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3.2.1.1 Design and Hardware Requirements of Spectrum Sensing
In order to protect the legacy users from interference, a versatile radio is required to
monitor the spectrum, sense the existence of PUs and vacate the frequency channel
whenever PU activity is detected resuming operation on another spectral white space.
The aforementioned actions should be performed fast enough to ensure interference-
free communication for the PUs as well as a virtually seamless SU transmission. This
imposes certain requirements on the CR front-end declared by the need for high speed
processing units (DSPs, FPGAs) to perform computationally demanding signal pro-
cessing tasks with relatively low delay. Moreover, spectrum sensing demands high
sampling rates and high resolution ADCs with small power dissipation ensuring good
battery lifetime for portable devices [YA09]. The large dynamic range of the ADCs is
an important issue especially with regards to the detection of weak PU signals such
as the low-power wireless microphone emissions over the TV spectrum [SCL+09]. In
[BRJ08] the ADC parameters which restrict the implementation of current ADCs in CR
terminals supporting spectrum sensing are outlined and the main ADC architectures
are presented.
In order to utilize all the available spectral opportunities, sensing should be per-
formed over a wide bandwidth, often spanning a frequency range greater than 1.4 GHz
[GHH+08]. However, wideband antennas generally have higher complexity and big-
ger size invoking significant problems for handheld devices and necessitating actions
toward size economies [YA09]. Specifically, a wideband antenna with small dimen-
sions compared to the carrier wavelength has low efficiency, denoted by the ratio of
the radiated power to the power fed into the antenna [GHH+08]. This, in turn, cre-
ates problems in designing wideband antennas for compact CR terminals operating at
low frequency bands. Furthermore, narrowband antennas inherently provide a level of
bandpass filtering alleviating the need of complicated RF filter circuits. In addition,
the selectivity circuit of the RF filter should be tunable so that the CR transceiver can
operate over multiple subbands. [Tan06] describes two tunable bandpass filters using
varactors for CR implementations in the VHF and UHF bands, respectively. It should
be also noted that the large operating bandwidths impose additional requirements to
the power amplifiers [YA09].
While the spectrum sensing is a wideband operation, the SUs often communicate
over a narrower channel bandwidth (e.g., as in GSM, UMTS, WiMAX, ATSC / NTSC).
For this reason, it is conjectured that there is a need for a wideband antenna for sensing
while a narrowband antenna with a reconfigurable frequency would handle communica-
tion [GHH+08]. For example, the IEEE 802.22 customer premise equipments (CPEs)
are equipped with a wideband omni-directional antenna for spectrum sensing whereas
a narrowband directional antenna communicates with the base station [SCL+09]. The
approach of using two different antennas for sensing and communication is often com-
bined with a dual-radio architecture allowing the spectrum sensing and communication
processes to run in parallel over two distinct radio chains [GHH+08]. This has the
advantage of continuous, thus, more accurate spectrum monitoring at the expense of
increased DC power consumption and extra RF hardware cost and complexity [YA09].
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It should be noted here that a single wideband antenna could be sufficient for both
chains [YA09] [GHH+08]. On the other hand, in [KEH+08] the authors present two
architectures of integrated wideband and narrowband antennas into the same volume
for parallel and switched operations, respectively. This integration is an implemen-
tation choice of great importance in handheld devices with limited physical area. In
the second architecture presented in [KEH+08], the switching between narrowband /
wideband operations usually implies a single-radio architecture supporting spectrum
sensing and communication on different time slots. As a result of the non-continuous
sensing over limited time intervals, only a certain accuracy can be guaranteed for the
spectrum sensing results [YA09]. However, due to its simplicity and lower cost, the
single-radio architecture is a strong candidate for compact CR devices [GHH+08].
The switching between the narrowband and the wideband operations in [KEH+08]
is performed via a reconfigurable antenna by selectively switching in and out parts of
the antenna structure. Antenna reconfiguration can be also achieved by changing the
antenna geometry via mechanical movement or by adjusting the loading or matching of
the antenna using an external circuit [GHH+08]. The proposed spatial spectrum sensing
approach described later in this section falls within the last category; however, the
dynamic matching of the driven or active element (i.e., the antenna element connected
to the RF port of the transceiver) in our work will be implemented without any direct
connection to the RF path, thus avoiding possible insertion losses.
3.2.1.2 Spatial Spectrum Sensing for Cognitive Radios
Conventional sensing methodologies identify transmission opportunities across three
main dimensions [YA09]:
• frequency: at a particular time instant, certain frequency subbands may be oc-
cupied and others may be empty
• time: a certain frequency subband may be occupied in one time instant and might
be vacant in another time
• geographic area: radios located at different geo-positions could detect different
spectral white spaces due to their physical separation
However, it has been suggested (see [YA09] [GHH+08] and references therein) that or-
thogonal PU-SU transmissions can also be achieved by exploiting the angular or spatial
dimension. For example, knowing the AoA of the PU signal, a transmission opportunity
can be created by communicating on another direction without causing interference to
the PU. Alternatively, a SU equipped with a directive steerable antenna can monitor
the frequency spectrum in all directions supporting spatial spectrum sensing. In this
manner, the SU is able to identify angular directions vacant of PU activity in a given
frequency, referred to as spatial-spectral white spaces. Thus, spatial spectrum sensing
unveils new opportunities for transmission enhancing the secondary system capacity.
Increasing significantly the spatial resolution by creating very narrow steerable
beams would theoretically increase the transmission opportunities. However, this would
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also result in a higher sensing time in order to scan the whole space as well as in a
larger computation and storage task. For this reason, the spatial discrimination should
be selected in accordance with the aforementioned limitations, a design aspect that is
considered in the proposed spatial spectrum sensing approach described in the next
section.
Furthermore, the authors in [TZNZ09] propose a space-time frequency sensing tech-
nique assuming the SUs equipped with antenna arrays that create a number of orthog-
onal concurrent beampatterns. Nevertheless, such systems, as well as the conventional
steerable directive antennas, incorporate an array of active elements, and thus, extra
RF hardware amplifying the cost, complexity and DC power consumption requirements.
Moreover, the spacing of the multiple antenna elements is usually set to half the car-
rier wavelength, leading to large array implementations, especially at low frequencies.
For example, regarding the TV bands, the antenna spacing will be in the order of a
few meters, making the implementation practical only at the base stations. The size
limitations of compact CR front-ends are also taken into account within the proposed
sensing approach, as explained in the following.
3.2.2 A Novel Spatial Spectrum Sensing Approach Based on Parasitic
Antenna Theory
In this work, we shift the paradigm of the parasitic antenna design from analogue
beamforming and analogue MIMO into an analogue cognitive antenna system that is
tunable over the frequency dimension and steerable over the spatial dimension. We pro-
pose a novel antenna system, similar to the ESPAR antenna in principle, but designed
specifically as a space-spectrum sensing antenna system for compactness-constrained
transceivers.
3.2.2.1 Electronic Spatial Spectrum Sensing Passive Array Receptor
(E3SPAR)
The proposed ESPAR antenna paradigm described in the following is referred to as
E3SPAR. The classical ESPAR antenna has the objective of maximizing the SINR,
usually at a given narrowband frequency. However, the main objective in a cognitive
front-end is to jump to different parts of the spectrum in a dynamic manner aiming
at detecting spectal holes as well as exploiting the precious spatial resource (thus ex-
tracting extra degrees of freedom). The main idea we propose in this work is to shift
the operational (resonant) subband of the ESPAR antenna by properly controlling the
set of varactors, i.e., to perform reactive frequency tuning. This is done by first re-
ducing significantly the distance between the parasitic elements and the central driven
element, resulting in a super-directive [OY06] but sensitive array structure due to the
strong reactive fields at quite small spacing. The sensitivity of the array structure to
any loading conditions is exploited in a way that the set of the parasitic elements are
used as a dynamic matching circuit at a given desired frequency subband. Therefore,
now we can express the impedance matrix as a function of frequency Z(f) and we can
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explicitly write the loading vector as a function of frequency
x(f) = [X1(f) X2(f) . . . XK(f)]
T. (3.9)
This means that the parasitic elements can be properly controlled so that the antenna
system resonates at the desired frequency subband by minimizing the input reflection
coefficient Γin(f). Moreover, having found the set of the optimal reactive loads at
a given frequency, the circular permutation of the reactive loads over the parasitic
elements (in a given symmetric antenna topology) shifts the narrow beampattern to
one of the K angular positions due to symmetry without affecting Γin(f). Thus, the
circular rotation of the loading vector x(f) rotates the beampattern to one of the K
angular positions (due to symmetry). Hence, we write the equivalent weight vector at
which the kth beampattern is created as
weq,k(f) = [Z(f) + Xk(f)]
−1 u, (3.10)
where Xk(f) is defined as
Xk(f) = diag([Z jx̂k(f)]) (3.11)
and x̂k(f) ∈ {1, . . . , K} is a circular permutation of x(f) at which the kth beampattern
is created so that the jth element of x̂k(f) is given by 〈x̂k(f)〉j = X1+[(k+j−2) mod K](f).
Finally, the free-space beampattern at the kth angular position is
Bk(Ω, f) = voc(f)wTeq,kx(f)α(Ω, f). (3.12)
In order to find the set of the optimal reactive loads that allow the E3SPAR antenna
system to operate at a given subband, we solve the following optimization problem for
the set of reactive loads x(f)
minimize
x(f)
|Γin(f)|
subject to Xmin ≤ Xk(f) ≤ Xmax, k ∈ {1, . . . , K} ,
where
Γin(f) = (Zin(f) + Z)
−1(Zin(f) − Z∗) (3.13)
and the input impedance is rewritten as a function of frequency as
Zin(f) = 〈Z(f)〉00 +
1
〈i(f)〉0
K∑
k=1
〈Z(f)〉0k 〈i(f)〉k. (3.14)
The constraint on Xk(f) depends on the tunable range of the varactor diodes, where we
usually have Xmin ≤ 0, i.e., capacitive whereas Xmax ≥ 0, i.e., inductive. Notice that
for a specific frequency f , Zin(f) remains constant ∀k and thus Γin(f) is maintained
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∀ Bk(Ω, f), k ∈ {1, . . . , K}, due to topology symmetry.
The set of optimal loads for a given subband is found off-line. The cognitive
transceiver can simply store the sets of the optimal loads in a look-up table, thus
reducing the time required for changing the loading conditions.
The main advantages of the proposed antenna system and its novel aspects over
the state-of-the-art are:
1. The antenna system has a single RF chain, thus it meets the cost constraints of
small terminals, where the cost scales with the complexity of the RF hardware.
2. The antenna system requires the parasitic elements to be very close to the central
active element; hence the antenna system meets the compactness constraints of
the small terminals where the physical area is limited.
3. The tuning of the varactor diodes is done in the reverse bias state, and hence
the DC power consumption is quite negligible. On the other hand, the varactor
diodes have no insertion loss unlike PIN diodes and other kinds of RF switches
already proposed for reconfigurable cognitive antennas.
4. The strong mutual coupling decreases the antenna bandwidth, and hence the
narrowband antenna system is suitable for cognitive transceivers that try to avoid
any out-of-band radiation when transmitting. Another consequence is that the
cognitive transceiver need not have a sharp (expensive) RF filter as the antenna
systems is a filter by itself.
5. The circular permutation of the reactive loads rotates the narrowband beam-
pattern to one of the K angular positions while keeping the input impedance
unchanged due to symmetry. Consequently, the antenna system is capable of
exploiting the spatial dimension by sensing over one of the K narrowband beam-
patterns.
6. The strong reactive field at such small spacing results in super-gain arrays [OY06].
The directive beampattern, not only spatially filters out the PU signal, but also
enhances the quality of reception due to the high beamforming gain.
On the other hand, the main caveats of the proposed antenna system are:
1. The beampatterns are weakly mutually correlated rather than fully orthogonal
to each other1.
2. The beampatterns are directive at some of the subbands but not at all of them
due to the fundamental limitation of electrically small-sized antennas (the gain-
bandwidth product of an arbitrary antenna system is constrained by its size
[Whe47]).
1Notice, however, that this is a desirable property in compressed sensing applications where a
non-orthogonal basis is needed.
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Figure 3.2: (a) The 7-element E3SPAR antenna consisting of seven monopoles over
a small rectangular ground. (b) Side view of the antenna showing the feeding of the
driven monopole (element 0) and the termination of the parasitic monopoles.
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Figure 3.3: Return loss for the 7-element E3SPAR antenna of Figure 3.1 intended for
spatial spectrum sensing.
3.2.2.2 E3SPAR Antenna Examples
In this part we propose different E3SPAR topologies with different radiation and fre-
quency characteristics. Figure 3.1 shows an example of a 7-element E3SPAR which has
the same topology as the conventional 7-element ESPAR (K = 6); however, the radius
of the antenna system is 6mm corresponding to one twentieth the carrier wavelength at
an operating frequency of 2.5 GHz (rather than quarter a wavelength as in the classical
7-element ESPAR antennas). Figure 3.2(b) shows the side view of the antenna where
the driven monopole (element 0) is fed with an RF signal source whereas the parasitic
monopoles are terminated with passive loads. Notice that the planar structure, as in
the 7-element ESPAR, is quite useful for creating beampatterns over the full azimuth
range. The Z(f) matrix at every desired frequency subband is obtained by the method
of moments (MoM) using the electromagnetic simulator IE3D R©.
Figure 3.3 depicts the absolute input reflection coefficient of the antenna system in
dB, optimized for different frequency subbands, ranging from the TV bands (700− 800
MHz), to the GSM bands (0.9 and 1.8 GHz), up to the ISM bands and beyond. A total
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Figure 3.4: Rotated versions of the narrowband beampatterns of the 7-element E3SPAR
antenna of Figure 3.1 at the resonant frequency of f = 2.45 GHz with 6.5 dBi gain.
PEk refers to the kth parasitic element.
bandwidth of 5 : 11 could be obtained using the compact 7-element E3SPAR. (The
bandwidth is defined as the frequency range where |Γin| is less than −10 dB, i.e., where
the antenna efficiency is above 90%.) Moreover, Figure 3.3 shows that at every set of
loads two or three operational subbands may exist simultaneously; hence the antenna
system need not change its loading condition once a primary activity is detected over
a given subband, but simply needs to change the stop and pass bands of the RF filter
to match another operational subband keeping the same loading conditions.
The proposed antenna system is capable of exploiting the spatial dimension via
rotating the narrowband beampattern by permuting the optimal set of loads circularly
over the parasitic monopoles as shown in Figure 3.4 (where PEk refers to the kth
parasitic element). Accordingly, the narrowband beampattern shifts to one of the K
angular positions due to symmetry. Every beampattern samples a different part of the
space, hence the probability of detecting a spectrum hole at a given subband increases
almost linearly with the number of the beampatterns. It should be noted however that,
as mentioned in the drawbacks of the E3SPAR system (Section 3.2.2.1), this property
does not hold for the low frequency bands where the beampatterns are not directive.
Last but not least, Figure 3.5 shows how a PU signal impinging onto the cogni-
1In general, a frequency range of Λ : 1 denotes that the highest frequency is Λ times the lowest
frequency in the range.
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Figure 3.5: Sensing over the directive narrowband beampattern B1(Ω) of 6.5 dBi gain
at f = 2.45 GHz using the 7-element E3SPAR antenna of Figure 3.1 (the ground plane
is not shown in this Figure).
tive antenna system from the designated AoA is filtered out and hence the cognitive
transceiver detects no primary activity over the designated narrowband (at f = 2.45
GHz) beampattern B(Ω) (spatial-spectral white space). Consequently, the SU can pro-
ceed to communicate at the same frequency as the PU over the depicted beampattern
B1(Ω).
As a second example, we propose the 3-element E3SPAR (K = 2) which is con-
strained to the two dimensions rather than being a planar structure. In this case, Zin(f)
is given by
Zin(f) = 〈Z(f)〉00 + α10(f) 〈Z(f)〉01 + α20(f) 〈Z(f)〉01 ,
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Figure 3.6: Return loss for the 3-element E3SPAR antenna of flat dipoles intended for
spatial spectrum sensing.
where the coefficients α10(f) and α20(f) are calculated as [PDL06]
α10(f) =
〈i(f)〉1
〈i(f)〉0
=
〈Z(f)〉12 〈Z(f)〉01 − 〈Z(f)〉01 (〈Z(f)〉11 + jX2)
[〈Z(f)〉11 + jX1] [〈Z(f)〉11 + jX2] −
〈
Z2(f)
〉
12
, (3.15a)
α20(f) =
〈i(f)〉2
〈i(f)〉0
=
〈Z(f)〉12 〈Z(f)〉01 − 〈Z(f)〉01 (〈Z(f)〉11 + jX1)
[〈Z(f)〉11 + jX1] [〈Z(f)〉11 + jX2] −
〈
Z2(f)
〉
12
. (3.15b)
The antenna system illustrated in Figure 3.6 is implemented using flat-dipoles and
hence can be easily integrated in size-constrained terminals. The antenna system is
composed of three flat dipoles (dipole 0 is the driven one, Figure 3.6) with an inter-
element spacing of 4 mm corresponding to one thirtieth the carrier wavelength at an
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Figure 3.7: The two narrowband beam patterns of the 3-element E3SPAR antenna of
Figure 3.6 at the resonant frequency of f = 2.5 GHz with 5.0 dBi gain.
operating frequency of f = 2.5 GHz [so as to better control Γin(f)], and integrated onto
a substrate of a dielectric constant of ǫr = 4.2 and a thickness of 0.813 mm. Figure 3.6
shows the envelope of |Γin(f)| [i.e., the min |Γin(f)|] in dB, where |Γin(f)| is optimized
for the corresponding frequency bin (the x-axis), as well as |Γin(f)| optimized at 2.5
GHz as an example. The optimal sets of reactances are found by direct exhaustive
search as the dimension of the reactance space is limited to two. Figure 3.6 shows that
the antenna system can have a dynamic tunable bandwidth of 2.6 : 1 indicated by the
red rectangle, but can exploit the spatial dimension mostly over K = 2 narrowband
beampatterns (Figure 3.7) rather than K = 6 as in the 7-element E3SPAR. It should be
noted that in both E3SPAR examples the spatial resolution is limited to a small number
of distinct beampatterns (6 and 2, respectively) in order not to increase prohibitively
the time for scanning the space as well as to avoid complicated antenna designs.
So far, we have provided an overview of the spatial spectrum sensing design chal-
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lenges for CRs employing OSA. Furthermore, we have proposed novel low-profile fre-
quency agile antennas for compact-sized terminals. The E3SPAR antenna, unlike the
classical ESPAR, exploits the mutual coupling between the parasitic elements and the
central active one for tuning the operational subband rather than for maximizing the
SINR. The resonant frequency is varied in a predetermined fashion by properly con-
trolling the varactor diodes, a task not intended by the classical approach of using the
ESPAR antennas with relatively larger inter-element spacing merely for beam-steering.
Moreover, the narrowband beampatterns are controlled in the analogue domain allow-
ing the tunable cognitive antenna system to exploit the precious spatial resource. In the
next section, we will evaluate the performance of spectrum sensing using the proposed
single-radio reactance-loaded switched-beam array architecture.
3.3 Spectrum Sensing via Switched-Beam Antenna Sys-
tems
Several approaches and enabling algorithms of spectrum sensing for CR applications
have been proposed, each having different operational requirements, advantages and dis-
advantages [YA09]. For example, matched filter (MF) detection [Kay98] needs to know
the waveforms and the channels of the PUs whereas cyclostationary detection [Gar91]
requires knowledge of the cyclic frequencies of the PUs being sensitive to timing and
frequency mismatch. Blind algorithms such as energy detection-based methods [Kos02]-
[DAS07] are susceptible to noise power uncertainty but require no a priori knowledge
of the PU signals and are quite popular due to their low complexity and simplicity.
Techniques like cooperative eigenvalue-based sensing [ZLPH09] or multiantenna-based
detection [ZLLZ10] are more immune to noise uncertainty but increase the sensing
complexity.
The use of smart antennas and beamforming systems in CR has also be used in
other directions toward increasing the spectral reuse and improving the sensing perfor-
mance. A directional beampattern is able to focus the energy in specific angles limiting
the interference to unwanted directions and enabling a denser network deployment. In
this context, [SHMM11] studies the maximum number of users that can be allocated
in the same frequency in a CR network using transmit and receive beamforming. In
[HDL07], the SU transmitter is equipped with a smart antenna having multiple active
elements so as to construct a transmission beampattern that is non-intrusive to the
PU link. Further, [DM10] studies the improvement to the cyclostationary-based detec-
tor performance exploiting smart-antenna radio receivers using certain beamforming
algorithms.
Although most of the existing smart-antenna CR techniques rely on systems with
multiple active antenna elements where each element is connected to a separate RF
chain, in the previous Section 3.2 and [TAPP10d; TAPP10c] we proposed “spatial-
spectrum sensing” for scanning both frequency and spatial (angular) resource dimen-
sions via a single-RF frontend. The CR antenna designs proposed therein are based
on the ESPAR antenna which constitutes a low-hardware complexity smart-antenna
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system consisting of one feed radiating element and parasitic radiating elements placed
in the near field of the active radiator.
In this section we aim at studying the spectrum sensing performance using smart
switched-beam antenna systems. The study considers the single-radio ESPAR antenna
structure for the CR receiver whereas the simple energy detection is the deployed
sensing algorithm. The purpose is to detect the existence of a PU signal in the vicinity of
the SU receiver as shown in Figure 3.8. A statistical analytical clustered channel model
is assumed in which the multiple signal paths are organized into wave clusters so that the
PU signal impinges on the SU receiver through a set of P clusters each of a certain mean
AoA and AS. The reactive loads and the load impedance of the ESPAR receive antenna
system are optimized for maximum efficiency and directivity in the beampattern look
direction. At a given frequency, circular permutations of the optimal reactive loads
of the ESPAR antenna rotate the beampattern to different angular positions dividing
the whole space around the cognitive receiver into several angular subspaces. At each
position, PU signal detection is performed over the directional array diagram. It is
shown that beampattern directionality leverages the performance of energy detection
by enhancing the receive SNR. The detection performance is evaluated under different
propagation conditions. The work also considers the case where, after a full space scan
with energy detection being deployed sequentially on every pattern, beam selection
combining takes place by choosing the beam with the highest receive signal energy. The
performance of the scheme is evaluated in a practical clustering environment showing
that the selection combining across the weakly correlated beampatterns gives rise to a
diversity action further boosting the probability of detection.
In the following, we first give the signal model and describe the radio environment.
Then, spectrum sensing over the ESPAR directional beam response is presented and
evaluated under various propagation conditions. Finally, we describe and evaluate the
beampattern selection combining method.
3.3.1 Signal Model and Antenna System
We focus on two-dimensional propagation in the horizontal (azimuth) plane. The an-
tenna system can switch among K directional beampatterns. The look direction and
the free-space response of the kth complex beampattern is ϕk = (k − 1)2πK and Bk(ϕ),
k = 1, . . . , K, respectively, where the azimuth angle ϕ expresses the AoA of the PU
signal. The probability density function (pdf) of the angular distribution of impinging
PU waves (rays) within a cluster, i.e., the PAS, is denoted by A(ϕ). The PAS of a wave
cluster is parameterized by a mean AoA ϕ̄ and AS σ (e.g., in case of a Laplacian PAS
A(ϕ) = cσe
−|ϕ−ϕ̄|/σ, where c = σ∫ 2π
0 e
−|ϕ−ϕ̄|dϕ
is a normalization factor). Analyzing the
directivity gain in the presence of angular distribution of the impinging waves invokes
calculating the distributed directivity gain (DDG) (average beamforming gain) at the
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Figure 3.8: A clustered propagation scenario over which sensing a PU signal using a
switched-beam receive antenna system can be deployed.
kth beampattern as [VA03]
Gk(ϕ) = η
∫ 2π
0 Bk(φ)B∗k(φ)A(φ − ϕ)dφ
1
2π
∫ 2π
0 Bk(φ)B∗k(φ)dφ︸ ︷︷ ︸
Dk(ϕ)
, (3.16)
where Dk(ϕ) is the directivity and η ∈ [0, 1] is the efficiency of the antenna system.
The received passband signal waveform at the kth beampattern in the presence of
a primary user signal is
yk(t) = R
{
[ỹk(t) + nk(t)] e
j2πft
}
, (3.17)
where f is the carrier frequency and ỹk(t) ∈ C is the PU signal received at the kth
beampattern including the effects of fading where the multipath reflections and/or the
scatterers are grouped into clusters and modeled as a single path with an associated AS.
Let N0 denote the one-sided flat noise power spectral density (PSD) and W the signal
bandwidth. nk(t) ∈ C is the 0-mean Gaussian noise process with variance σ2n = N0W
and is assumed to be white both temporally and spatially (i.e., across the different
antenna patterns). The noise and the signal are assumed uncorrelated.
In (3.17), ỹk(t) is the superposition of rays arriving from P power-balanced wave
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Figure 3.9: Configuration of (K + 1)-element ESPAR receive antenna.
clusters. Specifically, it is assumed that the unit energy PU signal s(t) impinges on P
clusters, where the pth cluster has a Laplacian PAS Ap(ϕ), mean AoA ϕ̄p and AS σp,
p ∈ {1, . . . , P} (Figure 3.8). Thus, the PU signal received at the kth beampattern can
be written as
ỹk(t) =
√
PT
P
P∑
p=1
√
Gk(ϕ̄p)hk,ps(t), (3.18)
where PT is the PU transmit power and hk,p ∈ C is the slow-fading channel coefficient
for the pth PU signal received at the kth beampattern. The receive SNR and the total
average DDG at the kth beampattern are respectively given by
γk =
PT
P


P∑
p=1
Gk(ϕ̄p)|hk,p|2

 /σ2n, (3.19)
Gk =
P∑
p=1
Gk(ϕ̄p)/P. (3.20)
For σp = 0
◦ and for deterministic hk,p the signal model in (3.18) accounts for the
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simple case of additive white Gaussian noise (AWGN) channel or, equivalently, free-
space propagation.
We consider directional sensing using a single-radio (K +1)-element ESPAR receive
antenna (Figure 3.9). The kth parasitic element is placed at a relative local angle
of ϕk = (k − 1)2πK , k ∈ {1, . . . , K} and terminated with a varactor Xk controlling
the imaginary part of its input impedance. Considering a specific narrow band, the
equations for the free-space beampattern Bk(ϕ), the equivalent weight vector weq,k, the
matrix Xk, the input impedance Zin, the return loss Γin and the antenna efficiency η,
are taken from Section 3.1 or 3.2.2.1 dropping the frequency dependence. Notice that
here Z = ZL is the load impedance of the receiver, i.e., the output impedance of the
LNA.
3.3.2 Spectrum Sensing over Directional Beam Response
In order to analyze the sensing performance using directional CR receiver, the low-
complexity energy detection is used for spectrum sensing. The goal of spectrum sensing
is to decide between the two hypotheses over the kth beampattern
yk(t) =
{
R
{
n(t)ej2πft
}
, H0
R
{
[ỹk(t) + nk(t)] e
j2πft
}
, H1.
(3.21)
The test or decision statistic is equal to the receive energy over the observation time
interval (0, T ) over the kth beampattern and can be approximated as [DAS03]
Tk =
∫ T
0
y2k(t) ≈
1
2W
2WT∑
i=1
y2k
(
i
2W
)
, (3.22)
where yk
(
i
2W
)
is the ith sample of yk(t) and Nsa = 2WT is the number of samples
1.
When the PU signal is not present (under hypothesis H0), the decision statistic is
the sum of the squares of 2WT 0-mean Gaussian distributed random variables with
variance σ2n, thus Tk will follow a central chi-square distribution. Based on the CDF of
Tk, the probability of false alarm is given by [DAS07]
Pf = Pr(Tk > δ|H0) = Γ
(
WT, δ/2σ2n
)
/Γ(WT ), (3.23)
where δ is the detection threshold, Γ(a) is the Gamma function and Γ(a, b) is the
unregularized upper incomplete Gamma function [GR00].
Similarly, when the PU signal is present (under hypothesis H1) and for AWGN
channels, the decision statistic Tk has a chi-square distribution with a non centrality
parameter 2WTγk [DAS03]. Based on the statistics of Tk, the probability of detection
over the kth beampattern is given by
Pd,k = Pr(Tk > δ|H1) = QWT (
√
2WTγk,
√
δ/σ2n), (3.24)
1It is assumed that the that the first sample position starts at t = 0.
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where Qz(a, b) is the generalized Marcum Q-function [GR00]. Under Rayleigh fading,
the receive SNR follows an exponential PDF f(γk) = (1/γ̄k)e
(−γk/γ̄k), where γ̄k is the
average receive SNR. Thus, the average Pd,k is given by [Kos02]
P̄d,k = 1 − Γ′
(
WT,
δ
2
)
+
(
γ̄2k + 1
γ̄2k
)WT
e
δ
2(γ̄2
k
+1) Γ′
(
WT,
δγ̄2k
2(γ̄2k + 1)
)
, (3.25)
where Γ′(a, b) = Γ(a, b)/Γ(a) is the regularized upper incomplete Gamma function.
Although the probability of false alarm in (3.23) is not related to the receive SNR
(and the receiving beampattern) as there is no signal, the probability of detection
is a function of γk given in (3.19). Thus, the performance of sensing in terms of
probability of detection can be improved by the DDG of the directional beampattern
enhancing the receive SNR. To illustrate, we evaluate the sensing performance over
a beampattern of specific ESPAR configurations with respect to a standard isotropic
receiver (G(ϕ) = 0 dBi). In these examples, we take into account sensing over the 1st
(k = 1) beampattern (the analysis for other beampatterns is similar). We consider
ESPAR set-ups of K + 1 = 3 and K + 1 = 7 identical half-wavelength thin electrical
dipoles with d = λ/4. The mutual impedance matrix Z of the 3-port receive antenna
system has 〈Z〉00 = 73.07+j42.50, 〈Z〉01 = 40.75− j28.32, and 〈Z〉12 = −12.52− j29.90,
calculated using the analytical formulas shown in the Appendix 6. Similarly, the 7-
element ESPAR has 〈Z〉00 = 73.07 + j42.50, 〈Z〉01 = 40.75 − j28.32, 〈Z〉13 = −0.66 −
j35.93 and 〈Z〉14 = −12.52− j29.90 1. The ESPAR systems are optimized with respect
to ZL and x for maximum DDG in the look direction of the array diagram, i.e., for
maximum G1(0
◦), via the simplex method of [LRWW98] (which is a direct search
method available in MATLAB R©) yielding the optimized antenna parameters in Table
3.1. The 1st array pattern B1(ϕ) of the optimized 7-element ESPAR is shown in
Figure 3.11(a). It should be noted that the remaining optimal beampatterns Bk(ϕ),
k = {2, . . . , K} (i.e., with maximum DDG in their look direction) are simply obtained
by appropriately rotating the reactive loads.
Table 3.1: Optimized ESPAR Parameters
Optimal load Optimal reactive loads G1(0
◦)
(K+1) impedance ZL (Ohm) x (Ohm) (dBi)
3 90.2 − j97.6 [92.4 6.7]T 4.0
7 52.3 − j82.3 [−33.4 − 160.7 80.7 7.0
−160.1 − 33.2 − 71.9]T
It is considered that a single PU signal (P = 1) is arriving over an AWGN channel
and that the direction of arrival is aligned with the look direction of the beam (ϕ̄1 =
0◦). The probability of detection averaged over 10, 000 random channel drops (Monte-
Carlo simulations) versus the input SNR for WT = 10 and Pf = 0.1 is shown in
Figure 3.10. It can be observed that sensing with the directional optimized ESPAR
1The other entries of the Z matrices can be easily obtained from the antenna topology symmetry.
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Figure 3.10: Probability of detection versus SNR for spectrum sensing over the direc-
tional ESPAR beam response (Pf = 0.1, WT = 10).
systems significantly improves the detection performance, resulting in SNR gain of up
to 4 and 8 dB with the 3-element ESPAR and the 7-element ESPAR, respectively.
In practice, the ideal assumption that the PU mean AoA is aligned with the beam
look direction may not be fulfilled. From (3.19) and (3.24) or (3.25), it can be seen that
the probability of detection depends on the mean AoA of the received PU signal(s).
Moreover, it is realistic to account for more severe channel impairments to the signal
reception than simple AWGN, such as the multipath Rayleigh fading. Thus, in this part
a single PU signal is assumed arriving from various possible mean AoAs (Figure 3.11(a))
on the aforementioned optimized 7-element ESPAR receive antenna under Rayleigh
fading and for σp = 0
◦. The calculated DDG G(ϕ̄1) decreases from 7.0 dBi to −0.2
dBi for ϕ̄1 varying from 0
◦ to 50◦. The receiver operating characteristic (ROC) (Pd,1
versus Pf), or equivalently, the complementary ROC (probability of miss detection
Pm,1 = 1 − Pd,1 versus Pf) for the different situations is shown in Figure 3.11(b). The
input SNR is −7 dB. It can be observed, that as the mean AoA deviates from the value
ϕ̄1 = 0
◦ at which the beampattern has bean optimized, the attained DDG decreases,
with a direct impact on the sensing performance.
Furthermore, a non-zero AS can also affect the sensing performance. Here it is
assumed that the mean AoA of the PU signal is kept at ϕ̄ = 0◦ whereas the AS σ1
varies from 0◦ to 50◦. As the AS increases (Figure 3.12(a)), the beampatern diffuses
and the lobes start to smear, whereas the DDG at the look direction decreases. At
high values of AS (e.g., for σ1 = 50
◦ with G1(0
◦) = 4.0 dBi) the array diagram tends to
flatten and tends to approach an omnidirectional diagram, indicating that beamforming
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Figure 3.11: Performance of directional sensing for different values of mean AoA ϕ̄.
(a): Array diagram B1(ϕ) of the optimized 7-element ESPAR and an impinging PU
signal with various mean AoA. (b): Complementary ROC curve under Rayleigh fading
(−7 dB SNR, WT = 10).
77
3. PARASITIC ANTENNA SYSTEMS FOR COGNITIVE RADIO
APPLICATIONS
30
210
60
240
90
270
120
300
150
330
180 0
 
 
σ1 = 0
◦
σ1 = 10
◦
σ1 = 20
◦
σ1 = 30
◦
σ1 = 40
◦
σ1 = 50
◦
−3
−13
7 dBi
(a)
10
−3
10
−2
10
−1
10
0
10
−3
10
−2
10
−1
10
0
Probability of false alarm
P
ro
b
a
b
il
it
y
o
f
m
is
s
d
et
ec
ti
o
n
 
 
σ1 = 0
◦
σ1 = 10
◦
σ1 = 20
◦
σ1 = 30
◦
σ1 = 40
◦
σ1 = 50
◦
Isotropic
(b)
Figure 3.12: Performance of directional sensing for different values of AS σ. (a): Array
diagram B1(ϕ) of the optimized 7-element ESPAR for various values of AS of the
impinging PU signal. (b): Complementary ROC curve under Rayleigh fading (−7 dB
SNR, WT = 10).
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gains under rich scattering environments are not so significant. Figure 3.12(b) shows
that the sensing performance is affected in a way similar to the case of mean AoA
misalignment with the beam look direction.
Table 3.2: DDG of the Optimized 7-Element ESPAR Array
ϕ̄1 = 5
◦ ϕ̄2 = 130
◦
G1(ϕ̄p) (dBi) 7.0 −8.6
G2(ϕ̄p) (dBi) −2.5 −11.4
G3(ϕ̄p) (dBi) −7.0 6.7
G4(ϕ̄p) (dBi) −11.8 −0.5
G5(ϕ̄p) (dBi) −7.4 −6.8
G6(ϕ̄p) (dBi) −7.3 −12.6
3.3.3 Spectrum Sensing via Beam Scanning with Beam Selection Com-
bining
We assume that spectrum sensing is run sequentially on each one of the K ESPAR
optimized beampatterns using energy detection as described in the previous section
under Rayleigh fading. It is assumed that the channel fading coefficient remains un-
changed during each full angular space scan whereas it changes to another independent
realization in a succeeding scan. This assumption is valid for slow fading channels
while assuming that beam scanning and detection over each array diagram happens
fast enough. After a full space scan, the receiver performs beam selection based on
the gathered K test statistics Tk, k ∈ {1, . . . , K}. Specifically, the maximum Tk,
k ∈ {1, . . . , K} is chosen and compared with the detection threshold δ to perform the
sensing test and the combined probability of detection P̄d,SC is thus given by
P̄d,SC = Pr
(
max
k∈{1,...,K}
Tk > δ|H1
)
. (3.26)
Optimizing the beampatterns for the maximum DDG at the look direction has the
additional advantage of resulting in a sufficiently weak correlation across the K array
patterns. In the general case, assuming Kronecker separability and correlation only
at the receiver side [SFGK00] (see also Section 2.2.1), the signal model accounting for
beampattern cross-correlation (under hypothesis H1) can be written as
y(t) =
√
PT (RR)
1/2 hs(t) + n(t), (3.27)
where y(t) ∈ CK×1 is the vector of the K collected received signals upon a beam
scan. h ∈ CK×1 is the vector of slow fading channel coefficients with 〈h〉k =
∑P
p=1 hk,p
and n(t) ∈ CK×1 is the temporally and spatially white noise vector with 〈n(t)〉k =
nk(t). RR ∈ CK×K is the receive covariance matrix that incorporates both the power
79
3. PARASITIC ANTENNA SYSTEMS FOR COGNITIVE RADIO
APPLICATIONS
imbalance and the cross-correlation of the beampatterns
RR = G
1/2R̃G1/2, (3.28)
where G = diag[G1 . . . GK ] and the normalised correlation matrix R̃ ∈ CK×K has
entries
〈R̃〉kj =
〈RR〉kj√
〈RR〉kk 〈RR〉jj
=
∫ 2π
0 Bk(ϕ)B∗j (ϕ)AΣ(ϕ)dϕ√∫ 2π
0 Bk(ϕ)B∗k(ϕ)AΣ(ϕ)dϕ
∫ 2π
0 Bj(ϕ)B∗j (ϕ)AΣ(ϕ)dϕ
. (3.29)
In (3.29), AΣ(ϕ) =
∑P
p=1 Ap(ϕ)/P is the total PAS.
To illustrate, we consider the 7-element ESPAR antenna system described in the
previous part (Section 3.3.2) optimized for maximum DDG at the look direction (Table
3.1) under Rayleigh fading. It is assumed that P = 2 PU signals arrive on the array
through two different clusters with Laplacian PAS A1(ϕ) and A2(ϕ) with ϕ̄1 = 5
◦
and ϕ̄2 = 130
◦, respectively, whereas σ1 = σ2 = 10
◦. These parameters describe a
typical indoor clustered propagation scenario and are similar to those used in the IEEE
802.11 wireless local area network Task Group N [Erc04]. The attained DDGs at every
beampattern at the mean AoA of the PU clusters are summarized in Table 3.2. The
probability of detection versus the input SNR of spectrum sensing with beam selection
via the 7-element ESPAR for Pf = 0.1 is shown in Figure 3.13. The resulting maximum
absolute cross-correlation coefficient is max| 〈R〉kj | = 0.7. The figure also shows sensing
only over the 1st beampattern B1(ϕ) and over a standard isotropic antenna. It can be
observed that sensing over B1(ϕ) improves the probability of detection due to receive
SNR gain as discussed in Section 3.3.2. However, beam scanning with beam selection
combining, along with receive SNR improvement due to the beampattern directionality,
can enable a diversity action that further boosts the probability of detection. Moreover,
the performance approaches the ideal beam selection with uncorrelated beampatterns
(i.e., for R = IK), indicating that indeed the designed beampatterns are approximately
orthogonal.
In this section, we have described directional spectrum sensing using the single-
radio switched-beam ESPAR antenna where PU signal detection is performed on each
antenna pattern. The antenna’s loading conditions have been optimized for maximum
average beamforming gain in the beampattern look direction. The simulation results
showed that the average beamforming gain of the beam response can improve the prob-
ability of detection of the energy detector by enhancing the SNR at the receiver side.
Moreover, by selectively combining the sensing results from the K weakly correlated
beampatterns diversity gains can be added to the cognitive radio system performance.
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Figure 3.13: Probability of detection versus SNR for beam scanning with beam selection
combining under Rayleigh fading (Pf = 0.1, WT = 10).
3.4 Analogue Orthogonal Precoding
Although hitherto Chapter 3 has focused mainly on spectrum sensing, in this part we
present a reduced-complexity communication technique allowing the CR to cancel the
interference caused to K PUs. Analogue transceiver techniques where part of the signal
processing is handled by low-complexity reactance-assisted antenna systems have been
proposed in [AKPP09b; TAPP10d; SHOK04]. In [AKPP09b], the authors describe
analogue spatial multiplexing which is made possible using a single-radio 3-element
ESPAR antenna [OG00]. In Section 3.2 and [TAPP10d; TAPP10c; TWdCR12], we de-
scribed a modified ESPAR antenna system utilized as a cognitive transceiver detecting
spectrum holes over both the space and the frequency resource dimensions simulta-
neously via a single RF chain within a miniaturized antenna system. In [SHOK04],
analogue beamforming has been proposed using a 7-element ESPAR antenna. The
7-element ESPAR antenna is a three-dimensional structure that is too large to fit in
small RF units besides having a complicated DC control circuitry. In this section, we
describe how even simple ESPAR antenna structures (for example a two-dimensional
3-element ESPAR) are able to suppress the interference toward a number of users by
emulating conventional digital precoding. In order to overcome the limitations of such
antenna systems which are constrained in the number of parasitic antennas as well as
in the sense that their tunable passive loads can only take imaginary values over a
restrained realizable range, our analysis introduces an arbitrary vector v ∈ C(K+1)×1
increasing the system flexibility for obtaining the desired ESPAR beampattern. The
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idea proposed herein assumes that the responses of a set of basis beampatterns (pre-
determined by the ESPAR system) to the users toward which interference should be
nulled (i.e., the geometrical interference directions) are perfectly known. The ESPAR
then synthesizes a linear combination of the basis beampatterns using a precoding vec-
tor obtained by zero-forcing over the geometrical interference directions. The arbitrary
vector v is embedded within the precoding vector calculation for obtaining arbitrarily
many theoretical solutions. The realizable solution is the one that the ESPAR can
finally synthesize by searching over the set of the considered reactive loads.
3.4.1 Analogue Orthogonal Precoding
In conventional digital beamforming systems, a transceiver equipped with (K + 1)
antennas can suppress a maximum of K interfering signals, or alternatively, interference
toward up to K single-antenna users can be suppressed. On the other hand, a (K +1)-
element ESPAR transceiver is able to create a set of (K + 1) linearly independent
beampatterns (basis) B(Ω) = [B1(Ω) . . . BK+1(Ω)]T serving as (K + 1) “virtual
antennas” [AKPP09a]. Thus, interference toward N ≤ K single-antenna users can be
also nulled via the single-radio ESPAR system. Assume a transceiver equipped with an
(K+1)-element ESPAR communicating over a fading channel such that the interference
toward N ≤ K single-antenna users should be suppressed. Let hj ∈ C(K+1)×1, where
hTj denotes the fading channel vector from the basis B toward user j, where j ∈
{1, ..., N}, N ≤ K.
Proposition 1 : For an arbitrary vector v ∈ C(K+1)×1 the precoding vector
w =
(
CHC
)−1
CHf (3.30)
is orthogonal to hTj , k ∈ {1, ..., N}, N ≤ K, where f = [1 0 . . . 0︸ ︷︷ ︸
N
]T and
C = [v h1 . . . hN ]
T ∈ C(N+1)×(K+1).
This can be easily proved by solving Cw = f, where the entry 〈f〉j+1 expresses the
desired response toward the jth user, j ∈ {1, ..., N}, N ≤ K, as in zero-forcing beam-
forming [YG06b] [LB03].
Corollary 1 : The beampattern
Bt(Ω) = BT(Ω)w (3.31)
has a null response in the geometrical direction of any jth user, j ∈ {1, ..., N}, N ≤ K.
In order to prove that Bt(Ω) creates zero interference at any jth user, we assume
that the fading channel between the ESPAR transceiver and the jth user comprises
L multi-paths. The ℓth path has complex gain gj,ℓ and angle of departure Ωj,ℓ with
respect to the jth user. The interference signal received at the jth (omni-directional)
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user can be written as
yj =
L∑
ℓ=1
gj,ℓBt(Ωj,l) =
L∑
ℓ=1
gj,ℓB
T(Ωj,ℓ)w = h
T
j w = 0,
by Proposition 1.
Notice that the existence of v in (3.30), (3.31) provides arbitrarily many desired
solutions, i.e., it creates arbitrarily many desired theoretical beampatterns Bt(Ω). We
have seen that the beampattern of the ESPAR antenna in the far-field is obtained
generally as (see also Section 3.1)
Br(Ω) = iTα(Ω). (3.32)
The objective is to synthesize a realizable beampattern Br(Ω) using the ESPAR that
resembles one of the possible theoretical beampatterns given by (3.31), i.e., to minimize
the objective function
d2 = 1 − |̺|2 (3.33)
over v and x, where
̺ =
1√
PrPt
∫
Ω
Br(Ω)B∗t (Ω) · dΩ (3.34)
is the cross correlation coefficient between the theoretical and the realizable beampat-
terns, such that
Pr =
∫
Ω
Br(Ω)B∗r (Ω) · dΩ,
Pt =
∫
Ω
Bt(Ω)B∗t (Ω) · dΩ. (3.35)
Although the ESPAR is constrained in the sense that its tunable loads can only take
imaginary values on a restrained realizable range, the optimization variable v increases
the space of possible solutions.
3.4.2 Simulation Results
We deploy our proposed technique over a simple 3-element ESPAR (K = 2) which is
constrained to two dimensions and hence can be easily integrated in size-constrained ter-
minals, rather than being a three-dimensional structure as in [SHOK04]. The antenna
system illustrated in Figure 3.14 is implemented using thin half-wavelength electrical
dipoles spaced by λ/4. The two passive dipoles are attached to imaginary loads jX1
and jX2 limited to a realizable range of [−j250, j250] Ohms. The mutual impedance
matrix of the system is calculated using the analytical formulas shown in the Appendix
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Figure 3.14: The 3-element ESPAR antenna intended for analogue precoding.
6 as
Z =


73.0 + j42.5 40.7 − j28.3 40.7 − j28.3
40.7 − j28.3 73.0 + j42.5 −12.5 − j29.9
40.7 − j28.3 −12.5 − j29.9 73.0 + j42.5

 .
For illustration, free space propagation over the azimuth plane is assumed, al-
though we note that unlike typical constrained beampattern designs, the free space
assumption is not a requirement of analogue precoding. A choice on the basis B(ϕ) =
[B1(ϕ) B2(ϕ) B3(ϕ)]T is initially made such that a low cross-correlation factor across
the basis is maintained. The basis is shown in Figure 3.15 in dB scale and can be ob-
tained from (3.32) using X1 = −50 and X2 = −50 for B1(ϕ), X1 = 250 and X2 = −40
for B2(ϕ) and X1 = 250 and X2 = −40 for B3(ϕ).
Next, we consider the case where interference should be suppressed toward a sin-
gle user (N = 1) located at ϕ1 = 120
◦. In this case, h1 = α(ϕ1), C = [v h1] and
f = [1 0]T. A number of theoretical beampatterns that can be obtained by arbitrarily
varying v using (3.31) is plotted in Figure 3.16. As it can be observed, a common
characteristic of all beampatterns is that a null toward the direction of 120◦ (indicated
by the black dashed arrow) is attained. In order to synthesize one of the desired theo-
retical beampatterns we minimize d2 in (3.33) over v, X1 and X2 across the realizable
reactance range, utilizing the simplex method of [LRWW98] which is a direct search
method available in MATLAB R© [mat]. The resulting realizable beampattern is de-
picted in Figure 3.17 and is given by X1 = −140 and X2 = −20 corresponding to the
theoretical one at v =
[
−0.86 − j0.77 1.84 − j0.57 −1.01 + j0.79
]T
.
Another scenario is considered where interference should be suppressed toward
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Figure 3.15: The 3 beampatterns that form the basis B(ϕ).
two users (N = 2) located at ϕ1 = 55
◦ and ϕ2 = 120
◦, respectively. In this case,
h1 = α(ϕ1), h2 = α(ϕ2), C = [v h1 h2] and f = [1 0 0]
T. Similarly, by
minimizing (3.33), the resulting realizable beampattern is depicted in Figure 3.18 and
is given by X1 = −40 and X2 = −60 corresponding to the theoretical one at v =[
0.89 − j0.58 1.30 − j1.28 −0.04 + j0.28
]T
.
To summarize, in the last part of this chapter we have enabled orthogonal precoding
for suppressing the interference toward a maximum of K single-antenna users using a
reduced-complexity wireless (K + 1)-element ESPAR system. The proposed technique
requires a single-radio antenna, whereas the parasitic elements require no extra RF
hardware making it a viable option for small terminals where size, cost, and DC power
consumption are major limitations.
3.5 Conclusions
In the CR context, we have shown that a space-steerable, frequency-agile, narrowband
cognitive antenna system is made possible by exploiting the strong mutual coupling
in a compact parasitic array (Section 3.2). The beam directionality and diversity can
be directly employed to enhance the probability of detecting primary activity (Section
3.3). Furthermore, it is possible to emulate a baseband ZF filter using a single active
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Figure 3.16: Possible theoretical beampatterns Bt(ϕ) forming a null toward 120◦, ob-
tained by arbitrarily varying v using (3.31).
antenna coupled to passive radiators for canceling the interference toward a set of legacy
users (Section 3.4).
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Figure 3.17: The realizable 3-element ESPAR beampattern obtained by minimizing
(3.33), forming a null toward 120◦.
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Figure 3.18: The realizable 3-element ESPAR beampattern obtained by minimizing
(3.33), forming nulls toward 120◦ and 55◦.
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4
Non-Cooperative Space-Time
Communication for Energy
Efficiency in Sensor Networks
Space-time coded cooperative transmission has been proposed as a means to prolong
the battery lifetime of conventional single-antenna energy-constrained wireless sensor
nodes. However, newly proposed smart-antenna sensor prototypes enable the existence
of more than one antenna within a single-radio transceiver architecture. Exploiting
such a capability, this chapter proposes simple non-cooperative space-time techniques
for single-RF switched-antenna systems that reduce significantly both the transmission
and the circuit energy consumption. The energy savings of the suggested schemes will
be shown not only against conventional SISO systems, but also against cooperative
diversity schemes in Rayleigh and log-normal shadowed Rayleigh fading channels with
distance-based path loss.
Energy efficiency is a critical issue in energy-constrained WSNs system design. Mo-
tivated by the theoretical potential of MIMO systems to provide the same throughput
or bit error rate (BER) performance as a SISO system in fading channels with a smaller
transmit power requirement [GNP03], MIMO techniques have attracted significant at-
tention toward energy-efficient communications in WSNs. Among the MIMO tech-
niques considered for WSNs, space-time block codes (STBCs) are attractive because of
their linear complexity and simple encoding and decoding requirements [VY03]. How-
ever, due to the physical constraints regarding size, cost, and circuit energy consump-
tion of most conventional sensor nodes, the direct application of STBCs in WSNs is
not feasible. This has led to the cooperative diversity solution allowing single-antenna-
single-radio nodes to cooperate on information transmission so as to form a virtual
multi-antenna array, as described in [CGB04; LCL05; Jay06]. However, scheduling
joint transmissions comes at the cost of increased energy overhead for local information
flow among the sensors. Moreover, although the transmission energy can be reduced,
node cooperation involves more circuit energy compared to a SISO system. These fun-
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damental energy trade-offs are well expressed via the break-even distance indicating that
cooperative MIMO may beat SISO with respect to the total energy consumption per bit
when the communication distance exceeds a threshold value [CGB04; LCL05; Jay06].
Last but not least, applying cooperative STBC requires accurate synchronization among
the sensors in terms of carrier frequency, carrier phase, symbol timing, and timing
phase[LCL05].
On the other hand, recent advances in cost-effective wireless node architectures
in millimeter levels have lead to novel designs of smart antennas for WSNs [LK04;
KKOC10]. The designs are modular and inexpensive, comprising a 2−element switched-
antenna array using a single RF frontend. Unlike prior art where space-time tech-
niques have been considered for WSNs only in a cooperative multi-radio architecture,
herein we exploit these new smart-antenna capabilities in order to introduce simple
non-cooperative diversity techniques for reducing the total energy per bit required for
achieving a target error performance. This is done by first proposing a novel approach
for emulating the Alamouti code [Ala98] via a single-radio switched-antenna system
under fixed-rate BPSK transmission. Further, we evaluate the energy saving capability
of TS STC [VY03] under variable-rate MQAM (M-ary quadrature amplitude modu-
lation) communication. At the receiving node, the switched-antenna design permits
antenna selection for extracting the receive diversity. The proposed non-cooperative
schemes are compared not only against SISO systems, but also against cooperative
STBC, in terms of the total circuit and transmission energy consumption under vari-
ous channel conditions. Specifically, the energy efficiency comparisons are performed
under Rayleigh fading or under composite Rayleigh fading with log-normal shadowing,
whereas the path loss exponent takes different values in its typical range. We also
present an example of the latest single-radio switched-antenna designs onto which the
non-cooperative space-time techniques can be practically deployed.
The rest of the chapter is organized as follows. Section 4.1 presents a set of reduced
complexity space-time codes and demonstrates an example of a switched-antenna pro-
totype for WSNs. The energy expenditure analysis follows in Section 4.2 which is
a modification of previously proposed energy consumption models that differentiates
between the RF frontends and the transmit / receive antennas and considers the cir-
cuitry of switched-antenna systems. Finally, Section 4.3 evaluates the performance of
the different space-time techniques under various system configurations and channel
conditions.
4.1 Reduced Complexity Space-Time Codes and Transceiver
Designs
Several recent lines of research have addressed the multifaceted challenge of constructing
space-time codes with reduced RF hardware from different dimensions. For example,
the authors in [GRJF05] proposed an antenna system of two RF ports exciting two
orthogonal polarizations of the radiated electric field. The proposed antenna system is
capable of changing its polarization state (at the symbol rate via a switching mecha-
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nism) and is used in [FGJF08] for transmitting a 4 × 4 STBC. However, having two
radios per transceiver is still considered costly for wireless sensor nodes. On the other
hand, a transmit diversity technique that emulates the Alamouti code has been pro-
posed in [AKPP09b], using a single radio and two tunable radiators, closely coupled
to the single driven antenna. However, the approach in [AKPP09b] requires a complex
DC control circuitry as compared to the one proposed herein. Moreover, the mutual
coupling of such closely coupled antennas degrades the antenna system efficiency (thus
draining the sensor’s battery) and distorts the desirable omnidirectional coverage. It
should be noted that the omnidirectional coverage is desired as the sensor may need
to broadcast and / or receive from all directions. An example where broadcasting and
eavesdropping are essential functions in a WSN demanding uniform radiation capa-
bilities is the environmental monitoring application in [DCBV07], where sensor nodes
exchange broadcast packets according to a certain communication protocol for orga-
nizing themselves in a clustered network architecture.
In this section, we propose simple STBCs that can be deployed on reduced RF
hardware transceivers. The first technique emulates the Alamouti code for BPSK
signaling via a single RF chain. By this way, a full rate, full diversity, and a delay
optimal code can be constructed with a single radio. The second scheme is a simple
space-time switched-antenna code which can be directly constructed using switched-
antenna systems. The code is full diversity and delay optimal but half-rate (when using
two transmit antennas). Finally, we describe an example of a novel smart-antenna
sensor node transceiver that is capable of constructing the proposed codes while having
a single RF frontend.
4.1.1 Modified Alamouti Code
In this part we describe a modification of the Alamouti code (originally proposed with
two active transmit antennas) that allows it to be constructed with a single radio and
a switched-antenna system, i.e., a single antenna active at a time. The modification of
the code is fully equivalent to the original, thus leading to similar performance gains.
Consider two BPSK symbols x1 and x2, transmitted over two antennas according to the
Alamouti code, and received using NR antennas after propagating through the channel
H. The narrowband received signal model can be written as
Y = HX + n, (4.1)
where Y ∈ CNR×2, X ∈ R2×2 defined as X :=
[
x1 −x2
x2 x1
]
, and n ∈ CNR×2 is a vector
representing the AWGN. The noise is assumed spatially white across the NR receive
antennas, with zero mean and variance σ2n. By introducing an orthonormal 2×2 matrix
U such that UUT = UTU = I, the received signal model can be rewritten as
Y = HUUTX + n
= H̃X̃ + n, (4.2)
91
4. NON-COOPERATIVE SPACE-TIME COMMUNICATION FOR
ENERGY EFFICIENCY IN SENSOR NETWORKS
where H̃ = HU and X̃ = UTX are unitary transformations of H and X, respectively.
Notice that (4.2) is equivalent to (4.1), since H̃ and X̃ are just rotations of H and X,
respectively. However, by setting
U =
1√
2
[
1 1
1 −1
]
,
and considering that in BPSK signaling, x2 is at one of the two possible states: +x1 or
−x1, the block X̃ becomes
• either diagonal, i.e.,
X̃ = UTX =
[
x1 0
0 −x1
]
,
when x2 = x1
• or anti-diagonal, i.e.,
X̃ = UTX =
[
0 −x1
−x1 0
]
,
when x2 = −x1.
The result is quite remarkable in the sense that a transmitter with a single RF frontend
and two transmit antennas will be capable of transmitting the Alamouti code of two
BPSK signals via antenna switching. For example, an RF switch can be used as we
describe later to swap the driven antenna (the RF excitation port) according to the
location of the non-zero entries of X̃, at the modulation rate. On the other hand,
the receiver recovers the received signal exactly as in classical Alamouti decoders, by
constructing the equivalent matrix of H over the two symbol periods. The matrix H
is obtained from H̃ (i.e., H = H̃UT) which can be estimated by training the receiver
using X̃.
Finally, the difficulty of finding a unitary matrix U (whether being real or complex)
that collapses the space-time block code into a matrix of column vectors each with a
single non-zero entry increases as the signaling dimension increases, a drawback that is
addressed in the next part.
4.1.2 Time-Switched Space-Time Code
In [VY03], the TS STC
X =
[
xt 0
0 xt
]
is presented, where 0 means erasure and xt is the symbol of any modulation format.
The associated received signal model is given in (4.1). In this simple scheme, only one
antenna is active at each time slot. Thus, the code lends itself nicely to single-RF
switched-antenna prototypes, transmitting xt from antenna one and two at times 2t
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SPDT
switch
Figure 4.1: Example of an integrated add-on solution with a switched-antenna printed
fractal structure for single-radio sensor nodes.
and 2t + 1, respectively. Although the TS STC extracts the full transmit diversity
(transmit diversity of order 2 in this case), the code is of half rate as each modulated
symbol is transmitted in two time slots. The advantages of this code are
• Being modulation independent as compared to the unitary rotation (transforma-
tion) approach described earlier.
• Switching the antennas can be done at every encoded data-packet pt rather than
at every encoded data-symbol xt, i.e.,
X =
[
pt 0
0 pt
]
,
thus further simplifying the switching circuitry1.
4.1.3 A Switched-Antenna Example for Single-Radio Sensor Nodes
Although current implementations of sensor nodes use a single omnidirectional antenna
to achieve coverage, [LK04; KKOC10] introduced the innovative concept of utilizing
smart antennas on wireless sensor nodes. This approach was motivated by the ad-
vantages of smart antennas already witnessed in wireless ad-hoc networks, such as
1For this to work, the channel fading rate should be equal to or smaller than half of the packet
rate.
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range increase, power consumption decrease, and interference cancellation at the net-
work level [KD05]. These benefits are quite attractive for WSNs where range, node
power consumption, and interference largely dictate the overall network lifetime. Here
we demonstrate an example of a newly developed switched-antenna prototype (Fig-
ure 4.1), which is an add-on board built for a type of widely-used motes [xbo]. The
design includes a SPDT switch capable of switching the RF path to two different con-
nectors, thus supporting two efficient fractal antennas at opposite edges of the module.
Each antenna is a 30.94 mm × 5.07 mm standard Koch fractal dipole (indentation
angle equal to 60◦) of 2 iterations [PBRP+98] with bipolar feed. The antenna struc-
ture lays on a PCB, where one leg of the dipole is placed on the component layer and
the second leg is connected to the intermediate ground layer of the PCB. The fact
that the second leg is placed within the dielectric structure (0.3 mm from component
layer) has the advantage that the antenna structure is easier to match, with modest
impact on the antenna efficiency1 which is in the order of 90%, producing a gain of 4.2
dBi with a maximum toward the antenna side. The distance between the two fractal
elements is ∼ 5.6 cm, i.e., the two antennas are almost λ/2 spaced at the operating fre-
quency of 2.5 GHz. According to the measured antenna diagrams, the spacing is quite
sufficient for having the two antennas decorrelated in environments with moderate an-
gular spreads. The add-on board can be transparently connected between the sensing
board and the node, this connection being unrelated to the use of the switched-antenna
running on the node’s board. The modular design increases its overall expandability
allowing for building more advanced hardware platforms without requiring total sys-
tem redesign. Further, the existence of more than one antenna enables the application
of multi-antenna techniques on low-power sensor nodes, a concept that seems quite
unachievable with conventional wireless node architectures.
4.2 Energy Efficiency Analysis
In this section, we provide energy efficiency analysis for different system configura-
tions including the cases where at least one of the two communicating sensor nodes is
equipped with a switched-antenna system, thus encoding the signals in space and time
at the transmitter side, according to the aforementioned reduced complexity codes, and
/ or performing receive antenna selection (assuming perfect channel knowledge) at the
receiver side.
4.2.1 Energy Consumption Model
We consider a general communication link connecting two wireless nodes with N
Tx
RF
RF
frontends at the transmitter and N
Rx
RF
RF frontends at the receiver. The receiver can be
thought as the relay node in multi-hop based routing, where intermediate sensor nodes
forward collected data toward the central processing unit. We use a similar uncoded
1The antenna efficiency accounts for the ohmic and dielectric losses within the antenna structure
as well as for the reflection efficiency due to impedance mismatch.
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system to the one in [CGB04], where the transmit and receive analog circuit blocks are
given in [3, Figure 1-2], the baseband signal processing blocks are intentionally omitted,
and the frequency synthesizer is assumed shared among all the RF paths. In addition,
our model accounts for the RF switch insertion loss, in case switched antennas are used.
The total power consumption can be categorized into two main parts, namely, the power
consumption of all the power amplifiers PA, which is a function of the transmission
power PT, and the power consumption of all other circuit blocks Pc.
The power consumption of the power amplifiers can be approximated as
PA = PT ξ/(ηdrain η
Tx
switch η
Rx
switch), (4.3)
with ηdrain being the drain efficiency of the RF power amplifier and ξ being the peak-to-
average ratio (PAR) which is dependent on the modulation scheme and the associated
constellation size [CGB05]. η
Tx
switch and η
Rx
switch are defined as η
Tx
switch = 10
−L
Tx
switch/10
and η
Rx
switch = 10
−L
Rx
switch/10, where L
Tx
switch and L
Rx
switch are the transmit and receive RF
switch insertion losses in dB (in case of having an RF switch in the RF signal path),
respectively.
When the channel experiences a β-law path loss (typically, 2 ≤ β ≤ 5, with β = 2
representing free-space propagation), PT can be calculated according to the link budget
relationship [Jay06; CCV01]
PT = ĒbRb
(4π)2dβ
GTGRλ2
MlNf, (4.4)
where Ēb is the required average energy per bit at the receiver for a given BER speci-
fication, Rb is the bit rate, d is the transmission distance, GT and GR are the transmit
and receive antenna gains respectively (assuming matched antenna systems), λ is the
carrier wavelength, Ml is the link margin compensating the hardware process variations
and other additive background noise or interference, Nf = (Nr/N0) is the receiver noise
figure, with Nr being the PSD of the total effective noise at the receiver input and N0
the single-sided thermal noise PSD at room temperature (N0 = −171 dBm/Hz). The
circuit consumption Pc is estimated as [CGB05]
Pc ≈ N
Tx
RF
(PDAC +Pmix +P
TX
filt )+2Psyn +N
Rx
RF
(PLNA +Pmix +PIFA +P
Rx
filt +PADC) (4.5)
In (4.5), PDAC, Pmix, P
Tx
filt , Psyn, PLNA, PIFA, P
Rx
filt , and PADC stand, respectively, for
the power consumption of the DAC, the mixer, the active filters at the transmitter, the
frequency synthesizer, the low noise amplifier, the intermediate frequency amplifier, the
active filters, and the ADC at the receiver. The total energy consumption per bit Eb,t
is given by
Eb,t =
PA + Pc
Rb
(4.3),(4.4)
= Ēb
ξ(4π)2dβ
ηdrain η
Tx
switch η
Rx
switch GTGRλ
2
MlNf +
Pc
Rb
. (4.6)
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switch
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Figure 4.2: Configurations A-D: Non cooperative cases, Configuration E: Cooperative
2 × 1 Alamouti.
It should be noted that in certain cases where certain digital signal processing is per-
formed on the received data at the node level (e.g., data compression[DCBV07]), it is
important to also account for the energy per bit for data processing. In this develop-
ment, such processing on the received data is not performed.
Suppose that on top of the β-law path loss in (4.4), the signal is further attenuated
by a flat-fading Rayleigh channel with log-normal shadowing (simply referred to as the
shadowed Rayleigh channel). Thus, according to the stochastic Suzuki process [AKH05],
each entry of H is given by the product of a) a zero-mean circulant symmetric random
variable with unit variance modeling the short-time channel variations and b) a log-
normal random variable, with standard deviation of the associated Gaussian random
variable equal to σ (dB) and mean equal to 0 dB, accounting for the long-term fading
(shadowing). It should be noted that by setting σ = 0 dB the model collapses to pure
Rayleigh fading. The fading is assumed constant during the transmission of a STBC
codeword (quasi-static fading model). In the following, we assume that a total of L
bits need to be transmitted.
4.2.2 Non Cooperative Systems
We assume the transmit and / or the receive sensor node equipped with a switched-
antenna system. The possible considered configurations are shown in Figure 4.2 (Con-
figurations A-D). With the switched antenna at the transmitter (Figure 4.2, Configu-
rations B, D), the STBCs proposed in Section 4.1 can be applied. At the switched-
antenna receiver (Figure 4.2, Configurations C, D) antenna selection can be employed.
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Notice that in these non cooperative schemes, the number of RF chains in (4.5) is
N
Tx
RF
= N
Rx
RF
= 1.
4.2.2.1 Fixed-Rate BPSK
We consider BPSK modulation and a fixed data rate Rb. The reference SISO sys-
tem (Figure 4.2, Configuration A) has H = [h] and instantaneous received SNR γb =
|h|2 ĒbN0 . In Configuration B, the proposed modified 2×1 Alamouti scheme is considered,
where H = [h1 h2] and γb =
|h1|2+|h2|2
2
Ēb
N0
[GNP03]. In Configuration C, with single-
antenna transmission and receive antenna selection, we have H = [h1 h2]
T and γb =
max{|h1|2, |h2|2} ĒbN0 . The proposed Alamouti is combined with receive antenna selection
in Configuration D, where H =
[
h11 h12
h21 h22
]
and γb =
max{|h11|2+|h12|2,|h21|2+|h22|2}
2
Ēb
N0
.
The average BER for BPSK is given by [GNP03]
P̄b = EH
{
Q
(√
2γb
)}
. (4.7)
Thus, Ēb for any configuration and a given BER requirement can be obtained by invert-
ing (4.7). Substituting in (4.6), the total energy required to complete a transmission of
L bits is given by Et = LEb,t.
4.2.2.2 Optimized Variable-Rate MQAM
As suggested in [CGB04], by optimizing the rate (constellation size) of the communica-
tion system over the transmission distance we may be able to decrease the total required
energy, especially for STBC-based systems supporting higher constellation sizes than
SISO. This allows the system to shorten the transmission time without violating the
BER requirement, reducing the break-even distance at which the STBC-based systems
outperform the SISO. It should be clarified that rate optimization over the transmission
distance is different from adaptive modulation systems (e.g., [WS95; CG01; CWC07]),
where the constellation size is varied according to the short-term or the long-term fad-
ing rate of the channel. In this part, we assume MQAM modulation of constellation
size b bits per symbol and a symbol rate of Rs (equal to the modulation bandwidth) so
that the bit rate b · Rs depends on the chosen modulation. Consequently, in Configu-
rations A and C we have Rb = bRs. However, in Configurations B and D, the half-rate
TS STC results in Rb = bRs/2 requiring two times the circuit energy consumption
Pc/Rb with respect to SISO. Notice also that in Configuration B we have H = [h1 h2]
and γb =
max(|h1|2,|h2|2)
2
Ēb
N0
. In Configuration D, the TS STC is combined with receive
antenna selection obtaining H =
[
h11 h12
h21 h22
]
and γb =
maxi,j∈{1,2}{|hij |
2}
2
Ēb
N0
.
With MQAM modulation, Ēb is defined by the target BER and the underlying
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constellation size b ≥ 2 according to the following relationship [Pro00]1
Pb ≈ EH
{
4
b
(
1 − 1
2b/2
)
Q
(√
3b
2b − 1γb
)}
. (4.8)
As in [CGB04], substituting Ēb and Rb into (4.6), we can find by brute-force search
for any configuration the modulation size that minimizes Eb,t at a certain distance d.
Similarly, the total energy to transmit L bits is Et = LEb,t.
4.2.3 Cooperative Systems
We compare the above techniques with a system where two single-antenna nodes co-
operate in order to transmit a classical (full-rate) 2 × 1 Alamouti signal structure to a
single-antenna receive node (Figure 4.2, Configuration E) assuming the ideal condition
of perfectly synchronized transmission between the cooperating wireless sensor nodes.
We have H = [h1 h2] and γb =
|h1|2+|h2|2
2
Ēb
N0
. The total energy consumption Et for the
long-haul communication, i.e., the communication between the two transmit nodes and
the receive node, is found as in the non cooperative system in both fixed and variable
rate cases. Notice here that N
Rx
RF
= 1 whereas N
Tx
RF
= 2, i.e., the number of RF chains
on the transmitter side is doubled with respect to configurations A-D.
In this system we also need to take into account the energy lost for local data
exchange on the transmitter side. Prior to transmitting the information sequence ac-
cording to the Alamouti structure, the cooperating nodes need to exchange their infor-
mation bits using different time slots (we assume that each node has L/2 bits to send).
For local transmissions, we assume a ζ-law power loss with AWGN [CGB04]. The total
energy cost per bit for local information flow, denoted as Eℓ, can be calculated accord-
ing to the result obtained for SISO communication links in AWGN channels in [CGB05,
Equation (10)] assuming the cooperating nodes separated by distance dℓ. Notice that
in the variable-rate case, the modulation (of constellation size bℓ bits per symbol) is
optimized for the local transmission as well. The total energy consumption in order to
transmit L bits in the cooperative approach is given by Ecoop,t = L(Eℓ + Eb,t).
4.3 Performance Evaluation
4.3.1 Total Energy Consumption Performance Analysis
To simulate the proposed non cooperative STBC and antenna selection schemes for
single-radio sensor nodes, we use the circuit and system parameters given in [CGB04,
Table I]. The parameters correspond to the circuitry of a typical WSN radio at the
operating frequency fc = 2.5 GHz in the ISM band according to [CGB05; Lee98;
SML+02; WPS+00; SXK97], as described and used in the literature for WSNs (e.g.,
[CGB04; Jay06; Jay07; XC07]). For example, the drain efficiency is given by ηdrain =
1We consider negligible the error in (4.8) when b is odd [CGB04].
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Figure 4.3: Total energy consumption for fixed-rate BPSK modulation under Rayleigh
fading and β = 2. Configurations A-D: Non cooperative cases with the proposed Alam-
outi and / or receive antenna selection, Configuration E: Cooperative 2 × 1 Alamouti
(Figure 4.2).
0.35, which is a practical value for class-A RF power amplifiers (due to the linearity
requirement for amplifying MQAM signals, class-A power amplifiers are usually used)
[Lee98]. The target BER is 10−3, L = 40 Kb, B = 10 KHz and the power supply is
Vdd = 3 V. At such operating frequency and voltage, a SPDT RF switch has a typical
insertion loss of around 0.35 dB. We assume pure Rayleigh fading (i.e., σ = 0 dB) and
β = 2. The results for the fixed-rate system (Rb = 10 Kb/s) are given in Figure 4.3,
where we see that the proposed non-cooperative space-time techniques (Configurations
B-D) outperform the conventional SISO system (Configuration A) when d ≥ 9 m. On
the other hand, the cooperative 2×1 Alamouti (Configuration E) results in tremendous
energy expenditure owing to a) the extra circuit energy consumption and b) the energy
cost for local information flow. The latter, however, is exacerbated by the suboptimality
of the low-rate BPSK modulation for the small-range local communication. Even if we
ignore the energy cost for the local transmissions (ideal Configuration E), the energy
cost is still significant and the corresponding break-even distance with respect to SISO
rises to d = 62 m.
Regarding the variable-rate communication, Figure 4.4 shows how the total energy
consumption depends on the constellation size for various transmission distances for
Configuration B (TS STC at the transmitter and antenna selection at the receiver). It
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Figure 4.4: Total energy consumption versus MQAM constellation sizes at different
transmission distances d for Configuration B (TS STC at the transmitter and antenna
selection at the receiver) under Rayleigh fading and β = 2.
is clear from Figure 4.4 that there is an optimal constellation size for each transmission
distance for which the total energy is minimized. Table 4.1 summarizes these optimal
constellation sizes for each Configuration and transmission distance d. The results in-
dicate that the proposed non-cooperative space-time techniques (Configurations B-D)
can support higher data rates with respect to SISO (Configuration A) and to coopera-
tive Alamouti (Configuration E) to decrease the transmission time without increasing
the transmission energy. Some of the numbers in Table 4.1 are not practical, especially
the ones at very small distances. However, these numbers will be helpful in providing
us with insights into the theoretical capabilities of the different configurations regarding
energy efficiency.
Figure 4.5 shows the simulation results for the optimized multimode case. For the
local transmission in the cooperative scheme (Configuration E) we assume ζ = 3.5
and dℓ = 1 m, whereas the optimal constellation size is found as bℓ = 16 bits/symbol.
From Figure 4.5, it is obvious that the diversity techniques (Configurations B-E) are
further enhanced with respect to SISO since they can support higher constellation sizes.
Although the cooperative 2 × 1 Alamouti (Configuration E) performs better than the
non-cooperative half-rate TS STC (Configuration B), we can observe that the non-
cooperative Configurations C and D outperform the cooperative Configuration E in
terms of the total energy consumption.
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Table 4.1: Optimized MQAM Constellation Size (bits / symbol) under Rayleigh Fading
and β = 2
d (m) 1 5 10 20 40 70 100
Configuration A 12 6 5 4 4 2 2
Configuration B 15 11 9 6 5 5 4
Configuration C 15 10 9 7 5 4 4
Configuration D 16 13 10 9 7 5 5
Configuration E 14 10 8 6 5 4 3
In Figure 4.6, we have plotted the energy efficiency (energy savings) of the different
space-time schemes (Configurations B-E) with respect to SISO (Configuration A) for
variable-rate MQAM under Rayleigh fading and various path-loss parameters β. We
can notice from Figure 4.6 that the energy savings offered by the space-time schemes
grow rapidly as β increases. Figure 4.6 also shows that those efficiencies are achieved
at shorter distances for large β values (i.e., the critical distances decrease), since trans-
mission energy becomes significant at shorter distances for large β values. We can
also observe that the proposed non-cooperative schemes (Configurations C-D) result
in greater energy-savings compared to cooperative Alamouti (Configuration E), as in
Figure 4.5, although these savings are less pronounced as β increases. A similar trend
has been observed for fixed-rate BPSK, however in this case the Configurations B-D
exhibit greater energy savings, as in Figure 4.3.
Figure 4.7 depicts the energy efficiency of Configurations B-E with respect to SISO
(Configuration A) for variable-rate MQAM and for β = 2 under Rayleigh fading as well
as under shadowed Rayleigh fading with σ = 8 dB. We can observe that the curves
shift to the left under the composite shadowed Rayleigh channel, similarly to the effect
of larger β values. Thus, the energy savings offered by the space-time schemes increase
when shadowing is added in the model. Figure 4.7 also shows that those efficiencies are
achieved at shorter distances under the composite channel, since transmission energy
becomes significant at shorter distances under the compound effect of Rayleigh fading
and shadowing. Similar results have been observed for different values of β, in all having
the non-cooperative Configurations C-D outperform the cooperative 2 × 1 Alamouti.
Finally, by comparing the Configurations C and D, we notice that in a scenario
where both of the two communicating sensor nodes are equipped with a switched-
antenna system, the benefit of the proposed modified Alamouti code together with
antenna selection (under fixed-rate BPSK) is marginal over only using antenna selection
(e.g., Figure 4.3), whereas the combination of TS STC with antenna selection performs
almost as well as antenna selection in a variable-rate MQAM setting with respect to
the total energy consumption (Figure 4.5-4.7). This may lead to the result that, under
such a scenario and spatially independent fading conditions, energy saving benefits may
result from transmitting over only one of the two antennas while letting the receiver
perform antenna selection.
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Figure 4.5: Total energy consumption for optimized variable-rate MQAM modulation
under Rayleigh fading and β = 2. Configurations A-D: Non cooperative cases with TS
STC and / or receive antenna selection, Configuration E: Cooperative 2 × 1 Alamouti
(Figure 4.2).
Remarks:
It should be emphasized that in this work the focus is on low-cost energy-constrained
wireless devices, thus, the different space-time schemes are mainly evaluated in terms
of their energy consumption. The impact on the energy consumption of the TS STC
(compared to a full-rate code) is twofold:
(a) Circuit energy consumption [equations (4.5)-(4.6)]: Although, the TS STC requires
a single RF frontend (N
Tx
RF
= 1) compared to the two-RF cooperative Alamouti
requiring two frontends (N
Tx
RF
= 2), under the half-rate TS STC and for a given
constellation size b, the node’s circuitry is used twice the time per bit [2 · 1/(bRs)
s/bit] compared to the SISO or to a full-rate code [1/(bRs) s/bit].
(b) Transmission energy consumption: The TS STC also affects the energy consumed
for transmission requiring increased average energy per bit Ēb for a target bit
rate and for a given BER specification compared to the 2 × 1 Alamouti code.
This is illustrated in Figure 4.8 depicting the error performance versus the required
Ēb/N0 for various MQAM modulations. (10
6 channel realizations where taken
under Rayleigh fading as well as under shadowed Rayleigh fading; for the log-normal
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Figure 4.6: Energy efficiency of diversity techniques (Configurations B-E) with respect
to SISO (Configuration A) for variable-rate MQAM under Rayleigh fading and various
β.
shadowing, the standard deviation of the associated Gaussian random variable is
equal to 8 dB.) It can be noted that the TS STC results in about 1−1.5 dB increase
in the required Ēb/N0 compared to classical Alamouti for a given target BER. This
increase is more important for large distances, where the transmission energy is the
dominant term in the total energy consumption.
We should also keep in mind that the cooperative 2×1 Alamouti incurs some circuit
and transmission energy consumption for the local transmissions.
It should be noted that all these effects in the energy consumption are taken into
account when optimizing the constellation size aiming at energy efficiency minimization
in variable-rate MQAM systems (Section 4.2.2 and Section 4.3.1).
4.3.2 Total Delay Performance Analysis
As the energy efficiency is the major goal of the analysis of this chapter, the figures
hitherto focus on plotting the total energy consumption or the energy efficiency with
respect to SISO versus the transmission distance or versus the constellation size, for
various configurations and under different channel conditions, such as Rayleigh fading,
shadowed Rayleigh fading, and for different path loss exponents. On top of these, the
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Figure 4.7: Energy efficiency of diversity techniques (Configurations B-E) with respect
to SISO (Configuration A) for variable-rate MQAM under Rayleigh fading and shad-
owed Rayleigh fading with σ = 8 dB (β = 2).
optimal constellations size versus the transmission distance under variable-rate MQAM
is given in Table 4.1.
Other figures of merit of interest include the throughput and the total delay, i.e., the
total transmission delay required by a certain scheme. The suggested non-cooperative
TS STC is a half-rate space-time code. In general, the throughput is given by
Throughput =
Number of bits to be transmitted
Total delay
=
L
Total delay
, (4.9)
where the number of bits to be transmitted (prior to space-time coding) is L and the
total delay is the total transmission delay required by a certain scheme. For a fixed
transmission bandwidth B, we have assumed that the symbol period Ts = 1/Rs is ap-
proximately Ts ≈ (1/B). For the non-cooperative schemes, the delay for transmitting L
bits when the transmission is at full rate [e.g., SISO (Configuration A), receive antenna
selection (Configuration C), Configurations B and D with the proposed modified 2× 1
Alamouti] is denoted by Tnon-coop, full-rate and is given by
Tnon-coop, full-rate = Ts · L/b. (4.10)
Similarly, the delay for transmitting L bits when the transmission is at half rate (e.g.,
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Configurations B and D with TS STC), denoted by Tnon-coop, half-rate, is equal to
Tnon-coop, half-rate = 2 · Ts · L/b, (4.11)
because the half-rate TS-STC requires double the transmission time to transmit L bits
for a given constellation size. Therefore, from equations (4.9) and (4.10) the throughput
in case of full-rate non-cooperative schemes is equal to LTs·L/b = bRs, whereas from
equations (4.9) and (4.11) the throughput in case of half-rate non-cooperative schemes
is equal to L2Ts·L/b = bRs/2. Therefore, under the half-rate TS-STC, the throughput is
half with respect to SISO or to a full-rate space-time block code (STBC) for a given
constellation size (see Section 4.1, Section 4.2.2).
Also, the total delay for the cooperative 2× 1 Alamouti (Configuration E) includes
the delay for both the long-haul transmission and the local transmission, assuming that
each cooperating node has L/2 bits to send. Accordingly, the delay for transmitting L
bits is given by
Tcoop = Ts · L/b + Ts · L/bℓ, (4.12)
where bℓ is the constellation size (in bits per symbol) used for the local transmissions
whereas, from equations (4.9) and (4.12), the throughput is given by LTs·L·(1/bℓ+1/b) =
Rs(b · bl)/(b + bℓ).
The delay performance comparison among the Configurations A-E is plotted in
Figure 4.9 for various path loss exponents β and for B = 10 KHz and L = 40 Kb
(as in Section 4.3.1). The comparison is for optimized variable-rate MQAM, i.e., in
the equations (4.10)-(4.12) the constellation size used is the one that results from the
energy consumption minimization as explained in Sections 4.2.2 and 4.3.1. For the
cooperative 2 × 1 Alamouti (Configuration E) we have assumed the ideal condition of
perfectly synchronized transmission between the cooperating wireless sensor nodes. As
expected, from Figure 4.9 it can be seen observed that the non-cooperative Configura-
tions B and D are the least delay efficient strategies due to the half-rate nature of the
TS STC. Moreover, when the transmission distance becomes large and for β = 3 or
β = 4 (Figure 4.9(b)-4.9(c)), the transmission energy becomes dominant such that the
optimized constellation for all Configurations is 4-QAM. As a result, the delay caused
after a transmission distance threshold value will be the same for Configurations A and
C (equal to 2 sec). The cooperative Alamouti (Configuration E), however, incurs some
extra delay for local information flow, whereas Configurations B and D have double
the transmission delay with respect to Configurations A and C due to the half-rate TS
STC (equal to 4 sec).
Similar results can be inferred for shadowed Rayleigh fading with σ = 8 dB (Fig-
ure 4.10). It can be concluded that the non-cooperative Configuration C exhibits
quite advantageous delay performance. Taking also into account the favorable en-
ergy consumption characteristics of Configuration C, similarly to Section 4.3.1, it can
be concluded that in a scenario where both of the two communicating sensor nodes
are equipped with a switched-antenna system and under spatially independent fading
conditions, the communicating pair may benefit by transmitting over only one of the
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two antennas while letting the receiver perform AS.
4.4 Conclusions
In this final chapter, we have shown that non cooperative space-time communication is
possible for wireless sensor networks via reduced-complexity architectures and space-
time codes. More importantly, aside from significant total energy savings, the need for
any kind of node synchronization can be avoided with the proposed schemes.
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Figure 4.8: BER for MQAM under (a) Rayleigh fading and (b) shadowed Rayleigh
fading based on equation (4.8).
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Figure 4.9: Total delay over transmission distance d under Rayleigh fading for variable-
rate MQAM and for (a) β = 2, (b) β = 3, and (c) β = 4. Configurations A-D: Non
cooperative cases with TS STC and / or receive AS, Configuration E: Cooperative 2×1
Alamouti.
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Figure 4.10: Total delay over transmission distance d under shadowed Rayleigh fading
(σ = 8 dB) for variable-rate MQAM and for (a) β = 2, (b) β = 3, and (c) β =
4. Configurations A-D: Non cooperative cases with TS STC and / or receive AS,
Configuration E: Cooperative 2 × 1 Alamouti.
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Epilogue
In this thesis, reduced-complexity wireless transceiver architectures and corresponding
techniques have been developed for space-time systems ranging from point-to-point
MIMO and multiuser diversity setups to CR and WSN applications.
Chapter 2 introduced MAMP antenna arrays for MIMO and multiuser diversity
systems. Specifically, Section 2.1 presented an adaptive MAMP array capable of chang-
ing its correlation and matching properties according to the structure of the channel
using tunable passive elements. The adaptive MAMP array adapts to the CDI requir-
ing a low-rate feedback from its receiver. Specific adaptive MAMP antenna systems
were evaluated under different channel propagation conditions, showing performance
gains over classical all-active antenna systems. Further, the proposed adaptive MAMP
antenna array addresses the limitations of portable radios regarding size and cost per-
mitting an efficient usage of the spare transmit antennas according to future wireless
standards. On the other hand, Section 2.2 proposed SC via optimized realistic receive
antenna architectures for compact low-cost UTs in multiuser environments. It has been
shown that the proposed compact S-UCA or S-PA antenna systems are able to achieve
performance gains (in terms of average throughput) comparable to widely spaced anten-
nas, by properly optimizing the antenna loading conditions for both antenna efficiency
and diversity.
Chapter 3 mainly dealt with CR aspects. Section 3.2 provided an overview of
the spatial spectrum sensing design challenges for CRs employing OSA. Furthermore,
we have proposed novel low-profile frequency-agile antennas for users mobile termi-
nals. The E3SPAR antenna, unlike the classical ESPAR, exploits the mutual coupling
between the parasitic elements and the central active one for tuning the operational
subband rather than for maximizing the SINR. The resonant frequency is varied in
a predetermined fashion by properly controlling the varactor diodes, a task not in-
tended by the classical approach of using the ESPAR antennas with relatively larger
inter-element spacing merely for beamsteering applications. Moreover, the narrowband
beampatterns are controlled in the analogue domain allowing the tunable cognitive an-
tenna system to exploit the precious spatial resource. Section 3.3 described directional
spectrum sensing using such single-radio switched-beam E3SPAR antennas where PU
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signal detection is performed on each antenna pattern. The antennas loading conditions
have been optimized for maximum average beamforming gain in the beampattern look
direction. The simulation results have shown that the average beamforming gain of
the beam response can improve the probability of detection of the energy detector by
enhancing the SNR at the receiver side. Moreover, by selectively combining the sensing
results from the K weakly correlated beampatterns, diversity gains can be added to the
cognitive radio system performance. The last part of the chapter (Section 3.4) used
the reduced-complexity wireless (K + 1)-element ESPAR system to proposed orthogo-
nal precoding for suppressing the interference toward a maximum of K single-antenna
users. The proposed technique requires a single-radio antenna, whereas the parasitic
elements require no extra RF hardware making it a viable option for small terminals
where size, cost, and DC power consumption are major constraints.
Finally, Chapter 4 developed a novel modified Alamouti scheme suitable for smart
antenna wireless sensor prototypes comprised of a single RF chain. This scheme along
with other smart single-radio diversity techniques were shown to exhibit significant
circuit and transmission energy savings for WSNs compared to cooperative diversity and
traditional SISO configurations. The approach is in accordance with the global green
energy effort imposing a need for energy-efficient wireless devices and helps prolong the
battery lifetime of energy-constrained sensor nodes.
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Impedance Matrix Calculation
We consider the standard case of arrays comprised of thin half-wavelength dipoles,
separated by a distance d. The array can be modeled by an impedance matrix Z. An
approached expression of the dipoles self-impedance is given by the impedance of a
half-wavelength long isolated dipole [Har78]:
〈Z〉ii = 30 [ln (2πnγ) − Ci (2πn) + j Si (2πn)] , (6.1)
where γ is the Euler constant (γ = 0.5772156649...) and Si and Ci are the sine and
cosine integral functions defined as follows
Si (x) =
∫
x
0
sin(t)
t
· dt , (6.2)
Ci (x) =
∫
x
∞
cos(t)
t
· dt = γ + lnx +
∫
x
0
cos(t) − 1
t
· dt . (6.3)
The coupling-impedance terms 〈Z〉ij = Rij + jXij , i 6= j are calculated using the
induced electromotive force method [KM02]
Rij =
ηf
4π
[2 Ci (u0) − Ci (u1) − Ci (u2)] (6.4)
Xij = −
ηf
4π
[2 Si (u0) − Si (u1) − Si (u2)] , (6.5)
where u0 = κd, u1 = κ
(√
d2 + ℓ2 + L
)
, u2 = κ
(√
d2 + ℓ2 − L
)
, ηf = 120π is the
free-space impedance, κ = 2π/λ is the wavenumber and L = λ/2 is the dipole length.
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