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Uniform large deviations at the level of the paths for the stochastic nonlinear Schro¨dinger
equation are presented. The noise is a real multiplicative Gaussian noise, white in time and
colored in space. The trajectory space allows blow-up. It is endowed with a topology
analogous to a projective limit topology. Asymptotics of the tails of the blow-up time are
obtained as corollaries.
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The nonlinear Schro¨dinger (NLS) equation with a power law nonlinearity is a
generic model in many areas of physics among which are solid-state physics and
optics. It describes the propagation of slowly varying envelopes of a wave packet in
media with both nonlinear and dispersive responses. In some cases, spatial andsee front matter r 2005 Elsevier B.V. All rights reserved.
.spa.2005.06.011
1 41 17 53 73; fax: +33 1 41 17 62 87.
dress: eric.gautier@bretagne.ens-cachan.fr.
ARTICLE IN PRESS
E. Gautier / Stochastic Processes and their Applications 115 (2005) 1904–1927 1905temporal ﬂuctuations of the parameters of the medium have to be considered to
account for example for thermal ﬂuctuations or inhomogeneities in the medium; see
for example [2,3,16]. Sometimes the only source of ﬂuctuation that has a signiﬁcant
effect on the dynamics enters linearly as a random potential. In ﬁber optics it
accounts for Raman coupling to the thermal phonon; see [16] for details.
In the following, the noise is the time derivative in the sense of distributions of a
Wiener process ðW ðtÞÞt2½0;þ1Þ deﬁned on some real separable Hilbert a space of real-
valued functions. As the unitary group ðUðtÞÞt2R generated by iD on H1, a space of
complex-valued functions, is an isometry, there is no smoothing effect in the Sobolev
spaces based on L2. We are thus unable to treat the space–time white noise often
considered in physics. The noise is thus white in time and colored in space. With the
Itoˆ notations we write
i du  ðDu þ ljuj2suÞdt ¼ u 
 dW . (1.1)
The symbol 
 stands for the Stratonovich product. It corresponds, in terms of the Itoˆ
product, to
i du  Du þ ljuj2su  i
2
uFF
 
dt ¼ udW , (1.2)
where FFðxÞ ¼
P
j2N ðFejðxÞÞ2 for x in Rd . When l ¼ 1 the nonlinearity is called
focusing; otherwise, it is defocusing.
The well-posedness of the Cauchy problem associated with the deterministic, see
[6,24], and stochastic, see [9], NLS equations depends on the size of s. If so2
d
, the
nonlinearity is subcritical and the Cauchy problem is globally well posed in L2 or H1.
If s ¼ 2
d
, critical nonlinearity, or 2
d
oso 2
d2 when dX3 (s4
2
d
when d ¼ 1; 2),
supercritical nonlinearity, the Cauchy problem is locally well posed in H1. In this
latter case, if the nonlinearity is defocusing, solutions are global. In the focusing case
and for the deterministic equation some initial data yield global solutions while
others yield solutions which blow up in ﬁnite time. Results on the inﬂuence of a
multiplicative noise on the blow-up appeared in a series of numerical and theoretical
papers; see for example [4,11] and [10].
In this article we prove a sample path large deviation principle (LDP) for Eq. (1.2).
We give an application to the blow-up time. This type of study has been done for a
noise of additive type in [19] where applications to error in ﬁber optic soliton
transmission are also given. Applications to the study of the diffusion in position of a
soliton pulse are derived in [12]. Note that our approach allows to prove rigorously
the results obtained by heuristic arguments in the physics literature.
A ﬁrst type of proof for an LDP when the noise is multiplicative uses an extension
of Varadhan’s contraction principle; see [14,15, Proposition 4.2.3] and [17]. It
requires a sequence of approximations of the measurable Itoˆ map by continuous
maps uniformly converging on the level sets of the initial good rate function and that
the resulting sequence of family of laws are exponentially good approximations of
the laws of the solutions. A second type is based on the estimate of Proposition 4.1.
In [1], LDP for diffusions that may blow up in ﬁnite time are proved in this manner.
This second type of proof is generally adopted in the case of SPDEs; see [5,7,8,22].
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calculus is based on martingale measures whereas in [7,22] it is inﬁnite dimensional.
A third type of proof is based on the continuity theorem of T. Lyons for rough paths
in the p-variation topology; see [20] in the case of diffusions.
Uniformity with respect to initial data in compact sets allows to study the ﬁrst exit
times and the most probable exit points from a neighborhood of an asymptotically
stable equilibrium point. We have studied the case of weakly damped stochastic
nonlinear Schro¨dinger equations when the noise is of additive or multiplicative type.
It will appear elsewhere. Uniform LDPs also yield LDPs for the family of invariant
measures of Markov transition semi-groups deﬁned by SPDEs, when the noise goes
to zero and when the measures weakly converge to a Dirac mass on 0. Results on
invariant measures for some stochastic NLS equations are given in [13]. Uniform
LDPs are proved in [1,14] for diffusions and in [7,8,22,23] for particular SPDEs.2. Preliminaries and statement of the result
Throughout the paper the following notations will be used. The constant C is
generic and may take on different values, even within the same line.
The set of positive integers and positive real numbers are denoted by N and Rþ,
while the set of real numbers different from 0 is denoted by R.
For p 2 N, Lp is the Lebesgue space of complex-valued functions. For k in N,
W k;p is the Sobolev space of Lp functions with partial derivatives up to level k, in the
sense of distributions, in Lp. For p ¼ 2 and s in Rþ, Hs is the Sobolev space of
tempered distributions v of Fourier transform v^ such that ð1þ jxj2Þs=2v^ belongs to L2.
We denote the spaces by L
p
R, W
k;p
R and H
s
R when the functions are real-valued. The
space L2 is endowed with the inner product ðu; vÞL2 ¼ R
R
Rd
uðxÞvðxÞdx. If I is an
interval of R, ðE; k  kEÞ a Banach space and r belongs to ½1;þ1, then LrðI ; EÞ is the
space of strongly Lebesgue measurable functions f from I into E such that t !
kf ðtÞkE is in LrðIÞ.
The space of linear continuous operators from B into ~B, where B and ~B are
Banach spaces is LcðB; ~BÞ. When B ¼ H and ~B ¼ ~H are Hilbert spaces, such an
operator is Hilbert–Schmidt when
P
j2NkFeHj k2~Ho1. The set of such operators is
denoted byL2ðH ; ~HÞ, orLs;r2 when H ¼ HsR and ~H ¼ HrR. The previous sum is the
square of a norm that we denote by kFkL2ðH ; ~HÞ.
Recall that when A and B are two Banach spaces, A \ B, where the norm of an
element is the maximum of the norms in A and in B, is a Banach space.
We recall that a pair ðrðpÞ; pÞ of positive numbers is called an admissible pair if p
satisﬁes 2ppo 2d
d2 when d42 (2ppoþ1 when d ¼ 2 and 2pppþ1 when
d ¼ 1) and rðpÞ is such that 2
rðpÞ ¼ d 12 1p
 
. Given an admissible pair ðrðpÞ; pÞ and S
and T such that 0pSoT , the space
X ðS;T ;pÞ ¼ Cð½S; T ; H1Þ \ LrðpÞðS; T ; W 1;pÞ,
denoted by X ðT ;pÞ when S ¼ 0, is of particular interest for the NLS equation.
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We add a point D to the space H1 and embed the space with the topology such that
its open sets are the open sets of H1 and the complement in H1 [ fDg of the closed
bounded sets of H1. The set Cð½0;1Þ; H1 [ fDgÞ is then well deﬁned. We denote the
blow-up time of f in Cð½0;1Þ; H1 [ fDgÞ by Tðf Þ ¼ infft 2 ½0;1Þ : f ðtÞ ¼ Dg, with
the convention that inf ; ¼ 1. We may now deﬁne the set
EðH1Þ ¼ ff 2 Cð½0;1Þ; H1 [ fDgÞ : f ðt0Þ ¼ D) 8tXt0; f ðtÞ ¼ Dg,
which is endowed with the topology deﬁned by the neighborhood basis
VT ;rðj1Þ ¼ fj 2 EðH1Þ : TðjÞ4T ; kj1  jkCð½0;T ;H1Þprg,
of j1 in EðH1Þ given ToTðj1Þ and r positive.
We deﬁne AðdÞ and ~AðdÞ by the sets 2;þ1Þ when d ¼ 1 or d ¼ 2 and,
respectively, 2; 2ð3d1Þ
3ðd1Þ
h 
, and 2; 2d
d1
 	
, when dX3. The space E1 is now deﬁned for
any d in N by the set of functions f in EðH1Þ such that for every p 2AðdÞ and all
T 2 ½0;Tðf ÞÞ, f belongs to LrðpÞð0; T ; W 1;pÞ. It is endowed with the topology deﬁned
for j1 in E1 by the neighborhood basis
W T ;p;rðj1Þ ¼ fj 2 E1 : TðjÞ4T ; kj1  jkX ðT ;pÞprg,
where ToTðj1Þ, p belongs to AðdÞ and r is positive. The space is a Hausdorff
topological space and thus we may consider applying generalizations of Varadhan’s
contraction principle. If we denote again the blow-up time byT : E1 ! ½0;1, the
mapping is measurable and lower semicontinuous.
We denote by x ^ y and by x _ y, respectively, the minimum and maximum of x
and y. Recall that a rate function I is a lower semicontinuous function and that it is
good if for every c positive, fx : IðxÞpcg is a compact set.
Let us recall the well-known properties on the linear group ðUðtÞÞt2R generated
by the deterministic linear equation. First for every pX2, ta0 and u0 in Lp
0
,
kUðtÞu0kW 1;ppð4pjtjÞ
dð1
2
1
p
Þku0kW 1;p0 ;
1
p
þ 1
p0
¼ 1. (2.1)
We also have the Strichartz inequalities, see [24],(i) for every u0 in H
1 and ðrðpÞ; pÞ an admissible pair,
kUðtÞu0ÞkX ðT ;pÞpCku0kH1 ; T40,(ii) for every T positive, ðrðpÞ; pÞ and ðrðqÞ; qÞ two admissible pairs, s and r conjugate
exponents of rðqÞ and q, and f in Lsð0; T ; W ð1;rÞÞ,Z 
0
Uð  sÞf ðsÞds


X ðT ;pÞ
pCkf kLsð0;T ;W 1;rÞ.
We consider that W originated from a cylindrical Wiener process on L2, i.e. W ¼
FW c where F is Hilbert–Schmidt. It is known that for any orthonormal basis
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such that W cðt; x;oÞ ¼
P
j2N bjðt;oÞejðxÞ. In [9], the assumption on F is that it is g-
radonifying from L2R into W
1;a \ H1R where a42d, which ensures that the noise
resides in the Banach space W 1;a \ H1R. In the proof of the continuity with respect to
the potential on the level sets of the rate function of the sample path LDP for the
Wiener process we use the continuous embedding of HsR in W
1;1
R . In that respect, it
would be enough to impose that F is g-radonifying from L2 into H1R \ W 1þs;b for any
sb4d. This embedding is again invoked in the proof of the exponential tail
estimates, where in addition we use an expansion on a complete orthonormal system
and thus that the image is a Hilbert space. Thus, we make the stronger assumption
ðAÞ which is given in terms of Hilbert spaces
for some s4
d
2
þ 1; F 2L0;s2 . (A)
We ﬁnally assume that the probability space is endowed with the ﬁltration
Ft ¼N [ sfW s; 0psptg where N denotes the P-null sets.
In the following we restrict ourselves to the case where 1
2
ps if d ¼ 1; 2 or
1
2
pso 2
d2 if dX3. We are interested, for  positive, in the mild solution of
i du;u0 ¼ Du;u0 þ lju;u0 j2su;u0  i
2
FFu
;u0
 
dt þ ﬃﬃp u;u0 dW ,
with initial datum u0 2 H1, i.e. solutions of the integral equation
u;u0 ðtÞ ¼ UðtÞu0 
Z t
0
Uðt  sÞ ilju;u0 ðsÞj2su;u0 ðsÞ þ 
2
u;u0 ðsÞFF
 
ds
 i ﬃﬃp Z t
0
Uðt  sÞu;u0ðsÞdW ðsÞ.
Recall that FFðxÞ ¼
P
j2N ðFejðxÞÞ2. Note that from the assumptions on F, FF
belongs to W 1;1R . The product with u
;u0 in H1 is thus well deﬁned. For the weaker
assumptions on F in [9], the ‘‘convolution’’ of the product is meaningful in the space
considered for the ﬁxed point, proving the local well-posedness, thanks to the (ii) of
the Strichartz inequalities.
As the stronger the topology, the sharper the estimates, we take advantage of the
variety of spaces where the ﬁxed point can be conducted, as it has been done in [19],
due to the integrability property and state the LDP in E1. Note that we may verify
quite easily from the ﬁxed point argument in [9] that the solutions belong to E1.
Also, using similar arguments as in [19], it can be shown that the solutions deﬁne
random variables with values in E1. The laws are denoted by mu
;u0 . The rate function
of the LDP for these family of measures is the inﬁmum of the L2-norm of the
controls, of the control problem
i
d
dt
u ¼ Du þ ljuj2su þ uFh; h 2 L2ð0;1; L2Þ;
uð0Þ ¼ u0 2 H1;
8<
:
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Scðu0; hÞ ¼ UðtÞu0  i
Z t
0
Uðt  sÞ½Scðu0; hÞðsÞðljScðu0; hÞðsÞj2s þ FhðsÞÞ ds.
If we replace Fh by qfqt where f belongs to H
1
0ð0;1; HsRÞ which is the subspace of
Cð½0;1Þ; HsRÞ of locally square integrable in time and with locally square integrable
in time derivative functions, with null initial datum, we write
Sðu0; f Þ ¼ UðtÞu0  i
Z t
0
Uðt  sÞ Sðu0; f ÞðsÞ ljSðu0; f ÞðsÞj2s þ
qf
qs
  
ds.
The topology on Cð½0;1Þ; HsRÞ is that of the uniform convergence on the compact
subsets of ½0;1Þ. In the following we write K  H1 when K is a compact subset of
H1 and by IntðAÞ the interior of A.
Theorem 2.1. The family ðmu;u0 Þ40 satisfies a uniform LDP of speed  and good rate
function
Iu0ðwÞ ¼ inf
f2H10ð0;1;HsRÞ:w¼Sðu0;f Þ
IWðf Þ
¼ 12 inf
h2L2ð0;1;L2Þ:w¼Scðu0;hÞ
khk2
L2ð0;1;L2Þ,
where IW is the rate function of the sample path LDP for the Wiener process, i.e.
8K  H1; 8A 2 BðE1Þ,
 sup
u02K
inf
w2IntðAÞ
Iu0 ðwÞp lim
!0
 log inf
u02K
Pðu;u0 2 AÞ
p lim
!0
 log sup
u02K
Pðu;u0 2 AÞp inf
w2A;u02K
Iu0ðwÞ.
This result is proved in Sections 3 and 4. The aim is to push forward the following
sample path LDP for the Wiener process. It follows from the general LDP for
Gaussian measures on a real separable Banach space, see [15], the fact that the laws
of the restrictions of
ﬃﬃ

p
W on Cð½0; T ; HsRÞ and L2ð0; T ; HsRÞ have same RKHS and
Dawson–Ga¨rtner’s theorem for projective limits.
Proposition 2.2. The family of laws of ð ﬃﬃp W Þ40 on Cð½0;1Þ; HsRÞ satisfies an LDP of
speed  and good rate function
IWðf Þ ¼ 12 inf
h2L2ð0;1;L2Þ:f¼
R 
0
FhðsÞ ds
khk2
L2ð0;1;L2Þ.
We denote by Ca the set ff 2 Cð½0;1Þ; HsRÞ : IWðf Þpag also equal to
f 2 H10ð0;1; HsRÞ : f ð0Þ ¼ 0;
qf
qt
2 imF; F1jðkerFÞ?
qf
qt


L2ð0;1;L2Þ
p
ﬃﬃﬃﬃﬃ
2a
p( )
.
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tail estimates
We start by a result on the continuity of the skeleton with respect to the control on
the sets Ca. It is used to prove the lower bound of the LDP and that the rate function
is good; see Section 5. In that respect, our proof is closer to the proofs in [5,8]. The
authors of [7,22] use some slightly different arguments and prove separately the
compactness of the level sets of the rate function, the lower and upper bounds of the
LDP using their characterizations in metric spaces. Note that in the applications, 6,
we need to compute inﬁma of a quantity involving the rate function and the
continuity proves to be very useful. We prove the continuity with respect to the
control and initial datum as suggested in [8] of though the continuity with respect to
the initial data is not used in the proof of the uniform LDP.
Proposition 3.1. For every u0 2 H1, a positive and f in Ca, Sðu0; f Þ exists and is
uniquely defined. It is a continuous mapping from H1  Ca into E1, where Ca has the
topology induced by that of Cð½0;þ1Þ; HsRÞ.
Proof. Let F denote the mapping such that
Fðu; u0; f Þ ¼ UðtÞu0  i
Z t
0
Uðt  sÞ uðsÞ ljuðsÞj2s þ qf
qs
  
ds.
Let a and r be positive, f in Ca and u0 such that ku0kH1pr, set R ¼ 2cr where c is the
norm of the continuous mapping of the (i) of the Strichartz inequalities. From (i) and
(ii) of the Strichartz inequalities along with Ho¨lder’s inequality, the Sobolev
injections and the continuity of F, for any T positive, p inAðdÞ, u and v in X ðT ;pÞ and
any n in ð0; 1 sðd2Þ
2
Þ, it is a well-deﬁned interval since so 2
d2, there exists C positive
such that
kFðu; u0; f ÞkX ðT ;pÞ
pcku0kH1 þ CT nkuk2sþ1X ðT ;pÞ þ CT
1
2
 1
rðpÞkukC ½0;T ;H1ð Þ
qf
qs


L2ð0;T ;W
1;rðpÞd
2 Þ
pcku0kH1 þ CT nkuk2sþ1X ðT ;pÞ þ C
ﬃﬃﬃ
a
p
T
1
2
 1
rðpÞkukX ðT ;pÞ .
Similarly we obtain
kFðu; u0; f Þ  Fðv; u0; f ÞkX ðT ;pÞ
pC T nðkuk2s
X ðT ;pÞ þ kvk2sX ðT ;pÞ Þ þ T
1
2
 1
rðpÞ ﬃﬃﬃap ku  vkX ðT ;pÞ .
Thus, for T ¼ Tr;a;p small enough depending on r, a and p, the ball centered at 0 of
radius R is invariant and the mapping Fð; u0; f Þ is a 34 - contraction. We denote by
S0ðu0; f Þ the unique ﬁxed point of Fð; u0; f Þ in X ðT

r;a;p;pÞ.
Also when T is positive, we can solve the ﬁxed point problem on any interval
½kTr;a;p; ðk þ 1ÞTr;a;p with 1pkpb TTr;a;pc. The ﬁxed point is denoted by S
kðuk; f Þ,
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of a maximal solution Sðu0; f Þ follow. It coincides with Skðuk; f Þ on the above
intervals when it is deﬁned. We may also show that the blow-up time corresponds to
the blow-up of the H1-norm; thus, Sðu0; f Þ is an element of E1.
We shall now prove the continuity. Take u0 in H
1, a positive and f in Ca. From
the deﬁnition of the neighborhood basis of the topology of E1, it is enough to
see that for  positive, ToT Sðu0; f Þð Þ, and p 2AðdÞ, there exists Z positive such
that for every ~u0 in H
1 and g in Ca satisfying ku0  ~u0kH1 þ kf  gkCð½0;T ;HsRÞpZ
then kSðu0; f Þ  Sð ~u0; gÞkX ðT ;pÞp. We set r ¼ kSðu0; f ÞkX ðT ;pÞ þ 1; N ¼ b TðTr;a;pÞc; dNþ1
¼ 
Nþ1 ^ 1; and deﬁne for k 2 f0; . . . ; Ng; dk and Zk such that 0odkodkþ1, 0oZk
oZkþ1o1 and
kSkþ1ðuk; f Þ  Skþ1ð ~uk; gÞkX ðkTr;a;p ;ðkþ1ÞTr;a;p ;pÞpdkþ1
if
kuk  ~ukkH1 þ dCð½0;1Þ;HsRÞðf ; gÞpZkþ1.
The distance dCð½0;1Þ;HsRÞð; Þ is one of the classical distances of the topology of
uniform convergence on compact subsets of ½0;1Þ. It is possible to choose
ðdkÞk¼0;...;N as long as we prove the continuity for k ¼ 0. The maximal solution
Sð ~u0; gÞ then necessarily satisﬁes TðSð ~u0; gÞÞ4T . We conclude setting Z ¼ Z1 and
using the triangle inequality.
We now prove the continuity for k ¼ 0. First note that ku0kH1pr and k ~u0kH1pr
since Zo1; thus, if U1 denotes kS0ðu0; f Þ  S0ð ~u0; gÞkX ðTr;a;p ;pÞ ,
U1 ¼ kFðS0ðu0; f Þ; u0; f Þ  FðS0ð ~u0; gÞ; ~u0; gÞkX ðTr;a;p ;pÞ
pkFðS0ðu0; f Þ; u0; f Þ  FðS0ðu0; f Þ; ~u0; gÞkX ðTr;a;p ;pÞ
þ kFðS0ðu0; f Þ; ~u0; gÞ  FðS0ð ~u0; gÞ; ~u0; gÞkX ðTr;a;p ;pÞ
and since Fð; ~u0; gÞ is a 34-contraction,
U1p4kFðS0ðu0; f Þ; u0; f Þ  FðS0ðu0; f Þ; ~u0; gÞkX ðTr;a;p ;pÞ
p4ðcku0  ~u0kH1 þ U2Þ,
where using Ho¨lder’s inequality and taking po ~p,
U2 ¼
Z 
0
Uð  sÞS0ðu0; f Þ qðf  gÞqs ðsÞds


X
ðTr;a;p ;pÞ
pU3 _ U4
and
U3 ¼
Z 
0
Uð  sÞS0ðu0; f Þ
qðf  gÞ
qs
ðsÞds


y
Cð½0;Tr;a;p;H1Þ
 

Z 
0
Uð  sÞS0ðu0; f Þ
qðf  gÞ
qs
ðsÞds


1y
Lrð ~pÞð0;Tr;a;p;W 1; ~pÞ
!
,
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U4 ¼
Z 
0
Uð  sÞS0ðu0; f Þ
qðf  gÞ
qs
ðsÞds


Cð½0;Tr;a;p;H1Þ
.
From (ii) of the Strichartz inequalities we obtain
U4pC
ﬃﬃﬃ
a
p ðTr;a;pÞ
1
2
1
rð ~pÞ R
 1y
.
It is now enough to show that when g is close enough to f, U3 can be made arbitrarily
small. Take n in N and set for i in f0; . . . ; ng; ti ¼ iT

r;a;p
n
and
S0;nðu0; f Þ ¼ Uðt  tiÞðSðu0; f ÞðtiÞÞ for tiptotiþ1. (3.1)
As in the previous calculations we obtainZ 
0
Uð  sÞðS0ðu0; f Þ  S0;nðu0; f ÞÞ
qðf  gÞ
qs
ðsÞds


Cð½0;Tr;a;p;H1Þ
pC ﬃﬃﬃap ðTr;a;pÞ12 1rðpÞkS0ðu0; f Þ  S0;nðu0; f ÞkCð½0;Tr;a;p;H1Þ
pC ﬃﬃﬃap ðTr;a;pÞ12 1rðpÞ
 sup
i2f0;...;n1g
Z 
ti
Uð  sÞ S0ðu0; f Þ ljS0ðu0; f Þj2s þ
qf
qs
  
ðsÞds


Cð½ti ;tiþ1;H1Þ
pC ﬃﬃﬃap ðTr;a;pÞ12 1rðpÞ R2sþ1 Tr;a;pn
 n
þ T

r;a;p
n
 1
2
 1
rðpÞ
R
ﬃﬃﬃ
a
p
2
4
3
5.
It can be made arbitrarily small for large n. Now it remains to bound the
Cð½0; Tr;a;p; H1Þ-norm ofZ t
0
Uðt  sÞS0;nðu0; f Þ
qðf  gÞ
qs
ðsÞds
¼
Xn1
i¼0
Z tiþ1^t
ti^t
Uðt  ti ^ tÞ S0ðu0; f Þðti ^ tÞ qðf  gÞqs ðsÞ
 
ds
¼
Xn1
i¼0
Uðt  ti ^ tÞ½S0ðu0; f Þðti ^ tÞððf  gÞðtiþ1 ^ tÞ  ðf  gÞðti ^ tÞÞ
since, from the Sobolev injections and the fact that Uðt  ti ^ tÞ is a group on H1, for
any i in f0; . . . ; n  1g and v in HsR,
kUðt  ti ^ tÞðS0ðu0; f Þðti ^ tÞvÞkH1pCkS0ðu0; f Þðti ^ tÞkH1kvkHsR
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rCnkf  gkCð½0;T ;HsRÞ. For ﬁxed n, it can be made arbitrarily small taking g sufﬁciently
close to f. &
We now give the exponential tail estimates.
Lemma 3.2. Assume that x is a point-predictable process, that p belongs to ~AðdÞ, T is
positive and that there exists Z positive such that kxk2
Cð½0;T ;H1ÞpZ a.s.; then for every t
in ½0; T  and d positive,
P sup
t02½0;T 
Z t0
0
Uðt  sÞxðsÞdW ðsÞ


W 1;p
Xd
 !
p exp 1 d
2
kðZÞ
 
,
where
kðZÞ ¼
4c rðpÞd
2
 2
T
1 4
rðpÞðd þ 1Þðd þ pÞkFk2
L0;s
2
1 4
rðpÞ
Z
and c rðpÞd
2
 
is the norm of the continuous embedding HsR  W
1;rðpÞd
2
R .
Proof. Let us denote by gaðf Þ ¼ ð1þ akf kpW 1;pÞ
1
p the real-valued function para-
metrized by a positive and by M the martingale deﬁned by Mðt0Þ ¼R t0
0
Uðt  sÞxðsÞdW ðsÞ. The function ga is twice Fre´chet differentiable, the ﬁrst and
second derivatives at point MðtÞ in the direction h are denoted by DgaðMðtÞÞh and
D2gaðMðtÞ; MðtÞÞðh; hÞ, and they are continuous. Also, the second derivative is
uniformly continuous on the bounded sets. By the Itoˆ formula the following
decomposition holds:
gaðMðt0ÞÞ ¼ 1þ Eaðt0Þ þ 12 Raðt0Þ,
where Eaðt0Þ is equal toZ t0
0
DgaðMðsÞÞUðt  sÞxðsÞdW ðsÞ 
1
2
Z t
0
kDgaðMðsÞÞUðt  sÞxðsÞk2L2ðL2;RÞ ds
and Raðt0Þ toZ t0
0
kDgaðMðsÞÞUðt  sÞxðsÞk2L2ðL2;RÞ ds
þ
Z t0
0
X
j2N
D2gaðMðsÞ; MðsÞÞðUðt  sÞxðsÞFej ; Uðt  sÞxðsÞFejÞds,
where ðejÞj2N is a complete orthonormal system of L2. We denote by
qðu; hÞ ¼ R
Z
Rd
ujujp2hdx þ
Xd
k¼1
Z
Rd
qxk ujqxk ujp2qxk hdx
" #
;
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1
p
1
qðu; hÞ and
D2gaðu; uÞðh; gÞ
¼ a2ð1 pÞð1þ akukp
W 1;p
Þ
1
p
2
qðu; hÞqðu; gÞ
þ að1þ akukp
W 1;p
Þ
1
p
1
1þ p  2
2
 
R
Z
Rd
jujp2gh
 "
þ
Xd
k¼1
jqxk ujp2qxk gqxk h
!
dx
þ p  2
2
R
Z
Rd
u2jujp4gh þ
Xd
k¼1
qxk u
2jqxk ujp4qxk gqxk h
 !
dx
#
.
From the series expansion of the Hilbert–Schmidt norm along with Ho¨lder’s
inequality, we obtain that Raðt0Þ is less than
aðd þ 1Þ
Z t0
0
aðd þ 1Þ
X
j2N
kUðt  sÞxðsÞFejk2W 1;p
kMðsÞkW 1;p
ð1þ akMðsÞkp
W 1;p
Þ
1
p
0
B@
1
CA
2ðp1Þ2
64
ðp  1Þaðd þ 1Þð1þ akMðsÞkp
W 1;p
Þ
1
p
2X
j2N
qðMðsÞ; Uðt  sÞxðsÞFejÞ2
ðp  1ÞkMðsÞkp2
W 1;p
ð1þ akMðsÞkp
W 1;p
Þ
1
p
1X
j2N
kUðt  sÞxðsÞFejk2W 1;p
3
5ds.
Since the term in parenthesis in the ﬁrst part is an increasing function of kMðsÞkW 1;p ,
the second term is nonpositive and
kMðsÞkp2
W 1;p
ð1þ akMðsÞkp
W 1;p
Þ
1
p
1
¼ a
2
p
1ðakMðsÞkp
W 1;p
Þ1
2
pð1þ akMðsÞkp
W 1;p
Þ
1
p
1
pa
2
p
1ð1þ akMðsÞkp
W 1;p
Þ1
2
pð1þ akMðsÞkp
W 1;p
Þ
1
p
1pa
2
p
1
,
we obtain that
Raðt0Þpðd þ 1Þðd þ pÞa
2
p
Z t0
0
X
j2N
kUðt  sÞxðsÞFejk2W 1;p ds.
Finally, from (2.1), Ho¨lder’s inequality and the Sobolev injections we obtain that for
any t0 in ½0; T ,
Raðt0Þp
2ðd þ 1Þðd þ pÞa
2
p
2
c
rðpÞd
2
 2
kFk2
L0;s
2
Z
Z T
0
jt  sj
4
rðpÞ ds,
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d1 and thus Raðt0ÞpkðZÞa
2
p
4
. Also, since
ðexpðEaðt0ÞÞÞt02½0;T  is a martingale, the Novikov condition is satisﬁed from the
above, and from Doob’s inequality, we obtain
P sup
t02½0;T 
Z t0
0
Uðt  sÞxðsÞdW ðsÞ


W 1;p
Xd
 !
¼ P sup
t02½0;T 
expðgaðMðt0ÞÞÞX expðð1þ adpÞ
1
pÞ
 !
pP sup
t02½0;T 
expðEaðt0ÞÞX exp ð1þ adpÞ
1
p  1 kðZÞa
2
p
4
0
@
1
A
0
@
1
A
p exp ð1þ adpÞ
1
p þ 1þ kðZÞa
2
p
4
0
@
1
A
pe exp a
1
pdþ kðZÞa
2
p
4
0
@
1
A.
The last inequality holds for arbitrary a positive. Minimizing on a, one ﬁnally
obtains the desired estimate. &
Proposition 3.3 (Exponential tail estimates). If Z, defined by ZðtÞ ¼ R t0 Uðt  sÞ
xðsÞdW ðsÞ, is such that there exists Z positive such that kxk2
Cð½0;T ;H1ÞpZ a.s., then for
any p in ~AðdÞ, T and d positive,
PðkZkCð½0;T ;H1ÞXdÞp3 exp 
d2
k1ðZÞ
 
,
PðkZkLrðpÞð0;T ;W 1;pÞXdÞpc exp 
d2
k2ðZÞ
 
,
where c ¼ 2e þ expðð2ek0!Þ
1
k0 Þ, k0 ¼ 2 _minfk 2 N : 2kXrðpÞg
k1ðZÞ ¼ T4cð1Þ2kFk2L0;s
2
Z,
k2ðZÞ ¼
8c rðpÞd
2
 2
T1
2
rðpÞðd þ 1Þðd þ pÞkFk2
L0;s
2
1 4
rðpÞ
Z,
cðrðpÞd
2
Þ and cð1Þ are the norms of the continuous embeddings HsR  W
1;rðpÞd2
R and
HsR  W 1;1R .
Proof. The first estimate. We recall that in H1 we may write, using the series
expansion of the Wiener process and that ðUtÞt2R is a unitary group; see [19],
ZðtÞ ¼ UðtÞ R t
0
UðsÞxðsÞdW ðsÞ. Since UðsÞ is an isometry, one obtains that for
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kUðsÞxðsÞFkL2ðL2;H1ÞpkLskLcðHsR;H1ÞkFkL0;s2
pcð1ÞkLskLcðW 1;1R ;H1ÞkFkL0;s2
pcð1ÞkxðsÞkH1kFkL0;s
2
,
where L is such that Lsu ¼ xðsÞu. Consequently, we obtain thatZ T
0
kUðsÞxðsÞFk2
L0;1
2
dspcð1Þ2kFk2
L0;s
2
TkxðsÞk2
Cð½0;T ;H1Þ ds.
We conclude using [21, Theorem 2.1]. The result still holds when the operator takes
its value in another Hilbert space.
The second estimate: From Markov’s inequality it is enough to show that
E exp
1
k2ðZÞ
Z 
0
Uð  sÞxðsÞdW ðsÞ


2
LrðpÞð0;T ;W 1;pÞ
 !" #
pc.
For kXk0, Jensen’s inequality along with Fubini’s theorem, Lemma 3.2, the change
of variables and the integration by parts formulae give
E
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2ðZÞ
p Z 
0
Uð  sÞxðsÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
 !2k24
3
5
p 1
T
Z T
0
E
T
ðk2ðZÞÞ
rðpÞ
2
Z t
0
Uðt  sÞxðsÞdW ðsÞ


rðpÞ
W 1;p
 ! 2k
rðpÞ
2
64
3
75dt
p 1
T
Z T
0
Z 1
0
P
0
@ Z t
0
Uðt  sÞxðsÞdW ðsÞ


W 1;p
X
k2ðZÞð Þ
rðpÞ
2
T
 ! 1
rðpÞ
u
1
2k
1
CAdudt
p 1
T
Z T
0
Z 1
0
e exp  k2ðZÞ
T
2
rðpÞ
u
1
k
kðZÞ
0
@
1
Adudt
pe
Z 1
0
expð2u1kÞdu ¼ e
Z 1
0
kvk1 expð2vÞdv ¼ 2e
Z 1
0
vk expð2vÞdv.
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E
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2ðZÞ
p Z 
0
Uð  sÞxðsÞdW ðsÞ


LrðpÞ 0;T ;W 1;pð Þ
 !2k024
3
5
pk0!
X
kXk0
1
k!
E
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2ðZÞ
p Z 
0
Uð  sÞxðsÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
 !2k24
3
5
pk0!
X
kXk0
1
k!
2e
Z 1
0
vk expð2vÞdv
pk0!
X
k2N
1
k!
2e
Z 1
0
vk expð2vÞdv ¼ 2ek0!
hence, from Ho¨lder’s inequality
Xk01
k¼0
1
k!
E
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2ðZÞ
p Z 
0
Uð  sÞxðsÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
 !2k24
3
5
¼
Xk01
k¼0
1
k2ðZÞkk!
E
Z 
0
Uð  sÞxðsÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
 !2k08<
:
9=
;
k
k0
2
664
3
775
p
Xk01
k¼0
1
k2ðZÞkk!
E
Z 
0
Uð  sÞxðsÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
 !2k024
3
5
k
k0
p
Xk01
k¼0
½ð2ek0!Þ
1
k0 k
k!
p expðð2ek0!Þ
1
k0Þ.
The end of the proof is now straightforward. &4. Almost continuity of the Itoˆ map
Proposition 4.1. For every positive a, R and r, u0 in H1, f in Ca, ToTðSðu0; f ÞÞ, p in
AðdÞ, there exist positive 0, g and r such that for every  in ð0; 0 and ~u0 in BH1 ðu0; rÞ,
 log Pðku; ~u0  Sðu0; f ÞkX ðT ;pÞXr; k
ﬃﬃ

p
W  f kCð½0;T ;HsRÞogÞp R.
Proof. Take u0 in H
1, f in Ca, a, R and r positive, ToTðSðu0; f ÞÞ and p in AðdÞ.
Step 1: Change of measure to center the Wiener process around f . The function
f in Ca is such that there exists h in L
2ð0; T ; L2Þ such that f ðÞ ¼ R 0FhðsÞds
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2
khk2
L2ð0;T ;L2Þpa. We denote by W  the process
W ðtÞ  1ﬃﬃ

p
Z t
0
qf
qs
ds ¼ W ðtÞ  1ﬃﬃ

p
Z t
0
FhðsÞds ¼ F W cðtÞ 
1ﬃﬃ

p
Z t
0
hðsÞds
 
.
Since E½expð1
2
R T
0 khðsÞk2L2 Þdsoþ1; the Novikov condition is satisﬁed and the
Girsanov theorem gives that W  is a m-Wiener process on Cð½0; T ; HsRÞ under the
probability P deﬁned by
dP
dP
))))
Ft
¼ exp 1ﬃﬃ

p
Z t
0
ðh;dW cðsÞÞL2 
1
2
Z T
0
khðsÞk2
L2
ds
 
.
Set U ðtÞ ¼ expð 1ﬃp R t0ðh;dW cðsÞÞL2 Þ and l such that a  lo R and
A ¼ fku; ~u0  Sðu0; f ÞkX ðT ;pÞXr; k
ﬃﬃ

p
W  f kCð½0;T ;HsRÞogg;
then since ðexpð 1ﬃ

p
R t
0
ðh;dW cðsÞÞL2  12
R t
0
khðsÞk2
L2
dsÞÞt2½0;T  is a uniformly integrable
martingale
PðAÞpEP
dP
dP
1A\fU ðTÞp expðlÞg
* +
þ P U ðTÞ4 exp l

  
pEP 1A exp
l

þ 1
2
Z T
0
khðsÞk2
L2
ds
 * +
þ exp  l

 
EðU ðTÞÞ
p exp lþ a

 
PðAÞ þ exp
a  l

 
.
Finally it is enough to prove that there exists positive 0, g and r such that for every 
in ð0; 0 and ~u0 in BH1 ðu0; rÞ,  log PðAÞp R  l a, or equivalently that
 log Pðkv; ~u0  Sðu0; f ÞkX ðT ;pÞXr; k
ﬃﬃ

p
W kCð½0;T ;HsRÞogÞp R  l a,
where v; ~u0 satisﬁes v; ~u0 ð0Þ ¼ ~u0 and
i dv; ~u0 ¼ Dv; ~u0 þ ljv; ~u0 j2sv; ~u0 þ qf
qt
v; ~u0  i
2
FFv
; ~u0
 
dt þ ﬃﬃp v; ~u0 dW .
Step 2: Reduction to estimates for the stochastic convolution.
Note, this is standard fact, that the unboundedness of the drift and coefﬁcient of
the Wiener process is not a limitation since the result of Proposition 4.1 is local. A
localization argument is therefore used to overcome the apparent difﬁculty. We
replace T by
tr ¼ infft : kv; ~u0  Sðu0; f ÞkX ðt;pÞXrg ^ T .
Since ToTðSðu0; f ÞÞ, v; ~u0 satisﬁes
kv; ~u0kX ðtr ;pÞprþ kSðu0; f ÞkX ðtr ;pÞ ¼ D.
With computations similar to that of the proofs of Proposition 3.1 herein and of
Theorem 4:1 in [9] with a cutt-off function in front of the nonlinearity of the
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D
 
and y kv
; ~u0k
X ðs;pÞ
D
 
, we obtain for t positive and n 2 ð0; 1 sðd2Þ
2
Þ,
kv; ~u0  Sðu0; f ÞkX ðt^tr ;pÞpCk ~u0  u0kH1 þ
ﬃﬃ

p Z 
0
Uð  sÞv; ~u0ðsÞdW ðsÞ


X ðt^tr ;pÞ
þ C½ðt ^ trÞnðD2sÞð1þ DÞ þ ðt ^ trÞ
1
2
 1
rðpÞ ﬃﬃﬃap
þ ðt ^ trÞ1
2
rðpÞkv; ~u0  Sðu0; f ÞkX ðt^tr ;pÞ
þ Cðt ^ trÞ1
2
rðpÞkSðu0; f ÞkX ðt^tr ;pÞ .
Set p1; then for t ¼ t small enough we obtain
kv; ~u0  Sðu0; f ÞkX ðt^tr ;pÞp2 Ck ~u0  u0kH1 þ CD

þ ﬃﬃp Z 
0
Uð  sÞv; ~u0 ðsÞdW ðsÞ


X ðtr ;pÞ

. ð4:1Þ
Set N ¼ tr
t^tr
j k
; and for i in f0; . . . ; Ng, Ti ¼ it and TNþ1 ¼ T . Inequality (4.1) also
holds for kv; ~u0  Sðu0; f ÞkX ðTi ;Tiþ1 ;pÞ for every i in f0; . . . ; Ng, replacing k ~u0  u0kH1 by
kv; ~u0 ðTiÞ  Sðu0; f ÞðTiÞkH1 .
As for i in f1; . . . ; Ng, kv; ~u0 ðTiÞ  Sðu0; f ÞðTiÞkH1pkv; ~u0  Sðu0; f ÞkX ðTi1 ;Ti ;pÞ , we
obtain using the triangle inequality that
kv; ~u0  Sðu0; f ÞkX ðtr ;pÞ
p2ðN þ 1Þ ﬃﬃp Z 
0
Uð  sÞv; ~u0ðsÞdW ðsÞ


X ðtr ;pÞ
þ CD
 
þ 2C
XN1
i¼1
kv; ~u0  Sðu0; f ÞkX ðTi1 ;Ti ;pÞ þ 2Cku0  ~u0kH1
p2ðN þ 1Þ
XN1
i¼0
ð2CÞi
 ! ﬃﬃ

p Z 
0
Uð  sÞv; ~u0 ðsÞdW ðsÞ


X ðtr ;pÞ
þ CD
 
þ ð2CÞNku0  ~u0kH1 .
We may choose 2C41; then it is enough to show that there exist positive 0, g and r
such that ð2CÞNror and for every  in ð0; 0 and ~u0 in BH1ðu0; rÞ,
 logP
ﬃﬃ

p Z 
0
Uð  sÞv; ~u0ðsÞdW ðsÞ


X ðtr ;pÞ
þ CDX ð2C  1Þðr ð2CÞ
NrÞ
2ðN þ 1Þ ð2CÞN  1. 	 ;
 
ﬃﬃ

p
W 
 
C ½0;T ;HsRð Þog
!
p R  l a.
Step 3: The case of the stochastic convolution. We now need that for u0 in H
1, f in
Ca, a, R and r positive, ToTðSðu0; f ÞÞ and p inAðdÞ, there exist 0, g and r positive
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 logP
ﬃﬃ

p Z 
0
Uð  sÞv; ~u0 ðsÞdW ðsÞ


X ðtr ;pÞ
Xr;
ﬃﬃ

p
W 
 
C ½0;tr;HsRð Þog
 
p R.
For n in N and i in f0; . . . ; ng, we set ti ¼ itrn and the same approximation as (3.1)
v; ~u0;nðtÞ ¼ Uðt  tiÞðv; ~u0ðtiÞÞ for tiptotiþ1.
For any d positive we may write
P
ﬃﬃ

p Z 
0
Uð  sÞv; ~u0 ðsÞdW ðsÞ


X ðtr ;pÞ
Xr;
ﬃﬃ

p
W 
 
Cð½0;tr;HsR
og
 
pP1 þ P2 þ P3,
where
P1 ¼ P
ﬃﬃ

p Z 
0
Uð  sÞðv; ~u0ðsÞ  v; ~u0;nðsÞÞdW ðsÞ


X ðtr ;pÞ
X
r
2
;

kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod

,
P2 ¼ Pðkv; ~u0  v; ~u0;nkCð½0;tr;H1ÞXdÞ,
P3 ¼ P
ﬃﬃ

p Z 
0
Uð  sÞv; ~u0;nðsÞdW ðsÞ


X ðtr ;pÞ
X
r
2
;
ﬃﬃ

p
W 
 
Cð½0;tr;HsRÞ
og;

kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod

.
From Proposition 3.3,
P1pC exp  r
2
4ðk1ðd2Þ _ k2ðd2ÞÞ
 
,
thus for any o1 and d small enough, P1o R  1.
Also P2pP21 þ P22 where
P21 ¼ P sup
i2f0;...;n1g
ﬃﬃ

p Z 
ti
Uðt  sÞv; ~u0 ðsÞdW ðsÞ


Cð½ti ;tiþ1;H1Þ
X
d
2
 !
and P22 equals
P sup
i2f0;...;n1g
Z 
ti
Uðt  sÞ ljv; ~u0 ðsÞj2s
 
þ qf
qs
ðsÞ  i
2
FF

v; ~u0 ðsÞds

Cð½ti ;tiþ1;H1Þ
X
d
2
!
.
From Proposition 3.3, P21p3n expðCd2ntrD2Þ and P22 ¼ 0 for n large enough.
Indeed, with calculations similar to that of the proof of Theorem 4.1 in [9] and of
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sup
i2f0;...;n1g
Z 
ti
Uðt  sÞ ljv; ~u0ðsÞj2s þ qf
qs
ðsÞ  i
2
FF
 
v; ~u0 ðsÞds


Cð½ti ;tiþ1;H1Þ
pC tr
n
 n
D2sþ1 þ tr
n
 1
2
 1
rðpÞ
D
ﬃﬃﬃ
a
p þ 1
2
tr
n
 1 2
rðpÞ
D
" #
,
then, for every d positive and 0oo1, for n large enough  logP2o R  1.
So far we have obtained that for d small enough and n large enough, for any
0oo 1
2 logð2Þ,  logðP1 þ P2Þp R  12.
Now ﬁx d as above. Note that the condition kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod in P3
implies that kv; ~u0;nkCð½0;tr;H1ÞoD þ d.
Set t ¼ maxfti : tipt; i 2 f0; . . . ; ngg and
E ¼ fk ﬃﬃp W kCð½0;tr;HsRÞog; kv; ~u0  v; ~u0;nkCð½0;tr;H1Þodg.
As po2ð3d1Þ3ðd1Þ there exists po ~po 2dd1 and Z positive such that 1 p2~p2ð1þ 2rð ~pÞ þ ZÞ is
positive. Thus, from Ho¨lder’s inequality, for y ¼ ~pp~p2,
P3pP31 þ P32 þ P33 þ P34 þ P35,
where
P31 ¼ P
ﬃﬃ

p Z 

Uð  sÞv; ~u0;nðsÞdW ðsÞ


Lrð ~pÞð0;tr;W 1; ~pÞ
Xn
1þ 2
rð ~pÞþZ
 
1
2;
0
@
kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod
1
A,
P32 ¼ P
ﬃﬃ

p Z 

Uð  sÞv; ~u0;nðsÞdW ðsÞ


y
Cð½0;tr;H1Þ
n
1þ 2
rð ~rÞþZ
 
1y
2 X
r
8
;
0
@
kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod
1
A,
P33 ¼ P
ﬃﬃ

p Z 

Uð  sÞv; ~u0;nðsÞdW ðsÞ


Cð½0;tr;H1Þ
X
r
8
;
0
@
kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod
1
A,
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ﬃﬃ

p Z 
0
Uð  sÞv; ~u0;nðsÞdW ðsÞ


LrðpÞð0;tr;W 1;pÞ
X
r
8
; E
 !
,
P35 ¼ P
ﬃﬃ

p Z 
0
Uð  sÞv; ~u0;nðsÞdW ðsÞ


Cð½0;tr;H1Þ
X
r
8
; E
 !
.
The probability P31 is less than
Xn1
i¼0
P
ﬃﬃ

p Z tiþ1
ti
Uð  sÞv; ~u0;nðsÞdW ðsÞ


Lrð ~pÞðti ;tiþ1;W 1; ~pÞ
Xn
1þ 2
rð ~pÞþZ
 
1
2;
 
kv; ~u0  v; ~u0;nkCð½0;tr;H1Þod
!
which is itself, from Proposition 3.3, less than
nC exp  n
1þ 2
rð ~pÞþZ
C
tr
n
. 	1 2
rð ~pÞðdþ DÞ2
0
@
1
A.
Thus, for n large enough, p1 and d positive,  logP31o R  1.
The ﬁrst exponential tail estimate of Proposition 3.3 gives that
P32pnC exp 
r2
Cn
1þ 2
rð ~pÞþZ
 
ð1yÞ tr
n
. 	
ðdþ DÞ2
0
BB@
1
CCA
and, from the choice of ~p, for n large enough, for any  and d positive,
 logP32o R  1.
The same holds for P33 even more clearly.
The decay estimate (2.1) along with Ho¨lder’s inequality give that the mapping
w 7!Uðt  tjÞv; ~u0 ðtjÞw from HsR into W 1;p is continuous. Thus, we may writeZ 
0
Uð  sÞv; ~u0;nðsÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
¼
Xn1
i¼1
1tiptotiþ1
Xi1
j¼0
Z tjþ1
tj
Uðt  tjÞv; ~u0 ðtjÞdW ðsÞ


LrðpÞð0;T ;W 1;pÞ
p
Xn1
i¼1
Xi1
j¼0
Z tjþ1
tj
Uðt  tjÞv; ~u0 ðtjÞdW ðsÞ


LrðpÞðti ;tiþ1;W 1;pÞ
pC ðn  1Þðn  2Þ
2
 
tr
n
  2
rðpÞ
Dg
and obtain that, for any n in N, for g small enough P34 ¼ 0.
ARTICLE IN PRESS
E. Gautier / Stochastic Processes and their Applications 115 (2005) 1904–1927 1923Similarly we write, using the continuity of the group and Ho¨lder’s inequality,Z 
0
Uð  sÞv; ~u0;nðsÞdW ðsÞ


Cð0;T ;H1Þ
¼ max
i¼1;...;n1
Xi1
j¼0
Z tjþ1
tj
Uðti  tjÞv; ~u0ðtjÞdW ðsÞ


H1
p
Xn1
j¼0
kv; ~u0 ðtjÞkH1kW ðtjþ1Þ  W ðtjÞkHsR
p2nDg.
Thus, for any n in N, for g small enough P35 ¼ 0.
Finally, when d is ﬁxed, for n large enough and a particular choice of g depending
on n and d, we obtain that for any 0oo 1
2 logð2Þ,  logP3p R  12.
We have now proved Step 3 and thus Proposition 4.1. &
Remark 4.2. Unlike regular proofs in Step 2 we do not use the Gronwall inequality.
Instead, we split the norm into many parts and retain the convolution with the group
in order to use the (ii) of the Strichartz inequalities.
Remark 4.3. The same uniform LDP holds with an extra term f ðu;u0 ; ; t; xÞ in
the drift. It is required that there exist ðs; rÞ conjugate exponents of an admis-
sible pair ðrðqÞ; qÞ such that for every positive T such that kckX ðT ;pÞoþ1,
kf ðc; ; :; ÞkLsð0;T ;W 1;rÞ is bounded and goes to zero with . This term may account
for damping or ampliﬁcation going to zero along with the noise.5. End of the proof of the uniform LDP
We prove hereafter how the almost continuity along with Propositions 2.2 and 3.1
allow to prove the uniform LDP.
Suppose that Iu0 is the rate function of the LDP; then from Proposition 3.1, since
its level sets are the direct image by Sðu0; Þ of the level sets Ca which are compact, it
is a good rate function.
Now the set A is a Borel set of E1 and u0 is some initial datum in H1.
An upper bound: In the case where inf
w2AI
u0 ðwÞ ¼ 0 there is nothing to prove.
Otherwise, take 0oaoinf
w2AI
u0 ðwÞ and R4a. Suppose that f is such that IWðf Þpa;
then
Iu0ðSðu0; f ÞÞpao inf
w2A
Iu0 ðwÞ,
thus Sðu0; f ÞeA and there exists a neighborhood of Sðu0; f Þ
Vu0;f ¼ fv 2 E1 : TðvÞ4T and kv  Sðu0; f ÞkX ðT ;pÞoru0;f g
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c
. Also, from Proposition 4.1, there exists u0;f , gu0;f and ru0;f
positive such that for every pu0;f and ~u0 in BH1 ðu0; ru0;f Þ,
 log Pðku; ~u0  Sðu0; f ÞkX ðT ;pÞXru0;f ;
ﬃﬃ

p
W  f
 
Cð½0;T ;HsRÞ
ogu0;f Þp R.
Let us denote by Ou0;f the set Ou0;f ¼ BCð½0;T ;HsRÞðf ; gu0;f Þ. The family ðOu0;f Þf2Ca is a
covering by open sets of the compact set Ca; thus, there exists a ﬁnite sub-covering of
the form
SN
i¼1Ou0;f i : We can now write
Pðu; ~u0 2 AÞpP fu; ~u0 2 Ag \ ﬃﬃp W 2[N
i¼1
Ou0;f i
( ) !
þ P ﬃﬃp We[N
i¼1
Ou0;f i
 !
p
XN
i¼1
P fu; ~u0 2 Ag \ ﬃﬃp W 2 Ou0;f i1 2. 	þ P ﬃﬃp WeCa. 	
p
XN
i¼1
P fu; ~u0eVu0;f ig \
ﬃﬃ

p
W 2 Ou0;f i
1 2. 	þ exp  a

 
for p0 for some 0 positive. Thus, for p0 ^ ð
VN
i¼1 u0;f i Þ we obtain for ~u0 in
BH1ðu0; ru0 Þ, where ru0 ¼
VN
i¼1ru0;f i ,
Pðu; ~u0 2 AÞpN exp R

 
þ exp  a

 
and
 logPðu; ~u0 2 AÞp log 2þ ð log N  RÞ _ ðaÞ.
Finally, there exists ru0 such that for any ~u0 in BH1 ðu0; ru0 Þ,
lim!0 logPðu; ~u0 2 AÞp a.
Since a is arbitrary, we obtain
lim
!0; ~u0!u0
 logPðu; ~u0 2 AÞp inf
w2A
Iu0ðwÞ.
A lower bound: Suppose that infw2IntðAÞ Iu0 ðwÞoþ1, otherwise there is nothing to
prove, and take w in IntðAÞ such that Iu0ðwÞoþ1.
The continuity of Sðu0; Þ along with the compactness of the level set CIu0 ðwÞþ1 give
that there exists f such that w ¼ Sðu0; f Þ and Iu0ðwÞ ¼ IWðf Þ. Take V u0;f to be an
elementary neighborhood of Sðu0; f Þ included in A and Ou0;f deﬁned as previously, Z
positive and R4Iu0 ðwÞ þ Z. We obtain
exp R  Z

 
p exp  I
Wðf Þ

 
pP ﬃﬃp W 2 Ou0;f. 	
pP fu; ~u0eVu0;f g \
ﬃﬃ

p
W 2 Ou0;f
1 2. 	þ Pðu; ~u0 2 AÞ.
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R þ Zp log 2þ ð logPðu; ~u0 2 AÞÞ _ ðRÞ
and there exists 1p0 such that for every p1;
Iu0 ðwÞp log 2þ  logPðu; ~u0 2 AÞ.
As a consequence, we obtain that for every u0 in H
1, there exists ru0 positive such
that for every ~u0 in BH1 ðu0; ru0Þ,
lim
!0
 logPðu; ~u0 2 AÞX Iu0 ðwÞ
and
lim
!0
 logPðu; ~u0 2 AÞX inf
w2IntðAÞ
Iu0 ðwÞ
since w in IntðAÞ is arbitrary.
The uniform LDP follows from the two bounds and Corollary 5.6.15 in [14].6. Applications to the blow-up times
In this section, the equation with a focusing nonlinearity is considered. Then, some
solutions of the deterministic equation blow up in ﬁnite time for critical or super-
critical nonlinearities. If B is a Borel set of ½0;1, PðTðu;u0 Þ 2 BÞ ¼ mu;u0 ðT1ðBÞÞ.
Thus, the uniform LDP gives that for K  H1,
 sup
u02K
inf
u2IntðT1ðBÞÞ
Iu0ðuÞp lim
!0
 log inf
u02K
PðTðu;u0Þ 2 BÞ
and
lim
!0
 log sup
u02K
PðTðu;u0Þ 2 BÞp inf
u2T1ðBÞ;u02K
Iu0ðuÞ.
SinceT is lower semicontinuous, the sets ðT ;1 and ½0; T  are particularly interest-
ing. We recall, see [19] for more details, that for every T positive,T1ððT ;1Þ ¼ E1
and IntðT1ð½0; T ÞÞ ¼ ;. Thus, for the two types of sets, at least one bound is trivial.
Considering approximate blow-up times, see [19], allows us to obtain two interesting
bounds and to treat intervals of the form ðS; T  where 0pSoT . We do not consider
this latter question in the article. We ﬁnally recall that when ToTðuu0d Þ the LDP
gives that lim!0  logPðTðu;u0 Þ4TÞ ¼ 0; indeed, this is not a large deviation event.
We obtain similarly, when T4Tðuu0d Þ, lim!0  logPðTðu;u0ÞpTÞ ¼ 0.
Proposition 6.1. If ToTiK ¼ infu02K Tðuu0d Þ, where K  H1, then there exists c
positive such that
lim
!0
 log sup
u02K
PðTðu;u0ÞpTÞp c.
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there exists a sequence ðun; hnÞ in K  L2ð0;1; L2Þ such that TðScðun; hnÞÞpT and
limn!1 hn ¼ 0. Since K is a compact set we may extract a subsequence ujðnÞ such that
ujðnÞ converges to some ~u. Also, if we denote by f nðÞ ¼
R 
0 FhnðsÞds, f n converges
to zero in Cð½0;1Þ; HsRÞ and satisﬁes TðSðun; f nÞÞpT . Moreover, there exists a
positive such that for every n in N, f n in Ca. The semicontinuity of T along with
Proposition 3.1 give that
TX lim
n!1
TðSðujðnÞ; f jðnÞÞÞXTðSð ~u; 0ÞÞXTiK4T ,
which is contradictory. &
In the following we consider the case d ¼ 2 or d ¼ 3 and a cubic nonlinearity, i.e.
s ¼ 1. In that case blow-up may occur.
Proposition 6.2. Let Uu0 be the solution of the free Schro¨dinger equation with initial
datum u0 in H
s and assume that spanfjUu0ðtÞj2; t 2 ½0; 2T g belongs to the range of F
for T4Tðuu0d Þ. There exists c positive such that
lim
!0
 logP ðTðu;u0 Þ4TÞX c.
Remark 6.3. It is known that for some Gaussian initial data u0, see [4], the solutions
of NLS blow up in ﬁnite time. Also, the solutions of the free equation are smooth
and strongly decreasing at inﬁnity; thus, we may verify that it is possible to deﬁne a
Hilbert–Schmidt operator F satisfying the last assumption.
Proof. Deﬁne Fu0 by Fu0ðtÞ ¼  R t^2T
0
jUu0ðsÞj2 ds. The control is such that
Sðu0; F u0 Þ ¼ Uu0 on ½0; 2T , which does not blow up; thus T ðSðu0; Fu0 ÞÞX2T . Also,
Fu0 belongs to Cð½0;1Þ; HsRÞ since, for s4d2, Hs is an algebra and Uu0 belongs to
Cð½0;1Þ; HsÞ. Finally, from the assumption on F, there exists h in L2ð0;1; L2Þ
setting h ¼ 0 after 2T such that FhðsÞ ¼ jUu0ðsÞj21sp2T and F u0 belongs to Ca
for some a positive. We thus obtain that F u0 belongs to ff 2 Cð½0;1Þ; HsRÞ :
TðSðu0; f ÞÞ4Tg and that IWðFu0 Þpaoþ1. &
Remark 6.4. A result on compact sets K in Hs for T4supu02K Tðuu0d Þ holds provided
that spanfjUu0 ðtÞj2; t 2 ½0; 2T ; u0 2 Kg belongs to the range of F restricted to a ball
of L2ð0; 2T ; L2Þ.
Acknowledgements
The author is grateful to the anonymous referee for valuable comments that have
led to the improvement of the manuscript.References
[1] R. Azencott, Grandes de´viations et applications, in: E´cole d’e´te´ de Probabilite´s de Saint-Flour,
Lecture Notes in Mathematics, vol. 774, Springer, Berlin, 1980.
ARTICLE IN PRESS
E. Gautier / Stochastic Processes and their Applications 115 (2005) 1904–1927 1927[2] O. Bang, P.L. Christiansen, F. If, K.Ø. Rasmussen, Temperature effects in a nonlinear model of
monolayer Scheibe aggregates, Phys. Rev. E 49 (1994) 4627–4636.
[3] O. Bang, P.L. Christiansen, F. If, K.Ø. Rasmussen, White noise in the two-dimensional nonlinear
Schro¨dinger equation, Appl. Anal. 57 (1995) 3–15.
[4] M. Barton-Smith, A. Debussche, L. Di Menza, Numerical study of two dimensional stochastic NLS
equations, Numer. Methods Partial Differential Equations 21 (2005) 810–842.
[5] C. Cardon-Weber, Large deviations for Burger’s type SPDE, Stochastic Process. Appl. 84 (1999)
53–70.
[6] T. Cazenave, An introduction to nonlinear Schro¨dinger equations, Textos de Me´todos Mate´maticos,
Instituto de Mate´matica-UFRJ Rio de Janeiro, 1993.
[7] S. Cerrai, M. Ro¨ckner, Large deviations for stochastic reaction-diffusion with multiplicative noise
and non-lipschitz reaction term, Ann. Probab. 32 (2004) 1100–1139.
[8] F. Chenal, A. Millet, Uniform large deviations for parabolic SPDEs and applications, Stochastic
Process. Appl. 72 (1997) 161–187.
[9] A. de Bouard, A. Debussche, The stochastic nonlinear Schro¨dinger equation in H1, Stochastic Anal.
Appl. 21 (2003) 97–126.
[10] A. de Bouard, A. Debussche, Blow-up for the stochastic nonlinear Schro¨dinger equations with
multiplicative noise, Ann. Probab. 33 (2005) 1078–1110.
[11] A. Debussche, L. Di Menza, Numerical simulation of focusing stochastic nonlinear Schro¨dinger
equations, Physica D 162 (2002) 131–154.
[12] A. Debussche, E. Gautier, Small noise asymptotic of the timing jitter in soliton transmission, preprint
IRMAR, Rennes, 2005
[13] A. Debussche, C. Odasso, Ergodicity for the weakly damped stochastic nonlinear Schro¨dinger
equations, preprint IRMAR, Rennes, 2004.
[14] A. Dembo, O. Zeitouni, Large Deviation Techniques and Applications, Springer, New York, 1998.
[15] J.D. Deuschel, D.W. Stroock, Large Deviations, Academic Press, New York, 1986.
[16] P.D. Drummond, J.F. Corney, Quantum noise in optical ﬁbers. II. Raman jitter in soliton
communications, J. Opt. Soc. Am. B 18 (2001) 153–161.
[17] S. Fang, T. Zhang, A study of a class of stochastic differential equations with non-Lipschitzian
coefﬁcients, Probab. Theory Related Fields 132 (2005) 356–390.
[19] E. Gautier, Large deviations and support results for nonlinear Schro¨dinger equations with additive
noise and applications, ESAIM: PS 9 (2005) 74–97.
[20] M. Ledoux, Z. Qian, T. Zhang, Large deviations and support theorem for diffusion process via rough
paths, Stochastic Process. Appl. 102 (2002) 265–283.
[21] S. Peszat, Exponential tail estimates for inﬁnite-dimensional stochastic convolutions, Bull. Pol. Acad.
Sci. 40 (1992) 323–333.
[22] S. Peszat, Large deviation principle for stochastic evolution equations, Probab. Theory Related Fields
98 (1994) 113–136.
[23] R.B. Sowers, Large deviations for a reaction-diffusion equation with non-Gaussian perturbations,
Ann. Probab. 20 (1992) 504–537.
[24] C. Sulem, P.L. Sulem, The Nonlinear Schro¨dinger Equation Self-Focusing and Wave Collapse,
Springer, New York, 1999.
