Pickup Ion Effect of the Solar Wind Interaction with the Local
  Interstellar Medium by Pogorelov, Nikolai V. et al.
ar
X
iv
:1
60
9.
03
10
0v
1 
 [a
str
o-
ph
.SR
]  
10
 Se
p 2
01
6 Pickup Ion Effect of the Solar Wind Interaction with
the Local Interstellar Medium
N. V. Pogorelov,1 M. C. Bedford,1 I. A. Kryukov,2,1 and G. P. Zank1
1Department of Space Science, University of Alabama in Huntsville, Huntsville, AL 35805,
U.S.A.
2Institute for Problems in Mechanics, Russian Academy of Sciences, Moscow, Russia
E-mail: nikolai.pogorelov@uah.edu
Abstract. Pickup ions are created when interstellar neutral atoms resonantly exchange charge
with the solar wind (SW) ions, especially in the supersonic part of the wind, where they carry
most of the plasma pressure. Here we present numerical simulation results of the 3D heliospheric
interface treating pickup ions as a separate proton fluid. To satisfy the fundamental conservation
laws, we solve the system of equations describing the flow of the mixture of electrons, thermal
protons, and pickup ions. To find the density and pressure of pickup ions behind the termination
shock, we employ simple boundary conditions that take into account the Voyager observations
that showed that the decrease in the kinetic energy of the mixture at the termination shock
predominantly contributed to the increase in the pressure of pickup ions. We show that this
model adequately describes the flow of the plasma mixture and results in a noticeable decrease
in the heliosheath width.
1. Introduction
The solar wind (SW) interaction with the local interstellar medium (LISM) is strongly affected
by charge exchange between ions, predominantly protons, and neutral atoms, predominantly
neutral hydrogen (H). The importance of charge exchange had been acknowledged before the first
quantitative model of the SW–LISM interaction was put forward [1, 2, 3, 4]. The reason for this
is based on the partial ionization of the LISM. In particular, the neutral H density in the LISM is
about three times greater than the proton density. In principle, there is no direct measurement
of latter density because the plasma instrument onboard Voyager 1 (V 1), which is believed to
have been traversing the LISM since July 2012 [5, 6, 7, 8, 9]. The electron density has been
inferred to be about 0.08 cm−3 from the plasma wave instrument observations [10]. The neutral
H density in the unperturbed LISM is usually derived from numerical simulations, in particular,
to satisfy the condition that the H density be 0.08–0.09 cm−3 in the inner heliosphere. These
values are related to pickup ion (PUI) measurements by Ulysses [11, 12] and SW ion deceleration
at Voyager 2 (V 2) due to charge exchange [13]. PUIs are secondary ions that are born when
primary ions experience charge exchange with neutral atoms. As PUIs born from different H
atoms in different regions of the SW–LISM interaction have substantially different properties,
they should ideally be modeled as multiple populations, e.g., as in [14], and kinetically. The
SW–LISM interface is usually, for convenience of interpretation, subdivided into 4 regions: (1)
region 0 is in the LISM unperturbed by the presence of the heliosphere; (2) region 1 is the
LISM plasma region modified due to the flow deceleration at the heliopause (HP) – a tangential
discontinuity which separates the SW from the LISM, if ideal MHD terminology is used; (3)
region 2 is between the HP and the heliospheric termination shock (TS); and (4) region 3 is the
supersonic SW. A PUI created in any of these regions experiences the action of an electric field
that acts on it in the plasma frame until the PUI bulk velocity becomes equal to the plasma
bulk velocity [15]. The newly created PUIs form essentially a ring-beam distribution with the
speed ranging between 0 and 2VSW in the Sun’s inertial frame [16]. Such distribution function is
unstable to a number of instabilities (see [16] and references therein), which results in a spherical
shell distribution that becomes filled as the SW propagates outwards [17, 18]. The heliosphere
beyond the ionization cavity is dominated thermally by PUIs [19, 20, 21, 22, 23]. According
to [24, 25], the inner heliosheath (IHS) pressure contributed by energetic PUIs and anomalous
cosmic rays far exceeds that of the thermal background plasma and magnetic field. The IHS
here coincides with region 2 introduced above.
A number of one-plasma-fluid models [26, 27, 28, 29, 30, 31, 32, 33] take into account the effect
PUIs by assuming that they are in thermal equilibrium with the background plasma. Although
this is not true, the conservation laws of mass, momentum, and energy for the mixture of
electrons, ions, and PUIs are still satisfied approximately. According to [22, 23], such approaches
may be correct only if the heat conduction tensor and the dissipation coefficient due to ion-PUI
interaction are both zero. This happens when PUIs are completely coupled with the thermal
ions and the scattering time is infinitely small. It was shown in [34] that the effect of PUIs can be
quantified if they are treated as a separate fluid. In [35, 36, 37, 38], time-dependent simulations
of the supersonic SW are presented with PUIs treated as a separate fluid and turbulence effects
taken into account. These models still make the approximation of instantaneous isotropization,
i.e., that the PUI description can be described as a filled shell, thus neglecting the nearly-
isotropic character of the PUI distribution function when a finite scattering time is included
[22].
In principle, any PUI fluid model is an approximation of their kinetic behavior. Such a model
was developed by [14] on the assumptions that PUIs are isotropic away from discontinuities and
the TS is a perpendicular shock. However, proper boundary conditions are necessary to describe
the PUI crossing the TS. Paper [39] investigates the evolution of the PUI distribution function
(in a pitch-angle-averaged approximation) together with the PUI-generated waves PUIs that
heat the thermal SW ions.
The extension of a 2-fluid SW model developed for the supersonic flows is not straightforward.
This is because the pressure equation for PUIs used in such models is not valid across the TS.
Instead, some boundary conditions should be developed for the PUI density and pressure, ρPUI
and pPUI. Such boundary conditions are discussed in [40, 41, 42, 43, 44, 45]. It is known, e.g.,
the most of the SW kinetic energy was absorbed by PUI when the TS was crossed by V 1 [46]
(see also predictions in [41]). One would not expect a simple finite approximation of pPUI across
the TS to satisfy such boundary conditions. In principle, as explained, e.g., in [47], one should
either write out and solve a system of conservation laws across of a discontinuity or specify the
boundary conditions at it. These approaches are equivalent, because the number of possible
conservation laws is infinite, which results in an infinite number of shock boundary conditions.
It is understood that only the fundamental physical conservation laws are appropriate for the
description of magnetized fluid flows. In contrast, [48] solve non-conservative pressure equations
everywhere in the SW–LISM interaction region, which violates the basic principles required to
solve systems of hyperbolic equations. Moreover, the turbulence model of [49] used in [48] is
based on an Alfve´n-mode approximation and is invalid in the IHS. Moreover, the source terms
used in [48] are valid only for “cold” plasma and are not applicable to the hot IHS plasma.
In this paper, we use simple boundary conditions at the TS which allows us to demonstrate
that the IHS width decreases when the PUI fluid is treated separately.
2. Governing Equations
We present the system of equations that governs the flow of the plasma mixture (thermal protons,
PUIs, and electrons), neutral atom populations, and PUIs. Subscripts for charge exchange source
terms are identified by the subscripts a, which is a fixed integer for the corresponding population
of neutral atoms, p for thermal protons, and I for pickup protons:
Plasma mixture
∂ρ
∂t
+∇ · (ρu) = 0 = DΣ, (1)
∂ρu
∂t
+∇ ·
(
ρuu+ p∗I−
1
4pi
BB
)
= MΣ, (2)
∂E
∂t
+∇ ·
(
(E + p∗)u−
1
4pi
(B · u)B
)
= EΣ, (3)
∂B
∂t
+∇ · (uB−Bu) = 0. (4)
Neutrals
∂ρa
∂t
+∇ · (ρaua) = Da, (5)
∂ρaua
∂t
+∇ · (ρauaua + paI) = Ma, (6)
∂ea
∂t
+∇ · ((ea + pa)ua) = Ea. (7)
Pick-up ions
∂ρI
∂t
+∇ · (ρIu) = DI, (8)
∂pI
∂t
+∇ · (pIu) + (γ − 1)pI∇ · u = PI (9)
Here p is the pressure, ρ the mass density, u the bulk velocity vector, B the magnetic filed
vector, e the total energy density (includes the magnetic energy), p∗ the total pressure of the
mixture (including magnetic energy), and I is the identity tensor. The source terms D, M, E,a
nd P are defined later. The subscript Σ refers to the mixture properties.
The following quantities are used in the definition of the source terms [50]:
U
ρ
ij =
[
4
pi
(v2Ti + v
2
Tj ) + (ui − uj)
2
]1/2
, (10)
Umij =
[
16
pi
v2Ti +
9pi
4
v2Tj + 4(ui − uj)
2
]1/2
, (11)
U eij =
[
4
pi
v2Ti +
64
9pi
v2Tj + (ui − uj)
2
]1/2
, (12)
λij(U
ρ
ij) = σcx(U
ρ
ij) =
(
13.493 − 0.531 log Uρij
)2(
1− exp
−2.94 × 109
U
ρ
ij
)4.5
(13)
Here the subscripts i and j can have values of a and either p or I. The quantity vT is the
thermal velocity and λij is the charge exchange cross section of particles of type i with particles
of type j.
The source terms for the density, momentum, energy, and PUI pressure equations have the
form
H
ρ
ak = λkρkρaU
ρ
ak, k = p, I (14)
Hmak = λkρkρa
(
U
ρ
aku+
v2Tk
Umak
(u− ua)
)
, (15)
Hmka = λkρkρj
(
U
ρ
kaua −
v2Ta
Umka
(u− ua)
)
, (16)
Heak = λkρkρa
(
1
2
u2U
ρ
ak +
3
4
v2TkU
e
ak +
v2Tk
Umak
u · (u− ua)
)
, (17)
Heka = λkρkρa
(
1
2
u2aU
ρ
ka +
3
4
v2TaU
e
ka −
v2Ta
Umka
ua · (u− ua)
)
, (18)
H
p
ak = λkρkρa(γ − 1)
3
4
v2TkU
e
ak, (19)
H
p
ka = λkρkρa(γ − 1)
(
1
2
U
ρ
ka(u− ua)
2 +
v2Ta
Umka
(u− ua)
2 +
3
4
v2TaU
e
ka
)
(20)
We will assume here (this assumption can be lifted later) that there are no superthermal
electrons. Thus, introducing the number density n, we obtain
p = nekTe + npkTp + nIkTI, ne = np + nI = n,
which reduces to
p = nkTe + (n− nI)kTp + nIkTI. (21)
Assuming Te = Tp, we obtain
p
n
= (2−
nI
n
)kTp +
nI
n
kTI. (22)
We now introduce the proton mass m and thermal ion velocity v2T =
2kT
m , which can be
expressed as
v2Tp =
2p
ρ −
nI
n v
2
TI
2− nIn
. (23)
It is easy to notice that if nI = 0, then v
2
Tp
= pρ , recovering the formula for the one-ion fluid
that takes into account the electron pressure. Obviously, v2Ta =
2p
ρ for neutral atoms.
Using the results of [14], each ion and neutral atom is identified as a thermal proton, pickup
proton, or a neutral population atom. This is a simplification, but the best that can be done
without adding more PUI fluids or using kinetic models directly.
Let us consider reactions between different species. In our extended notation, p0, p1, and Hi
stand for thermal protons, pickup protons, and neutral atoms of population i. In region 3, a
charge exchange results in a population 3 neutral atom and a pickup ion, except for thermal ion
charge exchange with a population 3 neutral. The latter produces a thermal proton. So in region
3, PUIs are mostly created and thermal ions are mostly destroyed. In region 2, we assume that
PUIs are only destroyed. This is because the population of PUIs born in the IHS is substantially
different from those that have crossed the TS. Since we did not introduce additional populations
of PUIs, all charge exchanges in region 2 result in thermal protons and population 2 neutrals.
For the purpose of this study, we ignore PUIs created in the outer heliosheath beyond the TS.
Thus, in region 1, PUIs and thermal LISM ions are indistinguishable. All charge exchanges
produce thermal protons and population 1 neutrals.
In the following, the subscript order and sign depend on the reaction: in region 2, for example,
HmI1 means the source term contribution to the momentum equation due to charge exchange of
a population 1 neutral atom with a PUI. The formula below says that this results in a thermal
ion, so it is subtracted from M1 and added to MΣ. The corresponding H
m
1I stands for the
momentum lost by a PUI when it exchanges charge with a population 1 neutral atom, so it is
subtracted from MΣ and added to M2.
The sum of all mixture and neutral source terms should be zero, but not for the PUI pressure
and density. So for region 3, the PUI source term includes positive contributions from thermal
protons exchanging charge with populations 1 and 2 (which create PUIs), nothing from thermal
protons exchanging charge with population 3 (no PUIs created or destroyed), both positive
and negative contributions from PUIs exchanging charge with populations 1 and 2 (one PUI
destroyed and another created), and only negative contributions from PUIs exchanging charge
with population 3 (PUI destroyed).
In summary,
Region 3
p0 +H1 → p1 +H3, p1 +H1 → p1 +H3,
p0 +H2 → p1 +H3, p1 +H2 → p1 +H3,
p0 +H3 → p0 +H3, p1 +H3 → p0 +H3.
This implies that
DΣ = 0, D1 = −H
ρ
p1 −H
ρ
I1, D2 = −H
ρ
p2 −H
ρ
I2,
D3 = H
ρ
p1 +H
ρ
p2 +H
ρ
I1 +H
ρ
I2, DI = H
ρ
p1 +H
ρ
p2 −H
ρ
I3,
MΣ = −H
m
1p +H
m
p1 −H
m
2p +H
m
p2 −H
m
3p +H
m
p3 −H
m
1I +H
m
I1 −H
m
2I +H
m
I2 −H
m
3I +H
m
I3 ,
M1 = −H
m
p1 −H
m
I1 , M2 = −H
m
p2 −H
m
I2 ,
M3 = −H
m
p3 +H
m
3p +H
m
1p +H
m
2p −H
m
I3 +H
m
3I +H
m
1I +H
m
2I ,
EΣ = −H
e
1p +H
e
p1 −H
e
2p +H
e
p2 −H
e
3p +H
e
p3 −H
e
1I +H
e
I1 −H
e
2I +H
e
I2 −H
e
3I +H
e
I3,
E1 = −H
e
p1 −H
e
I1, E2 = −H
e
p2 −H
e
I2,
E3 = −H
e
p3 +H
e
3p +H
e
1p +H
e
2p −H
e
I3 +H
e
3I +H
e
1I +H
e
2I,
PI = H
p
p1 +H
p
p2 +H
p
I1 −H
p
1I +H
p
I2 −H
p
2I −H
p
3I.
Region 2
p0 +H1 → p0 +H2, p1 +H1 → p0 +H2,
p0 +H2 → p0 +H2, p1 +H2 → p0 +H2,
p0 +H3 → p0 +H2, p1 +H3 → p0 +H2.
This implies that
DΣ = 0,D1 = −H
ρ
p1 −H
ρ
I1, D2 = H
ρ
p1 +H
ρ
p3 +H
ρ
I1 +H
ρ
I3,
D3 = −H
ρ
p3 −H
ρ
I3, DI = −H
ρ
I1 −H
ρ
I2 −H
ρ
I3,
MΣ = −H
m
1p +H
m
p1 −H
m
2p +H
m
p2 −H
m
3p +H
m
p3 −H
m
1I +H
m
I1 −H
m
2I +H
m
I2 −H
m
3I +H
m
I3 ,
M1 = −H
m
p1 −H
m
I1 , M2 = −H
m
p2 +H
m
2p +H
m
1p +H
m
3p −H
m
I2 +H
m
2I +H
m
1I +H
m
3I ,
M3 = −H
m
p3 −H
m
I3 ,
EΣ = −H
e
1p +H
e
p1 −H
e
2p +H
e
p2 −H
e
3p +H
e
p3 −H
e
1I +H
e
I1 −H
e
2I +H
e
I2 −H
e
3I +H
e
I3,
E1 = −H
e
p1 −H
e
I1,
E2 = −H
e
p2 +H
e
2p +H
e
1p +H
e
3p −H
e
I2 +H
e
2I +H
e
1I +H
e
3I,
E3 = −H
e
p3 −H
e
I3, PI = −H
p
1I −H
p
2I −H
p
3I.
Region 1
p0 +H1 → p0 +H1, p0 +H2 → p0 +H1, p0 +H3 → p0 +H1.
This implies that
DΣ = 0, D1 = H
ρ
p2 +H
ρ
p3,
D2 = −H
ρ
p2, D3 = −H
ρ
p3, DI = 0,
MΣ = −H
m
1p +H
m
p1 −H
m
2p +H
m
p2 −H
m
3p +H
m
p3,
M1 = −H
m
p1 +H
m
1p +H
m
2p +H
m
3p, M2 = −H
m
p2, M3 = −H
m
p3,
EΣ = −H
e
1p +H
e
p1 −H
e
2p +H
e
p2 −H
e
3p +H
e
p3,
E1 = −H
e
p1 +H
e
1p +H
e
2p +H
e
3p, E2 = −H
e
p2, E3 = −H
e
p3, PI = 0.
The following source terms are used in the pressure equation:
H
p
jk = (γ − 1)
(
Hejk − u ·H
m
jk +
1
2
u2H
ρ
jk
)
,
H
p
ak = (γ − 1)λak
3
4
v2TkU
e
ak,
3. Numerical results
Here we present the results of our steady-state calculation only of the SW–LISM interaction.
The simulation is performed on a spherical grid with adaptive mesh refinement near the TS. The
following boundary conditions have been used. The SW is assumed to be spherically symmetric
at 1 AU: the plasma density is 7.4 cm−3, radial velocity component 450 km/s, temperature
70,000 K, and the radial component of the magnetic field vector 49.8 µG. The heliospheric
magnetic field is assumed to be the Parker field at the inner boundary.
In the unperturbed LISM: the neutral H density is 0.172 cm−3, plasma number density
0.082 cm−3, velocity V∞ = 26.4 km/s, temperature 8,000 K, magnetic field strength B∞ = 3 µG.
Simulations are performed in the heliospheric coordinate system x, y, and z, where the z-axis is
aligned with the Sun’s rotation axis, the x-axis belongs to the plane formed by the z-axis and
the LISM velocity vector, V∞, and directed upstream into the LISM, and the y-axis completes
the right coordinate system. The directions of V∞ and B∞ are given by the formulae:
V∞ = V∞(−0.996, 0,−0.089), B∞ = B∞(0.692,−0.477, 0.541).
We assumed a multi-fluid model for H atoms, as described in the Introduction. However,
the extension of this approach to kinetic neutrals is straightforward. Although the governing
system of equations is written in Cartesian coordinates (and we solve it this way), the
grid is spherical. This approach allows us to avoid any geometrical source terms. This is
important to ensure conservation laws hold in a flow that is characterized by the presence of
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Figure 1. Ion density distributions along the V1 trajectory
shows that the TS moves farther from the Sun while the HP
becomes closer to it, if PUIs are treated as a separate plasma
component.
shocks and the heliopause, which our ideal-
MHD approach treats as a tangential dis-
continuity. In principle, the presence of
source terms means that the conservation
laws hold only approximately, which af-
fects the strengths of numerically-obtained
discontinuities and therefore their speed.
The system of equations is solved using
a Godunov-type method, where the fluxes
of mass, momentum, energy, and magnetic
field are obtained as solutions of an MHD
Riemann problem in the linear approxi-
mation [47]. The scheme has second or-
der of accuracy in space and time. Both
MHD and Euler equations are solved in the
framework of the Multi-Scale Fluid-Kinetic
Simulation Suite (MS-FLUKSS) [51, 52].
MS-FLUKSS is built on the Chombo adap-
tive mesh refinement (AMR) framework
[53]. The spherical volume extension of
this framework was implemented for MS-
FLUKSS in [54].
While a number of different approaches
have been developed to describe the boundary conditions for PUIs across the TS which describe
the energy transfer in this region [42, 43, 44, 45], here we use a simplified approach based on
the assumption that thermal protons experience only adiabatic compression, i.e., the entropy of
the ion fluid is preserved. We also assume that the density ratio behind and in front of the TS
is the same for PUIs and thermal ions, so it can be determined from the corresponding ratio
in the mixture. These two assumptions ensure a preferential energy influx into the PUI fluid.
More accurate approaches will be implemented in the future. Any analytic boundary conditions
Figure 2. Plasma density distributions in the meridional plane for the single-ion-fluid model
(left panel) and for the case when the PUI and thermal ion fluids behave as co-moving, but
distinguishable components (right panel)
.
can be implemented in a manner similar to that presented here. To be sure that we choose
proper shock conditions at the TS, or in other words, to take into account TS smearing over 2-3
computational cells, we impose these boundary conditions on the cell centers located two cells
upstream and downstream.
Figure 1 shows the plasma density distribution in the direction of the Voyager 1 trajectory for
the single-ion-fluid model (Case 1) and for the case when the PUI and thermal ion fluids behave
as co-moving, but distinguishable components (Case 2). Figure 2 shows the plasma density
distributions (dimensionless units with the scale of LISM plasma density) in the meridional
plane (the xz-plane) for Case 1 (left panel) and Case 2 (right panel). It is clear from Fig. 1
that the HP moves inward towards the Sun and the TS moves outward away from the Sun
with the inclusion of PUIs as a distinct component, i.e., the heliosheath width becomes quite
significantly narrower when PUIs are treated distinctly from the thermal SW plasma. This
result is consistent with that in [14] and addresses the observation made by V 1 that the HP
location was closer than expected [5, 6, 7, 8, 9], one interpretation of which is that the IHS is
narrower than predicted by conventional models.
4. Conclusions
We have performed a SW–LISM simulations based on treating of PUIs as an individual plasma
component and compared our results with our “standard” model where PUIs are immediately
assimilated with background thermal protons. The neutral H flow was modeled using a multi-
fluid approach. To make our simulations consistent with V 2 observations at the TS, we employed
simple boundary conditions for the PUI pressure and density that ensured the preferential
heating of PUIs across the TS. Our results show that treating PUIs as a separate plasma
component indeed makes the inner heliosheath about 10 AU thinner that in a single-ion-fluid
model. It should be understood, however, that while the HP was at 120 AU when V1 crossed it
in August 2012, we have no information about the TS location at the same time. It is therefore
possible that the heliosheath width is not equal to 28 AU, which one would predict on assuming
that neither the HP nor the TS changed their position between 2004, when V1 crossed the
TS, and 2012, when it left the heliosphere and entered the LISM. Most time-dependent SW–
LISM models predict substantial variations in the TS heliocentric distance as a function of time
[55, 56, 57, 58, 59, 60].
Future work will focus on using better boundary conditions for PUIs at the TS, the
implementation of a model with a kinetic treatment of H atoms, and including an extended
treatment of the PUIs that goes beyond the assumption of complete isotropization.
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