In this paper, an improved distributed unscented Kalman particle filter (DUKPF) is proposed for the problem of tracking a single moving acoustic source in noisy and reverberant environments with distributed microphone networks. The conventional DUKPF employs the unscented Kalman filter (UKF) for its proposal of particle sampling, whereas the UKF incorporates one single observation from a certain localization function, which is vulnerable to noise or reverberation. To alleviate this problem, multiple observations are extracted from the localization function at each node and incorporated into the state update of the UKF via the probability data association (PDA) technique, yielding the PDA-UKF. Next, employing the PDA-UKF for the proposal of particle sampling, the improved DUKPF is further developed. Finally, the improved DUKPF is adapted for the acoustic source tracking problem, and a distributed acoustic source tracking method is presented. Simulation results reveal that the improved DUKPF achieved better tracking performance than the conventional DUKPF in different noisy and reverberant conditions. INDEX TERMS Acoustic source tracking, distributed microphone networks, distributed unscented Kalman particle filter, probability data association. 9914 VOLUME 8, 2020
I. INTRODUCTION
The problem of acoustic source localization and tracking has played an important role in many applications, such as security monitoring systems, human-machine interaction, speech enhancement, and far-field speech recognition systems increasingly pervasive in recent years [1] - [4] . Conventional acoustic localization and tracking approaches are usually based on traditional microphone arrays, which are confined to regular geometry structures and limited (local) coverage [5] . Recently, distributed microphone networks (or arrays), where each node usually contains an array of microphones, have attracted increasing research efforts [5] - [9] , since they have no strict constraints for the microphone deployment and allow for larger space coverage.
So far, many literatures have been developed for acoustic source localization with distributed microphone networks [6] - [8] . These approaches are either time-delay The associate editor coordinating the review of this manuscript and approving it for publication was Yue Ivan Wu . estimation-based methods or direct methods such as steered beamforming. They localize the acoustic source based only upon the current observations extracted from multiple microphone signals, which performs well in mild conditions. In noisy and reverberant environments, the spurious observations from noise or reverberation may even mask those from the true source, yielding degraded localization performance. To circumvent the problem, the Bayesian filter [10] employs the current observations together with a series of past observations for the current position estimation, which is more efficient to handle the adverse effects of noise or reverberation. Theoretically, the Bayesian filter represents the tracking problem with a state-space model, which contains a dynamical model describing the target motion and an observation model describing the relationship between the observations and the source state. Based on the state-space model, the state posterior density is estimated, and then an optimal estimate of the state can be achieved from the state posterior. When the state-space model is linear and Gaussian, Kalman filters (KFs) [11] , [12] can provide the optimal solution to VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Bayesian filtering. Nevertheless, in the scenarios of acoustic source tracking, the observation function (typically, the time difference of arrival (TDOA)) is usually non-linear, and the performance of KFs may deteriorate severely. As the Monte Carlo implementation of the Bayesian filter, the particle filter (PF) approximates the state posterior by a series of weighted particles drawn from a proposal function [10] . The PF can handle non-linear and non-Gaussian scenarios well, and many PF-based acoustic source tracking approaches have been developed. Vermaak and Blake [13] were pioneers to introduce PF into acoustic source tracking. Later, Ward [14] proposed a general PF framework for acoustic source tracking. Fotios [15] combined the PF with information theory to localize a moving speaker. Avinoam et al. [16] combined the multi-hypothesis model and extended Kalman filter (EKF) with PF for the acoustic source tracking. Also, Zhong and Hopgood [17] combined EKF with PF to estimate the time-varying speaker position, which exploits the amplitude of the TDOA observations for the innovation of EKF. Overall, these approaches belong to the centralized methods, i.e., all nodes' data are collected and transmitted to a central processor for the task of acoustic source tracking. Such approaches are usually not robust since any failure of the central processor will lead to the disability of the whole network for tracking [5] , [18] .
As to the problem of centralized methods, many distributed approaches have been developed for acoustic source tracking, where no central processor is required, and all individual nodes perform local filtering for the global state estimate via only local data exchange among neighboring nodes [5] , [18] . Zhang et al. [19] proposed a distributed particle filter (DPF)-based acoustic source tracking method, based on a modified multi-hypothesis model incorporating the generalized cross-correlation (GCC) information. Wang et al. [20] presented a DPF-based speaker tracking method for the non-Gaussian noise scenarios. Both approaches employed the transition prior as their proposals of particle sampling, whereas the current observations were not exploited. Zhong et al. [21] developed a distributed extended Kalman particle filter (DEKPF) for speaker tracking, which incorporated the current TDOA observations into the EKF for the proposal of particle filtering. Utilizing the characteristics that the speaker state-space model contains linear substructure, Zhang et al. [22] combined the auxiliary PF and marginalized PF and developed a distributed marginalized auxiliary particle filter (DMAPF) for acoustic source tracking, which incorporated the current observations into its proposal by introducing an auxiliary variable. Generally, the current observation incorporated into the proposals of these approaches is extracted only from the maximal peak of a certain localization function, which performs well in mild conditions. Nevertheless, in noisy and reverberant environments, the peak related to the true source can probably be masked by the spurious sources due to noise or reverberation. Thus, extracting multiple rather than one single observation from the localization function and then incorporated them into the proposal of particle sampling is intuitionally rational. Probability data association (PDA) [23] , [24] is an effective method to incorporate multiple observations into the state update of Kalman-like filters, and has been proved to work well for target tracking in cluttered environments. Zhang et al. [25] proposed a joint probabilistic data association (JPDA)-based cubature information filter for multiple acoustic source tracking, based on distributed acoustic vector sensor (AVS) arrays, where the JPDA is used to cope with the association between observations and targets. Zhong and Hopgood [26] combined the Rao-blackwellised PF and data association to track multiple simultaneously active speakers. Bhaskar and Mihaylova [27] combined the evolving PF and extended likelihood data association to track multiple articulated objects. The related problems of multiple source tracking are beyond the scope of this paper.
In this paper, an improved distributed unscented Kalman particle filter (DUKPF) is proposed and applied to the single acoustic source tracking problem in noisy and reverberant environments with distributed microphone networks. The paper has the following original contributions:
• By combining the unscented Kalman filter (UKF) and PDA, a probability data association unscented Kalman filter (PDA-UKF) is developed. In the PDA-UKF, multiple possible observations are incorporated into the state update of the UKF via the PDA technique.
• Using the PDA-UKF as proposal of particle filtering, an improved DUKPF is proposed. In the improved DUKPF, each node extracts multiple local observations and runs a local UKPF for the local state estimates. Then, all individual local estimates are fused at each node for the global state estimates in a distributed fashion via an average consensus algorithm [28] , [29] .
• The improved DUKPF is adapted for the single acoustic source tracking problem in noisy and reverberant environments, and a distributed acoustic source tracking method is presented. To evaluate the performance of the improved DUKPF for acoustic source tracking, comparative experiments were made with the competing methods, and the related results show that the improved DUKPF performs well in different noisy and reverberant conditions. This paper is structured as follows. In Section II, the distributed microphone network and the signal model are described. Next, basic theories for acoustic source tracking are presented, including the Bayesian framework and the Gaussian particle filter. In Section III, the PDA-UKF is first presented. Afterwards, using the PDA-UKF as the proposal of particle filtering, the improved DUKPF is then developed. In Section IV, fundamentals for acoustic source tracking are first described, including the Langevin model, the multi-hypothesis likelihood model. Then, based on the improved DUKPF, a distributed acoustic source tracking method is described. In Section V the computational complexity analysis is addressed. In Section VI, numerical experiments and result discussions are given. Finally, some conclusions are summarized in Section VII.
II. BACKGROUND AND PRELIMINARIES A. DISTRIBUTED MICROPHONE NETWORKS AND SIGNAL MODEL
Consider the problem of tracking a single acoustic source in a noisy and reverberant environment with an N -node distributed microphone network. The communication topology of the network can be modeled as an undirected graph G = (V, E), where V = {1, 2, . . . , N } is the vertex set, and E ⊆ {V × V} is the edge set. Each vertex n ∈ V denotes a unique node that contains a pair of microphones. Each edge (n, n ) ∈ E indicates a communication link between nodes n and n . The neighborhood of node n is defined as the vertex subset N n = {n ∈ V|(n, n ) ∈ E}, and the degree of node n is the number of vertices in N n .
In the microphone network, the discrete-time signal acquired by the m-th microphone (m = 1, 2) of node n can be modeled as [13] y n,m (t) = g n,m (t) y(t) + e n,m (t), ∀n ∈ V
where t is the discrete-time index, g n,m (t) is the room impulse response (RIR) between the microphone and the acoustic source, denotes the convolution operator, y(t) is the source signal, e n,m (t) is the additive noise, assumed to be uncorrelated with y(t) and e n ,m (t), for m = m or n = n .
Generally, the microphone signals are processed in frames. Denote N f and k as the frame length and frame index, respectively. The collected signal of the m-th microphone in node n at time frame k can be expressed as 
Since the frame length N f is usually small, the acoustic source's spatial information (such as the position and velocity) is stationary during each time frame. The acoustic source tracking aims at estimating the acoustic source position at each time (''time frame'' is referred to as ''time'' hereafter for short) [14] .
B. BAYESIAN FILTERING FOR TRACKING PROBLEM
The spatial information (e.g., position and velocity) of the acoustic source at time k can be described by an n x -dimensional state vector x k . Each node n of the distributed microphone network would make an n z -dimensional observation z n,k about x k . Generally, the system dynamics can be described by the following state-space model [10] x
where f k (·) is a generative transition function, h n,k (·) is a generative observation function of node n, u k is the process noise describing the uncertainty of acoustic source motion, and v n,k is the observation noise of node n describing the observation uncertainty. Generally, u k and v n,k are zero-mean mutually independent white Gaussian noise sequences, with known covariances Q k and R n,k , respectively. From the Bayesian perspective, the tracking problem is to sequentially estimate the posterior density p(x k |z 1:k ) of x k conditioned on the cumulative observations up to the current time k, i.e., z 1:
T is the overall observations from all individual nodes, and the superscript T denotes the vector or matrix transpose. With knowledge of the posterior, some optimal estimate of the state can be obtained [10] . Given the prior density p(x 0 ) and previous estimate p(x k−1 |z 1:k−1 ), the posterior density p(x k |z 1:k ) is obtained with the following recursions [10] p(x k |z 1:
where p(x k |x k−1 ) is the transition density dominated by the dynamical model (3a), p(z k |x k ) is the likelihood density determined by the observation model (3b), and p(x k |z 1:k−1 ) is the predictive density of x k given previous observations
When the state-space model (3a)-(3b) is linear and Gaussian, Kalman filters (KFs) [11] provide the optimal solution to the Bayesian filtering. Nevertheless, the state-space model in acoustic source tracking is usually nonlinear or non-Gaussian, where the performance of KFs can degrade. As to such cases, the particle filter (PF) can usually work well.
C. GAUSSIAN PARTICLE FILTER
The PF implements the Bayesian recursions (4a)-(4b) via sequential Monte Carlo simulations [10] . Essentially, it approximates the posterior density p(x k |z 1:k ) with a weighted set of particles
, where N p is the number of particles, X i k is the i-th particle drawn from a proposal density q(x k |z 1:k ), and w i k is the weight associated with X i k . As a derivation of PF, the Gaussian particle filter (GPF) [30] approximates the state posterior as Gaussian, using the particle filtering methodology. The predictive distribution p(x k |z 1:k−1 ) and filtering distribution p(x k |z 1:k ) are also approximated as Gaussian, i.e.,
where N (x;x, P) denotes the normal distribution with respect to argument x with meanx and covariance P.
In the GPF, the mean and covariance of the state posterior are propagated via the weighted particles. Specifically, in the prediction step, the particles are drawn from the proposal function q(x k |z 1:k ), i.e.,
There are diverse choices for the proposal q(x k |z 1:k ). A simple choice is the transition prior p(x k |X i k−1 ). The predictive density p(x k |z 1:k ) is also a popular choice for the proposal in GPF [30] . Though simple, these proposals draw particles based only upon previous particles, whereas the current observations are not utilized. Alternatively, the distributed unscented Kalman Particle filter (DUKPF) [31] employed the unscented Kalman filter (UKF) to generate its proposal, which incorporates both previous particles and the current observations.
In the update step, the weight w i k associated with X i k is calculated as [30] 
With the weighted particles approximation of the posterior p(x k |z 1:k ), the minimum mean-square error (MMSE) estimate of x k and its error covariance P k can be severally computed aŝ
III. IMPROVED DISTRIBUTED UNSCENTED KALMAN PARTICLE FILTER
Conventionally, the DUKPF employed the UKF [32] for the proposal of particle filtering [31] , where the UKF incorporates one single observation from the largest peak of a certain localization function for the state update. This approach works well in benign conditions, whereas its performance may degrade in some noisy and reverberant scenarios, where the spurious peaks originated from noise or reverberation may mask that of the true source. To alleviate this problem, selecting multiple observations from several local maxima of the localization function for tracking is nontrivial. The probability data association (PDA) technique [23] , [24] provides a general framework of incorporating multiple possible observations for the state update. Inspired by such thought, a probability data association-unscented Kaman filter (PDA-UKF) is derived herein. Next, the PDA-UKF is employed for the proposal of particle filtering, yielding an improved DUKPF algorithm.
A. PDA-UKF ALGORITHM
In the conventional UKF-based tracking methods, the state update is usually based on one single observation extracted from the maximum of a certain localization function, which may yield erroneous estimation in noisy and reverberant environments. As to such problem, by extracting multiple validated observations and then incorporating them into the UKF via the PDA, a PDA-UKF is developed herein. Given the previous estimatex k−1|k−1 and its error covariancē P k−1|k−1 , one circle of the PDA-UKF works as follows.
1) PREDICTION STEP
The sigma points at time k − 1 are chosen by [32] 
where X k−1 denotes the stacked vector of sigma points, i.e.,
Based on these sigma points, the predictive estimatex k|k−1 and covarianceP k|k−1 can be computed as [32] x
are respectively the weights for computing mean and covariance, given by [32] 
With the predictive estimatex k|k−1 and covarianceP k|k−1 , the propagated sigma points are chosen by
where X k|k−1 is the stacked vector of propagated sigma points, i.e.,
k|k−1 ], and k|k−1 is the square root ofP k|k−1 .
To develop a PDA-UKF in the distributed framework, the state update is derived based on the local observation of any single node n ∈ V herein. Given the propagated sigma points (14) , the predicted observationẑ n,k|k−1 of node n and the innovation covariance P zz n,k|k−1 are respectively obtained byẑ
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where Z
Then, a validated region [24] can be constructed:
where γ is the gate threshold.
Suppose that a total of m k (m k 0) observations fall into the validated region (17) at time k to construct the validated observationsž n,k , i.e.,ž (18) Actually, among the validated observations of (18), either one of them is related to the true source and the others are due to noise or reverberation, or none of them is associated with the true source [23] , [24] . Correspondingly, for m k validated observations, there can be m k + 1 possible hypothesis, which is described by the following mutually exclusive and exhaustive association events [23] , [24] , i.e.,
Using the total probability theorem with respect to the events of (19) , the updated estimatex k|k of x k can be expressed as
is the updated estimate conditioned on the event H i , i = 0, 1, . . . , m k , and
where v
n,k , G n,k is the Kalman gain, and
where P xz n,k|k−1 is the cross covariance between the state and observation z n,k .
Algorithm 1 PDA-UKF Algorithm
Initialization:x 0|0 = x 0 ,P 0|0 = P 0 Input:x k−1|k−1 ,P k−1|k−1 , z n,k Output:x k|k ,P k|k Iteration: for k = 1, 2, . . . 1: Prediction step: 2: Compute the sigma points X k−1 at time k − 1 with (10). 3: Compute the predicted estimatex k|k−1 and covariancē P k|k−1 with (11) and (12), respectively. 4: Update step: 5: Compute the propagated sigma points X k|k−1 with (14). 6: Compute the predicted observationsẑ n,k|k−1 with (15). 7: Compute the innovation covariance P zz n,k|k−1 with (16). 8: Select the validated observationsž n,k according to (17) . 9: Compute the cross-covariance P xz n,k|k−1 with (24). 10: Compute the Kalman gain G n,k with (23).
11:
Compute the association probability β (i) k with (25), i = 1, 2, . . . , m k . 12: Compute the covariancesṖ k|k andP k|k with (28) and (29), respectively. 13: Compute the updated estimatex k|k and covarianceP k|k with (26) and (27), respectively.
Given the innovation v (i) n,k and its covariance P zz n,k|k−1 , the probability β (20) is generally computed as [23] 
where λ is the spatial probability, P D is the detection probability of the acoustic source, and P G is the gate probability. Based on (20)-(24), the state estimatex k|k and its error covarianceP k|k can be obtained by [23] x
where
n,k is the probability weighted innovation, and the covariancesṖ k|k andP k|k are respectively given by [23] , [24] 
To summarize, the PDA-UKF for a single node observations is depicted in Algorithm 1. Note that the extension of the algorithm to the cases of multiple nodes is tractable. Usually, the state update can be implemented in a sequential fashion, by processing the observation of one VOLUME 8, 2020 node at a time [23] . The related problems are beyond our scope.
B. IMPROVED DISTRIBUTED UNSCENTED KALMAN PARTICLE FILTER
Employing the above-mentioned PDA-UKF as the proposal for particle sampling, an improved DUKPF algorithm is developed herein. Specifically, each node runs local unscented Kalman particle filter (UKPF) for the local state estimate, based on multiple local validated observations. Then, all individual local state estimates are merged for the global state estimates at each node in a distributed fashion.
1) LOCAL UKPFs
Each node n ∈ V runs a local UKPF as follows. In the prediction step, a proposal q(x k |z 1:k−1 , z n,k ) = N (x n,k ;x n,k ;P n,k ) is estimated based on the local observation z n,k , with the mean and covariance computed by the PDA-UKF:
where thex n,k−1 and P n,k−1 are the global state estimate and covariance of node n at time k − 1, respectively. From such proposal, the particles are sampled according to
In the update step, by substituting the proposal N (x n,k ;x n,k ;P n,k ) into (8), the weight w i n,k associated with the particle X i n,k becomes: w i n,k = p(z k |X i n,k )N (X i n,k ;x n,k|k−1 , P n,k|k−1 ) N (X i n,k ;x n,k ;P n,k )
wherex n,k|k−1 and P n,k|k−1 are respectively given by (11) and (12) , and N (X ;x, P) denotes the probability of the normal distribution N (x;x, P) evaluated at X . Based on the particles and the related weights, the local estimatex n,k and covarianceP n,k of node n can be achieved:
wherew i n,k is the normalized weight.
2) FUSION OF ALL INDIVIDUAL LOCAL ESTIMATES
In the fusion step, all individual local estimates and covariances are merged at each node for the global state estimates and covariances. Herein, the following fusion rules are adopted [23] , [31] : 
where the summation items n,k and n,k can be obtained in a distributed behavior through the following consensus algorithm [28] n (i + 1) = nn n (i) + n ∈N n nn n (i)
where i denotes the consensus iteration index, n (i) is the estimate of the global average¯ = 1 N N n=1 n (0) at node n after i iterations, nn is the consensus weight, and proper choices of nn will guarantee the convergence of (37) (see [28] and the references therein).
Specifically, n,k and n,k are estimated through the following procedure: 3) Compute n,k and n,k as n,k = N¯ and n,k = N¯ , respectively. Remark 1: Since the consensus iteration (37) is a distributed approach, the computing procedure above is performed at every node, and each finally possesses a global estimate and covariance. Generally, for the consistency of the global estimates and covariances at all individual nodes, a large number of iterations (37) are required. Alternatively, a maximum consensus algorithm [29] can be used after several iterations of (37) . Fortunately, the complete consistency is not required for all individual nodes in the improved DUKPF. Thus, the global estimates and covariances can be slightly different across all nodes.
Remark 2: Note that in the improved DUKPF, the squareroot operation of covariances is involved during each iteration, where such operation is computationally expensive and demands for the positive semi-definiteness of the covariance matrix. Actually, the covariance matrix can possibly become non-positive definite due to limited word-length arithmetics [33] , yielding the divergence of the filter. As to the problem, propagating the square root of the covariance rather than the covariance itself is a good alternative [33] , which is beyond our scope.
To summarize, the improved DUKPF is depicted in Algorithm 2.
IV. IMPROVED DUKPF-BASED ACOUSTIC SOURCE TRACKING
In this section, the improved DUKPF is employed for the problem of tracking a single moving acoustic source with distributed microphone networks. First, the Langevin model is used to describe the acoustic source motion. Next, multiple time difference of arrivals (TDOAs) are extracted as the local observations through a two-step procedure. The TDOA observations are first incorporated into the PDA-UKF for the proposal of particle filtering, and then exploited by the multihypothesis model for the local likelihood of the improved DUKPF. Finally, a DMAPF-based speaker tracking method is presented.
Algorithm 2 Improved DUKPF Algorithm
Initialization:x n,0 = x 0 ,P n,0 = P 0 , ∀n ∈ V Input:x n,k−1 , P n,k−1 , z n,k , ∀n ∈ V Output:x n,k , P n,k , ∀n ∈ V Iteration at each node n, ∀n ∈ V 1: Compute the mean and covariance of the proposal N (x k ;x n,k ,P n,k ) with Algorithm 1: [x n,k ,P n,k ] = PDA-UKF(x n,k−1 , P n,k−1 , z n,k ) 2: Sample the current particles X i n,k from the proposal N (x k ;x n,k ,P n,k ) with (31), i = 1, 2, . . . , N . 3: Compute the weight w i n,k associated with each particle X i n,k with (32), i = 1, 2, . . . , N . 4: Compute the local estimatex n,k and its error covariancẽ P n,k with (33) and (34), respectively. 5: Compute the global variables n,k and n,k through the consensus algorithm (37), respectively. 6: Compute the global estimatex n,k and its error covariance P n,k according to (35) and (36), respectively.
A. ACOUSTIC SOURCE DYNAMICS
Without loss of generality, the two-dimensional tracking is considered herein, since the height of a moving acoustic source would usually not change significantly. Denote x k = [x k , y k ,ẋ k ,ẏ k ] T as the state of the acoustic source at time k, where (x k , y k ) and (ẋ k ,ẏ k ) are the position and velocity components, respectively. The acoustic source motion can be described by the Langevin model [14] :
where a = e −β x T , and b =ῡ √ 1 − a 2 , β andῡ are the rate constant and the steady velocity parameter, respectively. I s denotes the s-order identical matrix, ⊗ stands for the Kronecker product, T is the sampling period for position estimation, and u k−1 is the zeromean white Gaussian noise with identity covariance matrix, which describes the uncertainty of the acoustic source motion.
B. TIME DIFFERENCE OF ARRIVAL (TDOA) OBSERVATIONS
The TDOA observations at each node n are estimated from the phase-transform weighted generalized cross-correlation (GCC) function between the signals of the two microphones, given by [34] 
where Y n,1 (f ) and Y n,2 (f ) represent the frequency-domain microphone signals at node n, and * represents the complex conjugation operation. Traditionally, the TDOA is estimated as the delay related to the largest peak of the GCC. In noisy and reverberant environments, the spurious peaks due to the noise or reverberation may even mask that of the true source [13] , [14] . Thus, using multiple delays related to the largest local maxima of the GCC, instead of selecting a single delay from the maximum peak, has become a popular alternative in acoustic source tracking scenarios [13] , [14] , [26] . In this paper, multiple TDOA observations are extracted through a two-step selection procedure: 1) Select N c delays according to the peak amplitude of the GCC, i.e.,
whereτ (i) n,k is the delay related to the i-th largest peak of R n,k (τ ), i = 1, 2, . . . , N c . 2) Further select m k delays from (40) for the local observation according to the validated criterion in (17):
n,k , . . . ,τ
where each delayτ (j) n,k inž n,k is deemed as a TDOA candidate, j = 1, 2, . . . , m k .
C. MULTI-HYPOTHESIS MODEL FOR LOCAL LIKELIHOOD
Recall that among all the TDOA candidates in the local observation vectorž n,k , at most one is associated with the true (acoustic) source, whereas the others are associated with the spurious sources due to noise or reverberation. The associations of TDOA candidates with the sources can be described by multiple hypothetical events (19) . Hence, the well-known multiple-hypothesis model [13] , [14] is adopted as the local likelihood herein:
where ρ = (2τ max n ) 1−m k , q 0 denotes the probability that none of the TDOA candidates corresponds to the true source, and q j (j = 1, 2, . . . , m k ) is the probability that the j-th candidatê τ (j) n,k is from the true source, whereas the rest are from the spurious sources. N (τ (j) n,k ; τ n,k (x n,k ), σ 2 ) denotes the probability of the normal distribution N (τ n,k ; τ n,k (x n,k ), σ 2 ) evaluated atτ (j) n,k , τ n,k (x k ) denotes the theoretic TDOA between the VOLUME 8, 2020 microphone pair of node n for x k , and σ is the observation noise standard deviation.
Finally, the improved DUKPF-based distributed acoustic source tracking method is described in Algorithm 3.
Algorithm 3 Improved DUKPF-Based Acoustic Source Tracking Method
Initialization:x n,0 = x 0 , P n,0 = P 0 , ∀n ∈ V Input:x n,k−1 , P n,k−1 , z n,k , ∀n ∈ V Output:x n,k , P n,k , ∀n ∈ V Iteration at each node n, ∀n ∈ V 1: Extract the local observationž n,k through (40)-(41). 2: Compute the mean and covariance of the proposal with the PDA-UKF Algorithm 1: [x n,k ,P n,k ] = PDA-UKF(x n,k−1 , P n,k−1 , z n,k ). 3: Sample the current particles X i n,k from the proposal with (31), i = 1, 2, . . . , N . 4: Compute the local likelihood p(ž n,k |X i n,k ) for each particle X i n,k with (42), i = 1, 2, . . . , N . 5: Compute the associated weight w i n,k for each particle X i n,k with (32), i = 1, 2, . . . , N . 6: Compute the local estimatex n,k and its error covariancẽ P n,k with (33) and (34), respectively. 7: Compute the global variables n,k and n,k through the consensus algorithm (37), respectively. 8: Compute the global estimatex n,k and its error covariance P n,k with (35) and (36), respectively.
V. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, the computational complexity analysis is addressed in terms of the widely-used floating point operations (flops) [8] , where a flop is usually defined as one addition, subtraction, multiplication, or division of two floating point numbers. Table 1 shows the major flops of the UKF, the PDA-UKF, the DUKPF and the improved DUKPF, where D G is the maximum degree of the graph G, w p denotes the computational costs for calculating each particle weight, and N con is the number of consensus iterations. The results show that the flops of all the methods rely on the dimensions of the state x k and the observation z n,k ; the higher the dimensions of these variables, the higher computational complexities of these approaches. Meanwhile, the flops of the PDA-UKF and the improved DUKPF also rely on the numbers of possible observations and validated observations, i.e., N c and m k . As distributed estimation approaches, the flops of both DUKPF and the improved DUKPF get larger with the increasing of the numbers of particles, nodes, consensus iterations, namely, N p , N , and N con , and the maximum degree D G of the microphone network.
From Table 1 , we can also find that the PDA-UKF is more computationally expensive than the UKF, this is because, in the PDA-UKF, multiple observations are chosen at each node according to the validated criterion (17) , and then incorporated into the weighted innovation for the state update via the PDA, whereas in the UKF, only one observation is chosen from the maximum peak of the localization function for the state estimation. Employing the UKF and PDA-UKF as proposals of particle filtering, respectively, the DUKPF and improved DUKPF are more complex than the former two approaches. Moreover, from Table 1 we can find that the improved DUKPF is more computationally expensive than the DUKPF. Though computationally efficient, the DUKPF may be vulnerable to noise and reverberation. By employing the PDA-UKF for the proposal of particle filtering, the improved DUKPF can be more effective than the DUKPF in noisy and reverberant environments.
VI. NUMERICAL EXPERIMENTS AND RESULT DISCUSSIONS
To evaluate the validity of the improved DUKPF for acoustic source tracking, comparative experiments are carried out and the result discussions are given in this section.
A. PERFORMANCE METRICS
The well-known root mean square error (RMSE) is used here to evaluate the tracking performance. Denote r k andr k as the ground truth and estimated position at time k, respectively. The RMSE is defined as [13] 
where K is the number of frames over which the position estimation is carried out. Generally, the lower the RMSE is, the more accurate the tracking result is. For distributed approaches, each node n ∈ V possesses a global estimater n,k at time k, then the RMSE becomes
Comparative experiments were made between the improved DUKPF and the current methods under the same conditions, including the centralized counterparts (referred to as CUKPF), the DUKPF method [31] , the EKF-based DPF (referred to as DPF-EKF) [21] , and the DPF in [19] . All the methods are evaluated in terms of RMSE, and the results are averaged over 50 Monte Carlo runs.
B. SIMULATION SETUPS
The simulation environment is a typical room of size 5m×5m×3m with a 12-node (N = 12) microphone network, where each node contains a pair of microphones, spaced 0.6m apart. The communication graph of the microphone network is shown in Fig. 1 , where the communication radius is 1.8m, and each cycle represents a node. The network geometry can be calibrated beforehand via the current calibration approaches (e.g., [36] ). For simplicity and without loss of generality, both the microphones and acoustic source trajectory are located at the x − y plane, and two trajectories were used in the simulation: trajectory-1 is a semicircle from (0.9, 2.65) to (4.1, 4.9); trajectory-2 is a line from (3.8, 0.8) to (0.8, 1.2), as depicted in Fig. 2 . Four speech utterances sampled at F s = 16KHz were used as the anechoic source signals in different experiments: utterance 1 is a male recording with very short speech pauses, as depicted in Fig. 7(a) ; utterance 2 is a female recording with one distinct speech pause, as depicted in Fig. 7(c) ; utterance 3 is a male recording with two distinct speech pauses, as shown in Fig. 7(e) ; utterance 4 is a female recording with several speech pauses, as shown in Fig. 7(g) . The sound propagation speed is c = 343m/s. The microphone signals are simulated with the Image method [35] . Specifically, different RIRs are generated from the Image method, reflecting different reverberation times T 60 s. These RIRs are convolved with the anechoic signals, and then added by a white Gaussian noise with definite mean and covariance, yielding the received microphone signals mixed by reverberation and noise. Different covariances of the Gaussian noise determine different values of the signal-noise-ratio (SNR), reflecting different ambient noise conditions. The microphone signals were segmented into different signal frames along the acoustic source trajectories, and each is used for the state estimation. For the TDOA extraction, a total of six time delays are selected according to the amplitude of the GCC peaks in the first step; from these delays the TDOA observations are further selected from a validated region, where the related parameters are set as λ = 10, γ = 4, P G = 0.93, P D = 0.95. In the acoustic dynamical model, the parameters are β = 10s −1 and υ = 1ms −1 . In the multi-hypothesis likelihood model, the probability q 0 is empirically set as q 0 = 0.25, and the rest are equiprobable; the observation noise standard deviation is σ = 5 × 10 5 . For particle filtering, the number of particles is N = 500. In the average consensus computation for global state estimation and its error covariance, the Metropolis weights [28] are adopted, and the consensus iteration number is N con = 10.
Three experiments were carried out to evaluate the tracking performance of the improved DUKPF. In experiment 1, utterance 1 and trajectory 1 were used as the anechoic source signals and trajectory, respectively. The frame length is N f = 512, and Hamming window is applied for the TDOA estimation. Suppose that initial position of the acoustic source can be pre-estimated with some localization approaches (see, e.g., [7] , [8] ). The initial prior p(x 0 ) of the acoustic source position is set as a Gaussian density with mean x 0 = [0.9, 6.25, 0.5, 0.5] T and covariance P 0 = diag([0.05, 0.05, 0.05, 0.05]). In experiment 2, the acoustic source signal and trajectory are the same with experiment 1, and the influence of fusion rules upon the tracking performance of the improved DUKPF is explored by using the simple average fusion rules:
In experiment 3, trajectory 2 were used as the anechoic acoustic source trajectory, with four different utterances as the acoustic source signals, and the frame length is N f =1024. The influences of different acoustic source signals and speech pauses upon the tracking performance are explored.
C. SIMULATION RESULTS

1) EXPERIMENT 1
In this experiment, the tracking performance is evaluated under different ambient and reverberant conditions. First, the influence of ambient noise on the tracking performance is investigated. Figure 3 depicts the RMSE results as a function of SNR with the reverberation time of T 60 = 0.2s. From Fig. 3 we can observe that the RMSEs of all the methods decrease as the SNR increases, which means the tracking accuracies become larger as SNR gets larger. This is because when the SNR becomes larger the microphone signal is less influenced by the ambient noise, yielding better tracking performance. Also, we can find that the improved DUKPF performs better than the DUKPF and DPF-EKF under different SNR conditions. Actually, both the DUKPF and DPF-EKF employed only one TDOA observation from the largest peak of the GCC for their proposals of particle filtering, whereas the peak related to the true source may probably be masked by the spurious peaks due to noise or reverberation, yielding erroneous state estimation. By contrast, the improved DUKPF incorporates multiple TDOA observations from several largest peaks of the GCC for its proposal of particle filtering, yielding desirable tracking performance. The improved DUKPF obtained larger RMSE than the DPF when SNR 15 dB, this may because the microphone signals are more influenced by the ambient noise under lower SNR conditions, from which the extracted TDOA observations may be unreliable. Using these observations for the proposal of particle filtering may lead to erroneous estimation. The DPF generated its proposal from the transition prior without exploiting the observations, which is less influenced by the ambient noise when SNR becomes lower. When the SNR is 15dB the improved DUKPF outperforms the DPF, since the observations are more reliable when SNR gets larger and the proposal incorporating observations are better than that without exploiting observations. Moreover, Fig. 3 shows that the improved DUKPF is not as good as the CUKPF. This is because that the proposal of improved DUKPF are based only upon the local TDOA observations, whereas the CUKPF incorporates all nodes's observations for the proposal of particle sampling, which will lead to better tracking accuracy. As the SNR gets larger, the improved DUKPF obtains comparable tracking accuracy with the CUKPF.
The influence of reverberation on the tracking performance is investigated as well. Figure 4 depicts the RMSE results as a function of T 60 with SNR = 20dB. From the results we can observe that the RMSEs of all the methods increase as the T 60 gets larger, which means the degradation of the tracking accuracies. This may because when the T 60 becomes larger the microphone signal is more influenced by the reverberation, and the TDOA observations extracted from neither only the largest peak nor multiple largest peaks are unreliable, yielding deteriorated tracking performance of both methods. Also, we can find that the improved DUKPF outperforms the DUKPF. Actually, in the DUKPF, the TDOA observations incorporated for the proposal are extracted from only the largest peak of the GCC, whereas the peak related to the true source may be masked by spurious peaks due to reverberation. By contrast, the improved DUKPF incorporates the TDOA observations from multiple largest peaks of the GCC for the proposal, which can alleviate the adverse effects from reverberation to some extent. Table 2 illustrates the running time of one iteration cycle for all the tracking methods with Matlab r2016b for SNR = 20dB and T 60 = 0.2s. The result shows that the running time of the improved DUKPF is longer than the other methods, but the difference is not much.
2) EXPERIMENT 2
In this experiment, we explore the tracking performance for distributed estimation methods, i.e., the improved DUKPF, DUKPF, DPF-EKF, and DPF, when they adopted the simple average fusion rules (45)-(46), referred to as improved DUKPF-avg, DUKPF-avg, DPF-EFK-avg, and DPF-avg, respectively. The related results are shown in Fig. 5 -Fig. 6 . Fig. 6 show that the tracking accuracies of all the methods tend to increase as the SNR gets larger, whereas they decrease as the T 60 gets larger. Besides, Fig. 5 shows that the improved DUKPF-avg performs better than the DUKPF-avg and DPF-EKF-avg at different SNR levels, and better than the DPF-avg when SNR > 15dB, which is similar to Fig. 3 . Figure 6 show that the improved DUKPF-avg performs better than the DUKPF-avg and DPF-EKF-avg at different reverberation conditions, and better than the DPF-avg when T 60 < 0.3s, which is similar to Fig. 4 . Moreover, by comparing Fig. 5 with Fig. 3 we can find that, for all the methods, the RMSE obtained using the simple average fusion rules (45)-(46) is lower than that using the fusion rules (35)-(36) under lower SNR levels, which implicitly means that fusion rules (35)- (36) can probably degrade the tracking performance under low SNR conditions. As the SNR gets larger, the RMSE of all the methods obtained using the simple average fusion rules (45)-(46) becomes larger than that using the fusion rules (35)- (36) , indicating that the fusion rules (35)- (36) perform better as the SNR gets larger. By comparing Fig. 6 and Fig. 4 we can find that the RMSE of all the methods using the simple average fusion rules (45)-(46) is larger than that using the fusion rules (35)-(36) under different reverberation conditions, indicating that the fusion rules (35)-(36) achieved better tracking performance against reverberation. Hence, we can infer that when the SNR is rather low, the simple average fusion rules can be a better choice; otherwise, the fusion rules (35)-(36) are preferred.
3) EXPERIMENT 3
This experiment evaluates the influence of different acoustic source signals upon the tracking performance. Figure 7 shows the estimated position errors of all the methods at every time for different acoustic sources when SNR = 20dB and T 60 = 0.2s. The results show that, for any of the tracking methods, the estimated position errors under different acoustic sources are somewhat different, indicating that different acoustic sources may lead to slightly different tracking results. Meanwhile, we can observe that the improved DUKPF achieved similar estimation results with the CUKPF at different times, and it obtained better estimation accuracy than the DUKPF, the DPF-EKF, and the DPF. Figure 7 (b) shows that the estimated errors of all the methods tend to be stable values quickly except the DPF. This may because the improved DUKPF, DUKPF and CUKPF exploited the current observations for their proposals and were able to track the acoustic source stably in a short time, whereas the DPF generated its proposal without employing the current observations and then took time to track the acoustic source stably. Also, from Fig. 7(b) we can find that there are no distinct differences at different times for all the methods. By contrast, all the methods exhibit larger errors at the interval 2.1s-2.6s in Fig. 7(d) . Actually, there is an obvious speech pause at the interval 2.1s-2.6s, as depicted in Fig. 7(c) . During this interval, the acoustic source is inactive and the signals acquired by all microphones mainly stem from the ambient noises, from which the extracted TDOA observations are unreliable. Based on these unreliable TDOA observations for the state estimation, all the methods achieved erroneous position estimation. Meanwhile, from Fig. 7(d) we can also find that the improved DUKPF outperforms the DUKPF and DPF-EKF, by extracting multiple TDOA observations from the GCC and incorporating them into the proposal of particle sampling via the PDA technique. The improved DUKPF also outperforms the CUKPF at this interval. Actually, the CUKPF utilized all the microphone nodes' observations for the proposal of particle sampling, whereas none of the nodes' observations are unreliable during the speech pause. Thus, the accumulated errors by processing all nodes' observations for the proposal can probably yield bad particles, finally leading to large estimated errors. By contrast, the improved DUKPF employed only local observations for the proposal of particle sampling. Based on these particles the local estimate is computed at each node, and all the local estimates are further merged for the global estimates, which are less affected by the speech pause. Similar results can be seen in Fig. 7(f) , where all the methods exhibit larger errors at the intervals 1.2s-2s and 3.3s-3.6s. The reason is that there are obvious speech pauses at these two intervals, as depicted in Fig. 7(c) . Thus, we can infer that speech pauses in acoustic source signals can deteriorate the tracking performance. By comparing Figs. 7(d) , 7(f) and 7(h) we can observe that the deterioration of tracking performance becomes more serious as the number of speech pauses increases. Actually, to alleviate the adverse effects from speech pauses, some techniques such as voice activity detection (VAD) [38] can be applied before tracking, which is beyond the scope of this paper.
D. REAL-WORLD EXPERIMENTS
Real-world experiments were also carried out to evaluate the tracking performance of the improved DUKPF. The experimental environment is a typical office room of dimensions 10m × 7m × 3m, with a 10-node microphone network, and the acoustic source trajectory is a curve, as shown in Fig. 8 . The related setups are the same as our last paper [19] . The estimated trajectories of all the tracking methods are depicted in Fig. 9 . The related results show that the improved DUKPF is capable to track the moving acoustic source in real-world noisy and reverberant environments, indicating its validity.
VII. CONCLUSION
In this paper, we proposed an improved DUKPF and employed it for the problem of tracking a single moving acoustic source in noisy and reverberant environments with distributed microphone networks. First, to alleviate the adverse effects of noise and reverberation, multiple TDOA observations are extracted at each node and incorporated into the state update of the UKF through the PDA technique, yielding the PDA-UKF. Employing the PDA-UKF for the proposal of particle filtering, an improved DUKPF is further developed, where each node runs local UKPF for the local state estimates with the local TDOA observations, and all individual local estimates are then merged for the global state estimates in a distributed fashion. To apply the improved DUKPF to acoustic source tracking problems, the Langevin model is used to model the acoustic source dynamics, a two-step procedure is presented to extract the TDOA observations, and the multi-hypothesis model is used as the local likelihood, finally yielding a distributed acoustic source tracking framework. To evaluate the validity of the improved DUKPF for acoustic source tracking, comparative experiments with the competing methods (the DUKPF, CUKPF, DPF-EKF and DPF) were executed in different ambient noise and reverberation conditions. The related results showed that the improved DUKPF obtained better tracking performance than the DUKPF, DPF-EKF, and DPF under most noisy and reverberant conditions. Meanwhile, the improved DUKPF achieved comparable tracking performance with the CUKPF.
