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Abstract
This thesis provides new statistical connections between noncircularly-
symmetric central and circularly-symmetric noncentral underlying complex
Gaussian models. This is particularly interesting since it facilitates the anal-
ysis of noncircularly-symmetric models, which are often underused despite
their practical interest, since their analysis is more challenging.
Although these statistical connections have a wide range of applications
in different areas of univariate and multivariate analysis, this thesis is framed
in the context of wireless communications, to jointly analyze noncentral and
noncircularly-symmetric fading models. We provide an unified framework
for the five classical univariate fading models, i.e. the one-sided Gaussian,
Rayleigh, Nakagami-m, Nakagami-q and Rician, and their most popular gen-
eralizations, i.e the Rician shadowed, η-µ, κ-µ and κ-µ shadowed. Moreover,
we present new simple results regarding the ergodic capacity of single-input
single-output systems subject to κ-µ shadowed, κ-µ and η-µ fadings.
With applications to multiple-input multiple-output communications, we
are interested in matrices of the form W = XX† (or W = X†X), where X is
a complex Gaussian matrix with unequal variance in the real and imaginary
parts of its entries, i.e., X belongs to the noncircularly-symmetric Gaussian
subclass. By establishing a novel connection with the well-known complex
Wishart ensemble, we facilitate the statistical analysis of W and give new
insights on the effects of such asymmetric variance profile.
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Resumen
Esta tesis proporciona nuevas conexiones estadísticas entre los modelos
Gaussianos complejos no-circularmente simétricos centrales y circularmente
simétricos no centrales. Esto es particularmente interesante, ya que facilita el
análisis de modelos no-circularmente simétricos, que a menudo son infrauti-
lizados a pesar de su interés práctico, ya que su análisis es más difícil.
Aunque estas conexiones estadísticas tienen una amplia gama de aplica-
ciones en diferentes áreas del análisis de variable aleatoria y de múltiples
variables aleatorias, esta tesis se enmarca en el contexto de las comunica-
ciones inalámbricas, para analizar conjuntamente los modelos de desvanec-
imiento no centrales y no-circularmente simétricos. Proporcionamos un
marco unificado para los cinco modelos clásicos de desvanecimiento, es de-
cir, los modelos Gaussiano unilateral, Rayleigh, Nakagami-m, Nakagami-q
y Rician, así como sus generalizaciones más populares, es decir los modelos
Rician con ensombrecimiento, η-µ, κ-µ y κ-µ con ensombrecimiento.
Para comunicaciones con múltiples antenas, esta tesis se interesa por ma-
trices de la forma W = XX† (o W = X†X), donde X es una matriz Gaus-
siana compleja con varianzas desiguales en las partes real e imaginaria de
sus entradas, es decir, X pertenece a la subclase Gaussiana no-circularmente
simétrica. Estableciendo una nueva conexión con el conocido conjunto com-
plejo de Wishart, se facilita el analísis estadístico de W, a la vez que damos
una mayor comprensión de los efectos de este perfil de varianza asimétrico.
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1Chapter 1
Introduction
Complex Gaussian random variables (RVs) are widely used to model ran-
dom fluctuations in many different areas, such as optics [1], nuclear physics
[2], signal processing [3], principal component analysis [4], and wireless com-
munications [5], to name a few. In all of these areas, it is often assumed (usu-
ally implicitly) that these RVs are circularly-symmetric, i.e. with equal vari-
ance in their real and imaginary parts. This assumption actually simplifies
the analysis of a multitude of problems.
However, there are many other cases where the circularity assumption
is even inappropriate. In optics, the roughness of transmitting or reflect-
ing surfaces affects unequally the variances of the real and imaginary parts
of the scattering far-field, which can no longer be modeled with circularly-
symmetric Gaussian RVs [6], [7]. In nuclear physics, the study of nuclear
energy-level spacings requires the analysis of noncircularly-symmetric (or
improper) Gaussian random matrices [8]. In signal processing, the imbal-
ance between the in-phase and quadrature (I/Q) branches due to I/Q mis-
matches makes the received signal improper [9]. In wireless communica-
tions, noncircularly-symmetric underlying Gaussian models are convenient
when a heavy shadowing or a strong ionosphere scintillation are present in
mobile-satellite and inter-satellite communications [5], [10], [11].
Despite the vast number of applications, the analysis of noncircularly-
symmetric models is far more scarce than that of circularly-symmetric ones.
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Considering an imbalance between the real and imaginary parts presents a
significant challenge as classical RV properties are often not applicable.
In this context, the main focus of this thesis is to simplify the analysis
of models arising from noncircularly-symmetric Gaussian RVs in a wireless
communication context. Specifically, we are interested in establishing new
statistical connections between noncircularly-symmetric fading models and
the more tractable circularly-symmetric ones. These will be employed to
study the performance of single-input single-output (SISO) and multiple-
input multiple-output (MIMO) systems subject to fadings that consider a
power imbalance between the in-phase and quadrature channel components.
In SISO scenarios, a particular noncircularly-symmetric fading model
has found its niche among classical fading models: the Nakagami-q (Hoyt)
model. This model arises when studying the envelope of a complex baseband
received signal Z = X+jY , whereX and Y are zero-mean real Gaussian RVs
with different variances σ2X and σ
2
Y , respectively. When σ
2
X = σ
2
Y , |Z|2 follows
an exponential distribution (central chi-squared distribution with 2 degrees
of freedom), or equivalently, |Z| is Rayleigh-distributed. When σ2X = 0 or
σ2Y = 0, |Z|2 follows a central chi-squared distribution, or equivalently, |Z|
is one-sided Gaussian-distributed [12]. The distribution of |Z| is well-known
[13], [14] and is commonly given in terms of the parameter q which gives the
ratio between the typical deviation of the real and imaginary parts such that
q ∈ [0, 1]. Then, q = 0 corresponds to σ2X = 0 or σ2Y = 0 (one-sided Gaussian)
and q = 1 corresponds to σ2X = σ
2
Y (Rayleigh).
This intermediate model finds applications in very different wireless com-
munication scenarios to model the diffuse component or scattering, oftenly
referred to as small-scale propagation effects [15]. In mobile communica-
tion systems, the Nakagami-q model is considered for error-rate performance
analysis [16], outage analysis [17], statistics of noise spikes occurring in
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limiter-discriminator FM receivers [18], and mobile satellite channel mod-
eling when there is a heavy shadowing [11]. In inter-satellite communication
systems, the Nakagami-q is employed when a strong ionosphere scintillation
is present [5]. In general, the Nakagami-q model is suitable for those scenar-
ios where the propagation conditions are more severe than Rayleigh, since
the Nakagami-q distribution includes all the intermediate cases between the
Rayleigh (q = 1) and the one-sided Gaussian (q = 0) models.
The statistical characterization of such model has been extended over
more than sixty years [5], [10], [11], [13], [14], [16]–[19]. Actually, we still
find recent contributions [19]–[23], even for its fundamental statistics; e.g.,
the cumulative distribution function (cdf) was given in closed-form for the
first time in 2009 [19]. This justifies that a very recent work was interested
on simplifying the analysis of such noncircularly-symmetric model. In [23],
a novel connection is established between this model and the well-known
Rayleigh model. Key of this approach is to adopt a “condition and average”
method which allows to connect the statistical properties of the Nakagami-
q model with those of the Rayleigh model, and to leverage existing results
for such model. However, the connection does not always allow to give a
further insightful analysis, since the Nakagami-q model is expressed as an
equivalent Rayleigh model whose average power follows a non-classical dis-
tribution given in [23].
The scientific community has also been interested by the natural general-
ization of the Nakagami-q model: the η-µ fading model. The η-µ model is a
general model only for non-line-of-sight (NLOS) scenarios and can be seen as
a Nakagami-q model with more degree of freedoms, i.e., a sum in power of
2µ Hoyt RVs. With its two shape parameters η and µ which allow a better fit
between measurements and theoretical results, the model can subsume the
Nakagami-q, one-sided Gaussian, Rayleigh, and Nakagami-m models.
In general, the statistical characterization of the η-µ fading model poses
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some challenges. For instance, the η-µ cdf expression involves a complicated
special function, the confluent Lauricella function Φ(2)2 , which is not available
in standard packages and needs a script to be computed [24]. Moreover, there
is no tractable analysis of the ergodic capacity of systems subject to the η-µ
fading in the literature. The ergodic capacity of such systems was only given
in a very complicated form involving infinite sums of MeijerG-functions [25].
In the context of MIMO communications, the study of the Nakagami-q
fading model requires the statistical characterization of a particular Wishart-
type random matrix, defined as W = XX† (or W = X†X), where X is a zero-
mean noncircularly-symmetric complex Gaussian matrix, i.e., with unequal
variance in the real and imaginary parts of its entries. These matrices have
been referred to as the cross-over ensemble between the Laguerre unitary
ensemble (LUE) and the Laguerre orthogonal ensemble (LOE) [26]. When the
variances of the real and imaginary parts of the entries of X are equal, W is
a central complex Wishart matrix (LUE); when one of these variances is zero,
W is a central real Wishart matrix (LOE). Similar intermediate ensembles
between the unitary and orthogonal groups have been a subject of interest
in the context of (non Wishart-type) Gaussian ensembles, i.e. GUE and GOE,
with applications to the study of energy-level spacings in nuclear physics [8].
Despite its cross-disciplinary interest, this intermediate ensemble is still
an open problem of the literature. Although the cross-over ensemble be-
tween GUE and GOE has been analyzed in tractable form [27], previous
works have shown how challenging it is extending those results to the case
of Laguerre ensembles [26], [28].
The complexity and scarcity of results in [26], [28] are mainly due to the
challenge posed by the asymmetric variance profile, which renders classical
random matrix properties no longer applicable. In particular, results for the
extreme eigenvalue distributions are not available thus far, even for a 2 × 2
matrix X, and the implications of this real-imaginary variance asymmetry
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remain largely unknown. It seems then necessary to explore other strategies
to tackle the characterization of such noncircularly-symmetric Wishart-type
matrices.
Classically, the analysis of these noncircularly-symmetric models for
NLOS scenarios, both for SISO and MIMO applications, has been always
separated from that of circularly-symmetric models for LOS scenarios, since
there is no clear connection between those two sets of models which have
arisen very differently. As a result, the analysis of the η-µ fading model
has been always presented apart from that of its circularly-symmetric LOS
brother, the κ-µ fading model [29]. A similar remark can be given for the
statistical characterization of noncircularly-symmetric Wishart-type matri-
ces. Previous approaches have not considered a connection with the simpler
complex Wishart ensemble, since it does not seem possible in principle.
1.1 Focus of the Thesis
Among the vast literature related to fading models, the main focus of the the-
sis is to connect the analysis of a set of noncircularly-symmetric fading mod-
els with the analysis of the more tractable circularly-symmetric ones, both
in SISO and MIMO contexts. The approach here presented needs to revisit
a recently proposed and very general fading model for the univariate case
(with SISO applications), the κ-µ shadowed model, as well as the statistical
properties of the well-known complex Wishart ensemble for the multivariate
case (with MIMO applications). In both cases, the derivations are based on a
collection of new statistical properties, which are presented in Chapter 2.
Specifically, Chapter 3 briefly reviews the classical fading models, and
some of their generalizations, as well as it presents a deep analysis of the
κ-µ shadowed underlying model. Chapter 4 presents a general and unified
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framework for all fading models presented in Chapter 3, which makes fea-
sible to connect a set of noncircularly-symmetric models with that of very
popular circularly-symmetric models. Moreover, the ergodic capacity analy-
sis of these very different fading channels is unified with a simple formula-
tion. Finally, Chapter 5 connects the noncircularly-symmetric Wishart-type
ensemble with the well-known complex Wishart one, which facilitates the
analysis of such matrices, as well as it gives further insights on the behav-
ior of largest eigenvalue distribution when there is a power imbalance in the
underlying Gaussian model.
1.2 Dissertation Overview
In this thesis, we have addressed the performance analysis of SISO and
MIMO systems that considers a power imbalance between the in-phase and
quadrature components of the received signal subject to fading. We have
simplified the analysis of such noncircularly-symmetric fading models in
both SISO and MIMO scenarios. We have also presented a strong unifica-
tion of a vast number of fading distributions for SISO scenarios, leading to
different contributions to the literature.
The main contributions of this thesis can be split into two categories: the
ones derived from the analysis of SISO scenarios, and the ones corresponding
to the analysis of MIMO scenarios.
In the context of SISO systems, we show that a particular LOS model,
whose diffuse component is modeled with a circularly-symmetric Gaussian
RV and its LOS component randomly fluctuates, is mathematically equiva-
lent to a NLOS model with noncircularly-symmetric diffuse component. This
has an important relevance in practice in the context of SISO performance
analysis, since we can unify a multitude of classical and generalized fading
models.
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Moreover, we have simplified the ergodic capacity analysis of such vast
set of models with a high signal-to-noise ratio (SNR) regime approach. The
explicit solution involves a higher order hypergeometric function, which has
been derived by taking the derivative of a Gauss hypergeometric function.
Key of this approach is using first a well-known transformation, usually
referred to as Euler relation, which makes easier to perform the derivative
and then allows to identify the higher order hypergeometric function. This
new result was essential to give a simple unification of the ergodic capacity
analysis of the κ-µ and η-µ models, as well as the Rician shadowed, Rician,
Nakagami-m, Nakagami-q, Rayleigh and one-sided Gaussian fading models.
In the context of MIMO systems, we have studied in depth the statistical
properties of Hermitian matrices of the form W = XX† (or W = X†X),
where X has unequal variance in the real and imaginary parts of its entries.
We have connected the statistical characterization of such matrices with that
of the well-known noncentral complex Wishart matrices. By exploiting this
novel method, we have provided, for the first time, exact expressions for the
extreme eigenvalue distributions, as well as an asymptotic expansion (deep
in the left-hand tail) for the largest eigenvalue distribution of W.
Although the exact expressions are not simple, the simplicity of the
asymptotic expression for the largest eigenvalue distribution here derived is
quite remarkable, particularly when considering the complexity of the joint
eigenvalue distribution derived in [26].
With these new expressions, we have studied the performance analysis
of MIMO systems that employ the well-known beamforming principle [15]
and are subject to Nakagami-q (Hoyt) fading, bringing new insights into the
outage probability and outage data rate of such systems.
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1.3 Additional Related Contributions
During the course of my Ph.D. studies, we develop other contributions which
are not included in this thesis in order to preserve a consistent guiding
thread. Their respective details can be found in the published papers listed
in the next section.
The additional contributions include:
• Performance analysis of SISO systems subject to κ-µ Extreme (κ-µ-E)
fading.
– New cdf of the κ-µ-E fading envelope in terms of the Marcum Q-
function. This allows to compute the probability density function
(pdf) from it and derive an asymptotic expression of the right-
hand tail distribution.
– New method for generating κ-µ-E samples. From the new cdf ex-
pression, an inversion-based algorithm is applied for generating a
set of κ-µ-E samples.
– Ergodic capacity analysis in both low and high-SNR regimes. The
expression in the high-SNR regime only involves the Exponential
Integral function as special function. The slope of the capacity as
a function of the logarithm of the average SNR is lower than the
unit value for a finite product κ ·µ. This is in contrast to the unified
ergodic capacity analysis presented in this thesis, where the slope
is equal to the unit value regardless of the parameter of each fading
model.
• Joint parameter estimation for the Two-Wave with Diffuse Power
(TWDP) fading model.
– Estimation of the parameters K and ∆ of the TWDP model from
the sample moments of the received signal.
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– Analysis of the performance of the proposed estimators for K and
∆. To that end, the asymptotic variance was computed, and com-
pared to the Cramer-Rao Bound, which determines the minimum
achievable variance of any unbiased estimator. Also, the effect of
a finite number of observations was studied in details.
1.4 Publications
The following is a list of publications in refereed journals and conference
proceedings produced during my Ph.D. candidature. In some cases the con-
ference papers contain material overlapping with the journal publications.
1.4.1 International Journal Papers
• [30] L. Moreno-Pozas, F. J. Lopez-Martinez, S. L. Cotton, J. F. Paris, and
E. Martos-Naya, “Comments on "Human body shadowing in cellular
device-to-device communications: channel modeling using the shad-
owed κ-µ fading model"”, IEEE J. Sel. Areas Commun., vol. 35, no. 02,
pp. 517–520, Feb. 2017.
• [31] L. Moreno-Pozas, F. J. Lopez-Martinez, J. F. Paris, and E. Martos-
Naya, “The κ-µ shadowed fading model: unifying the κ-µ and η-µ dis-
tributions”, IEEE Trans. Veh. Technol., no. 12, pp. 9630–9641, Dec. 2016.
• [32] J. Lopez-Fernandez, L. Moreno-Pozas, F. J. Lopez-Martinez, and E.
Martos-Naya, “Joint parameter estimation for the two-wave with dif-
fuse power fading model”, Sensors, vol. 16, no. 7, Jun. 2016.
• [33] F. J. Lopez-Martinez, L. Moreno-Pozas, and E. Martos-Naya,
“Novel results for the κ-µ extreme fading distribution: generation of
white samples and capacity analysis”, IEEE Commun. Lett., vol. 19, no.
9, pp. 1580–1583, Sep. 2015.
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We must clarify that the main publications which gather the main con-
tributions of this thesis referring to the analysis of SISO wireless systems are
[30] and [31]. Also mention that the main contributions of this thesis referring
to MIMO systems were developed in collaboration with Matthew R. McKay.
The corresponding paper has not been included in this list since it has just
been submitted to an IEEE journal for possible publication.
Finally, papers [32] and [33] correspond to the additional work developed
during the Ph. D. studies and presented in Section 1.3.
1.4.2 International Conference Papers
• [34] J. Lopez-Fernandez, L. Moreno-Pozas, F. J. Lopez-Martinez, and E.
Martos-Naya, “Moment-based parameter estimation for the two-wave
with diffuse power fading model”, in 2016 IEEE 83rd Vehicular Technol-
ogy Conference (VTC Spring), Sep. 2016.
• [35] L. Moreno-Pozas and E. Martos-Naya, “On some unifications aris-
ing from the MIMO Rician shadowed model”, in 2016 IEEE 83rd Vehic-
ular Technology Conference (VTC Spring), May 2016, pp. 1–5.
1.4.3 National Conference Papers
• [36] L. Moreno-Pozas, F. J. Lopez-Martinez, J. F. Paris, and E. Martos-
Naya, “The Nakagami-q fading distribution: a particular case of the Ri-
cian shadowed model”, in XXXI Simposium Nacional de la Unión Cientí-
fica Internacional de Radio, URSI, Sep. 2016 (best student paper finalist).
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Chapter 2
New Univariate and Multivariate
Statistical Properties
This chapter presents new statistical properties on the theory of random vari-
ables and finite-dimensional complex random matrices. These new results
provide the essential tools for establishing the statistical connections between
a multitude of random models. These will allow to unify the performance
analysis of SISO and MIMO systems operating under a wide set of fading
environments, including those which consider a power imbalance between
the in-phase and quadrature components of the received signal.
To that end, necessary preliminary results and definitions are first intro-
duced. Some classical distributions of the literature are revisited, as well as
some properties of determinant and pfaffians.
This chapter is organized as follows. Firstly, we introduce the general
notation that will be used throughout this thesis in Section 2.1. Secondly,
we present some definitions and preliminary results associated with the uni-
variate analysis of this thesis in Section 2.2. Then, we give the corresponding
definitions and preliminary results which will be helpful regarding the mul-
tivariate analysis of this thesis in Section 2.3. Finally, the main results of this
thesis are exposed in Sections 2.4 and 2.5.
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2.1 General Notation
All vectors are defined as column vectors and designated with bold lower
case. All matrices are given in bold upper case.
Notation for common sets
j imaginary unit,
√−1.
Re, Im Real and imaginary parts.
R,C Real and complex numbers.
Z,N Integers and natural numbers.
R+, Z∗ Positive real numbers and integers excluding 0.
Notation for common functions
log, e Natural logarithm, Euler’s constant.
max,min Maximum and minimum.
sup, inf Supremum and infimum.
lim Limit.
∀ For all.
, Defined as.
Notation for probability and asymptotics
Pr(·) Probability.
E[·] Expectation operator.
∼ Statistically distributed as.
fX(x) Pdf of the RV X .
FX(x) Cdf of the RV X .
N (mx, σ2) Real Gaussian RV with mean mx and variance σ2.
CN (mx, σ2) Complex Gaussian RV with mean mx and variance σ2.
o(·) f(x) = o(g(x)), g(x) > 0, states that f(x)/g(x)→ 0, as x→∞.
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Matrix-vector notation
Rm×n,Cm×n Real and complex m× n matrices.
Rm,Cm Real and complex m× 1 vectors.
{X}i,j (i, j)th element of the matrix X.
tr(X) Trace of the matrix X.
etr(X) Shorthand for etr(X).
det(X) Determinant of the matrix X.
Pf(X) Pfaffian of the matrix X.
In n× n identity matrix.
0n n× n matrix of all zeroes.
0n×m n×m matrix of all zeroes.
(·)T , (·)† Transpose, conjugate-transpose.
diag(a1, . . . , an) Square diagonal matrix with a1, . . . , an on the diagonal.
X > 0 Positive-definite matrix X.
X ≥ 0 Positive semi-definite matrix X.
2.2 Preliminaries of Univariate Analysis
The following sections provide some basic definitions and preliminary re-
sults, which will be useful when dealing with the univariate statistical anal-
ysis presented in this thesis.
2.2.1 Special Functions
Here, we introduce the special functions that are used throughout this thesis.
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The Gamma Function
The Euler’s integral of the second kind, also referred to as gamma function,
is defined as [37, eq. (6.1.1)]
Γ(z) =
∫ ∞
0
tz−1e−tdt (2.1)
with Re(z) > 0. Alternative representations, special cases and other proper-
ties can be found in standard textbooks [37], [38].
The Digamma Function
The digamma function is defined in terms of the first derivative of the gamma
function Γ′(·), such as [37, eq. (6.3.1)]
ψ(z) =
Γ′(z)
Γ(z)
(2.2)
with Re(z) > 0. The reader is referred to the same standard textbooks for
alternative representations and other properties.
The Incomplete Gamma Function
The incomplete version of the integral in (2.1) is known as the incomplete
gamma function. There are two definitions of the gamma function. Firstly,
the lower-incomplete gamma function is defined as [37, eq. (6.5.2)]
γ(z, b) =
∫ b
0
tz−1e−tdt (2.3)
with Re(z) > 0 and b ∈ R+. Secondly, the upper-incomplete gamma function
is defined as [37, eq. (6.5.3)]
Γ(z, a) =
∫ ∞
a
tz−1e−tdt (2.4)
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with Re(z) > 0 and a ∈ R+. Again, we referred the reader to the same
textbooks for alternative representations and other properties.
The Pochhammer Symbol
The Pochhammer symbol can be defined in terms of the gamma function
such as [37, eq. (6.1.22)]
(z)n =
Γ(z + n)
Γ(z)
. (2.5)
The Pochhammer symbol is useful to define the next function.
The Generalized Hypergeometric Function
The generalized hypergeometric function of one scalar argument is defined
as
pFq(a1, . . . , ap; b1, . . . , bq;x) =
∞∑
r=0
(a1)r . . . (ap)r
(b1)r . . . (bq)r
xr
r!
, (2.6)
where (a)r is the Pochhammer symbol, ai ∈ C and bj ∈ C∗\Z−.
Among the multitude of hypergeometric functions properties, we must
mention the well-known Kummer’s relation or transformation, as well as
the Euler’s relation or transformation:
1F1(a; b; z) = ez 1F1(b− a; b;−z), (2.7)
2F1(a, b; c; z) = (1− z)c−a−b 2F1(c− a, c− b; c; z). (2.8)
The Incomplete Beta Function
The incomplete beta function is defined as [38, eq. (8.391)]
Bz(a, b) =
∫ z
0
ta−1(1− t)b−1 (2.9)
with a, b ∈ R+∗.
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We can relate this function with the Gauss hypergeometric function, such
as
Bz(a, b) =
za
a
2F1(a, 1− b; a+ 1; z). (2.10)
The modified Bessel Function of the First Kind
The νth order modified Bessel function of the first kind with ν ∈ {R > −1
2
}
can be defined as [37, eq. (9.6.18)]
Iν(z) =
(1
2
z)ν
pi
1
2 Γ(ν + 1
2
)
∫ 1
−1
(1− t2)ν− 12 e±ztdt. (2.11)
Particularly, this function can also be expressed in terms of the Bessel hy-
pergeometric function 0F1(·; ·) [37, eq. (9.6.47)], such as
Iν(z) =
1
Γ(ν + 1)
(z
2
)ν
0F1
(
ν + 1;
z2
4
)
(2.12)
where −ν 6∈ N+.
The Marcum Q-Function
The generalized Marcum Q-function is defined as [39]
Qm(a, b) =
∫ ∞
b
x
(x
a
)m−1
e−
x2+a2
2 Im−1(ax)dx (2.13)
where a ∈ R+, b ∈ R < ∞, and m ∈ Z+. When m = 1, we find the standard
Marcum Q-function.
The Marcum Q-function is used, e.g., to express the cdf for the noncentral
chi-squared distribution [12, eq. (2-1-124)].
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The Nuttall Q-Function
The Nuttall Q-function is defined as [40]
Qm,n(a, b) =
∫ ∞
b
xme−
x2+a2
2 In(ax)dx (2.14)
where a ∈ R+∗, b ∈ R <∞, and m,n ∈ Z+.
Whenm+n—or, equivalently (m−n)—is odd, we can express the Nuttall
Q-function in terms of finite sum of generalized Marcum Q-functions and
modified Bessel function of first kind, such as [41, eq. (8)]
Qn+2k+1,n(a, b) =
k+1∑
l=1
ck,la
n+2(l−1)Qn+l(a, b)
+ e−
a2+b2
2
k∑
r=1
Pk,r(b
2)ar−1bn+r+1In+r−1(ab)
(2.15)
where
ck,l = 2
k−l+1 k!
(l − 1)!
(
k + n
k − l + 1
)
(2.16)
and Pk,r(b2) is a polynomial of order k − r in b2, namely
Pk,r(b
2) =
k−r∑
j=0
dj,k,rb
2j (2.17)
with
dj,k,r = 2
k−r−j (k − 1− j)!
(r − 1)!
(
k + n
k − r − j
)
. (2.18)
2.2.2 Some Statistical Distributions
Here, we review some classical statistical distributions that will be used to
connect some noncircularly-symmetric random models with a wide set of
circularly-symmetric ones.
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Uniform Distribution
The pdf of a RV X uniformly distributed in [a, b] is given by
fX(x) =

1
b−a , a < x < b
0, otherwise.
(2.19)
Gaussian (Normal) Distribution
The pdf of a Gaussian or normally distributed RV X with mean mx and vari-
ance σ2, i.e. X ∼ N (mx, σ2) is given by [12, eq. (2-1-92)]
fX(x) =
1√
2piσ
e−
(x−mx)2
2σ2 . (2.20)
Central Chi-Squared Distribution
Let Y = X2, where X ∼ N (0, σ2). Thus, the pdf of Y is given by [12, eq. (2-1-
105)]
fY (y) =
1√
2piyσ
e−
y
2σ2 , y ≥ 0. (2.21)
Central Chi-Squared Distribution with n Degrees of Freedom
Let Y =
∑n
i=1 X
2
i , where Xi, i = 1, . . . , n are independent and identically
distributed (i.i.d.) N (0, σ2). Thus, the pdf of Y is given by [12, eq. (2-1-110)]
fY (y) =
1
σn2n/2Γ
(
1
2
n
)y n2−1e− y2σ2 , y ≥ 0. (2.22)
Gamma Distribution
Let W be a RV which statistically follows a gamma distribution with shape
parameter α and rate parameter β, i.e, W ∼ Γ(α, β), then its pdf is given by
fW (w) =
βα
Γ(α)
wα−1e−βw, (2.23)
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where α, β ∈ R+. If W ∼ Γ(m/2, 2/σ2), then W follows a chi-squared distri-
bution with m degrees of freedom.
Noncentral Chi-Squared distribution:
Let Y = X2, where X ∼ N (mx, σ2). Thus, the pdf of Y is given by
fY (y) =
1√
2piyσ
e−
y+m2x
2σ2 cosh
(√
ymx
σ2
)
, y ≥ 0. (2.24)
Noncentral Chi-Squared Distribution with n Degrees of Freedom
Let Y =
∑n
i=1 X
2
i , where Xi, i = 1, . . . , n are independent N (mi, σ2). Thus,
the pdf of Y is given by [12, eq. (2-1-118)]
fY (y) =
1
2σ2
( y
s2
)n−2
4
e−
y+s2
2σ2 In
2
−1
(√
y
s
σ2
)
, y ≥ 0 (2.25)
where the noncentrality parameter s2 is
s2 =
n∑
i=1
m2i (2.26)
and Iν(·) is the νth order modified Bessel function of the first kind.
We must note that, although the set of central and noncentral chi-squared
distributions is usually defined with σ = 1, we have used here the unnormal-
ized definitions presented in the standard textbook [12].
2.3 Preliminaries of Multivariate Analysis
The following sections provide some basic definitions and preliminary re-
sults, which will be useful when dealing with the multivariate statistical anal-
ysis presented in this thesis.
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2.3.1 Determinants
The determinant operator applied to square matrices is commonly found in
the analysis of random matrix models. It can be defined as follows:
Let X be an n× n matrix. Then,
det(X) =
∑
{β}
(−1)per(β)
n∏
k=1
{X}k,βk (2.27)
where β = {β1, . . . , βn} is a permutation of {1, . . . , n}with sign (−1)per(β), and
the sum is over all such permutations.
We must highlight the following lemmas, involving integrals of determi-
nants.
Lemma 2.1 [42] Let X and Y be two n × n matrices whose (i, j)th entries are,
respectively, {X}i,j = fi(wj) and {Y}i,j = gj(wi), where fk and gk, k = 1, . . . , n,
are functions defined on R+, and w1 > . . . > wn. Then, for b > a > 0
∫ b
a
. . .
∫ b
a︸ ︷︷ ︸
n−fold
det(X) det(Y)
n∏
i=1
wi = det(A) (2.28)
where A is another n× n matrix whose (i, j)th entry is
{A}i,j =
∫ b
a
fi(x)gj(x)dx. (2.29)

Lemma 2.2 [43] Let X be an n × n matrix whose (i, j)th entries are {X}i,j =
fi(wj), where fk, k = 1, . . . , n, are functions defined on R+, and w1 > . . . > wn.
Then, for b > a > 0
∫ b
a
. . .
∫ b
a︸ ︷︷ ︸
n−fold
det(X)
n∏
i=1
wi = Pf(B) (2.30)
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where Pf(·) is a pfaffian, the properties of which can be found in next section, and B
is an n× n matrix whose (i, j)th entry is given by
{B}i,j =
∫ b
a
∫ b
a
fi(x)fj(y)sgn(y − x)dxdy. (2.31)

The first lemma, which involves a n-dimensional integral of a product
of two determinants, is useful when studying the extreme eigenvalue statis-
tics of unitary ensembles [44]–[47]. The second result, which involves a n-
dimensional integral of a single determinant, is useful when analyzing the
extreme eigenvalue distributions of orthogonal ensembles [47], [48]. We here
are interested in both results, since we will deal with an intermediate ensem-
ble between the orthogonal and unitary ones.
2.3.2 Pfaffians
Pfaffians have been extensively studied in [49] and in [43]. We here present a
brief summary of their properties, as well as the computation of pfaffians in
the context of this thesis.
Definition and Properties
Usually pfaffians are defined for skew-symmetric matrices of even di-
mension as follows. If X is a skew-symmetric 2n × 2n matrix, i.e.,
{X}i,j = −{X}j,i, i, j = 1, . . . , 2n, and {X}i,i = 0, then its pfaffian is defined
by
Pf(X) =
1
2nn!
∑
{β}
(−1)per(β)
n∏
k=1
{X}β2k−1,β2k (2.32)
where β = {β1, . . . , β2n} is a permutation of {1, . . . , 2n} with sign (−1)per(β),
and the sum is over all such permutations. The next properties hold:
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• Property 1: Let P is a 2n× 2n arbitrary matrix, then
Pf(PXPT ) = Pf(X) det(P) (2.33)
• Property 2: If X is non-sigular, then
Pf(X)2 = det(X). (2.34)
It may be remarked that Pf(X) can be also defined by (2.32) if X is
not skew-symmetric. We cannot, however, consider this possibility, since
Pf(X) = Pf((X−XT )/2), and X−XT is skew-symmetric ∀X.
Nonetheless, considering pfaffians of odd dimension matrices can be use-
ful. Let K be a skew-symmetric (n− 1)× (n− 1) matrix, where n is odd. The
n × n matrix K+ arises from K by adding an nth column consisting of n − 1
elements of 1, an n th row consisting of n − 1 elements of −1, whereas the
element {K+}n,n = 0. For this skew-symmetric matrix K+ of odd dimension,
the next properties hold:
• Property 3: Pf(K+) = Pf(K).
• Property 4: Let a = {a1, . . . , an} be a set of ordered elements. If the
(i, j)th element of the n× n matrix A is given by
{A}i,j = aj − ai, (2.35)
then
Pf(A) = (−1)per(a). (2.36)
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• Property 5: Let p1, . . . , pn be real or complex numbers, and let Y be a
n× n matrix, such as
{Y}i,j = sgn(aj − ai) + pj − pi (2.37)
where sgn(·) is the signum function and ai, i = 1, . . . , n are the elements
of the ordered set a defined in the previous property. Then,
Pf(Y) = (−1)per(a). (2.38)
• Property 6: Let P be an (n+ 1)× (n+ 1) matrix such as
{P}i,j =

1, i = j
pi, i = 1, . . . , n; j = n+ 1
0, otherwise
(2.39)
and consider Y defined in the previous property. Then, Y+ = PA+PT .
Hence,
Pf(Y) = Pf(Y+) = Pf(A+) = Pf(A) = (−1)per(a). (2.40)
Computation of Pfaffians in this Thesis
In this thesis, the pfaffians will appear as a result of applying Lemma 2.2. The
pfaffian in (2.30) can be computed as [43]
Pf(B) =
√
det(C) (2.41)
where the definition of C depends on n, the dimension of B. When n is even,
C is an n × n matrix whose (i, j)th entry is given by the right-hand side of
(2.31). When n is odd, C is an (n+ 1)× (n+ 1) matrix whose (i, j)th entry is
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given by
{C}i,j =

∫ b
a
∫ b
a
fi(x)fj(y)sgn(y − x)dxdy, i, j = 1, . . . , n∫ b
a
fi(x)dx, i = 1, . . . , n+ 1, j = n+ 1
− ∫ b
a
fj(x)dx, i = n+ 1, j = 1, . . . , n+ 1
0, i = j = n+ 1.
(2.42)
2.3.3 Complex Zonal (Schur) Polynomials
Zonal polynomials of a matrix argument are a fundamental building block
in multivariate statistics, forming the basis of the hypergeometric functions
of a matrix argument (see next subsection). We will use exclusively com-
plex zonal polynomials of Hermitian matrix arguments (also known as Schur
polynomials [50]), in order to present later an expression of the pdf of
noncircularly-symmetric Wishart-type matrices.
Concept of Partition
Before presenting the definition of these polynomials, we must introduce the
concept of a partition. Let k ≥ 0; then κ = (k1, k2, . . . , kp), such that
∑p
l=1 kl =
k, k1 ≥ k2 ≥ . . . kp ≥ 0, is a partition of k into p parts.
Complex Zonal Polynomial Definition
Let X be an n×n Hermitian matrix. The complex zonal polynomial C˜κ(X) is
defined as [51, eq. (85)]
C˜κ(X) , χ[κ](1)χ{κ}(X) (2.43)
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where χ{κ}(X) is the character of the representation {κ} of the linear group,
given as a symmetric function of the eigenvalues x1, . . . , xn of X by
χ{κ}(X) =
det({xkj+n−ji }i,j=1,...,n)
det({xn−ji }i,j=1,...,n)
(2.44)
and χ[κ](1) is the dimension of the representation [κ] of the symmetric group
given by
χ[κ](1) = k!
∏n
i<j(ki − kj − i+ j)∏n
i=1 Γ(n+ ki − i+ 1)
. (2.45)
Note that the traditional definition given above requires that X have all
non-zero distinct eigenvalues, otherwise (2.44) yields an indetermination 0/0.
Properties
• Property 1:
C˜κ(YX) = C˜κ(Y
1
2 XY
1
2 ) = C˜κ(XY) (2.46)
where Y is an Hermitian positive define n × n matrix, and Y 12 is its
unique hermitian positive definite square root. Note that this property
follows from the fact that C˜κ(·) is a symmetric homogeneous polyno-
mial in the eigenvalues of the matrix argument.
• Property 2: Reproductive property
∫
Y=Y+>0
etr(−ZY) det(Y)C˜κ(XY)(dY) = Γ˜n(m)[m]κ C˜κ(XZ
−1)
det(Z)m
(2.47)
where Re(m) > n− 1, Z is an n× n Hermitian positive definite matrix,
[·]κ is defined in (2.50) and Γ˜n(m) is the complex multivariate Gamma
function [51, eq. (83)], i.e.
Γ˜n(m) = pi
n(n−1)
2
n∏
i=1
Γ(m− i+ 1). (2.48)
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2.3.4 Hypergeometric Function of Matrix Arguments
This thesis will deal exclusively with complex hypergeometric functions of
Hermitian matrix arguments, denoted pF˜q(·), which are defined as follows:
Let X an n×nHermitian matrix. The hypergeometric function of a matrix
argument pF˜q(a1, . . . , ap; b1, . . . , bq; X) is defined as [48]
pF˜q(a1, . . . , ap; b1, . . . , bq; X) ,
∞∑
k=0
∑
κ
[a1]κ . . . [ap]κ
([b1]κ . . . [bq]κ)
C˜κ(X)
k!
(2.49)
where κ = (k1, . . . , kn) is a partition of k and [·]κ is the complex multivariate
hypergeometric coefficient
[a]κ =
n∏
l=1
(a− l + 1)kl (2.50)
where (b)r is the Pochhammer symbol.
2.3.5 Real and Complex Wishart Distributions
We consider both real and complex Wishart Distributions. Although the real
Wishart distribution does not directly apply in the performance analysis of
MIMO systems, we will see that the central real Wishart matrix will play
an important role in the analysis of noncircularly-symmetric Wishart-type
matrices, and thus, in the performance analysis of MIMO systems in Hoyt-
faded environments.
Central Real Wishart Distribution
Let HR be a p × n (p ≥ n) matrix whose entries are i.i.d. N (0, σ2R). The real
Gram matrix WR = HTRHR follows a central real Wishart distribution with p
degrees of freedom, covariance matrix σ2RIn, i.e., WR ∼ Wn(p, σ2RIn,0n), if its
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pdf is given by [51, eq. (55)]
fWR(W) =
etr
(−1
2
σ−2R W
)
det(W)
p−n−1
2
2
1
2
pnσpnR pi
n(n−1)
4
∏n
i=1 Γ(
p
2
− 1
2
(i− 1))
. (2.51)
Noncentral Complex Wishart Distribution
Let HC be a p × n (p ≥ n) matrix statistically, whose entries are indepen-
dent, such as {HC}i,j ∼ CN ({H¯C}i,j, σ2C), where H¯C ∈ Cp×n is the mean
matrix. The complex Gram matrix WC = H
†
CHC follows a noncentral com-
plex Wishart distribution with p degrees of freedom, covariance matrix σ2CIn
and noncentrality matrix Θ = σ−2C H¯
†
CH¯C , i.e., WC ∼ CWn(p, σ2CIn,Θ), if its
pdf is given by [51, eq. (99)]
fWC (W) =
etr(−σ−2C W) det(W)p−n
σ2pnC pi
n(n−1)
2
∏n
i=1 Γ(p− i+ 1)
etr(−Θ)0F˜1(p;σ−2C ΘW) (2.52)
where 0F˜1(·; ·) is the complex Bessel hypergeometric function of matrix argu-
ment [51].
2.4 New Univariate Statistical Properties
Armed with the definitions and preliminary results from the previous sec-
tion, we can then present our main contributions to the univariate analysis
field.
First, we expose new general underlying Gaussian models which will al-
low new statistical connections between very different univariate models.
This will be used in Chapter 4 to create a general framework that unify the
analysis of SISO systems which are subject to a multitude of fading envi-
ronments. Then, we give a new result involving the Gauss hypergeometric
function, which will be also used in Chapter 4 to analyze the ergodic capacity
of systems which belong to that general framework.
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2.4.1 New General Underlying Gaussian Models
The following two propositions will be used in Chapter 4 to build a general
framework that jointly analyze SISO systems subject to all classical and their
most popular generalized fading environments.
Proposition 2.3 Let A be a RV defined as
A =
n∑
i=1
|Zi + ξρi|2 (2.53)
where Zi = Xi + jYi, with Xi and Yi, i = 1, . . . , n, i.i.d. N (0, σ2); ρi,
i = 1, . . . , n are complex deterministic constants; and |ξ|2 is a gamma RV such
as |ξ|2 ∼ Γ(m,m). The pdf of A is then given by
fA(a) =
1
(2σ2)nΓ(n)
(
1 + s
2
2mσ2
)man−1e− a2σ2 1F1(m;n; s2
2σ2(s2 + 2mσ2)
a
)
(2.54)
where s2 =
∑n
i=1 |ρi|2.
Proof: The RV A, conditioned to the RV |ξ˜|2, follows a noncentral chi-square
distribution with 2n degrees of freedom, such as
fA|ξ(a, ξ) =
1
2σ2
(
a
|ξ|2s2
)n−1
2
e−
a+s2
2σ2 In−1
(√
a
|ξ|s
σ2
)
. (2.55)
Moreover, since |ξ|2 ∼ Γ(m,m), then |ξ|2∑µi=1 |ρi|2 ∼ Γ(m,m/∑µi=1 |ρi|2).
We obtain the result by averaging (2.55) over |ξ|, similarly as in [52]. 
Proposition 2.4 Let B be a RV defined as
B =
n∑
i=1
|Zi + ξiρ|2 (2.56)
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where Zi = Xi + jYi, with Xi and Yi, i = 1, . . . , n, i.i.d. N (0, σ2); ρ is a complex
deterministic constant; and |ξi|2, i = 1, . . . , n, are i.i.d. RVs ∼ Γ(mˆ, mˆ). The pdf of
B is also given by (2.54) with s2 = n|ρ|2.
Proof: The RV B, conditioned to the sum of the i.i.d. RVs ξi, i = 1, . . . , n,
P = |ρ|2∑µi=1 |ξi|2, follows the distribution in (2.55) when substituting |ξ|2s2
by P . Moreover, since |ξi|2 ∼ Γ(mˆ, mˆ) ∀i, then P ∼ Γ(m, mˆ/|ρ|2), where
m =
∑µ
i=1 mˆ = µ · mˆ. We obtain then the result by averaging (2.55) over P ,
similarly as in [52]. 
2.4.2 New Particular Cases
The following corollaries are used in Chapter 4 to show how the general
framework embraces different fading environments.
Related to the RV A
Corollary 2.5 If m → ∞, then A follows the noncentral chi-squared distribution
in (2.25) with 2n degrees of freedom and noncentrality parameter s2.
Proof: By taking the limit m → ∞ in (2.54) and applying the following
properties
lim
a→∞ 1
F1
(
a; b;
1
a
z
)
= 0F1
(
b; z
)
(2.57)
lim
a→∞
(
1 +
1
a
x
)−a
= e−x (2.58)
where (2.58) is the well-known limit that defines the exponential function,
we obtain result. 
Corollary 2.6 If s→ 0, then A ∼ Γ(n, 1/(2σ2)).
Proof: By taking the limit s→ 0 in (2.54) and applying the property
lim
c→0 p
Fq (a1 . . . ap; b1 . . . bq; cz) = 1 (2.59)
30 Chapter 2. New Univariate and Multivariate Statistical Properties
we straightforwardly obtain the result.
Notice that eq. (2.59) can be carried out by simply exploiting the series
expression of the hypergeometric function of scalar argument, where the first
term has the unit value and the rest of the terms are powers of the scalar
argument [37, eq. (13.1.2)], so that they become zero when taking the limit.

Related to the RV B
Corollary 2.7 If m = n/2, then the pdf of B is given by
fB(b) =
√
pi(1 + η)
n+1
2
(
n
2
)n+1
2
2nσ2Γ
(
n
2
)√
η(1− η)n−12
(
b
2nσ2
)n−1
2
× e−n(1+η)
2b
4ηb¯ In−1
2
(
n(1− η2)
8nησ2
b
) (2.60)
where η = (nσ2)/(s2 + nσ2).
Proof: When m = n/2, we can apply in (2.54) the following property [37,
eq. (9.6.47)]
1F1 (a; 2a; z) = 22a−1Γ
(
a+
1
2
)
z
1
2
−aez/2Ia− 1
2
(z
2
)
. (2.61)
This leads to the result after some simple algebraic manipulations. 
The previous corollary will be essential to connect the statistical analysis
of noncentral and noncircularly-symmetric fading models in Chapter 4.
Corollary 2.8 If m = n, then the pdf of B ∼ Γ(n, n/(s2 + 2nσ2))
Proof: The result is straightforward by applying in (2.54) the property
1F1
(
a; a; z
)
= ez. (2.62)

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2.4.3 New Result Involving Moments
The following theorem is useful since it involves the moments of the RV A
defined previously and their derivatives. In particular, this derivative will
be employed in Chapter 4 to analyze the capacity of a multitude of fading
channels, with a similar approach as in [53].
Theorem 2.9 Let A defined as in Proposition (2.3). Then,
E[At] =
Γ(n+ t)
Γ(n)
(
s2 + 2mσ2
m
)t
2F1
(
n−m,−t;n; s
2
s2 + 2mσ2
)
(2.63)
and
d
dt
E[At]|t=0 =− ψ(n)− log
( s2 + 2mσ2
m(s2 + 2nσ2)
)
+
s2(n−m)
n(s2 + 2mσ2)
×3 F2
(
1, 1, n−m+ 1; 2, n+ 1; s
2
s2 + 2mσ2
)
,
(2.64)
where ψ(·) the digamma function and 3F2(·) a generalized hypergeometric function
of one scalar argument.
Proof: We first compute the tth order moment of A, i.e.
E[At] ,
∫ +∞
0
atfA(a)da
=
1
(2σ2)nΓ(n)
(
1 + s
2
2mσ2
)m
×
∫ +∞
0
an+t−1e−
a
2σ2 1F1
(
m;n;
s2
2σ2(s2 + 2mσ2)
a
)
da.
(2.65)
Observing that the remaining integral corresponds to a Laplace transform
evaluated in s = 1/(2σ2), we then have [54, eq. (4.23.17)]
E[At] =
Γ(n+ t)
Γ(n)
(2nσ2)t
nt(1 + s
2
2mσ2
)m
2F1
(
m;n+ t;n;
s2
s2 + 2mσ2
)
(2.66)
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where 2F1(·) is the Gauss hypergeometric function of scalar argument [37,
eq. (15.1.1)].
Invoking the Euler relation in (2.8), we obtain
E[At] =
Γ(n+ t)
Γ(n)
(
s2 + 2mσ2
m
)t
2F1
(
n−m,−t;n; s
2
s2 + 2mσ2
)
. (2.67)
Expressing the Gauss hypergeometric function in series form, the derivative
of the tth order moment with respect to t is then obtained with the product
rule. Since the derivative of a Pochhammer symbol can be given by a differ-
ence of digamma functions ψ(·), we obtain
d
dt
E[At] =
Γ(n+ t)
Γ(n)
(
s2 + 2mσ2
m
)t{[
ψ(n+ t) + log
(
s2 + 2mσ2
m
)]
×2 F1
(
n−m,−t;n; s
2
s2 + 2mσ2
)
−
+∞∑
r=1
(n−m)r(−t)r
(n)r
(ψ(−t+ r)− ψ(−t))
(
s2
s2+2mσ2
)r
r!
} (2.68)
where the infinite sum starts at r = 1 because the first term equals zero.
Setting the moments order t = 0, we get
d
dt
E[At]|t=0 =− ψ(n)− log
(
s2 + 2mσ2
m
)
+
+∞∑
r=1
(n−m)r(1)r−1
(n)r
(
s2
s2+2mσ2
)r
r!
.
(2.69)
By applying some algebraic manipulations, we finally obtain
d
dt
E[At]|t=0 =− ψ(n)− log
(
s2 + 2mσ2
m
)
+
s2(n−m)
ns2 + 2nmσ2
×
+∞∑
r=1
(n−m+ 1)r−1(1)r−1(1)r−1
(n+ 1)r−1(2)r−1
(
s2
s2+2mσ2
)r−1
(r − 1)!
(2.70)
where the infinite sum can be expressed in terms of the generalized hyperge-
ometric function 3F2(·) and so we have the result. 
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Notice that this result gives a simple new expression for the derivative
of the Gauss hypergeometric function 2F1(a, b; c, z) with respect to a or b,
when this same parameter a or b equals zero. The derivative is expressed in
terms of the generalized hypergeometric function 3F2(·), instead of the more
complicated form in terms of a Kampé de Fériet function proposed in [55].
2.5 New Random Matrix Theory Results
We here present new statistical expressions for noncircularly-symmetric
Wishart-type matrices, i.e., Gram matrices generated from complex Gaus-
sian matrices with unequal variance in the real and imaginary parts of their
entries.
2.5.1 New Random Matrix Pdf
The following proposition presents, for the first time, an expression of the
joint distribution of the entries of noncircularly-symmetric Wishart-type ma-
trices, which will be used in Chapter 5.
Proposition 2.10 Let W be an Hermitian matrix of the form:
W =

XX†, p ≤ n
X†X, p > n
(2.71)
with
X = XC + XR (2.72)
where the matrices XC ∈ Cp×n and XR ∈ Rp×n are mutually independent with
zero-mean i.i.d. entries. The entries [XC ]ij are circularly-symmetric CN (0, σ2C),
while [XR]ij ∼ N (0, σ2R). Let s = min(p, n) and t = max(p, n). When σC , σR > 0,
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the pdf of W can be given by
fW(W) =Ks,tetr
(−σ−2C W) det(W)t−s +∞∑
k=0
∑
κ
1
[p]κk!
(
2σ−2C σ
2
R
σ2C + 2σ
2
R
)k
×
∫
VT=V>0
etr(−V) det(V) t−s−12 C˜κ(VW)(dV)
(2.73)
where C˜κ(·) is the complex zonal polynomial and
Ks,t =
pi−
3s(s−1)
4
( √
2σR
σ2C+2σ
2
R
)st
∏s
i=1 Γ
(
t
2
− 1
2
(i− 1))Γ(t− i+ 1) . (2.74)
Proof: Define WR = XRX
†
R if p ≤ n or WR = X†RXR otherwise. When
conditioned on WR ∈ Rs×s, W follows a noncentral complex Wishart dis-
tribution with t degrees of freedom and real noncentrality matrix WR, i.e.,
W|WR ∼ CWs(t, σ2CIs,WR). The pdf of the W is carried out from the follow-
ing integration over the space of real positive definite matrices, such as
fW(W) =
∫
WTR=WR>0
fW|WR(W|WR) · fWR(WR)(dWR) (2.75)
where W|WR ∼ CWs(t, σ2CIs, σ−2C WR) and WR ∼ Ws(t, σ2RIs,0s), so that
fW(W) =
pi−
3s(s−1)
4 etr(−σ−2C W) det(W)t−s
2pn/2σ2pnC σ
pn
R
∏s
i=1 Γ
(
t
2
− 1
2
(i− 1))Γ(t− i+ 1)
×
∫
WTR=WR>0
etr
(
−
(
σ−2C +
1
2
σ−2R
)
WR
)
det (WR)
t−s−1
2
×0 F˜1(p;σ−4C WRW)(dWR).
(2.76)
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Naming σ2eq = σ
−2
C +
1
2
σ−2R , we make the change of variables V = σ
2
eqWR, so
that (dV) = σs
s+1
2
eq (dWR) [56, Theorem 2.1.6], and we use the series represen-
tation of the hypergeometric function to obtain
fW(W) =Ks,tetr(−σ−2C W) det(W)t−sσ−steq
×
+∞∑
k=0
∑
κ
1
[t]κk!
∫
VT=V>0
etr(−V) det(V) t−s−12 C˜κ(VT)(dV)
(2.77)
where Ks,t is given by (2.74) and T = σ−2eq σ
−4
C W. Finally, noting that
C˜κ(aW) = a
kC˜κ(W), which follows easily from the definition of Schur poly-
nomial in (2.43), we have the result. 
2.5.2 New Exact Extreme Eigenvalue Distributions
In the following theorem, we give for the first time exact expressions for the
extreme eigenvalue distributions of noncircularly-symmetric Wishart-type
matrices. We present both largest and smallest eigenvalue distributions, al-
though we will restrict ourselves in Chapter 5 to analyze MIMO systems
where the largest eigenvalue distribution plays the lead role.
Theorem 2.11 Consider W in (2.71), with σC , σR > 0. The cdf of the largest
eigenvalue of W admits
Fφmax(x) =
Pf(Ξ1(x))
Pf(Ξ2)
(2.78)
where Pf(·) denotes the matrix pfaffian operation, Ξ1(x) is s× s with entries
{Ξ1(x)}i,j =
∫ ∞
0
∫ ∞
0
fi(x, u)fj(x, z)sgn(z − u)dudz (2.79)
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with sgn(·) the signum function, and
fk(x, y) =
√
e−y/σ2R
(σ2C/2)
2ky
[
Qs+t−2k+1,t−s
(√
2y/σ2C , 0
)
−Qs+t−2k+1,t−s
(√
2y/σ2C ,
√
2x/σ2C
)] (2.80)
where Q·,·(·, ·) is the Nuttall Q-function. The matrix Ξ2 is s× s with entries
{Ξ2}i,j =
∫ +∞
0
∫ +∞
0
gi(u)gj(z)sgn(z − u)dudz (2.81)
where
gk(y) =
√
e−y/σ2R
(σ2C/2)
2ky
Qs+t−2k+1,t−s
(√
2y/σ2C , 0
)
. (2.82)
Proof: Let τ = t − s. Conditioned on WR, the cdf of the largest eigenvalue
φmax of W is given by [45]
Fφmax|WR(x) ,Pr(φmax ≤ x|WR)
=
σ
2s(s−1)−2st
C
∏s
i=1 e
−σ−2C wi
(τ !)s
∏s
i<j(wi − wj)
det(Λ(x))
(2.83)
where w1 > . . . > ws > 0 are the eigenvalues of WR. The entries of Λ(x) are
given in [45, eq. (50)] as a difference between a confluent hypergeometric
function and a Nuttall Q-function. Here, for computational reasons, we use
the alternative form [57, eq. (20)]
{Λ(x)}i,j =τ !σ
3t−s+2i+2
C 2
i−s
(2wj)τ/2e−wj/σ
2
C
[
Qs+t−2i+1,τ
(√
2wj/σ2C , 0
)
−Qs+t−2i+1,τ
(√
2wj/σ2C ,
√
2x/σ2C
)]
.
(2.84)
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Since (2.83) only depends on the eigenvalues of WR, we remove the
conditioning by averaging with respect to fw1,...,ws(w1, . . . , ws), the jpdf of
w1 > . . . > ws, which corresponds to the eigenvalue jpdf of a central real
Wishart matrix [51, eq. (58)]. This gives
Fφmax(x) =c
−1
∫
L
det(Λ(x))
s∏
i=1
w
τ−1
2
i e
−σ2eqwidw1 . . . dws (2.85)
where L = {0 < ws < . . . < w1 < ∞}, σ2eq = σ−2C + σ−2R /2 and c is a normal-
ization constant. Using Lemma 2.2, the multiple integral is expressed as
Fφmax(x) = c
−1Pf(Ξ1(x)) (2.86)
where the elements of Ξ1(x) are given by (2.79). Moreover, from (2.86), it is
clear that c = limx→∞ Pf(Ξ1(x)), which can be also expressed as c = Pf(Ξ2),
with the elements of Ξ2 given in (2.81), since the second Nuttall Q-function
in (2.80) vanishes when x→∞. 
Theorem 2.12 Consider W in (5.1), with σC , σR > 0. The cdf of the smallest
eigenvalue of W admits
Fφmin(x) = 1−
Pf(Υ(x))
Pf(Ξ2)
(2.87)
where Pf(·) denotes the matrix pfaffian operation, Υ(x) is s× s with entries
{Υ(x)}i,j =
∫ ∞
0
∫ ∞
0
vi(x, u)vj(x, z)sgn(z − u)dudz (2.88)
and
vk(x, y) =
√
e−y/σ2R
(σ2C/2)
2ky
Qs+t−2k+1,t−s
(√
2y/σ2C ,
√
2x/σ2C
)
. (2.89)
The matrix Ξ2 is s× s with entries given in (2.81).
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Proof: Conditioned on WR, the cdf of the smallest eigenvalue φmin of W is
given by
Fφmin|WR(x) ,1− Pr(φmin > x|WR)
=1− σ
2s(s−1)−2st
C
∏s
i=1 e
−σ−2C wi
(τ !)s
∏s
i<j(wi − wj)
det(Ψ(x))
(2.90)
where w1 > . . . > ws > 0 are the eigenvalues of WR. The entries of the s × s
matrix Ψ(x) are given by [57, eq. (16)]
{Ψ(x)}i,j =τ !σ
3t−s+2i+2
C 2
i−s
(2wj)τ/2e−wj/σ
2
C
Qs+t−2i+1,τ
(√
2wj/σ2C ,
√
2x/σ2C
)
. (2.91)
Since (2.90) has a similar form as (2.83), we can follow the steps of the
proof of Theorem 2.11 to obtain the result. 
2.5.3 New Asymptotic Expansion (in the Tail) of the Largest
Eigenvalue Distribution
The following theorem will be used in Chapter 5 to give a unified expression
for the asymptotic expansions of the largest eigenvalues of noncentral and
noncircularly-symmetric Wishart-type matrices. In addition, we use this the-
orem to give further insights on how the noncircular symmetry of the entries
of W affects the distribution of its largest eigenvalue, as well as we simplify
the analysis of the outage probability and outage data rate of Hoyt-faded
MIMO communications.
Theorem 2.13 As x→ 0,
Fφmax(x) = hs,t a
CW
s,t x
st + o(xst) (2.92)
2.6. Conclusions 39
where
aCWs,t =
s∏
i=1
(s− i)!
(s+ t− i)! (2.93)
and
hs,t =
1(
σC
√
2σ2R + σ
2
C
)st . (2.94)
Proof: When conditioned on WR, as x→ 0 we have [57, eq. (28)]
Fφmax|WR(x) =
σ−2stC
∏s
i=1(s− i)!∏s
i=1(s+ t− i)!
s∏
i=1
e−σ
−2
C wixst + o(xst). (2.95)
Removing the conditioning as in the proof of Theorem 2.11, we get
Fφmax(x) =
2−
st
2 pi
s2
2 σ−stR σ
−2st
C
∏s
i=1(s− i)!xst∏s
i=1 Γ(
t
2
− i+ 1)Γ( s
2
− i+ 1)(s+ t− i)!
×
∫
L
s∏
m=1
e−σ
2
eqwmw
τ−1
2
m
s∏
i<j
(wi − wj)
s∏
l=1
dwl
+ o(xst).
(2.96)
Making the multiple change of variables λm = σ2eqwm, m = 1, . . . , s, the
remaining multiple integral can be identified with the Selberg integral for
the central real Wishart matrix [51, eq. (58)]. This leads to the result. 
2.6 Conclusions
This chapter has presented new results in both univariate and multivariate
statistical analyses. Of important mention are the result involving the deriva-
tive of a Gauss hypergeometric function presented in Section 2.4.3, as well as
the eigenvalue results in Sections 2.5.2 and 2.5.3, which will find direct ap-
plication in the following chapters. It is important to note, however, that
the class of complex random matrices considered in this chapter arises in a
large number of different areas. Thus, it is expected, and hoped, that many of
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these new results will find further application beyond the analysis of wireless
communication systems considered in this thesis.
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Chapter 3
Classical and Generalized Fading
Models
The mathematical description of radiowave propagation through wireless
channels poses some challenging issues. Since there are various effects which
depend on the propagation environment, such as multipath and shadowing,
this description is sometimes complicated and does not always allow any
further insightful analysis of these effects on the performance of wireless sys-
tems. However, there is a flurry of papers that made considerable efforts to
characterize these effects in a wide variety of scenarios.
Among the plethora of fading models in the literature, this chapter briefly
reviews the classical fading models and their most popular generalizations.
A more detailed explanation of these and other models can be found in [5],
[29], [52], [58]. This chapter also introduces the notation regarding fading
model parameters that will be used throughout the thesis.
This chapter is organized as follows. The classical LOS and NLOS fading
distributions, usually adopted as models for frequency-flat fading channels,
i.e. corresponding to narrowband transmission, are described in Section 3.1.
Their most popular generalizations are introduced in Section 3.2. Finally, the
κ-µ shadowed fading distribution, which has been recently proposed in [52],
is analyzed in detail in Section 3.3.
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3.1 Classical Fading Models
In a wireless communication link, there are three main effects that can de-
grade the received signal power: path loss, shadowing and multipath. Path
loss is mainly caused by dissipation of the power radiated by the transmitter.
Path loss models generally assume that the power loss in the received signal
only depends on the distance between the transmitter and receiver antennas.
Shadowing can be caused by objects which appear between the transmitter
and receiver sides. Path loss and shadowing produce variations of the sig-
nal over relatively large distances when compared to the signal wavelength,
and therefore, they are sometimes referred to as large-scale propagation ef-
fects. Multipath is due to the constructive and destructive combination of
randomly delayed, reflected, scattered, and diffracted signal components [5].
It produces signal variations which occur over distances similar to the signal
wavelength. That is the reason why multipath is also referred to as small-
scale propagation effects.
The analysis of these propagation effects in wireless communication has
been a subject of several contributions in the literature. Depending on the
nature of the radio propagation environment, there are different models to
describe the statistical behavior of the envelope of the received signal. We
here consider only flat-fading models, i.e., models employed to describe fad-
ings which affect narrowband wireless systems.
Let α be the fading amplitude, where α is a RV with E[α2] = Ω. When
the narrowband signal propagates through the fading channel, the received
carrier amplitude is modulated by α, whose statistical properties depend on
the nature and conditions of the propagation environment. The signal is also
perturbed at the receiver by additive white Gaussian noise (AWGN), which
is typically assumed to be statistically independent of α, and which is char-
acterized by a one-sided power spectral density N0 Watts/Hz. Defining the
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instantaneous SNR per symbol by γ = α2Es/N0 and the average SNR per
symbol by γ¯ = ΩEs/N0, where Es is the energy per symbol, the pdf of γ can
be obtained by introducing the following change of variable in the pdf of α
[5, eq. (2.3)]:
pγ(γ) =
pα
(√
Ωγ
γ¯
)
2
√
γγ¯
Ω
. (3.1)
We now present the classical models involved in performance analysis of
SISO systems subject to different fading environments. Such models further
assume that there are many objects in the environment that scatter the radio
signal before it arrives at the receiver. Then the central limit theorem holds,
such that the channel impulse response will be well-modeled as a Gaussian
process irrespective of the distribution of the individual components.
3.1.1 Rayleigh
The Rayleigh model can be defined as the magnitude α of a two-dimensional
Gaussian random vector x, whose entries are [x]i ∼ N (0,Ω/2). The pdf of α
is given by [5, eq. (2.6)]
pα(α) =
2α
Ω
e−
α2
Ω , α > 0, (3.2)
and hence, following (3.1), the instantaneous SNR per symbol γ is distributed
as
fγ(γ) =
1
γ¯
e−
γ
γ¯ . (3.3)
It is evident from (3.3) that the Rayleigh model is closely related to the
central chi-squared model presented in Section 2.2.2. To better illustrate this,
let Y = X21 + X22 where X1 and X2 are i.i.d. N (0, σ2). It follows that Y is
central chi-squared distributed with two degrees of freedom. Then, the pdf
of
√
Y is given by (3.2) with Ω = 2σ2.
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The Rayleigh model is normally used in NLOS scenarios, where the in-
phase and quadrature components of the received signal have the same av-
erage power and there is no dominant component, i.e., no LOS component.
Several contributions have employed this model to shed light on the per-
formance of wireless systems. We can say that the Rayleigh model is the most
employed NLOS fading model thanks to its simplicity. We find the Rayleigh
model to study a wide variety of communication systems, which includes
mobile systems [58] and ship-to-ship radio links [59].
3.1.2 One-sided Gaussian
The one-sided Gaussian model is defined as the magnitude α of a real Gaus-
sian RV ∼ N (0,Ω). The one-sided Gaussian distribution is given by
fα(α) =
√
2√
piΩ
e−
α2
2Ω , α ≥ 0. (3.4)
With (3.1), we obtain the pdf of instantaneous SNR per symbol of the
channel as
pγ(γ) =
√
1
2piγ¯γ
e−
γ
γ¯ , γ ≥ 0. (3.5)
Using the one-sided Gaussian distribution in fading modeling can gen-
erate an ample debate. The one-sided Gaussian model does not arise from
a complex underlying model, which is the natural model when analyzing
bandpass signals using their baseband equivalents.
However, some contributions have considered the analysis of wireless
systems subject to this fading. The one-sided Gaussian model can be seen
as the worst fading case, since we are losing one of the two signal compo-
nents —the in-phase or the quadrature component. The significance of this
model is then reflected in its theoretical interest as a limiting worst-case. This
has relevance in practice since it can be useful in the design of wireless links
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with applications that demand stringent qualities of service, such as financial
transfers and confident data [60], [61].
3.1.3 Nakagami-m
The Nakagami-mmodel has in essence the same underlying Gaussian model
as a central chi-squared distribution with 2m degrees of freedom. Given X
a central chi-squared-distributed RV with 2m degrees of freedom and σ = 1,
we obtain a Nakagami-m-distributed RV such as
α =
√
Ω/(2m)X. (3.6)
The Nakagami-m distribution is then given by
pα(α) =
2mmα2m−1
ΩmΓ(m)
e−
mα2
Ω , α ≥ 0 (3.7)
where m is the shape parameter which ranges from 0.5 to∞, and Ω = E[α2]
is a second parameter which controls the spread.
Applying (3.1), we obtain the SNR per symbol, which is distributed ac-
cording to a central chi-squared (gamma) distribution, i.e.
pγ(γ) =
mmγm−1
γ¯mΓ(m)
e−
mγ
γ¯ , γ ≥ 0. (3.8)
The Nakagami-m model can be seen as the generalization of the Rayleigh
and one-sided Gaussian models. From the Nakagami-m model, the Rayleigh
model can be derived as a particular case by setting m = 1, while the one-
sided Gaussian model is obtained when m = 0.5.
Many publications have used the Nakagami-m in very different NLOS
scenarios. Since it is a more general model than the Rayleigh one, it can bet-
ter fit experimental data. Actually, the original work by Nakagami, where
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this model was introduced, does not explain any physical phenomena that
could justify to employ this model. This model was just proposed from em-
pirical observations of signals propagating through the ionosphere and the
troposphere [13].
3.1.4 Nakagami-q (Hoyt)
The Nakagami-q fading model is defined as the magnitude α of a
noncircularly-symmetric complex Gaussian RV, i.e., with unequal variances
in its real and imaginary parts, such as
α = |X + jY | (3.9)
where X and Y are jointly independent real Gaussian RVs with arbitrary
variances, i.e., X ∼ N (0, σ2X) and Y ∼ N (0, σ2Y ). The Nakagami-q fading
distribution is given by
fα(α) =
1 + q2
qΩ
αe
− (1+q2)2
4q2Ω
α2
I0
(
1− q4
4q2Ω
α2
)
, α ≥ 0 (3.10)
where I0(·) is the zero-th order modified Bessel function of first kind (see
Section 2.2.1), and q ∈ (0, 1] is the Nakagami-q parameter, which is defined
as
q =

σX
σY
, σX ≤ σY
σY
σX
, otherwise.
(3.11)
Using (3.1), the instantaneous SNR per symbol is given by
fγ(γ) =
1 + q2
2qγ¯
e
− (1+q2)2γ
4q2γ¯ I0
(
(1− q4)γ
4q2γ¯
)
, γ ≥ 0. (3.12)
If q = 1, we obtain the Rayleigh distribution. When q → 0, we have the
one-sided Gaussian distribution.
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The Nakagami-q model has been commonly employed in satellite-based
communications [5], [10], [11] or, in general, when the fading conditions are
more severe than those of a Rayleigh-faded environment.
3.1.5 Rician
The Rician model is also known as Nakagami-n model [13]. This model is
defined as α being the magnitude of a non-zero mean complex Gaussian RV.
The pdf of α is given by [62]
pα(α) =
2(1 +K)e−Kα
Ω
e−
(1+K)α2
Ω I0
(
2α
√
K(1 +K)
Ω
)
, α ≥ 0 (3.13)
where K is the Rician factor, which corresponds to the ratio of the power
of the dominant component to the average power of the scattered compo-
nent. When applying (3.1), the SNR per symbol of the channel is distributed
according to a noncentral chi-squared distribution given by
pγ(γ) =
(1 +K)e−Kα
γ¯
e−
(1+K)γ
γ¯ I0
(
2
√
K(1 +K)γ
γ¯
)
, γ ≥ 0. (3.14)
Therefore, the Rician model is related to the noncentral chi-squared model
presented in Section 2.2.2. To better illustrate this, let Y = X21 +X22 where X1
and X2 are independent Gaussian RVs with means mi, i = 1, 2, respectively,
and common variance σ2. It follows then that Y is noncentral chi-squared-
distributed with two degrees of freedom and noncentrality parameter s2 =
m21+m
2
2. Then, the pdf of
√
Y is given by (3.13) with Ω = 2σ2 andK = s2/2σ2.
The Rician model is the first model here presented for LOS scenarios, i.e.
which considers a dominant component to the scattered component. Simi-
larly as in the Rayleigh model case, it is the most employed model in LOS
scenarios due it simplicity. It can be seen as the natural extension of the
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Rayleigh model to LOS scenarios. Therefore, it can be applied to all propaga-
tion environments where the Rayleigh model was used and, in addition, to
those on which there is a LOS between the transmitter and receiver antennas.
3.2 Generalized Fading Models
The scientific community has been greatly interested by generalizing these
aforementioned classical models in order to have a higher accuracy when
fitting experimental data. Many of these generalizations can be found in
standard textbooks [5], [58], including the Weibull and Beckmann models
which are not in the scope of this thesis, since they are not very tractable. The
moment generating function (mgf) of the Weibull model involves a MeijerG-
function, and there is no closed-form expresion for the pdf of the Beckmann
model [5].
3.2.1 Rician Shadowed/Shadowed-Rice
In the literature, two different Rician Shadowed or Shadowed-Rice models
were proposed. The original Rician shadowed model was presented in [63],
where the dominant component of the Rician model suffers from shadowing.
The shadowing component was chosen to follow a log-normal distribution,
which is the natural distribution for large-scale perturbations [5], [15]. The
presence of this shadowing in the model was justified from experimental ob-
servations of signals propagating through land-mobile satellite (LMS) fading
channels. When traveling through sparsely wooded area, a light shadow-
ing is observed. In turn, a heavy shadowing is experienced when traveling
through densely wooden areas [64].
The channel model is defined as [63, eq. (1)]
α = |zejφ0 + wejφ|, z, w ≥ 0 (3.15)
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where the phases φ0 and φ are uniformly distributed between 0 and 2pi, w has
a Rayleigh distribution, and z is log-normally distributed, i.e.
fz(z) =
1√
2pid0z
e
− (lnz−z¯)2
2d0 (3.16)
where d0 = E[z2] and z¯ = E[z].
The pdf of the fading envelope α is then given by [63, eq. (6)]
pα(α) =
α
b0
√
2pid0
∫ ∞
0
1
z
e
− (ln z−z¯)2
2d0
− (r2+z2)
2b0 I0
(
rz
b0
)
dz (3.17)
where b0 = E[w2]/2.
This model has shown to have reasonably good agreement with measure-
ments in LMS links, both in the presence of light and heavy shadowing [63],
[64]. However, the analysis of wireless systems subject to this fading can be
sometimes complicated, since the pdf in (3.17) is given in integral form.
In this context, a second Rician shadowed model was proposed in [65].
This new model preserves the underlying model in (3.15). The difference
lies in the shadowing, which is no longer log-normally distributed, but
Nakagami-m distributed. With this in mind, the pdf of the fading ampli-
tude can be given in a simpler form than (3.17) without compromising the
accuracy when fitting experimental data [65].
The pdf of the amplitude α for this new model is given by [65, eq. (3)]
pα(α) =
(
2b0m
2b0m+ ρ2
)m
α
b0
e
− α2
2b0 1F1
(
m, 1;
ρ2α2
2b0(2b0m+ ρ2)
)
, α ≥ 0
(3.18)
where ρ2 is the average power of the dominant component, 2b0 is the av-
erage power of the scattered component, and m is extended version of the
Nakagami-m parameter, which now ranges between (0,∞). The function
1F1(·, ·; ·) is the confluent hypergeometric function of scalar argument (see
Section 2.2.1).
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Applying the transformation S = α2, the pdf of the fading power S asso-
ciated with this model is
pS(s) =
(
2b0m
2b0m+ ρ2
)m
1
2b0
e
− s
2b0 1F1
(
m, 1;
ρ2s
2b0(2b0m+ ρ2)
)
, s ≥ 0.
(3.19)
3.2.2 κ-µ
The κ-µ fading model was proposed by Yacoub in [29]. The κ-µ fading enve-
lope α can be written in terms of the in-phase and quadrature components of
the fading signal as [29, eq. (6)]
α2 =
µ∑
i=1
(Xi + pi)
2 +
µ∑
i=1
(Yi + qi)
2 (3.20)
where Xi and Yi are mutually independent Gaussian processes with E(Xi) =
E(Yi) = 0, E[X2i ] = E[Y 2i ] = σ2; pi and qi are respectively the mean values of
the in-phase and quadrature components of the multipath waves of cluster i;
and µ is the number of clusters of multipath.
The physical justification of the model can be found in [29] and is as fol-
lows. The fading model for the κ-µ distribution considers a signal composed
of clusters of multipath waves, propagating in a nonhomogeneous environ-
ment. Within any cluster, the phases of the scattered waves are random and
have similar delay times, with delay-time spreads of different clusters be-
ing relatively large. The clusters of multipath waves are assumed to have
scattered waves with identical powers, but within each cluster a dominant
component is found, which presents an arbitrary power.
Despite Yacoub’s effort to justify the model from a physical perspective,
it is still not clear why the components of different clusters are summed in
power at the receiver, as shown in (3.20), instead of in amplitude. Answering
this question is, however, not necessary when seeing the good accuracy of
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the κ-µ model when fitting experimental data [29]. With the two parameters
κ and µ, the model has more flexibility when compared to classical models.
The κ-µ model can be seen as a generalization of the Rician model, which
is obtained as a particular case when µ = 1. This generalized model can be
employed in all LOS scenarios where the Rician was used to increase the ac-
curacy between theoretical results and measurements. Moreover, one could
extend the parameter µ to take real values to further improve the accuracy of
the model while fitting real data, despite the underlying model in (3.20) loses
its significance.
In addition, the statistical characterization of the κ-µ fading envelope is as
tractable as the Rician model one. The pdf of the fading amplitude α is given
by [29, eq. (11)]
fα(α) =
2µ(1 + κ)
µ+1
2
Ωκ
µ−1
2 eµκ
(α
Ω
)µ
e−µ(1+κ)(
α
Ω)
2
Iµ−1
(
(2µ
√
κ(1 + κ)
α
Ω
)
(3.21)
where Ω = E[α2], Iν(·) is the ν-th order modified Bessel function of first kind
(see Section 2.2.1), and κ has a similar meaning as the Rician K-factor, i.e., it
is the ratio of the average power of the total LOS power to the average power
of the scattered component, such as
κ =
∑µ
i=1 p
2
i + q
2
i
2σ2µ
. (3.22)
Notice that the pdf of the Rician fading envelope was also given in terms of a
modified Bessel function of the first kind. We must remark, however, that the
distribution in (3.21) is not a new distribution and correspond to a noncentral
chi-squared distribution with 2µ degrees of freedom. A similar remark was
given in [66].
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Applying (3.1), the instantaneous SNR per symbol of this channel is given
by
fγ(γ) =
µ(1 + κ)
µ+1
2
γ¯κ
µ−1
2 eµκ
(
γ
γ¯
)µ−1
2
e−
µ(1+κ)γ
γ¯ Iµ−1
(
2µ
√
κ(1 + κ)γ
γ¯
)
. (3.23)
With the two shape parameter κ and µ, the κ-µ model subsumes some of
the classical fading distributions as particular cases, e.g., one-sided Gaussian,
Rayleigh, Nakagami-m and Rician models. However, it does not include the
Nakagami-q (Hoyt) as particular case.
3.2.3 η-µ
The η-µ fading model was also presented in [29], together with the κ-µmodel.
This model can be seen as a generalization of the Nakagami-q (Hoyt) model,
in a similar fashion as the κ-µ is the generalization of the Rician model. There-
fore, it can be employed in all NLOS scenarios where the Nakagami-q was
employed to increase the accuracy between theoretical results and measure-
ments.
The η-µ model may appear in two different formats, for which a different
underlying model can be found in [29]. We here are interested in the so-called
η-µ model format 1, for which the fading envelope can be expressed as [29,
eq. (22)]
α2 =
2µ∑
i=1
(
X2i + Y
2
i
)
(3.24)
where Xi and Yi are mutually independent Gaussian processes with E(Xi) =
E(Yi) = 0, E[X2i ] = σ2X and E[Y 2i ] = σ2Y . We must note that now the number of
clusters is 2µ, which can be confusing for the reader since the κ-µ model was
divided into µ clusters. However, we here use the original notation, which
has been conventionally adopted in the literature.
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A physical interpretation of this model, similar to the one given for the
κ-µ model, can be found in [29]. We here are just interested in the flexibility
of such model to accommodating to different fading conditions.
The pdf of the η-µ fading amplitude α is given by [29, eq. (27)]
fα(α) =
4
√
piµµ+
1
2hµ
ΩΓ(µ)Hµ−
1
2
(α
Ω
)2µ
e−2µh(
α
Ω)
2
Iµ− 1
2
(
2µH
(α
Ω
)2)
(3.25)
where Ω = E[α2], h = (2+η−1+η)/4 andH = (η−1−η)/4. The parameter η in-
dicates the scattered wave power ratio between the in-phase and quadrature
components of each cluster, in a similar fashion that the Hoyt parameter q
indicates the ratio between the typical deviation of these components. How-
ever, the range of η is (0,∞), since the parameter is uniquely defined as
η =
σ2X
σ2Y
. (3.26)
The distribution in (3.25) yields identical values within the intervals (0, 1) and
(1,∞), i.e., the distribution is symmetrical around η = 1. This can be mathe-
matically explained from (3.25), since Iν(−z) = (−1)νIν(z). Therefore, as far
as the envelope (or power) distribution is concerned, it suffices to consider η
only within one of the ranges.
In contrast to the distribution of the κ-µ model, the distribution of the η-µ
model belongs to a different class of distributions which cannot be related to
the one presented in (2.2.2). Actually, it can be seen as a generalization of the
central chi-squared distribution where the underlying Gaussian RVs can be
divided into two sets: a set of Gaussian RVs with variance σ2X and a set of
Gaussian RVs with variance σ2Y .
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Applying (3.1), the instantaneous SNR per symbol of this channel is given
by
fγ(γ) =
√
pi(1 + η)µ+
1
2µµ+
1
2
Γ(µ)γ¯
√
η(1− η)µ− 12
(
γ
γ¯
)µ− 1
2
e−
µ(1+η)2γ
2ηγ¯ Iµ− 1
2
(
µ(1− η2)
2η
γ
γ¯
)
. (3.27)
With the two shape parameters η and µ, this model subsumes some clas-
sical fading models, e.g, the one-sided Gaussian, Rayleigh, Nakagami-m and
Nakagami-q models. However, it does not include the Rician model because
of the inherent LOS nature of the latter.
3.3 The κ-µ Shadowed Fading Model
We here present in details the κ-µ shadowed fading model, since it will allow
to connect the κ-µ and η-µ distributions in the next chapter of this thesis. To
that end, we need to clarify a discrepancy between two underlying models
which have appeared independently in the literature. We must mention that
the work presented in this section was done in collaboration with S.L. Cotton,
and can be found in [30].
3.3.1 Context
The κ-µ shadowed model was defined for the first time by Paris in [52] as a
natural generalization of the popular κ-µ fading model originally proposed
by Yacoub in [29]. The difference with respect to the κ-µmodel appears in the
dominant component of each cluster, which is no longer deterministic and
can randomly fluctuate because of shadowing. Closed-form expressions for
the pdf, cdf and the mgf of the signal power envelope were derived in [52],
and validated using Monte Carlo simulations and field measurements in the
context of underwater acoustic channels. Shortly after, in an independent
work recently published in [67], a κ-µ shadowed distribution was proposed
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in the context of device-to-device communications. Starting from an under-
lying statistical model which can be regarded as a generalization of the one
proposed in (3.15), closed-form expressions for the pdf, moments and mgf of
the fading envelope were given, and also validated with field measurements
obtained for a range of different scenarios. Nonetheless, the author of [67]
failed to provide Monte Carlo simulations of the proposed underlying sta-
tistical model which would have helped to identify the discrepancy between
both contributions in [52] and [67]. We note that the analytical expressions
presented in [52] and [67] have the same functional form, even though they
have arisen from two evidently different statistical models.
3.3.2 Statistical Models in [52], [67] Revisited
Underlying Statistical Model in [52]
The κ-µ shadowed fading model was defined in [52], on which the received
signal power (or squared envelope) can be expressed as
α2 =
µ∑
i=1
(Xi + ξpi)
2 + (Yi + ξqi)
2 (3.28)
where Xi and Yi are i.i.d. real Gaussian RVs with zero mean and variance
σ2; pi and qi are constants with d2 =
∑µ
i=1 p
2
i + q
2
i ; and ξ is the shadowing
parameter which follows a Nakagami-m distribution with E[ξ2] = 1.
When conditioning to the shadowing parameter ξ, the model in (3.28) re-
duces to the κ-µ fading model in (3.20), and the pdf for the RVs γ = γ¯α2/E[α2]
representing the instantaneous SNR per symbol is given by
fγ|ξ(γ, ξ) =
µ(1 + κ)
µ+1
2
γ¯κ
µ−1
2 eξ2µκ
(
γ
ξ2γ¯
)µ−1
2
e−
µ(1+κ)γ
γ¯ Iµ−1
(
2µξ
√
κ(1 + κ)γ
γ¯
)
(3.29)
where κ = d2/(2µσ2). This is evident, as the κ-µ shadowed fading model
in (3.28) arises as a natural generalization of (3.20) in scenarios on which the
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line-of-sight component is subject to shadowing. The κ-µ shadowed pdf is
then obtained by averaging (3.29) over all possible shadowing states, yield-
ing the following closed-form expression:
fγ(γ) =
µµmm(1 + κ)µ
Γ(µ)γ¯(µκ+m)m
(
γ
γ¯
)µ−1
e−
µ(1+κ)γ
γ¯
1F1
(
m;µ;
µ2κ(1 + κ)
µκ+m
γ
γ¯
)
. (3.30)
Notice that if µ takes real values, (3.30) is still a valid pdf, although the
underlying Gaussian model in (3.28) is no longer meaningful. It is important
to extend the parameter µ from the integers to the real numbers in order to
increase the flexibility of the model [29], [52].
Underlying Statistical Model in [67]
In a later and independent work, a different κ-µ shadowed model was de-
fined in [67]. The following complex envelope model was proposed for the
received signal in the presence of shadowed fading1
Rejθ = Wejφ + ∆ejφ0 (3.31)
where W and ∆ are independent and non-identically distributed Nakagami-
m distributed RVs; φ follows the distribution defined in [68] and φ0 is a de-
terministic phase. The distribution of the phase φ is given by [68], [69]
fφ(φ) =
Γ(µ)| sin(2φ)|µ−1
2µΓ
(
1+p
2
µ
)
Γ
(
1−p
2
µ
) | tan(φ)|pµ (3.32)
for φ ∈ (0, 2pi) and p ∈ [−1, 1].
After introducing (3.31), the author in [67] states: If ∆ is initially held con-
stant, then the conditional pdf of R is given by ... that of the κ-µ distribution [29].
However, no explicit proof for this statement was given. As we will later see,
1For the sake of notational simplicity in the further comparison, we use α andR to denote
the fading envelopes of the models in [52] and [67], respectively. We must also note that the
pdfs of α and α2 (or R and R2) are related through a simple change of variables.
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this statement is incorrect and therefore, as it stands, the unconditional pdf
obtained when averaging over the distribution of ∆ cannot be regarded as a
κ-µ shadowed fading model.
In fact, we have been unable to derive a simple expression for the pdf of
R|∆, let alone for the pdf of R. For this reason, we resort to compare both
models in the next subsection by using the underlying RVs from which they
are built.
3.3.3 Comparing both models
In order to better observe the difference between both models, let us express
each model in terms of underlying Gaussian RVs.
First, we consider the κ-µ shadowed model originally defined in [52]. Ex-
panding (3.28), the received signal power can be expressed as
α2 =
µ∑
i=1
(
X2i + Y
2
i
)
+ ξ2d2 + 2ξd
µ∑
i=1
(
Xi
pi
d
+ Yi
qi
d
)
︸ ︷︷ ︸
Zα
.
(3.33)
where Zα is defined for convenience of discussion, and will be of later use.
We now consider the received signal power in [67], denoted as R2, which
can be conveniently expressed as
R2 = |Wej(φ−φ0) + ∆|2. (3.34)
After some algebraic manipulations, we obtain
R2 = W 2 + ∆2 + 2W∆ cos(φ− φ0). (3.35)
Since W and ∆ follow independent and non-identical Nakagami-m dis-
tributions, for integer values of µ we can explicitly express these RVs such
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as
∆ = ξd, (3.36)
W =
√
X2 + Y 2, (3.37)
where X = (−1)u√∑µi=1 X2i and Y = (−1)v√∑µi=1 Y 2i , with Xi, Yi, d and ξ
defined previously; u and v are binary RVs which can take the values {0, 1}
with the same probability. Notice that we have here implicitly considered the
balanced condition defined in [68], [69] (i.e. p = 0 in (3.32)), since the number
of real Gaussian RVs is equal in both the in-phase and quadrature signals.
Taking into account that the phase of the scattering component φ is given
by [69]
φ = arctan
Y
X
, (3.38)
we then identify W cos(φ) = (−1)u√∑µi=1X2i and
W sin(φ) = (−1)v√∑µi=1 Y 2i . Therefore, (3.35) becomes
R2 =
µ∑
i=1
(
X2i + Y
2
i
)
+ ξ2d2 + 2ξdW cos(φ− φ0)︸ ︷︷ ︸
ZR
(3.39)
where ZR is given by
ZR =
(
(−1)u cos(φ0)
√√√√ µ∑
i=1
X2i + (−1)v sin(φ0)
√√√√ µ∑
i=1
Y 2i
)
. (3.40)
The difference between (3.33) and (3.39) remains in the last term of both
expressions, and is encapsulated in the RVs Zα and ZR. Since for (3.33) Zα
is a sum of Gaussian RVs, when conditioned to the shadowing ξ, the last
term follows a Gaussian distribution. This is a key aspect of the κ-µ fading
model proposed by Yacoub [29], for which α2 resembles a non-central chi-
squared distribution. However, ZR is evidently not Gaussian distributed for
µ 6= 1. Therefore, the underlying statistical model presented in [67] when
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conditioned to a specific shadowing value does not follow a κ-µ distribution,
and neither resembles a non-central chi-squared distribution.
In the very specific case of µ = 1, the parameter ZR in (3.39) can be ex-
pressed as
ZR =(−1)u cos(φ0)|X1|+ (−1)v sin(φ0)|Y1| (3.41)
which now it is indeed Gaussian distributed. For this reason, the model pre-
sented in [67] is only coincident with the κ-µ shadowed distributed when
µ = 1, i.e. when it reduces to the Rician shadowed distribution [65]. This is
coherent, since the underlying statistical models in [67] and [65] are in fact
identical for µ = 1. We note that for the imbalanced condition in (3.32), (i.e.
p 6= 0) the conditional model in [67, eq. (2)] does not follow a κ-µ distribu-
tion even for µ = 1. This is easily explained by observing (3.39) for p 6= 0:
although W is Rayleigh distributed, the distribution of φ is other than the
uniform distribution and hence ZR is not Gaussian.
Instead of being equivalent to the κ-µ distribution, the conditional model
[67, eq. (2)] belongs to a family of bimodal distributions similar to the one
presented in [70] by Beaulieu and Saberali. This is consistent with the fact
that these models only differ in the phase distribution of the scattering waves
and LOS component, which are both considered to be uniformly distributed
in [70].
A simple correction to the underlying statistical model in [67]
For completeness, in this subsection, we introduce a straightforward correc-
tion to (3.31) which ensures that all of the formulations presented therein are
fully compliant with the κ-µ shadowed fading model. Following from the
statistical model originally proposed by [52], to correct the underlying sta-
tistical model in [67], we rearrange (3.36) to express ξ in terms of ∆ and d.
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We then substitute this result into (3.28), so that the mean values of the in
phase and quadrature components of each of the multipath clusters are now
normalized to the the total power contributed by the dominant component,
such that
R2 =
µ∑
i=1
(Xi +
∆
d
pi)
2 + (Yi +
∆
d
qi)
2. (3.42)
Now assuming that the formulation given in (3.42) is used as the underly-
ing statistical model for [67], the conditional pdf given in [67, eq. (2)] and
the subsequent statements and derivations comply fully with the κ-µ and κ-
µ shadowed fading models. We will now provide numerical results which
illustrate the key points discussed in this section.
3.3.4 Numerical Results
Conditioned Statistical Models
We first consider the statistical models analyzed in this paper, when condi-
tioned to a particular shadowing state, i.e.
R|∆ = |Wejφ + ∆ejφ0 |, (3.43)
where ∆ is held constant.
In Fig. 1, we represent the pdf of conditional RV in eq. (3.43) generated
by Monte Carlo (MC) simulations for µ = 4 and κ = 2. We compare it to the
theoretical and simulated pdf of the κ-µ distribution [29]. We clearly observe
that the conditional distribution (CD) considered in [67] does not follow a
κ-µ distribution. While the κ-µ distribution is a unimodal function for every
pair of (κ, µ) [29], i.e., it has only one local maximum, the conditional pdf of
the model presented in [67] is clearly bimodal for κ = 2 and µ = 4 since it has
two local maxima.
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FIGURE 3.1: Comparison of the simulated CD pdf with κ = 2
and µ = 4 with the κ-µ distribution.
Hence, we have shown that the distribution of the received signal ampli-
tude R, when conditioned to a particular shadowing state, does not follow
the κ-µ distribution.
Unconditioned Statistical Models
Despite having shown that the CD in [67] does not follow a κ-µ distribution,
one could think of whether the resulting unconditional distribution (UD) ob-
tained after averaging over all shadowing states in [67] could actually follow
a κ-µ shadowed distribution. If we let the m parameter grow to infinity, then
the Nakagami-m pdf is compressed and at the limit degenerates on a deter-
ministic distribution, being its pdf the Dirac delta function. Therefore, for
large but finite values of m the UD model in [67] is expected to have a shape
similar to the conditioned case. This implies that the UD model in [67] will
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FIGURE 3.2: Comparison between the MC simulated UD in
[67], the simulated original model presented in [52] and the
theoretical pdf of the κ-µ shadowed distribution for different
values of the parameter µ and fixed κ = 2, and m = 4.
also exhibit a bimodal behaviour, which is not the actual behavior of the κ-µ
shadowed distribution.
In order to illustrate this aspect, we will now compare the pdfs arising
from the statistical models in [67] and [52]. For generating the samples for
the UD in [67], we follow the same steps as shown in the previous section,
but now considering that ∆ is a Nakagami-m RV.
In Fig. 2, we plot the pdf of the UD pdf for different values of the param-
eter µ, when the other parameters κ and m remain fixed. We observe that the
UD pdf differs from the κ-µ shadowed model except for µ = 1. This obser-
vation is consistent with the result presented in [65], and tackled in Section
3.3.2.
In Fig. 3, we now compare the evolution of both models with respect to
the parameter κ. We observe that when the underlying statistical model is
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assumed to be [67, eq. (1)], the UD is not the κ-µ shadowed distribution,
except for the value κ = 0, which corresponds to the Nakagami-m case.
Note that when considering the correction described in Section 3.3.3, the
results of the UD model in [67] and the original model in [52] would be equiv-
alent.
Therefore, if the underlying statistical model presented in [67] is assumed,
the subsequent pdf presented therein cannot be regarded as a κ-µ shadowed
distribution, simply because the conditional statistical model from which it
is derived does not follow the κ-µ distribution. In fact, the correct derivation
of the κ-µ shadowed pdf can be found in [52], where a generalization of the
Yacoub cluster model [29] is presented. Nonetheless, we point out that if the
signal model proposed in [52] is used in place of [67, eq. (1)], the subsequent
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derivations and statistics presented therein are completely correct and valid.
Some other relevant remarks arising from the results here presented are:
• The underlying statistical model originally proposed in [67] corre-
sponds to another type of distribution which includes the Nakagami-m
and the Rician shadowed models as particular cases, together with the
Rayleigh, Rician and one-sided Gaussian, which are particular cases of
the Rician shadowed model. However, the κ-µ shadowed distribution,
whose pdf is defined in [52], [67], is not included in the statistical model
in [67] and restated in (3.31).
• The underlying statistical model in [67] belongs to a family of bimodal
distributions which are useful in many scenarios. Some examples are
the generalized diffuse scatter plus LOS fading channel model [70], the
Two-Wave with Diffuse Power fading model [71], the Generalized Two-
Ray fading model [72], and the Fluctuating Two-Ray fading model [73].
• The derivation of the pdf for the statistical model proposed in [67] re-
mains an open problem. Given that the pdfs of the models in [70]–
[72] have complicated forms even in the absence of shadowing, it is
expected that the pdf of interest has a very complicated form.
• We reiterate that the statistics presented in [67] can be made fully com-
pliant with the κ-µ shadowed model provided that the model proposed
in [52] is used as a starting point for defining the received signal ampli-
tude.
• As a final note, it is worth highlighting that the works presented in
[52] and [67] have both illustrated the significance of the κ-µ shadowed
model. Through important empirical studies they have demonstrated
the existence of this fading phenomena in real-life applications.
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3.4 Conclusions
In this chapter, a brief overview of the fading channel models employed
throughout this thesis has been provided. We have presented classical and
generalized fading distributions, commonly used to characterize the small-
scale variations of the signal, as well as the large-scale variations of the line-
of-sight component. Also, the terminology and notation regarding the sta-
tistical functions for the characterization of these fading models have been
introduced.
Besides, the κ-µ shadowed fading distribution [52], a recent and very gen-
eral fading distribution which includes some classical distributions here pre-
sented as particular cases, as well as the generalized Rician shadowed [65]
and κ-µ [29], has been introduced. Moreover, we have addressed a discrep-
ancy between two underlying models that were available in the literature.
We have shown that the underlying model proposed in [67] cannot be seen
as a κ-µ shadowed model, but it belongs to a family of bimodal distributions
similar to the one presented in [70] by Beaulieu and Saberali.
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Chapter 4
Unifying the κ-µ and η-µ Fading
Models
This chapter shows that the κ-µ shadowed distribution unifies the set of clas-
sical fading models associated with the κ-µ distribution, and strikingly, it
also unifies set of classical fading models associated with the η-µ distribution.
Particularly, it reveals that the Nakagami-q model can be obtained as a par-
ticular case of the Rician shadowed model proposed in [65], which may seem
counterintuitive at first glance. In addition to a formal mathematical proof of
how the chief probability functions introduced by Yacoub originate from the
ones derived by Paris, we also establish new underlying Gaussian models
for the κ-µ shadowed distribution that illustrate these mathematical deriva-
tions. In fact, we propose a novel method to derive the Nakagami-q and
the η-µ distributions which consists of using the shadowing of the dominant
components to recreate a power imbalance between the real and imaginary
parts of the scattering components. This connection, which is here proposed
for the first time in the literature, has important implications in practice: first,
and contrary to the common belief, it shows that the κ-µ and η-µ fading dis-
tributions are connected. Hence we can jointly study the κ-µ and η-µ fading
models by using a common approach instead of separately. Besides, it im-
plies that when deriving any performance metric for the κ-µ shadowed fad-
ing model, we are actually solving the same problem for the κ-µ distribution
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and, more importantly, for the η-µ distribution at no extra cost.
Leveraging our novel approach, we also derive here simple and closed-
form asymptotic expressions for the ergodic capacity of communication sys-
tems operating under κ-µ shadowed fading in the high SNR regime, which
can be evidently employed for the κ-µ and η-µ distributions. Unlike the ex-
act analyses available in the literature which require the use of the Meijer G-
and bivariate Meijer G-functions, our results allow for a better insight into
the effects of the fading parameters on the capacity.
This chapter is organized as follows. Firstly, we introduce new underly-
ing Gaussian models for the κ-µ shadowed model in Section 4.1. Secondly,
we present the unification of the κ-µ and η-µ fading models in Section 4.2.
Then, we unify the ergodic capacity analysis of the κ-µ shadowed, κ-µ and
η-µ models, as well as their particular cases in Section 4.3. Finally, numerical
results are provided in Section 4.4.
4.1 New κ-µ Shadowed Underlying Models
4.1.1 Generalized Model with the Same Shadowing for All
the Clusters
Paris model in (3.28) clearly separates the real and imaginary scattering com-
ponents, so that the model is defined by only using real RVs. If we use com-
plex RVs, we can reformulate it as
α2 =
µ∑
i=1
|Zi + ξρi|2, (4.1)
where Zi and ρi can be related to the variables of the previous model in form
of Zi = Xi + jYi and ρi = pi + jqi. Hence, Zi ∼ CN (0, 2σ2) represents the scat-
tering wave of the i-th cluster and |ρ˜i|2 is the deterministic dominant power
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of the ith cluster.
Observing (4.1), a straightforward generalization of the model in (3.28) is
to consider a complex shadowing component, so that we obtain the following
model
Ω1 =
µ∑
i=1
|Zi + ξ˜ρi|2, (4.2)
where ξ˜ is now a complex random variable, with |ξ˜|2 ∼ Γ(m,m) and arbi-
trary phase. Indeed, we are relaxing the assumption of the model in (3.28)
because the real and imaginary parts of ξ˜ do not need to be Nakagami-m
distributed, but instead the power |ξ˜|2 has to be Gamma distributed, i.e., |ξ˜|
has to be Nakagami-m distributed. This new model obviously represents a
similar scenario as the model in (3.28), since all the clusters suffer from the
same shadowing ξ˜.
Let γ1 = γ¯1Ω1/Ω¯1, with γ¯1 = E[γ1], be the instantaneous SNR per symbol
of the model in (4.2). The pdf of γ1 is derived thanks to Proposition 2.3,
such as Ω1 follows a κ-µ shadowed distribution, where κ =
∑µ
i=1 |ρi|2/(2σ2µ).
The parameter µ can be extended to the real numbers despite (4.2) loses its
significance.
In fact, we have proved that the distribution of the model is independent
of the phase of the shadowing component ξ˜. In the next section, we propose
another underlying model for the κ-µ shadowed distribution.
4.1.2 Generalized Model with I.I.D. Shadowing
In general, all the clusters could suffer from different shadowing effects, so
the instantaneous received power can be expressed as
Ω2 =
µ∑
i=1
|Zi + ξ˜iρ|2, (4.3)
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where Zi ∼ CN (0, 2σ2); |ρ|2 is the power of each dominant component; and
ξ˜i is a complex random variable which represents the shadowing component
of the i-th cluster, where ξ˜i are i.i.d. ∼ Γ(mˆ, mˆ) ∀i.
Actually, these propagation conditions are likely to occur in real scenarios
where the dominant components of different clusters could travel through
different paths that are separated enough to suffer from independent large-
scale propagation effects. However, our study is restricted to scenarios which
present the same power ρ for each shadowed dominant component, since
considering different dominant component powers for each cluster would
lead to a distribution even more general than the κ-µ shadowed distribution.
Moreover, this assumption allows us to connect the η-µ distribution with the
κ-µ shadowed distribution, and is in accordance with the definition of η-µ
channel, where every cluster exhibits the same ratio between the real and
imaginary powers of the scattering waves [29].
Let γ2 = γ¯2Ω2/Ω¯2, with γ¯2 = E[γ2], be the instantaneous SNR per symbol
of the model in (4.3). Then, γ2 is, by virtue of Proposition 2.4, κ-µ shadowed-
distributed with κ = |ρ|2/(2σ2), m = µ · mˆ. Again, µ can be extended to the
real numbers.
The different shadowing components ξ˜i do not have to be identically dis-
tributed to complete the proof. All that is needed is that the normalized rate
parameter βi/mi of each shadowing power |ξ˜i|2 must be equal ∀i. Although
from a mathematical point of view this is a valid model, this scenario is hard
to imagine in practical conditions. Therefore, we will restrict ourselves to the
case with i.i.d. shadowing components.
Therefore, the SNRs of both underlying models presented in (4.2) and
(4.3) follow a κ-µ shadowed distribution. The closed-form expressions for
the cdf and the mgf can be found in [52].
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4.2 κ-µ and η-µ Unification
In the previous section, we have introduced two different underlying models
which lead to the κ-µ shadowed distribution. Now, we mathematically show
how each of these models reduces to the general κ-µ and η-µ fading distribu-
tions, respectively. By doing so, we show that the κ-µ shadowed distribution
can unify all classical fading models, both for scattering waves that have a
perfect balance or an imbalance between their real and imaginary compo-
nents, and their most general counterparts.
4.2.1 κ-µ Distribution and Particular Cases
The κ-µ distribution is employed in environments where the scattering for
each cluster can be modeled with a circularly-symmetric random variable.
The derivation of the κ-µ distribution from the κ-µ shadowed can be per-
formed with the help of Corollary 2.5, when m→∞.
The κ-µ distribution is actually derived by completely eliminating the
shadowing of each dominant component, which can be done by taking
m → ∞, so that the dominant component of each cluster becomes deter-
ministic. As the parameter m grows, the pdf of each dominant component
is gradually compressed and, at the limit m → ∞, it becomes a Dirac delta
function. Thus, the model is defined by a circularly symmetric complex ran-
dom variable with some non-zero mean in each cluster, so that we obtain the
κ-µ model, whereas in case that µ = 1 we have the Rician fading model.
In turn, the Nakagami-m underlying model can be derived from (4.2)
when κ → 0 with the help of Corollary 2.6 and the change of variables
γ1 = γ¯1Ω1/Ω¯1, with γ¯1 = E[γ1], be the instantaneous SNR of the model in
(4.2). We then get γ1 ∼ Γ(µ, µ/γ¯1).
By tending κ → 0, we eliminate all the dominant components of the
model, regardless of the value of the shadowing parameterm, so that we only
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have scattering components in each cluster, i.e., we obtain a model which
follows a Nakagami-m distribution or one of its particular cases, Rayleigh or
one-sided Gaussian models, depending on the value of µ.
4.2.2 η-µ Distribution and Particular Cases
The Nakagami-q (Hoyt) and the η-µ distributions are employed in propaga-
tion conditions environments where the scattering model is non-uniform and
can be modeled by elliptical (or non-circularly symmetric) Gaussian RVs. At
first glance, such scenario does not seem to fit with the κ-µ shadowed fading
model. However, we can give a different interpretation to the cluster com-
ponents of the model in (4.3): they can be interpreted as a set of uniform
scattering waves with random averages. These random fluctuations in the
average, which are different for each cluster, are responsible for modeling the
non-homogeneity of the environment considered in [29] and ultimately lead
to breaking the circular symmetry of the scattering model. We must note that
a similar connection was inferred in [23], where the squared Nakagami-q dis-
tribution was shown to behave as an exponential distribution with randomly
varying average power.
The circular symmetry of the model can be broken by using the result of
Corollary 2.7, such as γ2 = γ¯2Ω2/Ω¯2, with γ¯2 = E[γ2], being the instantaneous
SNR of the model in (4.3), is η-µ-distributed when m = µ/2, with parameter
η = 1/(2κ+ 1).
Hence, we have shown that the η-µ fading distribution arises as a par-
ticular case of the more general κ-µ shadowed model. This is one of the
main results of this thesis. Notice that, when m = µ/2 = 0.5, we obtain the
Nakagami-q model with shape parameter q =
√
1
2κ+1
since η = q2 for η-µ
format 1 [29]1. Thus, the Nakagami-q model can be obtained from the Rician
1The η-µ fading model (format 1) is symmetrical for η ∈ [0, 1] and η ∈ [1,∞]. We have
q =
√
η or q = 1/
√
η depending on the interval.
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shadowed proposed in [65] by setting m = 0.5.
Although an interpretation of this result is not straightforward, it is clear,
from a mathematical point of view, that if we fix the m parameter to half the
value of the number of cluster µ in the κ-µ shadowed distribution, we obtain
the η-µ distribution2. In order to give further insights of this result, we use the
following example to illustrate what may happen in the model of (4.3) when
m = µ/2, i.e., when mˆ = 0.5. Let us consider that each shadowing component
of the model in (4.3) can be expressed as ξ˜i = xi · ejφ, where xi ∼ N (0, 1), so
that |ξ˜i|2 ∼ Γ(1/2, 1/2), i.e., mˆ = 0.5. When we consider the simplest case
on which the phase of ξ˜iρ is deterministic and set to zero, then ξ˜iρ becomes
a real Gaussian random variable. Thus, in each cluster, we are adding the
real Gaussian random variable ξ˜iρ to the complex Gaussian random variable
Zi, which is equivalent to have a unique complex Gaussian random variable
with different power in its real and imaginary parts in each cluster, so that the
circular symmetry of the model is broken. In the general case of an arbitrary
phase for ξ˜iρ, the circular symmetry would be broken in a direction of the
complex plane different from the real axis.
Once m being fixed, the number of degree of freedoms is reduced by one
and the following bi-unique relationship between κ and η is established,
κ =
1− η
2η
. (4.4)
This mathematical relationship between κ and η only has a clear meaning in
the limit cases of the range where κ varies. For κ = 0, we obtain η = 1 from
the (4.4), which actually corresponds to the Rayleigh case when there is only
one cluster. For κ → ∞, we have η = 0 from the (4.4), which is the one-
sided Gaussian case when we again have one cluster. Therefore, while the
κ-µ model in Section IV.A is obtained by totally eliminating the randomness
2We underline the fact that the number of clusters in the κ-µ model, and so in the κ-µ
shadowed model, is µ, while 2µ is the number of clusters in the η-µ model [29].
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of the shadowing component, this is not the case for the η-µ fading model.
The Nakagami-m model can be also deduced from the κ-µ shadowed
model of (4.3) with a similar method, i.e., without eliminating directly the
dominant component.
Let γ2 = γ¯2Ω2/Ω¯2, with γ¯2 = E[γ2], be the instantaneous SNR of the model
in (4.3). If m = µ, we have γ2 ∼ Γ(µ, µ/γ¯2) by virtue of Corollary 2.8.
Notice that by setting m = µ, we transform the i.i.d. random dominant
components of the (4.3) into scattering components. Since m = µ · mˆ, then
we are setting mˆ = 1. For giving an intuitive explanation, let assume the
particular case that the i-th random dominant component is a Gaussian ran-
dom variable when mˆ = 1. Thus, we are adding two Gaussian RVs together
in each cluster, which straightforwardly leads to an equivalent Gaussian ran-
dom variable, so that the one-sided Gaussian, Rayleigh or Nakagami-mmod-
els are obtained depending on the number of clusters µ considered. Very
interestingly, the model in (4.3) allows us to obtain the particular models
aforementioned with a shadowing which may not be complex Gaussian dis-
tributed when mˆ = 1, or real Gaussian distributed when mˆ = 0.5, since the
distribution of the model does not depend on the phase of the shadowing
components, as we have proved in Proposition (2.3) and Proposition (2.4).
The table 4.1 summarizes all the models that are derived from the κ-µ
shadowed fading model, where the κ-µ shadowed model parameters are un-
derlined for the sake of clarity. When the κ-µ shadowed parameters are fixed
to some specific real positive values or tend to some specific limits, we can
obtain all the classical central models, i.e., the Rayleigh, one-sided Gaussian,
Nakagami-q and Nakagami-m models, the classical noncentral Rician fad-
ing model, and their general counterparts, the Rician shadowed, κ-µ and η-µ
fading models.
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TABLE 4.1: Classical and Generalized Models Derived from the
κ-µ Shadowed Fading
Channels κ-µ Shadowed Parameters
One-sided Gaussian a) µ
¯
= 0.5, κ
¯
→ 0
b) µ
¯
= 0.5, m
¯
= 0.5
Rayleigh
a) µ
¯
= 1, κ
¯
→ 0
b) µ
¯
= 1, m
¯
= 1
Nakagami-m
a) µ
¯
= m, κ
¯
→ 0
b) µ
¯
= m, m
¯
= m
Nakagami-q (Hoyt) µ
¯
= 1, κ
¯
= (1− q2)/2q2, m
¯
= 0.5
Rician with parameter K µ
¯
= 1, κ
¯
= K, m
¯
→∞
κ-µ µ
¯
= µ, κ
¯
= κ, m
¯
→∞
η-µ µ
¯
= 2µ, κ
¯
= (1− η)/2η, m
¯
= µ
Rician shadowed µ
¯
= 1, κ
¯
= K, m
¯
= m
It is remarkable that there are two ways for deriving the one-sided Gaus-
sian, Rayleigh and Nakagami-m models, depending on whether the ap-
proaches in Section 4.2.1 or Section 4.2.2 are used.
4.3 Ergodic Capacity Analysis
The characterization of the ergodic channel capacity in wireless systems sub-
ject to fading, defined as
C¯[bps/Hz] ,
∫ +∞
0
log2(1 + γ)fγ(γ)dγ, (4.5)
where γ is the instantaneous SNR at the receiver side, has been a matter of
interest for many years [74]–[77]. While for the case of Rayleigh fading it is
possible to obtain relatively simple closed-form expressions for the capacity,
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the consideration of more general fading models [25], [77], [78] leads to very
complicated expressions that usually require the use of Meijer G-functions.
In order to overcome the limitation of the exact characterization of κ-µ
shadowed channel capacity due to its complicated closed-form [78], it seems
more convenient to analyze the high-SNR regime. In this situation, the er-
godic capacity can be approximated by [53, eq. (8)]
C¯(γ¯)|γ¯⇑ = log2(γ¯)− L, (4.6)
which is asymptotically exact and where L is a constant value independent
of the average SNR that can be given by
L = − log2(e)
d
dt
E[γt]
γ¯t
∣∣∣
t=0
. (4.7)
The parameter L can be interpreted as the capacity loss with respect to the
AWGN case, since the presence of fading causes L > 0. When there is no
fading, L = 0 and this reduces to the well-known Shannon result. Using
this approach, we derive a simple closed-form expression for the asymptotic
capacity of the κ-µ shadowed model, which is a new result in the literature.
Thanks to Theorem 2.9, the ergodic capacity of a wireless link subject to κ-
µ shadowed fading can be accurately lower-bounded in the high-SNR regime
by
C¯κµm(γ¯)|γ¯⇑ = log2(γ¯)− Lκµm, (4.8)
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where log2(·) is the binary logarithm, γ¯ is the average SNR at the receiver
side, i.e. γ¯ = E[γ], and Lκµm can be expressed as
Lκµm =− log2(e)ψ(µ)− log2
( µκ+m
µm(1 + κ)
)
+ log2(e)
κ(µ−m)
µκ+m
×3 F2
(
1, 1, µ−m+ 1; 2, µ+ 1; µκ
µκ+m
)
.
(4.9)
Notice that when µ = 1, we obtain the asymptotic ergodic capacity of the
Rician shadowed channel proposed in [65].
As opposed to the exact analysis in [78], which requires for the evaluation
of a bivariate Meijer G-function, Theorem 2.9 provides a very simple closed-
form expression for the capacity in the high-SNR regime. More interestingly,
since the κ-µ and η-µ fading models are but particular cases of the κ-µ shad-
owed distribution, we also obtain the capacity in these scenarios without the
need of evaluating an infinite sum of Meijer G-functions as in [25]. This is
formally stated as follow.
In the high-SNR regime, the ergodic capacity of a κ-µ channel can be ac-
curately lower-bounded by
C¯κµ(γ¯)|γ¯⇑ = log2(γ¯)− Lκµ, (4.10)
where Lκµ can be expressed as
Lκµ =− log2(e)ψ(µ) + log2(µ) + log2(1 + κ)
− κ log2(e)2F2
(
1, 1; 2, µ+ 1;−µκ
)
.
(4.11)
(4.11) is derived by applying the limit m → ∞ in (4.9), so that the 3F2(·)
collapses in a 2F2(·) hypergeometric function since
lim
c→∞ 3
F2(a1, a2, c; b1, b2; z
c
) = 2F2(a1, a2; b1, b2; z). (4.12)
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In the high-SNR regime, the ergodic capacity of an η-µ channel can be
accurately lower-bounded by
C¯ηµ(γ¯)|γ¯⇑ = log2(γ¯)− Lηµ, (4.13)
where Lηµ can be expressed as
Lη-µ =− log2(e)ψ(2µ) + log2(µ) + log2(1 + η)
+ log2(e)
(1− η)
2
3F2
(
1, 1, µ+ 1; 2, 2µ+ 1; 1− η). (4.14)
We have obtain the η-µ asymptotic capacity loss from (4.9) by setting m
¯
=
µ, µ
¯
= 2µ and κ
¯
= 1−η
2η
as Table 4.1 indicates.
Hence, the expressions of the κ-µ and η-µ asymptotic capacities have been
jointly deduced from the result in (4.10), which are also new results. More-
over, deriving the asymptotic capacity of the κ-µ shadowed has not been
harder than deriving the κ-µ or η-µ asymptotic capacities directly, since the
κ-µ and η-µ moments are expressed, like in the κ-µ shadowed case, in terms
of a Gauss hypergeometric function [29]. Thus, we are hitting two (actually
three) birds with one stone.
Using the equivalences in Table 4.1, we can obtain even simpler expres-
sions for classical fading models which reduce to existing results in the liter-
ature, for Nakagami-m [53], Rician [72] and Hoyt [23]. For the sake of clar-
ity, we omit the straightforward derivations of the rest of asymptotic capaci-
ties. Instead, we summarize in Table 4.2 their capacity losses with respect to
the AWGN channel in the high-SNR regime, where Γ(a, b) is the incomplete
gamma function and γe is the Euler-Mascheroni constant, i.e., γe ≈ 0.5772.
It is also remarkable that, for the first time, we give the asymptotic capacity
expression of the Rician shadowed proposed in [65], which is but a particular
case of the κ-µ shadowed model when µ = 1.
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TABLE 4.2: Ergodic Capacity Loss in the High-SNR Regime for
Different Channels
Channels Ergodic capacity loss (L) [bps/Hz]
One-sided Gaussian 1 + γe · log2(e) ≈ 1.83
Rayleigh γe · log2(e) ≈ 0.83
Nakagami-m log2(m)− log2(e)ψ(m)
Nakagami-q (Hoyt) 1 + γe · log2(e) + log2
(
1+q2
(1+q)2
)
Rician with parameter K log2(1 + 1/K)− log2(e)Γ(0, K)
κ-µ − log2(e)ψ(µ) + log2(µ) + log2(1 + κ)
−κ log2(e)2F2
(
1, 1; 2, µ+ 1;−µκ
)
− log2(e)ψ(2µ) + log2(µ)
η-µ + log2(1 + η) + log2(e)
(1−η)
2
×3F2
(
1, 1, µ+ 1; 2, 2µ+ 1; 1− η)
γe · log2(e)
Rician shadowed − log2
(
K+m
m(1+K)
)
+ log2(e)
K(1−m)
K+m
×3F2
(
1, 1, 2−m; 2, 2; K
K+m
)
4.4 Numerical Results
We now study the evolution of the capacity loss for the κ-µ shadowed, κ-µ
and η-µ fading models with respect to the AWGN case. We underline the
fact that the different parameter values here presented do not come from real
practical channels, but allow the theoretical expressions to be verified.
Depending on the propagation conditions, the parameters κ and µ can
take very different values [52], [67], [79]–[81]. For instance, in some un-
derwater acoustic communication scenarios [79], the channel parameters
κ ∈ [0.03− 9.56], µ ∈ [0.90− 1.27] and m ∈ [1.32− 18.01], while in some body
centric communication scenarios [67], [80], [81], we have κ ∈ [1.08− 481],
µ ∈ [0.01− 3.22] and m ∈ [0.04− 2876].
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FIGURE 4.1: Comparison of classical channel ergodic capacities
with their asymptotic values in the high-SNR regime.
In Fig. 4.1 and Fig. 4.2, we plot the exact theoretical expressions of the
ergodic capacity of the classical and generalized fading models, respectively,
which are readily available in the literature [25], [78], and we compare them
to the asymptotic theoretical expressions obtained in (4.8-4.13).
We observe that all the models converge accurately to their asymptotic
capacity values, remaining below the Shannon limit, i.e, the capacity of the
AWGN channel. Therefore, the asymptotic ergodic capacity expression de-
rived in (4.10) for the κ-µ shadowed model is here validated with the one-
sided Gaussian, Rayleigh, Nakagami-m, Nakagami-q, Rician, Rician shad-
owed, κ-µ and η-µ ergodic capacities in the high-SNR regime.
In Figs. 4.3-4.6, we show the evolution of the κ-µ shadowed asymptotic
capacity loss L defined in (4.7) when m grows. Note that this metric does not
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FIGURE 4.2: Comparison of generalized channel ergodic capac-
ities with their asymptotic values in the high-SNR regime.
depend on the average received SNR γ¯. When the shadowing cannot be neg-
ligible, i.e, in Figs. 4.3-4.5, having more power in the dominant components
does not always improve the ergodic capacity, but sometimes raises consid-
erably the capacity loss, especially for a great number of clusters. When
m ≥ 20, i.e., in Fig. 4.6, the shadowing can be neglected and the model
actually tends to the κ-µ fading, where an increase in the power of the domi-
nant components is obviously favorable for the channel capacity. Therefore,
receiving more power through the dominant components does not always
increase the capacity in the presence of shadowing. We observe two differ-
ent behaviors in the capacity loss evolution with respect to the parameter κ.
For m < µ, increasing the parameter κ is detrimental for the capacity. Con-
versely, when m > µ the capacity is improved as κ is increased, i.e. in the
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FIGURE 4.3: Evolution of the κ-µ shadowed ergodic capacity
loss in the high-SNR regime for fixed m = 0.5.
presence of a stronger LOS component. In the limit case of m = µ, we see
that the capacity loss is independent of κ. We can explain this observation
using again our model for i.i.d shadowing in (4.3), in a similar fashion as
when the interpretation of the Corollary 2.7 and Corollary 2.8 was discussed.
For m = µ, we have mˆ = 1 since m = µ · mˆ. Let us assume that both the
scattering and shadowed dominant components in each cluster are complex
Gaussian RVs, which is the simplest possible case when mˆ = 1. We will ob-
tain an equivalent Gaussian random variable whose power is not affected by
the parameter κ. For m > µ, the κ-µ shadowed model can be approximated
by the κ-µ model for m sufficiently high, as Table 4.1 shows. In this case, it
is straightforward to see that increasing the parameter κ implies decreasing
the asymptotic capacity losses, since a higher LOS power implies improving
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FIGURE 4.4: Evolution of the κ-µ shadowed ergodic capacity
loss in the high-SNR regime for fixed m = 1.
the capacity of the κ-µ channel. Conversely, for m < µ, the observation may
seem counterintuitive at first glance. Let consider the particular case where
m = µ/2, which coincides with the η-µ case. In that case, increasing the pa-
rameter κ implies increasing the asymmetry of the non-circularly symmetric
Gaussian underlying RVs of the model, which degrades the capacity. For the
rest of cases where m < µ, a similar justification can be done.
We also see that the capacity loss decreases as µ grows, since having a
larger number of clusters reduces the fading severity of the small-scale prop-
agation effects.
We have also marked in Figs. 4.3-4.6 some models that can be deduced
from the κ-µ shadowed model. We can see them in the different legends and
also at some specific points rounded by a circle in different curves.
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FIGURE 4.5: Evolution of the κ-µ shadowed ergodic capacity
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Finally, Fig. 4.7 and Fig. 4.8 depict the asymptotic ergodic capacity loss for
the κ-µ and η-µ fading models respectively. We observe that Fig. 4.7 is quite
similar to Fig. 4.6 because, as mentioned before, the κ-µ shadowed model
with m ≥ 20 can be approximated by the κ-µ fading model. In Fig. 4.8,
we see that, regardless of the number of clusters 2µ, there is a minimum in
the channel capacity loss at η = 1 which divides in two symmetric parts the
fading behavior as expected. It is also noticeable that in Fig. 4.8 we have
specified the limit cases for η → 0 and η → ∞. When µ = 0.5, the η-µ model
collapses into the one-sided Gaussian model for η = 0 or η → ∞, whereas
for η = 1 it collapses into the Rayleigh model. When µ = 1, the η-µ model is
reduced to the Rayleigh one for η = 0 or η → ∞. This is shown in the figure
by including also the Rayleigh and one-sided Gaussian capacity loss values
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loss in the high-SNR regime for fixed m = 20.
with horizontal dotted and dashed lines respectively.
4.5 Conclusions
We have proved that the κ-µ shadowed model unifies the κ-µ and η-µ fad-
ing distributions. By a novel interpretation of the shadowing in the domi-
nant components, we have shown that the κ-µ shadowed model can also be
employed in scenarios where the scattering is modeled with noncircularly-
symmetric complex Gaussian RVs, which gives the κ-µ shadowed distribu-
tion a stronger flexibility to model different propagation conditions than ex-
isting alternatives, when operating in wireless environments. Thus, the κ-µ
shadowed model unifies all the classical fading models, i.e., the one-sided
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Gaussian, Rayleigh, Nakagami-m, Nakagami-q and Rician fading channels,
and their generalized counterparts, the κ-µ, η-µ and Rician shadowed fading
models. Simple new closed-form expressions have been deduced to evalu-
ate the ergodic capacity in the high-SNR regime for the κ-µ shadowed, and
hence, using the connection here unveiled, for the simpler κ-µ, η-µ and Ri-
cian shadowed fading models, giving us clear insights into the contribution
of the fading parameters on the capacity improvement or degradation.
As a closing remark, one can think of whether the name of κ-µ shadowed
distribution is still appropriate for this model, since its flexibility transcends
the original characteristics presented in [52].
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Chapter 5
Noncircularly-symmetric
Wishart-type Matrices
When multiple antennas are present, the performance analysis of wireless
systems becomes more challenging. The univariate analysis presented in this
thesis does not hold. We must then employ a multivariate analysis which is
framed in the theory of random matrices.
The study of the impact of MIMO diversity in the capacity of flat-fading
NLOS channels was studied for a long while [82]–[84] and was finally ana-
lytically evaluated for single-side spatially correlated antennas in [85]. These
analyses consider MIMO systems subject to the simplest possible fading en-
vironment, i.e., the Rayleigh fading, and require the statistical characteri-
zation of central complex Wishart matrices. MIMO systems subject to Ri-
cian fading environments were also deeply studied in the literature [86]–
[88], showing that their performance analysis is much more complicated than
those subject to Rayleigh fading, since they require the study of noncentral
complex Wishart matrices.
However, in both Rayleigh and Rician environments, the scattering waves
are considered to have a perfect power balance between the in-phase and the
quadrature components. Considering a power imbalance between the in-
phase and the quadrature components of the channel matrix is even more
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challenging, since it requires the study of noncircularly-symmetric Wishart-
type matrices, for which the way is not paved, and only few initial works are
available [26], [28].
In this chapter, we propose a new approach to characterize noncircularly-
symmetric Wishart-type matrices. By exploiting a novel statistical connec-
tion between these matrices and the well-known noncentral complex Wishart
matrix, we derive an expression for the joint distribution of their entries, as
well as exact expressions for the extreme eigenvalue distributions and an
asymptotic expansion (in the tail) for the distribution of the largest eigen-
value, which provide new insights on the effects of the real-imaginary vari-
ance asymmetry of the underlying model of these matrices. We then use
these expressions to study the performance of MIMO communication sys-
tems subject to Nakagami-q (Hoyt) fading. In particular, our analytical re-
sults explain the impact of the fading parameter q on the outage performance
of MIMO systems with maximal ratio combining (MIMO-MRC).
This chapter is organized as follows. Firstly, we provide a context of
the analysis of noncircularly-symmetric Wishart-type matrices in Section 5.1.
Secondly, we present the novel statistically connection between these ma-
trices and the well-known noncentral complex Wishart ones in Section 5.2.
Thirdly, we present in Section 5.3 a new result for the pdf of noncircularly-
symmetric Wishart-type matrices, as well as we discuss the derivation of the
joint probability density function (jpdf) of the eigenvalues in [26]. Then, we
give new exact expressions for the extreme eigenvalue distributions, as well
as an asymptotic expansion in the left-hand tail for the largest eigenvalue
distribution in Section 5.4. Finally, we analyze the outage performance of
Hoyt-faded MIMO-MRC communications.
We must note that part of the work presented in this chapter has been
done in collaboration with Matthew R. McKay, during my internship in
HKUST. In particular, the study of the largest eigenvalue distribution has
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been submitted to an IEEE journal for possible publication.
5.1 Context
Despite the rich characterization of the well-known complex and real Wishart
matrices [4], [45], [47], [89], results for Wishart-type models generated from
noncircularly-symmetric complex Gaussian matrices are far more scarce. In
particular, we are interested in matrices of the form:
W =

XX†, p ≤ n
X†X, p > n
(5.1)
where X ∈ Cp×n has i.i.d. complex Gaussian entries with Re({X}i,j) ∼
N (0, σ2Re) and Im({X}i,j) ∼ N (0, σ2Im), i.e., with arbitrary variances in the
real and imaginary parts, and where Re({X}i,j) and Im({X}i,j) are mutually
independent.
The model in (5.1) has been referred to as the cross-over ensemble be-
tween the Laguerre unitary (LUE) and orthogonal (LOE) ensembles [26].
When both variances are equal, i.e. σ2Re = σ
2
Im, W is a central complex Wishart
matrix (LUE); when one of the variances is zero, W is a central real Wishart
matrix (LOE).
The works in [26] and [28] made initial progress to characterize the in-
termediate Wishart-type ensemble of (5.1). In [28], the analysis is restricted
to a 2 × 2 matrix X and the jpdf of the eigenvalues of W is given in a very
complicated form involving six integrals. In [26], the eigenvalue jpdf is de-
rived for arbitrary dimensions by using Brownian motion properties with a
fictitious time variable which is related to the ratio between the variances σ2Re
and σ2Im. However, this expression is still complicated and does not allow for
any further insightful analysis.
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This context, where only two initial works analyze some statistics of W,
has pushed us to explore a novel approach, different from the ones given in
[28] and [26], in order to facilitate the analysis of noncircularly-symmetric
matrices. We explain this approach in the following section.
5.2 A Novel Statistical Connection
We first explain the reasons why the previous univariate statistical connec-
tion presented in this thesis and other related works cannot be directly ex-
tended to the multivariate case. Then, we present the novel statistical con-
nection that will allow to tackle the statistical characterization of (5.1).
5.2.1 Can We Use Previous Univariate Connections?
Leveraging the statistical connections presented in Chapter 4 in the context
of SISO communications, one first think to directly extend those results to
the multivariate analysis, i.e., to connect the analysis of the Rician shadowed
matrix model with that of the noncircularly-symmetric Wishart-type matrix
defined in (5.1).
The Rician shadowed matrix model was studied in depth in [90] in the
context of LMS communications, where fundamentally statistical results
were provided for the so-called Gamma-Wishart matrices. Further results
were presented in [91] to tackle the general double-correlated case. It seems
then that we have a collection of results that could be helpful for the anal-
ysis of noncircularly-symmetric Wishart-type matrices, when one wants to
extend the univariate analysis here presented to the multivariate case.
Nonetheless, in the context of random matrix theory, connecting
noncircularly-symmetric underlying Gaussian models with the more
tractable circularly-symmetric ones is not that simple. Denote Z the Gram
matrix of a particular channel. The matrix Z is defined from the complex
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channel matrix H, such as Z = H†H or Z = HH†, and represents a gen-
eral Hermitian matrix whose diagonal elements are positive real RVs and
off-diagonal elements are complex RVs. Since the work associated with the
univariate analysis of this thesis only involves the norm or the square-norm
of underlying Gaussian models, we can only provide a connection between
the diagonal elements of Z and those of the well-known Gamma-Wishart
matrix. Unfortunately, this partial connection does not allow to characterize
noncircularly-symmetric Wishart-type matrices.
This same reason also discards the possibility of extending the univariate
connection recently presented in [23], where a Nakagami-Hoyt RV can be
generated from randomly perturbing the average power of a Rayleigh RV
with a specific distribution [23].
5.2.2 A Non-Classical Multivariate Analysis: A Connection
with the Complex Wishart Ensemble
In the model (5.1), it is convenient to rewrite X as
X = XC + XR (5.2)
where the matrices XC ∈ Cp×n and XR ∈ Rp×n are mutually independent
with zero-mean i.i.d. entries. The entries {XC}ij are circularly-symmetric
CN (0, σ2C), while {XR}ij ∼ N (0, σ2R) with the correspondence
σ2C = 2σ
2
Im , σ
2
R = σ
2
Re − σ2Im . (5.3)
This redefinition of (5.1) will facilitate the subsequent analysis. Note that,
albeit (5.2) imposes σRe ≥ σIm, this does not imply any loss of generality
regarding the eigenvalue statistics of W, since replacing σRe with σIm and
vice versa does not affect them.
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For σ2C = 0 or σ
2
R = 0, W collapses to a central (real or complex) Wishart
matrix, the properties of which have been studied extensively. However,
with both σC , σR > 0, one deviates from such classical matrix models, and
the statistical characterization becomes more challenging.
Key to our approach is to adopt a “condition and average” method which
allows us to connect the statistical properties of W with those of non-central
Wishart matrices, and to leverage existing results for such matrices. Specifi-
cally, let WR = XRX
†
R if p ≤ n or WR = X†RXR otherwise. Also, let
s , min(p, n), t , max(p, n). (5.4)
When conditioned on WR ∈ Rs×s, W follows a non-central complex Wishart
distribution with t degrees of freedom and real non-centrality parameter WR,
i.e., W|WR ∼ CWs(t, σ2CIs,WR). The statistics of W can be obtained by av-
eraging that of W|WR over WR, which belongs to the space of real positive
definite matrices.
One key advantage of this approach is that it does not need to follow the
classical approach, where each random matrix statistic is derived from the
joint density of the matrix entries. In particular, it circumvents the need to di-
rectly integrate over the joint eigenvalue density of W when deriving the ex-
treme eigenvalue distributions. Such joint density is known for arbitrary s, t
[26], however the expression is complicated, involving pfaffians of matrices
whose entries contain double infinite series with terms involving products of
generalized Laguerre polynomials. As such, it appears difficult to compute
the extreme eigenvalue distributions by marginalizing the joint eigenvalue
density in [26]. In the following, by exploiting the noncentral Wishart con-
nection, we provide for the first time, an expression for the distribution of
W, as well as exact expressions for the extreme eigenvalue distributions and
an asymptotic result for the largest eigenvalue distribution of W.
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5.3 Pdf and Eigenvalue Jpdf of W
5.3.1 Pdf of W
Thanks to Proposition 2.10, we give for the first time an expression of the pdf
of W:
fW(W) =Ks,tetr
(−σ−2C W) det(W)t−s +∞∑
k=0
∑
κ
1
[p]κk!
(
2σ−2C σ
2
R
σ2C + 2σ
2
R
)k
×
∫
VT=V>0
etr(−V) det(V) t−s−12 C˜κ(VW)(dV)
(5.5)
where Ks,t is defined in 2.74.
This expression is particular interesting, since it allow us to show the pe-
culiarities of the matrix W. The expression involves an integral which is
very similar to the integral of the reproduction property of zonal polynomi-
als presented in (2.47). However, the integral here presented is defined over
the space of real positive definite matrices, instead of the space of Hermitian
positive definite matrices. This does not allow to give a simple result for this
integral, which needs to define another class of matrix argument polynomials
which are not known in the literature. Specifically, if one supposes that the
integral was over the space of Hermitian positive definite matrices, the pdf of
W could have been given in terms of a complex hypergeometric function of
matrix argument. It is hoped that in the future a new class of hypergeometric
functions would be defined to give a compact expression for this pdf.
Moreover, we clearly see the advantage of the approach presented in the
previous section. If we follow the classical approach, we should derive the
eigenvalue jpdf from (5.5) and, in turn, the extreme eigenvalue distributions
from the eigenvalue jpdf. We here circumvent that and we can directly obtain
those statistics by averaging those of the well-known noncentral complex
Wishart matrix.
96 Chapter 5. Noncircularly-symmetric Wishart-type Matrices
5.3.2 Eigenvalue Jpdf
Let Ω = σ2Re + σ
2
Im and
τ = log
(
σ2Re + σ
2
Im
σ2Re − σ2Im
)
. (5.6)
The eigenvalue jpdf for arbitrary s, t is available in the literature in form of
[26, eq. (10)]
fφ1,...,φs(φ1, . . . , φs) =
2me
s(s−1)τ
2
(2Ω)
s(s+1)
2
C(0)s Pf(F(τ))
s∏
r=1
w t−s−1
2
(
φr
2Ω
) s∏
i<j
(φi − φj)
(5.7)
where wa(x) is the associated Laguerre weight function, i.e.
wa(x) = x
ae−x (5.8)
C
(0)
s is the normalization constant, such as
C(0)s =
pis/2
2s
s∏
i=1
1
Γ( i
2
+ 1)Γ( i
2
+ t−s
2
)
(5.9)
and F(τ) is a 2m-dimensional antisymmetric matrix with 2m = s or 2m =
s+ 1, depending on whether s is even or odd. For even s,
{F(τ)}i,j = Gτ
(
φi
2Ω
,
φj
2Ω
)
. (5.10)
For odd s, we have in addition
{F(τ)}i,s+1 = −{F(τ)}s+1,i = f (τ)
(
φi
2Ω
)
(1− δi,s+1) (5.11)
where δi,j is the Kronecker delta, fτ (x) is given by
f (τ)(x) = w t−s+1
2
∞∑
µ=0
e−2µτΓ(µ+ 1
2
)
Γ(µ+ t−s
2
+ 1)
L
(t−s)
2µ (2x) (5.12)
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where L(α)µ representing the associated Laguerre polynomials [37,
eq. (22.2.12)] and
Gτ (x, y) =2w t−s+1
2
(x)w t−s+1
2
(y)
∞∑
µ=0
µ∑
ν=0
e−(2ν+2µ+1)τκν,µ
(
t− s− 1
2
)
×
[
L
(t−s)
2ν (2x)L
t−s
2µ+1(2y)− L(t−s)2µ+1(2x)Lt−s2ν (2y)
] (5.13)
with
κµ,ν(a) =
Γ
(
µ+ 1
2
)
Γ(ν + 1)
Γ
(
µ+ a+ 3
2
)
Γ(ν + a+ 2)
. (5.14)
To obtain this eigenvalue jpdf, the authors in [26] employed a complicated
analysis. This cross-over ensemble was recreated with a Brownian motion
process whose fictitious time τ is related to the variance imbalance.
Although the novel approach here proposed is easier to follow than the
one given in [26], since we only need to average the eigenvalue jpdf of a
noncentral complex Wishart, it would lead to a similar result than the one
presented in [26] and reproduced in this section. Therefore, it is not interest-
ing to explicitly employ our novel method for the analysis of the eigenvalue
jpdf.
However, as commented before, our novel approach is very advanta-
geous since it circumvents the need of manipulating the complicated result
in (5.7) to derive the extreme eigenvalue distributions. For these reasons, we
move directly to the study of the extreme eigenvalue distributions.
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5.4 Extreme Eigenvalue Distributions
The analysis of the extreme eigenvalue distributions plays an important role
in wireless communications [45], [90]. While most of contributions gives ap-
plications for the largest eigenvalue distribution, the smallest eigenvalue dis-
tribution is also used to analyze, e.g., MIMO systems which considers a lin-
ear zero-forcing receiver [92]. We here present statistical expressions for both
extreme eigenvalues.
5.4.1 Smallest Eigenvalue Distribution
By virtue of Theorem 2.12, the cdf of the smallest eigenvalue admits
Fφmin(x) = 1−
Pf(Υ(x))
Pf(Υ(0))
(5.15)
where Υ(x) is an s × s matrix whose entries can be given by (2.88). The
specific computation of the pfaffians in (5.15) depends on whether the matrix
dimension s is even or odd. In either case, however, they may be evaluated
as the square root of a matrix determinant, as detailed in Section 2.3.2.
We can compare the result in (5.15) with that of the smallest eigenvalue of
noncentral Wishart matrix in [57]. We see that both results can be written in
terms of a ratio, however, of different objects. While the smallest eigenvalue
distribution of noncentral complex Wishart proposed in [57, eq. (15)] involves
a ratio of determinants, here we have a ratio of pfaffians. Furthermore, the
elements of the arguments of those objects can be also compared. While in the
case of the noncentral Wishart matrix these elements can be given in terms of
a Nuttall Q-function [57, eq. (16)], the elements of Υ(x) can be expressed in
terms of a double integral involving a Nuttall Q-function, as shown in (2.88).
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Let ψ = t − s + 1, the elements of the matrix Υ(x) also admits a series
representation, such as
{Υ(x)}i,j =σ−2i−2jC e−2x/σ
2
C
∞∑
l=0
∞∑
m=0
βi,jl,m(t, ψ)ft−i+l+1(x/σ
2
C)ft−j+m+1(x/σ
2
C)
× (
√
2σeqσC)
−2l
l!
(
√
2σeqσC)
−2m
m!
×
(
B 1
2
(l + ψ,m+ ψ)−B 1
2
(m+ ψ, l + ψ)
)
.
(5.16)
where σ2eq = σ
−2
C + σ
−2
R /2, Bz(a, b) is the incomplete beta function,
βi,jl,m(p, ψ) = 2
l+m+2ψΓ(l +m+ 2ψ)Γ(p− i+ l + 1)Γ(p− j +m+ 1)
Γ(l + 2ψ)Γ(m+ 2ψ)
, (5.17)
and
fn(y) =
n−1∑
r=0
yr
r!
. (5.18)
The derivation of this series representation of the elements of the matrix Υ(x)
can be found in Appendix A. This representation is of similar complexity
than the expression of the elements of the matrix F(τ), which is the pfaffian
argument expression of the eigenvalue jpdf of W presented in [26] and here
reproduced in Section 5.3.2.
Although this expression is exact, it does not give insight into how the
smallest eigenvalue distribution behaves when the variance imbalance be-
tween the real and imaginary parts of X changes. With this in mind, one
could think of establishing a simplified tail expansion for this distribution,
similarly as other works did for the smallest eigenvalue of central and non-
central complex Wishart matrices [57], [93]. However, the corresponding
result for noncentral complex Wishart matrices given in [57, eq. (28)] is al-
ready complicated and lacks insight. We believe that, when deriving the
corresponding noncircularly-symmetric result from it, we will obtain a result
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even more difficult to interpret. Therefore, we will skip such derivation and
jump directly into the study of the largest eigenvalue distribution, since its
asymptotic expansion is prone to be very simple, when one observes that of
the noncentral Wishart case in [57, eq. (28)].
5.4.2 Largest Eigenvalue Distribution
By virtue of Theorem 2.11, we can give an exact expression of the cdf of the
largest eigenvalue Fφmax(x) of W:
Fφmax(x) =
Pf(Ξ(x))
Pf(Υ(0))
(5.19)
where Ξ(x) is an s× s matrix whose entries can be given by (2.79).
This result also admits a comparison with the corresponding result for
noncentral Wishart matrices, which is similar as the one given for the smallest
eigenvalue case. Also, the elements of Ξ(x) have a similar representation in
series as the elements of Υ(x) in the previous section.
We then give an asymptotic expansion in the left-hand tail of the distri-
bution thanks to Theorem 2.13. As x→ 0,
Fφmax(x) = hs,t a
CW
s,t x
st + o(xst) (5.20)
where
aCWs,t =
s∏
i=1
(s− i)!
(s+ t− i)! (5.21)
and
hs,t =
1(
σC
√
2σ2R + σ
2
C
)st . (5.22)
In the expression above, aCWs,t corresponds to the expansion coefficient for
the largest eigenvalue distribution of a central complex Wishart matrix [57],
[93]. Hence, in the left-hand tail, the effect of the unbalanced variances of the
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real and imaginary components of X is clearly revealed, and is decoupled
into the function hs,t in (5.22). This simplicity is quite remarkable, particu-
larly when considering the complexity of the exact largest eigenvalue distri-
bution (2.78), as well as that of the joint eigenvalue distribution derived in
[26].
To better interpret the result in (5.20), we express the function hs,t in terms
of the original variances σ2Re and σ
2
Im, while we fix the total variance as σ
2
Re +
σ2Im = 1. Then,
hs,t =
1
(4σ2Re(1− σ2Re))st/2
. (5.23)
From (5.23), hs,t is clearly minimized at the “balanced” case, σ2Re = 1/2, for
which hs,t = 1, as it should. One observes a significant deviation, however,
as the variances of the real and imaginary components become more unbal-
anced. That is, the higher the imbalance, the slower the decay of the left-hand
tail of Fφmax(x).
5.5 Outage performance of MIMO-MRC systems
in Nakagami-q (Hoyt) environments
We here provide an application example for the derived results. Consider a
communication link between a transmitter, equipped with Nt antennas, and
a receiver with Nr antennas. The multi-antenna link is subject to Nakagami-
q (Hoyt) fading, typically assumed in satellite-based communications [5]
or, in general, when the fading conditions are more severe than those of a
Rayleigh-faded environment. The channel is modeled by H ∈ CNr×Nt with
zero-mean i.i.d. entries {H}i,j representing the complex gain between the j-
th transmit and the i-th receive antennas, where Re({H}i,j) ∼ N (0, σ2Re) and
Im({H}i,j) ∼ N (0, σ2Im) are mutually independent, σ2Re = 1/(1 + q2), σ2Im =
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q2/(1 + q2), and q ∈ (0, 1) denotes the Hoyt fading parameter, which defines
the power imbalance between the real and imaginary channel components.
Invoking the redefinition in (5.2),
H =
√
2q2
1 + q2
HC +
√
1− q2
1 + q2
HR (5.24)
where the entries of HC are circularly-symmetric CN (0, 1), while those of HR
are N (0, 1). Define WH = HH†, if Nr ≤ Nt, or WH = H†H otherwise.
We further assume that the receiver has perfect knowledge of H while the
transmitter, with only partial knowledge, uses the well-known beamforming
(BF) principle [15] to send data with a total fixed power P . The noise at each
receive antenna is assumed independent CN (0, 1) and we define the transmit
SNR as γ¯ , P . The received signal vector r ∈ CNr can then be expressed as
r =
√
γ¯Hwx+ n (5.25)
where x is the transmitted symbol with E[|x|2] = 1, n is the noise vector,
and w is the BF vector with ||w|| = 1. The detection of x is optimal when
w equals the eigenvector corresponding to the largest eigenvalue of WH and
when the MRC principle is applied to the received signal r, which yields a
post-processing SNR [15]
γ = γ¯λmax (5.26)
where λmax denotes the largest eigenvalue of WH.
Defining γth as the minimum required SNR for a reliable communication
(i.e., with x reliably detected), the outage probability is exactly obtained from
Theorem 2.11 as
Pout = Pr(γ ≤ γth) = Fφmax
(
γth
γ¯
)
(5.27)
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with σ2C = 2q
2/(1 + q2), σ2R = (1 − q2)/(1 + q2), s = min(Nt, Nr) and t =
max(Nt, Nr).
To give further insight, we approximate Pout by leveraging the asymptotic
characterization of Theorem 2.13. In practice, we are interested in small out-
age probabilities, i.e., implying small values of γth/γ¯. From Theorem 2.13, as
γth/γ¯ → 0,
Pout ≈ Pˆout = aCWs,t
(
γth
θ(q)γ¯
)st
(5.28)
where θ(q) = 2q/(1+q2) and q > 0. This explicitly reveals that the power gain
one gets by steering the signal along the top channel eigenmode decreases as
the real and imaginary channel components get more imbalanced. Specifi-
cally, the effect of such imbalance can be seen as a reduction in the average
SNR—with respect to the perfectly balanced case (Rayleigh fading, q = 1)—
by a factor of θ(q) < 1. The outage probability is then degraded (increased)
by a factor of θ(q)−st, which can be approximated by (2q)−st for small q. Re-
mark that this degradation is exponentially accentuated as the number of
antennas increases.
Fig. 5.1 depicts the outage probability as a function of the SNR γ¯ for
2× 2 and 2× 3 MIMO systems, operating in three different fading conditions
(q = 1, q = 0.5 and q = 0.3). For each q, we plot: (i) the empirical probability—
obtained from Monte-Carlo simulations (106 realizations), (ii) the exact Pout
in (5.27)—where we compute Fφmax(x) from (5.19) numerically1, and (iii) the
asymptotic outage probability Pˆout in (5.28). We observe a good agreement
between (exact) analytical and simulated results in all cases and, as expected,
the asymptotic result coverges to the exact one as Pout gets smaller. As antici-
pated, Pout degrades significantly as q decreases, with such degradation being
1To compute (2.79) and (2.81), we use the Gauss-Laguerre integration method, where the
NuttallQ-functions are computed as finite sums of MarcumQ-functions, since the difference
of their orders is odd.
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FIGURE 5.1: Outage probabilities of 2×2 and 2×3 MIMO-MRC
systems under Nakagami-q (Hoyt) fading for different values of
q; γth = 0 dB.
more pronounced in the 2 × 3 setting. Even for a dual-antenna (2 × 2) sys-
tem, this degradation at γ¯ = 10 dB is approximately one order of magnitude
for the case q = 0.3 (90% of the channel gain in the real part and 10% in the
imaginary part, or vice versa) with respect to the case q = 1 (Rayleigh). This
is consistent with the analytical prediction above, where the Pout degradation
was given by the factor θ(q)−st as γth/γ¯ → 0. For q = 0.3 and st = 4, this factor
yields ∼ 10.9.
We are also interested in the outage data rate, defined as the largest
transmission rate (in bits/s/Hz) that can be reliably guaranteed at least
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(1− )× 100% of the time, i.e.
Rout() = sup
R≥0
(R : Pout(R) < ) (5.29)
where  is the maximum outage level and Pout(R) is the outage probability
for a given data rate R, i.e.
Pout(R) ,Pr (log2(1 + γ) ≤ R)
=Fφmax((2
R − 1)/γ¯).
(5.30)
Thus,
Rout() = log2(1 + γ¯F
−1
φmax
()) (5.31)
where F−1φmax(·) denotes the inverse function of Fφmax(·). Again, Theorem 2.13
allows us to approximate Rout() for small values of  by a compact and in-
sightful expression; as → 0,
Rout() ≈ Rˆout(, q) = log2
(
1 + θ(q)γ¯
(

aCWs,t
)1/st)
(5.32)
where, once more, we see the effect of the Nakagami-q fading through the
isolated factor θ(q) which, for q < 1, causes a reduction in the “effective” av-
erage SNR. To better illustrate the proportional outage rate degradation with
respect to the Rayleigh case (q = 1), we define the (approximated) fractional
rate loss
RˆL(%) ≈ Rˆout(, 1)− Rˆout(, q)
Rˆout(, 1)
× 100. (5.33)
Table 5.1 shows the approximated RˆL along with the exact RL, computed
with (5.31) by numerically inverting Fφmax(·), for a 2 × 2 setting with a maxi-
mum outage level of  = 10−3 and γ¯ = 10 dB. The numbers reveal a substan-
tial rate degradation as q gets smaller, up to ∼ 37% loss (q = 0.2).
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TABLE 5.1: Data rate loss of a 2× 2 MIMO system at γ¯ = 10 dB,
 = 10−3
q 0.5 0.4 0.3 0.2
RL 9% 17% 26% 37%
RˆL 9% 18% 27% 43%
5.6 Conclusions
We have simplified the study of noncircularly-symmetric Wishart-type ma-
trices, which has allowed to give, for the first time, results regarding the pdf
of such matrices, as well as the extreme eigenvalue distributions. Particu-
larly, we have studied in depth their largest eigenvalue distribution by con-
necting the statistics of those matrices and that of the well-known noncentral
complex Wishart matrices. Although the exact largest eigenvalue distribu-
tion does not allow to give any further insightful analysis, the asymptotic ex-
pansion in the tail clearly translates the effect of a power imbalance between
the real and imaginary parts of the model into a simple decoupled factor.
These results have been applied to 2× 2 and 2× 3 MIMO systems under
different Nakagami-q (Hoyt) fading severity levels. We have seen that the
presence of an imbalance between the real and imaginary channel compo-
nents significantly degrades the outage performance. This effect is exponen-
tially accentuated for large numbers of antennas at both the transmitter and
receiver sides. We also have observed that the asymptotic results, despite
being very simple, are remarkably tight to the exact ones, even for extreme
fading cases (q small).
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Chapter 6
Summary and Future Work
There were two main topics addressed in this thesis, which are summarized
as follows:
• An investigation of the statistical connection between noncircularly-
symmetric fading models, such as the η-µ model and its particular
case, the Nakagami-q (Hoyt) model, with the more tractable circularly-
symmetric models.
• An investigation of a novel approach that facilitates the analysis of
noncircularly-symmetric Wishart-type matrices.
6.1 Summary
The performance analysis given throughout this thesis is based on different
univariate and multivariate statistical results, which were presented and de-
rived in Chapter 2. The key utility of these results is that, in contrast to many
existing results associated with application to fading modeling, they unify
the statistical analysis of a multitude of models and, therefore, future analy-
ses of these models will not be performed separately as usual so far. We must
underline the fact that, in addition to the vast model unification performed
between noncircularly-symmetric and noncentral models in the univariate
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case, the multivariate analysis of noncircularly-symmetric-Wishart type ma-
trices was clearly simplified, with a novel connection with the statistical anal-
ysis of noncentral complex Wishart matrices.
In Chapter 3, we have resolved a controversy between two different un-
derlying models for the recently proposed κ-µ shadowed model, which was
essential to build all the model connections presented in Chapter 4. Indeed,
we have proved that the κ-µ shadowed model unifies the set of noncentral
models associated with the κ-µ model, and, strikingly, it also unifies the set
of noncircularly-symmetric models associated with the η-µ model. In other
words, the analysis of the five classical fading models, i.e., the one-sided
Gaussian, Rayleigh, Nakagami-m, Nakagami-q and Rician models, and their
most popular generalizations, i.e., the Rician shadowed, the κ-µ, η-µ and κ-µ
shadowed models, can be jointly performed exclusively with only that of the
latter one, since the rest of aforementioned models can be seen as its particu-
lar cases.
Finally, in Chapter 5, we have tackled the statistical analysis of the
noncircularly-symmetric Wishart-type matrices. We have derived for the first
time an expression for the pdf of those matrices, as well as for the extreme
eigenvalue distributions. Of particular mention is the analysis of the largest
eigenvalue distribution provided in this thesis, since it gives rich insight on
how the variance imbalance of the underlying model affect this distribution.
6.2 Future Work
The univariate analysis provided in Chapter 2-4 unifies the analysis of
NLOS noncircularly-symmetric fading models with that of LOS circularly-
symmetric ones. An interesting topic for future work is the extension of
these results for LOS noncircularly-symmetric fading models, i.e., underly-
ing models that consider non-zero mean in their Gaussian RVs, such as the
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Beckmann model [45].
The results of Chapter 5 showed that there are many different inves-
tigating paths to follow in the future. Associated with the new pdf of
noncircularly-symmetric Wishart-type matrices, new polynomials of matrix
arguments are needed. Referring to the smallest eigenvalue distribution
of those matrices, it seemed necessary to first simplify the corresponding
asymptotic result of noncentral complex Wishart matrices. Then, we also
propose to derive from it an asymptotic expansion in the tail for the smallest
eigenvalue distribution of noncircularly-symmetric Wishart-type matrices to
shed some light on how the variance asymmetry affects it. Finally, we could
apply this distribution to study the outage performance of MIMO systems
which employ a linear zero-forcing receiver.
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Appendix A
Series Representation of the
Elements of Ψ(x)
Proof: From (2.88), we remove the signum function such as
{Υ(x)}i,j =
(
2
σ2C
)i+j
×
[∫ +∞
0
∫ z
0
t−
1
2 e
− 1
2σ2
R
t
Qs+t−2i+1,t−s
(√
2
σ2C
t,
√
2
σ2C
x
)
× z− 12 e−
1
2σ2
R
z
Qs+t−2j+1,t−s
(√
2
σ2C
z,
√
2
σ2C
x
)
dtdz
−
∫ +∞
0
∫ +∞
z
t−
1
2 e
− 1
2σ2
R
t
Qs+t−2i+1,t−s
(√
2
σ2C
t,
√
2
σ2C
x
)
× z− 12 e−
1
2σ2
R
z
Qs+t−2j+1,t−s
(√
2
σ2C
z,
√
2
σ2C
x
)
dtdz
]
(A.1)
Using the series representation of the Nuttall Q-function [94, eq. (5)], i.e.,
Q2c+k+1,k(a, b) =
∞∑
l=0
a2l+ke−
a2
2 Γ
(
c+ k + l + 1, b
2
2
)
l!Γ(k + l + 1)2l−c
(A.2)
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we have
{Υ(x)}i,j =
(
2
σ2C
)i+j+t−s
×
[ ∞∑
l=0
Γ
(
t− i+ l + 1, 1
σ2C
x
)(
2
σ2C
)l
l!Γ(t− s+ l + 1)2l+i−s
×
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m=0
Γ
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t− j +m+ 1, 1
σ2C
x
)(
2
σ2C
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2 e−σ
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]
.
(A.3)
In both incomplete integrals, we identify the the lower- and upper-
incomplete gamma functions. After some simplifications, we have
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{Υ(x)}i,j =
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x
)
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∞∑
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σ2C
x
)(
2
σ2C
)m
m!Γ(t− s+m+ 1)2m+j−s∫ +∞
0
zm+
t−s−1
2 e−σ
2
eqzΓ
(
l +
t− s+ 1
2
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The remaining integrals of incomplete gamma functions can be compute
thanks to [38, eq. (6.455.1)] and [38, eq. (6.455.2)], and after some simplifica-
tions we have,
{Υ(x)}i,j =22s−i−j
(
2
σ2C
)i+j−1
(σCσeq)
2s−2t−2
×
[ ∞∑
l=0
Γ
(
t− i+ l + 1, 1
σ2C
x
)
(σeqσC)
−2l
l!Γ(t− s+ l + 1)2l
×
∞∑
m=0
Γ
(
t− j +m+ 1, 1
σ2C
x
)
(σeqσC)
−2m
m!Γ(t− s+m+ 1)2m
× Γ(l +m+ t− s+ 1)
(
2F1
(
1, l +m+ t− s+ 1, l + t−s+3
2
, 1
2
)
l + t−s+1
2
− 2F1
(
1, l +m+ t− s+ 1,m+ t−s+3
2
, 1
2
)
m+ t−s+1
2
)]
.
(A.5)
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Using (2.10) we finally obtain the result. 
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Appendix B
Resumen en Castellano
B.1 Prefacio
Según la normativa española, se puede escribir la memoria de la tesis com-
pletamente en inglés para solicitar la mención "Doctor Internacional". Sin
embargo, se requiere escribir un breve resumen (de al menos cinco mil pal-
abras) en castellano. Se ha de tener en cuenta que este anexo no es el propio
manuscrito de la tesis, sino que es sólo un resumen para mostrar los resulta-
dos más relevantes.
B.2 Introducción y Motivación
Las variables aleatorias (VAs) gaussianas complejas son ampliamente uti-
lizadas para modelar fluctuaciones aleatorias en diferentes áreas, como la
óptica [1], la física nuclear [2], el procesamiento de señal [3], [4], y las co-
municaciones inalámbricas [5], por nombrar algunas. En todas estas áreas,
se suele suponer (por lo general implícitamente) que estas VAs son circular-
mente simétricas, es decir, con igual varianza en sus partes real e imaginaria.
Esta suposición realmente simplifica el análisis de una multitud de proble-
mas a expensas de disminuir la exactitud de los resultados.
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Sin embargo, hay muchos otros casos en los que el supuesto de circulari-
dad es incluso inapropiado. En óptica, la rugosidad de las superficies trans-
misoras o reflectoras afecta desigualmente las varianzas de las partes real e
imaginaria del campo lejano de la componente dispersiva, que ya no puede
ser modelada con VAs gaussianas circularmente simétricas [6], [7]. En física
nuclear, el estudio de los espaciamientos de los saltos energéticos requiere el
análisis de matrices aleatorias Gaussianas no-circularmente simétricas (o im-
propias) [8]. En el procesamiento de señal, el desequilibrio entre las ramas en
fase y en cuadratura (I/Q) debido a desajustes I/Q hace que la señal recibida
sea impropia [9]. En las comunicaciones inalámbricas, los modelos gaus-
sianos subyacentes no-circularmente simétricos son convenientes cuando un
ensombrecimiento severo o un fuerte centelleo ionosférico están presentes en
las comunicaciones móviles por satélite e inter-satélite [5], [10], [11].
A pesar del gran número de aplicaciones, el análisis de los modelos no-
circularmente simétricos es mucho más escaso que el de los circularmente
simétricos. Considerar un desequilibrio entre partes real e imaginaria pre-
senta un desafío significativo ya que las propiedades clásicas de variable
aleatoria son a menudo no aplicables.
En este contexto, el objetivo principal de esta tesis es simplificar el análisis
de modelos derivados de VAs gaussianas no-circularmente simétricas en un
contexto de comunicación inalámbrica. Particularmente, esta tesis establece
nuevas conexiones estadísticas entre los modelos de desvanecimiento no-
circularmente simétricos y auquellos que son circularmente simétricos. Éstos
se emplearán para estudiar el rendimiento de los sistemas single-input single-
output (SISO) y multiple-input multiple-output (MIMO) sujetos a desvanec-
imientos que consideran un desequilibrio entre las componentes en fase y
en cuadratura de la señal.
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B.3 Unificando los Modelos κ-µ y η-µ
Esta sección demuestra que la distribución κ-µ con ensombrecimiento unifica
el conjunto de modelos clásicos de desvanecimiento asociados con la dis-
tribución κ- µ, y sorprendentemente, también unifica el conjunto de modelos
clásicos de desvanecimiento asociados Con la distribución mbox η-µ. Par-
ticularmente, revela que el modelo de Nakagami-q se puede obtener como
un caso particular del modelo Rician con ensombrecimiento propuesto en
[65], lo que puede parecer contraintuitivo a primera vista. Se propone un
método novedoso para derivar las distribuciones Nakagami- q y η-µ que
consiste en utilizar el fenómeno de ensombrecimiento de las componentes
dominantes para recrear un desequilibrio de potencia entre las partes real
e imaginaria de las componentes difusas. Esta conexión, que aquí se pro-
pone por primera vez en la literatura, tiene implicaciones importantes en la
práctica: en primer lugar, y en contra de la creencia común, muestra que los
modelos κ-µ y η-µ están conectados. Por lo tanto, podemos estudiar conjun-
tamente dichos modelos usando un enfoque común en lugar de por sepa-
rado. Además, implica que al derivar cualquier métrica de rendimiento para
el modelo de desvanecimiento κ-µ con ensombrecimiento, en realidad esta-
mos resolviendo el mismo problema para la distribución κ-µ y, lo que es más
importante, para la distribución η-µ sin costo adicional.
Aprovechando nuestro enfoque novedoso, también derivamos aquí ex-
presiones asintóticas simples y de forma cerrada para la capacidad ergódica
de sistemas de comunicación que operan bajo un desvanecimiento κ-µ con
ensombrecimiento en el régimen de relación señal-ruido alta, pudiendo ser
evidentemente empleado para las distribuciones κ-µ y η-µ. A diferencia de
los análisis exactos disponibles en la literatura que requieren el uso de las
funciones Meijer G univariables y bivariables, nuestros resultados permiten
una mejor comprensión de los efectos de los parámetros de desvanecimiento
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en la capacidad.
B.3.1 Modelo κ-µ con Ensombrecimiento
El modelo κ-µ con ensombrecimiento fue definido por primera vez por Paris
en [52] como una generalización natural del modelo popular κ-µ original-
mente propuesto por Yacoub en [29]. La diferencia con respecto al modelo
κ-µ aparece en la componente dominante de cada clúster, que ya no es deter-
minista y puede fluctuar aleatoriamente debido al fenómeno de ensombrec-
imiento. Las expresiones cerradas para la función densidad de probabilidad,
la función de distribución y la función generadora de momentos de la en-
volvente de potencia de señal se obtuvieron en [52] y se validaron mediante
simulaciones de tipo Monte-Carlo y mediciones de campo en el contexto de
canales acústicos subacuáticos.
La función densidad de probabilidad del modelo κ-µ con ensombrec-
imiento viene dada por la siguiente expresión cerrada [52]:
fγ(γ) =
µµmm(1 + κ)µ
Γ(µ)γ¯(µκ+m)m
(
γ
γ¯
)µ−1
e−
µ(1+κ)γ
γ¯
1F1
(
m;µ;
µ2κ(1 + κ)
µκ+m
γ
γ¯
)
(B.1)
donde γ es la relación señal-ruido instantánea y γ¯ es su media.
B.3.2 Distribución κ-µ y sus Casos Particulares
La distribución κ-µ se emplea en entornos donde la componente difusa para
cada clúster puede ser modelada con una variable aleatoria circularmente
simétrica. La derivación de la distribución κ-µ a partir de la distribución κ-µ
con ensombrecimiento se puede realizar tomando el límite m→∞ en (B.1) y
aplicando las siguientes propiedades
lim
a→∞ 1
F1
(
a; b;
1
a
z
)
= 0F1
(
b; z
)
(B.2)
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lim
a→∞
(
1 +
1
a
x
)−a
= e−x. (B.3)
En realidad, la distribución κ-µ se obtiene eliminando completamente el
sombreado de cada componente dominante, lo que puede hacerse tomando
m → ∞, de manera que la componente dominante de cada clúster se con-
vierta en determinista. A medida que el parámetro m crece, la distribución
de cada componente dominante se comprime gradualmente y, en el límite
m→∞, se convierte en una función delta de Dirac. Por lo tanto, el modelo se
define por una variable aleatoria compleja gaussiana circularmente simétrica
con una media no nula en cada clúster, de modo que obtenemos el modelo
κ-µ, mientras que en el caso de que µ = 1 se obtiene el modelo de Rician con
ensombrecimiento.
A su vez, el modelo subyacente de Nakagami- m puede derivarse del
modelo κ-µ con ensombrecimiento cuando κ → 0 en (B.1) y aplicando la
propiedad
lim
c→0 p
Fq (a1 . . . ap; b1 . . . bq; cz) = 1. (B.4)
Al tender κ → 0, eliminamos todas los componentes dominantes del
modelo, independientemente del valor del parámetro de ensombrecimeinto
m, de modo que sólo tenemos componentes de dispersión en cada clúster, es
decir, obtenemos un modelo que sigue una distribución de Nakagami-m o
uno de sus casos particulares, es decir el modelo Rayleigh o el modelo gaus-
siano unilateral, dependiendo del valor de µ.
B.3.3 Distribución η-µ y sus Casos Particulares
Las distribuciones de Nakagami- q (Hoyt) y η-µ se emplean en entornos de
propagación donde las componentes difusas son no uniformes y pueden ser
modeladas por varaibles gaussianas elípticas (o no-circularmente simétricas).
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A primera vista, este escenario no parece encajar con el modelo κ-µ con en-
sombrecimiento. Sin embargo, podemos dar una interpretación diferente a
los componentes del clúster de este modelo: pueden interpretarse como un
conjunto de ondas difusas uniformes con medias aleatorias. Estas fluctua-
ciones aleatorias en las medias, que son diferentes para cada clúster, son re-
sponsables de modelar la no homogeneidad del entorno considerado en [29]
y finalmente rompen la simetría circular del modelo. Debemos resaltar que
una conexión similar se presentó recientemente en [23], donde se mostró que
la distribución de una variable Nakagami- q se comporta como una distribu-
ción Rayleigh con una potencia media aleatoriamente variable.
La simetría circular del modelo se puede romper fijando m = µ/2. La dis-
tribución η-µ surgiría como un caso particular de la distribución más general
κ-µ con ensombrecimiento, donde el parámetro η = 1/(2κ+1). Este es uno de
los principales resultados de esta tesis. Obsérvese que cuandom = µ/2 = 0.5,
se obtiene el modelo de Nakagami- q con el parámetro q =
√
1/(2κ+ 1) ya
que η = q2 para el modelo η-µ con formato 1 [29] 1. Por lo tanto, el modelo
de Nakagami- q puede obtenerse del modelo Rician con ensombrecimiento
propuesto en [65] estableciendo m = 0.5.
Aunque una interpretación de este resultado no es directa, está claro,
desde un punto de vista matemático, que si fijamos el parámetrom a la mitad
del valor del número de clúster µ en el modelo κ-µ µ con ensombrecimiento2.
Una vez fijado m, el número de grados de libertad del modelo resul-
tante se reduce en uno y se establece la siguiente relación bi-única entre los
parámetros κ y η,
κ =
1− η
2η
. (B.5)
1El modelo η- µ es simétrico para η ∈ [0, 1] y η ∈ [1,∞]. Se tiene q = √η o q = 1/√η
dependiendo del intervalo.
2Se ha de subrayar el hecho de que el número de clusters en el modelo κ - µ, y por lo tanto
en el modelo κ-µ shadowed, es µ, mientras que 2µ es el número de clusters en el modelo η-µ
model [29].
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Esta relación matemática entre κ y η sólo tiene un claro significado físico en
los casos límite del rango donde κ varía. Para κ = 0, se obtiene η = 1 a partir
de (B.5), que en realidad corresponde al caso Rayleigh cuando sólo hay un
cluster. Para κ → ∞, se obtiene η = 0 de la (B.5), que es el caso gaussiano
unilateral cuando de nuevo tenemos un clúster. Mientras, como se ha visto
antes, el modelo κ-µ se obtiene eliminando totalmente la aleatoriedad de las
componentes dominantes, este no es el caso para el modelo η-µ.
El modelo de Nakagami- m se puede deducir también con un método
similar, es decir, sin eliminar directamente la componente dominante.
Si m = µ, se obtiene la distribución Nakagami-m a partir de (B.1) gracias
a la propiedad
1F1
(
a; a; z
)
= ez. (B.6)
Obsérvese que al establecer m = µ, se transforma las componentes domi-
nantes aleatorias del modelo presentado en [52] en componentes difusas. En
cierta manera, se está agregando dos variables aleatorias gaussianas juntas
en cada clúster, lo que directamente conduce a una variable aleatoria gaus-
siana equivalente, de modo que los modelos gaussiano unilateral, Rayleigh
o Nakagami- m se obtienen dependiendo del número de clusters µ consider-
ado.
La tabla B.1 resume todos los modelos que se derivan del modelo κ-µ con
ensombrecimiento, donde los parámetros de éste se subrayan por razones de
claridad. Cuando los parámetros del modelo κ-µ con ensombrecimiento se
fijan a algunos valores positivos reales específicos o tienden a ciertos límites
específicos, podemos obtener todos los modelos centrales clásicos, es decir,
los modelos Rayleigh, gaussiano unilateral, Nakagami- q y Nakagami- m,
así como el modelo clásico no central de Rician, y sus generalizaciones más
populares, los modelos Rician con ensombrecimiento, κ-µ y η-µ.
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TABLE B.1: Modelos Clásicos y Generalizados Derivados a par-
tir del Modelo κ-µ con Ensombrecimiento
Channels κ-µ Shadowed Parameters
One-sided Gaussian a) µ
¯
= 0.5, κ
¯
→ 0
b) µ
¯
= 0.5, m
¯
= 0.5
Rayleigh
a) µ
¯
= 1, κ
¯
→ 0
b) µ
¯
= 1, m
¯
= 1
Nakagami-m
a) µ
¯
= m, κ
¯
→ 0
b) µ
¯
= m, m
¯
= m
Nakagami-q (Hoyt) µ
¯
= 1, κ
¯
= (1− q2)/2q2, m
¯
= 0.5
Rician with parameter K µ
¯
= 1, κ
¯
= K, m
¯
→∞
κ-µ µ
¯
= µ, κ
¯
= κ, m
¯
→∞
η-µ µ
¯
= 2µ, κ
¯
= (1− η)/2η, m
¯
= µ
Rician shadowed µ
¯
= 1, κ
¯
= K, m
¯
= m
Es notable que hay dos maneras de derivar los modelos gaussiano unilat-
eral, Rayleigh y Nakagami- m, dependiendo de si se usan los enfoques de las
secciones B.3.2 o B.3.3.
B.3.4 Analisis de la Capacidad Ergódica
La caracterización de la capacidad ergódica de canales sujetos a desvanec-
imientos, definida como
C¯[bps/Hz] ,
∫ +∞
0
log2(1 + γ)fγ(γ)dγ, (B.7)
donde γ is relación señal-ruido instantánea en el transmisor, ha levantado
gran interés a lo largo de varias décadas [74]–[77]. Mientras que para sis-
temas que sufren desvanecimientos de tipo Rayleigh es posible obtener ex-
presiones relativamente sencillas y con forma cerrada para la capacidad
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ergódica, la consideración de modelos más generales conlleva la obtención
de expresiones muy complciadas que normalmente requieren el empleo de
funciones especiales como la funciones Meijer G[25], [77], [78].
Con el fin de superar los problemas que se derivan de la caracterización
exacta de la capacidad de un canal κ-µ con ensombrecimiento debido a su
complicada forma cerrada [78], parece más conveniente analizar el régimen
de alta relación señal-ruido. En esta situación, la capacidad ergódica puede
ser aproximada por [53, ecuación (8)]
C¯(γ¯)|γ¯⇑ = log2(γ¯)− L, (B.8)
que es asintoticamente exacta and donde L is a constante independiente of la
relación señal-ruido media y puede ser dada por
L = − log2(e)
d
dt
E[γt]
γ¯t
∣∣∣
t=0
. (B.9)
El parámetro L puede interpretarse como la pérdida de capacidad con re-
specto al caso en el que el canal sólo introduce ruido aditivo blanco gaussiano
(AWGN), ya que la presencia de desvanecimiento causa L > 0. Cuando no
hay desvanecimiento, L = 0 y esto se reduce al bien conocido resultado de
Shannon. Usando este enfoque, derivamos una simple expresión de forma
cerrada para la capacidad asintótica de canales κ-µ con ensombrecimiento, y
esto es un nuevo resultado en la literatura.
La capacidad ergódica de un enlace sin cables que sufre desvanecimientos
con distribución κ-µ con ensombrecimiento puede ser acotada inferiormente
con precisión en el régimen de alta relación señal-ruido por
C¯κµm(γ¯)|γ¯⇑ = log2(γ¯)− Lκµm, (B.10)
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donde log2(·) es el logaritmo binario y Lκµm puede expresarse como
Lκµm =− log2(e)ψ(µ)− log2
( µκ+m
µm(1 + κ)
)
+ log2(e)
κ(µ−m)
µκ+m
×3 F2
(
1, 1, µ−m+ 1; 2, µ+ 1; µκ
µκ+m
)
.
(B.11)
Nótese que cuando µ = 1, se obtiene la capacidad ergódica del canal
Rician con ensombrecimiento propuesto en [65].
A diferencia del análisis exacto en [78], que requiere la evaluación de una
función Meijer G bivariable, este resultado proporciona una expresión en
forma cerrada muy simple para la capacidad en el régimen de alta relación
señal-ruido. Además, puesto que los modelos κ-µ y η-µ son casos particu-
lares de la distribución κ-µ con ensombrecimiento, obtener la capacidad en
estos escenarios se puede realizar sin la necesidad de evaluar una suma in-
finita de funciones Meijer G como en trabajo presentado en [25]. Esto se
declara formalmente de la forma siguiente.
En alta relación señal-ruido, la capacidad ergódica de un canal κ-µ puede
ser acotada inferiormente con precisión por
C¯κµ(γ¯)|γ¯⇑ = log2(γ¯)− Lκµ, (B.12)
donde Lκµ puede expresarse como
Lκµ =− log2(e)ψ(µ) + log2(µ) + log2(1 + κ)
− κ log2(e)2F2
(
1, 1; 2, µ+ 1;−µκ
)
.
(B.13)
(B.13) se deriva applicando el límite m → ∞ en (B.11), de forma que la
función 3F2(·) collapsa en una función hypergeométrica 2F2(·) puesto que
lim
c→∞ 3
F2(a1, a2, c; b1, b2; z
c
) = 2F2(a1, a2; b1, b2; z). (B.14)
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En alta relación señal-ruido, la capacidad ergódica de un canal η-µ puede
ser acotada inferiormente con precisión por
C¯ηµ(γ¯)|γ¯⇑ = log2(γ¯)− Lηµ, (B.15)
donde Lηµ puede expresarse como
Lη-µ =− log2(e)ψ(2µ) + log2(µ) + log2(1 + η)
+ log2(e)
(1− η)
2
3F2
(
1, 1, µ+ 1; 2, 2µ+ 1; 1− η). (B.16)
Se ha obtenido la capacidad asintótica de un canal η-µ a partir de (B.11)
fijando m
¯
= µ, µ
¯
= 2µ and κ
¯
= (1− η)/(2η) como indica la Tabla B.1.
Por lo tanto, las expresiones de las capacidades asintóticas para canales
κ-µ y η-µ han sido deducidas conjuntamente del resultado en (B.10), que
son también nuevos resultados. Además, derivar la capacidad asintótica del
canal κ-µ con ensombrecimiento no ha sido más difícil que derivar las capaci-
dades asíntóticas de los canales κ-µ o η-µ directamente, ya que los momen-
tos de sus relaciones señal-ruido instantáneas se pueden expresar, como en el
caso κ-µ con ensombrecimiento, en términos de una función hipergeométrica
de tipo Gauss [29]. Así, se han matado dos (en realidad tres) pájaros con un
mismo tiro.
Usando las equivalencias en la tabla B.1, se pueden obtener expresiones
aún más simples para los modelos clásicos de desvanecimiento, que se re-
ducen a los resultados existentes en la literatura, para Nakagami-m [53], Ri-
cian [72] y Hoyt [23]. Por razones de claridad, omitimos las derivaciones di-
rectas del resto de capacidades asintóticas. En su lugar, resumimos en la tabla
B.2 las pérdidas de capacidad con respecto al canal AWGN en el régimen de
alta relación señal-ruido, donde Γ(a, b) es la función gamma incompleta y γe
es la constante de Euler-Mascheroni, es decir, γe ≈ 0.5772. También es no-
table que, por primera vez, se presenta la expresión de capacidad asintótica
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TABLE B.2: Pérdida de Capacidad Ergódica en alta relación
señal-ruido para Diferentes Canales
Channels Ergodic capacity loss (L) [bps/Hz]
One-sided Gaussian 1 + γe · log2(e) ≈ 1.83
Rayleigh γe · log2(e) ≈ 0.83
Nakagami-m log2(m)− log2(e)ψ(m)
Nakagami-q (Hoyt) 1 + γe · log2(e) + log2
(
1+q2
(1+q)2
)
Rician with parameter K log2(1 + 1/K)− log2(e)Γ(0, K)
κ-µ − log2(e)ψ(µ) + log2(µ) + log2(1 + κ)
−κ log2(e)2F2
(
1, 1; 2, µ+ 1;−µκ
)
− log2(e)ψ(2µ) + log2(µ)
η-µ + log2(1 + η) + log2(e)
(1−η)
2
×3F2
(
1, 1, µ+ 1; 2, 2µ+ 1; 1− η)
γe · log2(e)
Rician shadowed − log2
(
K+m
m(1+K)
)
+ log2(e)
K(1−m)
K+m
×3F2
(
1, 1, 2−m; 2, 2; K
K+m
)
del Rician con ensombrecimiento propuesto en [65], que no es más que un
caso particular del modelo κ-µ sombreado cuando µ = 1.
B.3.5 Resultados Numéricos
Es importante estudiar la evolución de la pérdida de capacidad para los mod-
elos de desvanecimiento κ-µ con ensombrecimiento, κ-µ y η- µ con respecto al
caso AWGN. Subrayamos el hecho de que los diferentes valores paramétricos
aquí presentados no provienen de canales prácticos reales, sino que permiten
verificar las expresiones teóricas.
Dependiendo de las condiciones de propagación, los parámetros κ y µ
pueden tomar valores muy diferentes [52], [67], [79]–[81]. Por ejemplo, en
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algunos escenarios de comunicación acústica subacuática [79], los parámet-
ros del canal κ ∈ [0.03− 9.56], µ ∈ [0.90− 1.27] y m ∈ [1.32− 18.01], mientras
que en algunos escenarios de comunicación body-centric [67], [80], [81], se
tiene κ ∈ [1.08− 481], µ ∈ [0.01− 3.22] y m ∈ [0.04− 2876].
En las Fig. 4.1 y Fig. 4.2, se representan las expresiones analíticas exactas
de la capacidad ergódica de modelos de desvanecimiento clásicos y gener-
alizados, respectivamente, que están disponibles en la literatura [25], [78], y
los comparamos con la expresión analítica asintótica obtenida en (B.10).
Obsérvese que todos los modelos convergen con precisión a sus valores
asintóticos, permaneciendo por debajo del límite de Shannon, es decir, la ca-
pacidad del canal AWGN. Por lo tanto, la expresión de la capacidad ergódica
asintótica derivada anteriormente para el modelo κ-µ con ensombrecimiento
se valida aquí con las expresiones correspondientes de los modelos gaussiano
unilateral, Rayleigh, Nakagami- m, Nakagami- q, Rician, Rician con ensom-
brecimiento, κ-µ y η-µ.
En las figuras 4.3-4.6, se muestra la evolución de la pérdida de capacidad
asintótica L, definida en (B.9), del canal κ-µ con ensombrecimiento cuando
m crece. Téngase en cuenta que esta métrica no depende de la relación señal-
ruido promedio recibida γ¯. Cuando el ensombrecimiento no es despreciable,
es decir, en las figuras 4.3-4.5, tener más potencia en las componentes domi-
nantes no siempre mejora la capacidad ergódica, sino que a veces eleva con-
siderablemente la pérdida de capacidad, especialmente para un gran número
de clusters. Cuando m ≥ 20, es decir, en la Fig. 4.6, el efecto del ensombrec-
imiento se puede despreciar y el modelo en realidad tiende al modelo κ-µ,
donde un aumento en la potencia de los componentes dominantes es obvia-
mente favorable para la capacidad del canal. Por lo tanto, recibir más poten-
cia a través de los componentes dominantes no siempre aumenta la capaci-
dad en presencia de ensombrecimiento. Se observan dos comportamientos
diferentes en la evolución de pérdida de capacidad con respecto al parámetro
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κ. Cuando m < µ, el aumento del parámetro κ es perjudicial para la capaci-
dad. Por el contrario, cuandom > µ la capacidad se mejora a medida que κ se
incrementa, es decir, en presencia de una componente dominante más fuerte.
En el caso límite de m = µ, se comprueba que la pérdida de capacidad es
independiente de κ. Ésto se puede explicar de la forma siguiente. Supóngase
que las componentes difusas y dominantes con ensombrecimiento en cada
clúster son variables aleatorias gaussianas complejas, que es el caso más sim-
ple posible a considerar cuando m = µ. Se obtendrá una variable aleatoria
gaussiana equivalente cuya potencia no se ve afectada por el parámetro κ.
Para m > µ, el modelo κ-µ con ensombrecimiento puede ser aproximado por
el modelo κ-µ para un parámetro m suficientemente alto, como muestra la
Tabla B.1. En este caso, es fácil comprender que un aumento del parámetro
κ implica la disminución de las pérdidas de capacidad asintótica, ya que una
mayor potencia de las componentes dominantes implica mejorar la capaci-
dad del canal κ-µ. Por el contrario, cuando m < µ, la observación anterior
puede parecer contraintuitiva a primera vista. Considérese el caso particular
donde m = µ/2, que coincide con el caso de desvanecimiento de tipo η-µ.
En ese caso, incrementar el parámetro κ implica aumentar la asimetría de las
variables aleatorias subyacentes gaussianas no-circularmente simétricas del
modelo, lo que degrada la capacidad. Para el resto de casos donde m < µ, se
puede hacer una justificación similar.
También se observa que la pérdida de capacidad disminuye a medida
que µ crece, ya que tener un mayor número de clusters reduce la severidad
de desvanecimiento de los efectos de propagación a pequeña escala.
Por último, las Fig. 4.7 y Fig. 4.8 representan la pérdida de capacidad
ergódica asintótica para los modelos de desvanecimiento κ-µ y η-µ, respecti-
vamente. Se observa que la Fig. 4.7 es bastante similar a la Fig. 4.6 porque,
como se mencionó anteriormente, el modelo κ-µ con ensombrecimiento con
m ≥ 20 puede ser aproximado por el modelo κ-µ. En la Fig. 4.8, se observa
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que, independientemente del número de clusters 2µ, hay un mínimo en la
pérdida de capacidad de canal en η = 1 que divide en dos partes simétri-
cas, como se esperaba, el comportamiento del desvanecimiento. También
se puede observar que en la Fig. 4.8 se ha especificado los casos límite para
η → 0 y η → ∞. Cuando µ = 0.5, el modelo η-µ colapsa en el modelo gaus-
siano unilateral para η = 0 o η → ∞, mientras que para η = 1 colapsa en el
modelo Rayleigh. Cuando µ = 1, el modelo η-µ se reduce al caso Rayleigh
para η = 0 o η →∞. Esto se muestra en la figura incluyendo también los val-
ores de pérdida de capacidad de los canales Rayleigh y gaussiano unilateral
con líneas punteadas y discontinuas horizontales, respectivamente.
B.3.6 Conclusiones
Se ha demostrado que el modelo κ-µ con ensombrecimiento unifica las dis-
tribuciones κ-µ y η-µ. Con una interpretación de variables subyacentes gaus-
sianas novedosa del efecto de ensombrecimiento en las componentes domi-
nantes, se ha demostrado que el modelo κ-µ con ensombrecimiento también
puede ser empleado en escenarios en los que las componentes difusas son
modeladas con variables aleatorias gaussianas complejas no-circularmente
simétricas, lo que da a la distribución κ-µ con ensombrecimiento una mayor
flexibilidad para modelar diferentes condiciones de propagación que las
alternativas existentes cuando se opera en entornos inalámbricos. Por lo
tanto, el modelo κ-µ con ensombrecimiento unifica todos los modelos clási-
cos de desvanecimiento, es decir, los canales gaussiano unilateral, Rayleigh,
Nakagami- m, Nakagami- q y Rician, y sus generalizaciones, los modelos κ-
µ, η-µ y Rician con ensombrecimiento. Se han deducido nuevas expresiones
sencillas en forma cerrada para evaluar la capacidad ergódica en el régimen
de alta relación señal-ruido para el modelo κ-µ con ensombrecimiento, y por
lo tanto, usando la conexión aquí desvelada, para los modelos κ-µ, η- µ y
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Rician con ensombrecimiento, dándose una visión clara de cómo afectan los
parámetros de desvanecimiento en la mejora o degradación de la capacidad.
Como comentario final, se puede pensar si el nombre de la distribución
κ-µ con ensombrecimiento sigue siendo apropiado para este modelo, ya que
su flexibilidad trasciende las características originales presentadas en [52].
B.4 Máximo Autovalor de Matrices de tipo
Wishart no-Circularmente Simétricas
La distribución del máximo autovalor de las llamadas matrices aleatorias de
tipo Wishart juega un papel importante en una amplia gama de aplicaciones,
incluyendo la detección de señales [95], el modelado de desvanecimiento
[45] y el análisis de componentes principales [4]. A pesar de la rica carac-
terización de las conocidas matrices Wishart complejas y reales, los resulta-
dos para modelos de tipo Wishart generados a partir de matrices Gaussianas
complejas no-circularmente simétricas son mucho más escasos. En particu-
lar, se distinguen las matrices hermitianas de la forma:
W =

XX†, p ≤ n
X†X, p > n
(B.17)
donde X ∈ Cp×n tiene entradas gaussianas complejas independientes e idén-
ticamente distribuidas (i.i.d.) con Re({X}i,j) ∼ N (0, σ2Re) y Im({X}i,j) ∼
N (0, σ2Im), es decir, con variances arbitrarias en sus partes real e imaginaria,
y donde Re({X}i,j) y Im({X}i,j) son mútuamente independentes.
El modelo en (B.17) se ha referido como el conjunto cruzado entre los
ensembles unitarios (LUE) y ortogonales (LOE) de Laguerre [26]. Cuando am-
bas varianzas son iguales, es decir, σ2Re = σ
2
Im, W es una matriz de Wishart
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compleja central (LUE); Cuando una de las varianzas es cero, W es una ma-
triz Wishart real central (LOE). Conjuntos intermedios similares han sido un
tema de interés en el contexto de ensembles gaussianos (no de tipo Wishart),
es decir, GUE y GOE, con aplicaciones al estudio de los espaciamientos de
niveles de energía en física nuclear [8].
Con aplicaciones al modelado de desvanecimiento, las obras de [28] y
[26] hicieron un progreso inicial para caracterizar el conjunto intermedio de
tipo Wishart de (B.17). En [28], el análisis se limita a una matriz X 2 × 2 y
la función densidad de probabilidad conjunta (jpdf) de los valores propios
de W se da en una forma muy complicada que implica seis integrales. En
[26], la jpdf de los autovalores se deriva para dimensiones arbitrarias usando
propiedades de movimiento brownianas con una variable ficticia de tiempo
que está relacionada con la relación entre las varianzas σ2Re y σ
2
Im. Sin em-
bargo, esta expresión sigue siendo complicada y no permite ningún análisis
más profundo. La complejidad y escasez de resultados para el modelo en
(B.17) se deben principalmente al desafío que plantea un perfil de varianza
asimétrico, que hace que las propiedades clásicas de matriz aleatoria ya no
sean aplicables. En particular, a pesar de su interés interdisciplinario, los
resultados para el máximo autovalor no están disponibles hasta ahora, ni
siquiera para una matriz X de dimensiones 2× 2, y las implicaciones de este
perfil de varianza asimétricos permanecen en gran medida desconocidas.
En esta sección, se propone un nuevo enfoque para caracterizar el máx-
imo autovalor de W para dimensiones arbitrarios de p, n. Al aprovechar una
nueva conexión estadística entre W y la bien conocida matriz de Wishart
compleja no central, se deriva una expresión exacta y una expansión asin-
tótica (en la cola) para la distribución del máximo autovalor, que propor-
ciona nuevas conclusiones sobre los efectos del perfil asimétrico de varianza
de X. Después, se utilizarán estas expresiones para estudiar el rendimiento
de los sistemas de comunicación MIMO sujetos al desvanecimiento de tipo
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Nakagami- q (Hoyt), en un contexto similar al de los trabajos en [26], [28].
En particular, los resultados analíticos que aquí se muestran explicarán el
impacto del parámetro de desvanecimiento q sobre la probabilidad y la ca-
pacidad de outage de los sistemas MIMO con maximal ratio combining (MIMO-
MRC).
Se debe señalar que parte del trabajo presentado en este capítulo se ha
realizado en colaboración con Matthew R. McKay, durante mi estancia en
HKUST.
B.4.1 Distribución del Máximo Autovalor de W
En el modelo (B.17), resulta conveniente reescribir X como
X = XC + XR (B.18)
donde las matrices XC ∈ Cp×n y XR ∈ Rp×n son mútuamente independientes
con media cero y entradas i.i.d.. Las entradas {XC}i,j son CN (0, σ2C) circular-
mente simétricas, mientras que {XR}ij ∼ N (0, σ2R), con las correspondencias:
σ2C = 2σ
2
Im , σ
2
R = σ
2
Re − σ2Im . (B.19)
Esta redefinición (B.17) facilitará el subsecuente análisis. Hay que destacar
que, aunque (B.18) impone σRe ≥ σIm, esto no implica ninguna pérdida de
generalidad, puesto que remplazar σRe por σIm y viceversa no affecta los es-
tadísticos de los autovalores de W.
Sean s = min(p, n), t = max(p, n) y W definida en (B.17). Cuando
σ2C = 0 ó σ
2
R = 0, W collapsa una matrix Wishart (real or compleja) central,
cuyas propiedades se conocen ampliamente. No obstante, cuando ambas
σC , σR > 0, la matriz se desvía de estos modelos clásicos, y la caracterización
estadística se vuelve un reto más difícil.
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La clave para abordar el problema es utilizar un método de “condicionar
y promediar” que permite conectar las propiedades estadísticas de la ma-
trix W con aquellas de la matrices Wishart no centrales, haciendo uso de
los resultados de estas últimas. Específicamente, defínase WR = XRX
†
R si
p ≤ n o WR = X†RXR en cualquier otro caso. Cuando se condiciona
a la matriz WR ∈ Rs×s, W sigue una distribución de Wishart compleja
no central con t grados de libertad y matriz de descentralidad WR, i.e.,
W|WR ∼ CW(t, σ2CIs,WR). La distribución del máximo autovalor de W
puede ser obtenida promediando la de W|WR por la de WR, que pertenece
al espacio de matrices reales definidas positivas.
La ventaja principal de este enfoque es que evita la necesidad de inte-
grar directamente la jpdf de autovalores de W. Dicha densidad conjunta
se conoce para s, t arbitrarios [26], sin embargo la expresión es complicada,
involucrando pfaffianos de matrices cuyas entradas contienen series infini-
tas dobles con términos que implican productos de polinomios de Laguerre
generalizados. Como tal, parece difícil calcular la distribución del máximo
autovalor marginalizando la jpdf de autovalares presentada en [26]. A con-
tinuación, explotando la conexión con la matrix Wishart no central, se pro-
porcionan resultados, por primera vez, exactos y asintóticos para la distribu-
ción del máximo autovalor de W.
Considere W definida en (B.17), con σC , σR > 0. La función distribución
del máximo autovalor de W admite
Fφmax(x) =
Pf(Ξ1(x))
Pf(Ξ2)
(B.20)
donde Pf(·) denota la operación matricial pfaffiana, Ξ1(x) es de dimensiones
s× s y con entradas
{Ξ1(x)}i,j =
∫ ∞
0
∫ ∞
0
fi(x, u)fj(x, z)sgn(z − u)dudz (B.21)
134 Appendix B. Resumen en Castellano
donde sgn(·) es la función signo, y
fk(x, y) =
√
e−y/σ2R
(σ2C/2)
2ky
[
Qs+t−2k+1,t−s
(√
2y/σ2C , 0
)
−Qs+t−2k+1,t−s
(√
2y/σ2C ,
√
2x/σ2C
)] (B.22)
donde Q·,·(·, ·) es la función Nuttall Q [40]. La matriz Ξ2 es de dimensiones
s× s con entradas
{Ξ2}i,j =
∫ +∞
0
∫ +∞
0
gi(u)gj(z)sgn(z − u)dudz (B.23)
donde
gk(y) =
√
e−y/σ2R
(σ2C/2)
2ky
Qs+t−2k+1,t−s
(√
2y/σ2C , 0
)
. (B.24)
El cálculo específico de los pfaffianos en (B.20) depende de si la dimensión
s de la matriz es par o impar. En cualquier caso, sin embargo, pueden ser
evaluados como la raíz cuadrada de un determinante [43].
Aunque esta expresión es exacta, no da una idea de cómo se comporta la
distribución del máximo autovalor cuando cambia el desequilibrio de vari-
anza entre las partes real e imaginaria de X. Con esto en mente, se establece
una expansión simplificada de la cola de la distribución en la subsección
siguiente.
B.4.2 Expansión Asintótica en la Cola
Cuando x→ 0,
Fφmax(x) = hs,t a
CW
s,t x
st + o(xst) (B.25)
donde
aCWs,t =
s∏
i=1
(s− i)!
(s+ t− i)! (B.26)
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y
hs,t =
1(
σC
√
2σ2R + σ
2
C
)st . (B.27)
En la expresión anterior, aCWs,t corresponde con el coeficiente de expansión
para el autovalor máximo de una matriz Wishart compleja central [57], [93].
Por lo tanto, en la cola izquierda, el efecto del desbalanceo de potencia de las
componentes real e imaginaria de X se revela claramente, y se desacopla en
la función hs,t en (B.27). La simplicidad de la ecuación es bastante notable,
particularmente cuando se considera la complejidad de la distribución exacta
del máximo autovalor en (B.20), así como la de la distribución conjunta de los
autovalores presentada en [26].
Para interpretar mejor el resultado en (B.25), se expresa la función hs,t en
términos de las varianzas originales σ2Re y σ
2
Im, mientras que se fija la varianza
total como σ2Re + σ
2
Im = 1. Entonces,
hs,t =
1
(4σ2Re(1− σ2Re))st/2
. (B.28)
A partir de (B.28), el factor hs,t se minimiza claramente en el caso “equi-
librado", σ2Re = 1/2, para el cual hs,t = 1, como debería ser. Se observa una
desviación significativa, sin embargo, a medida que las componentes real
e imaginaria se vuelven más desequilibradas en potencia. Es decir, cuanto
mayor es el desequilibrio, más lenta es el decaimiento de la cola izquierda de
Fφmax(x).
B.4.3 Probabilidad y capacidad de outage de sistemas
MIMO-MRC en entornos Nakagami-q (Hoyt)
Aquí se ofrece un ejemplo de aplicación para los resultados previamente
derivados. Considere un enlace de comunicación entre un transmisor,
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equipado con Nt antenas, y un receptor con Nr antenas. El enlace multi-
antena está sujeto a un desvanecimiento de tipo Nakagami- q (Hoyt), típi-
camente asumido en comunicaciones por satélite [5] o, en general, cuando
las condiciones de desvanecimiento son más severas que las de un entorno
Rayleigh. El canal está modelado por H ∈ CNr×Nt con media cero y en-
tradas i.i.d. de la forma {H}i,j , que representan la ganancia compleja en-
tre las antenas de recepción j-ésima e i-ésima, donde Re({H}i,j) ∼ N (0, σ2Re)
y Im({H}i,j) ∼ N (0, σ2Im) son mútuamente independentes, σ2Re = 1/(1 + q2),
σ2Im = q
2/(1 + q2), y q ∈ (0, 1) denota el parámetro de desvanecimiento Hoyt,
que define el desbalanceo de potencia entre parte real e imaginaria de las
componentes del canal. Utilizando la redefinición en (B.18),
H =
√
2q2
1 + q2
HC +
√
1− q2
1 + q2
HR (B.29)
donde las entradas HC son circularmente simétricas CN (0, 1), donde las ma-
trices HR sonN (0, 1). Defínase WH = HH†, siNr ≤ Nt, o WH = H†H en otro
caso.
Supóngase además que el receptor tiene un conocimiento perfecto de la
matriz del canal H mientras que el transmisor, con sólo un conocimiento
parcial, utiliza el conocido principio de beamforming (BF) [15] para enviar
datos con una potencia total fija P . El ruido en cada antena de recepción
se supone independiente calCN(0, 1) y definimos la relación señal-ruido de
transmisión como γ¯ , P . El vector de señal recibido r ∈ CNr puede entonces
expresarse como
r =
√
γ¯Hwx+ n (B.30)
donde x is el símbolo transmitido con E[|x|2] = 1, n es el vector de ruido, y
w es el vector de BF con ||w|| = 1. La detección de x es óptima cuando w
iguala el autovector correspondiente al máximo autovalor de WH y cuando
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el principio de MRC es aplicado a la señal recibida r, que lleva a una relación
señal-ruido post-procesada de [15]
γ = γ¯λmax (B.31)
donde λmax denota el máximo autovalor de WH.
Definiendo γth como la mínima relación señal-ruido requerida para una
comunicación fiable (es decir, con el símbolo x detectado con fiabilidad), la
probabilidad de outage se puede obtener excatamente como
Pout = Pr(γ ≤ γth) = Fφmax
(
γth
γ¯
)
(B.32)
donde σ2C = 2q
2/(1 + q2), σ2R = (1 − q2)/(1 + q2), s = min(Nt, Nr) y t =
max(Nt, Nr).
Para profundizar en el análisis, se aproxima Pout utilizando la caracteri-
zación asintótica de la subsección anterior. En la práctica, es interesante con-
siderar pequeñas probabilidades de outage, esto es pequeños valores de γth/γ¯.
Gracias a (B.25), cuando γth/γ¯ → 0,
Pout ≈ Pˆout = aCWs,t
(
γth
θ(q)γ¯
)st
(B.33)
donde θ(q) = 2q/(1 + q2) y q > 0. Esto revela explícitamente que la ganan-
cia de potencia que se obtiene dirigiendo la señal hacia el mayor autocanal
disminuye a medida que las componentes del canal real e imaginaria sufren
mayor desequilibrio. Específicamente, el efecto de tal desequilibrio puede ser
visto como una reducción en la relación señal-ruido media — con respecto al
caso perfectamente equilibrado (desvanecimiento Rayleigh, q = 1) — por un
factor de θ(q) < 1. La probabilidad de outage se degradada (aumenta) a razón
del factor θ(q)−st, que puede ser aproximado por (2q)−st para q pequeños.
Obsérvese que esta degradación se acentúa exponencialmente a medida que
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aumenta el número de antenas.
La Fig. 5.1 representa la probabilidad de interrupción de sistemas MIMO
2× 2 y 2× 3 en función de la relación señal-ruido media γ¯, operando en tres
condiciones diferentes de desvanecimiento (q = 1, q = 0, 5 y q = 0, 3). Por
cada q, se traza: (i) la probabilidad empírica — obtenida a través de simula-
ciones de tipo Monte-Carlo (106 realizaciones), (ii) la exacta Pout en (B.32) —
donde se calcula Fφmax(x) a partir de (B.20) numéricamente 3, y (iii) la proba-
bilidad de outage asintótica Pˆout en (B.33). Se observa un buen acuerdo entre
los resultados analíticos (exactos) y simulados en todos los casos y, como se
esperaba, el resultado asintótico coincide con el exacto cuando Pout se hace
más pequeño. Como se anticipó, Pout se degrada significativamente a me-
dida que q disminuye, y tal degradación es más pronunciada en el escenario
2 × 3. Incluso para un sistema de doble antena (2 × 2), esta degradación en
γ¯ = 10 dB es aproximadamente un orden de magnitud para el caso q = 0, 3
(90% de la ganancia del canal en la parte real y 10% en la parte imaginaria,
o viceversa) con respecto al caso q = 1 (Rayleigh). Esto es consistente con la
predicción analítica anterior, donde la degradación Pout fue dada por el factor
θ(q)−st cuando γth/γ¯ → 0. Para q = 0.3 y st = 4, este factor es ∼ 10.9.
También es interesante estudiar la capacidad de outage, definida como la
máxima tasa de transmisión (en bits/s/Hz) que se puede garantizar de forma
fiable al menos (1− )× 100% del tiempo, es decir
Rout() = sup
R≥0
(R : Pout(R) < ) (B.34)
3Para calcular (B.21) y (B.23), se usa el método de Gauss-Laguerre, donde las funciones
Nuttall Q son evaluadas a partir de una suma finita de funciones Marcum Q, ya que la suma
de sus órdenes es impar [41].
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donde  es the máximo nivel de outage y Pout(R) es la proabilidad de outage
para una tasa de datos R dada, esto es
Pout(R) ,Pr (log2(1 + γ) ≤ R)
=Fφmax((2
R − 1)/γ¯).
(B.35)
Entonces,
Rout() = log2(1 + γ¯F
−1
φmax
()) (B.36)
donde F−1φmax(·) denota la inversa de la functión Fφmax(·). De nuevo, (B.25) per-
mite aproximar Rout() para valores pequeños de  con una expresión com-
pacta e intuitiva; cuando → 0,
Rout() ≈ Rˆout(, q) = log2
(
1 + θ(q)γ¯
(

aCWs,t
)1/st)
(B.37)
donde, una vez más, se ve claramente el efecto del desvanecimiento a través
del factor aislado θ(q) que, for q < 1, causa una reducción en la relación señal-
ruido “efectiva”. Para ilustrar mejor la degradación de la tasa de outage con
respecto al caso Rayleigh (q = 1), se define una aproximación de la pérdida
de tasa de outage fraccional como
RˆL(%) ≈ Rˆout(, 1)− Rˆout(, q)
Rˆout(, 1)
× 100. (B.38)
La Tabla B.3 la RˆL aproximada junto con la RL exacta, evaluadas a partir
de (B.36) con la inversión numérica de Fφmax(·), para un escenario 2 × 2 con
máximo nivel de outage de  = 10−3 y γ¯ = 10 dB. Los números revelan una
degradación substancial de dicha tasa conforme el valor de q se vuelve más
pequeño, hasta un ∼ 37% de pérdida (q = 0.2).
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TABLE B.3: Pérdida de tasa de datos para un sistema MIMO
2× 2 para γ¯ = 10 dB,  = 10−3
q 0.5 0.4 0.3 0.2
RL 9% 17% 26% 37%
RˆL 9% 18% 27% 43%
B.4.4 Conclusiones
Se ha simplificado el estudio de matrices de tipo Wishart no-circularmente
simétricas, que ha permitido dar, por primera vez, resultados sobre la dis-
tribución del máximo autovalor, conectando los estadísticos de estas matri-
ces y la de las conocidas matrices Wishart complejas no centrales. Aunque
la distribución exacta del máximo autovalor no permite realizar un análisis
profundo del efecto de un perfil asimétrico de potencia entre las partes real e
imaginaria del modelo, la expansión asintótica en la cola traduce claramente
este efecto en un simple factor aislado.
Estos resultados se han aplicado a sistemas MIMO 2× 2 y 2× 3 bajo difer-
entes condiciones de desvanacimiento de tipo Nakagami- q (Hoyt). Se ha
visto que la presencia de un desequilibrio entre las componentes real e imag-
inaria de canal degrada significativamente la probabilidad y la capacidad de
outage. Este efecto se acentúa exponencialmente para un gran número de an-
tenas en ambos lados del transmisor y del receptor. También se ha observado
que los resultados asintóticos, a pesar de ser muy simples, son notablemente
ajustados a los exactos, incluso para casos extremos de desvanacimiento (q
pequeños).
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