Introduction
In recent years there has been great interest in the numerical approximation of the asymptotic structures and invariant sets of dynamical systems. For autonomous dissipative systems, the global attractor is characterised as the largest compact set invariant under the action of the evolution operator, and the set on which all the asymptotic dynamics take place. It is therefore of paramount importance to show that numerical methods can approximate the global attractor of such systems.
The multiplicity of behaviour possible in a global attractor poses a severe test in approximation, and thus in general it cannot be hoped that an arbitrary numerical method will re ect either qualitatively or quantitatively all the features of the underlying dynamical system. Indeed, even when the numerical method itself possesses an attractor, it may di er in several ways from that of the original system. It is well{known that if a single trajectory is approximated over a long time, then the corresponding numerical trajectory can be expected to diverge from the true trajectory. However, if there are qualitative di erences between the numerical and true attractors, a numerical trajectory may reproduce behaviour entirely without counterpart in the underlying system. Examples of this phenomenon are considered, for instance, in the papers of Gri ths and Mitchell 9] and Stuart 32] .
An appreciation of the di culties identi ed in the last paragraph has led to e orts, principally in the context of ODEs, to identify particular structures in the attractor, such as xed points and periodic orbits, and to test whether such structures are preserved by common time discretizations, such as Runge{ Kutta and linear multistep methods. This work has been developed by Iserles et al. in the articles 10], 19{21]. The inheritance of stability properties for periodic orbits has also been studied by investigating the circumstances under which trajectories are approximated in a C 1 sense. For the literature in this area, we refer to 1] for one{step methods, and 6] for multistep methods. In the special case of gradient systems whose attractor decomposes into a nite union of hyperbolically intersecting manifolds, Hale and Raugel 15] have shown, under certain practically meaningful conditions, that the entire attractor may be quantitatively approximated.
The investigations outlined above deal with the more fundamental di culties of asymptotic approximation | that of showing precisely what structure of the attractor is inherited under discretization. Complementary to this work, has been a movement to prove weaker but more global results relating to attractor approximation. Kloeden and Lorenz 24, 25] coined the notion of an attracting set, which is compact and asymptotically stable | an object more general than an attractor | and showed in various contexts that these sets are well approximated under discretization. The construction of the approximating attracting sets is simpli ed and extended to a Banach space setting in 17] . However, the landmark paper in this area was that of Hale, Lin and Raugel 14] , which derived a general approximation result for the attractor itself. Below, we outline this result in the context of time discretizations.
Consider a C 0 {semigroup S(t), de ned on a Banach space X, possessing a local attractor A. ( A global attractor is a fortiori a local attractor, see defn.
4.4; we note that other terminology from the theory of dynamical systems is also de ned in Section 4.) Next, take a family of one{step time{discretizations of S(t), generating a family of maps fS k g, parametrised by the time{step k. Then, for all su ciently small k, under relatively weak conditions on the approximation and compactness properties of the method, there exists a local attractor A k for the semigroup S n k , (the latter is de ned by composition of S k , for n 2 N). In addition, the following convergence result was shown. Given > 0, there exists k 0 ( ) such that for all k 2 (0; k 0 ], A k is within an {neighbourhood of A. This is otherwise called the upper semicontinuity of the sets A k with respect to the parameter k at the value k = 0.
As remarked in 14], the upper semicontinuity of the family fA k g k > 0 does not show that it is a good approximation to A, and we again note that in such generality and under such weak conditions this is not to hoped for. However, the theory does guarantee that this family will be close to A. This implies that, provided the trajectories of S n k remain in a bounded region, their quantitative deviation from some true behaviour of the trajectories of S(t) is restricted as k tends to 0. However, on a small scale, the qualitative behaviour of the fA k g may continue to deviate; also whole regions of A may fail to be approximated in any sense by the attractors of S n k . We conclude that whilst the theory described above does not penetrate into the more thorny problems of attractor approximation, it does provide a unifying structure for other e orts, and yields a good deal of general and practically useful information. This is our motivation for extending the theory of Hale, Lin and Raugel to the case of multistep time discretizations of S(t).
There are several ways in which one might try to do this, and in the case of backward di erence approximations to a Galerkin discretization of certain gradient systems, a method has already been described by Elliott and Stuart 7] . In the context of ordinary di erential equations, Kirchgraber, Sto er and others 22, 23, 31] have shown that, given a consistent linear multistep approximation generating a trajectory fU n g 1 n=0 , there exists a one{step method with trajectory fY n g 1 n=0 , and constants C > 0, 2 (0; 1), such that kU n ? Y n k C n for all n 0:
Here, C and are independent of both n and k. Furthermore, all possible trajectories for the one{step method may be generated by the multistep method. Hence, the asymptotic behaviour of the multistep method is completely characterised by that of the one{step method. If such a theory were extended to the in nite{dimensional case we study here, then the convergence of the attractors of an asymptotically equivalent one{step method could be considered using the results of 14]. We shall not use either of these approaches here. Our approach to this problem is to consider the continuous map S k de ned on some subset of the product space X q , where q is the number of steps in the method. This mapping, originally considered by Butcher 2] and Skeel 30] , is given by S k (U 1 ; : : : ; U q ) T (U 2 ; : : : ; U q ; (k; U 1 ; : : : ; U q )) T ; (1.1) where (k; U n ; : : : ; U n+q?1 ) is the mapping that generates U n+q from the previous q time steps. Repeated compositions of S k generate a semigroup S n k on X q . One expects S n k to approximate S(t) in some sense, and one also expects that if S(t) possesses an attractor, then so will S n k , at least for su ciently small k. However, problems of commensurability arise because these two semigroups, and therefore their attractors, are de ned on di erent spaces for q > 1.
Conventionally, when a multistep method is used to approximate a single trajectory S(t)u 0 , for given u 0 , the mapping de ned by the numerical method is described by y T S n k v : X ?! X; (1.2) where v : X ! X q is a starting method, and y T : X q ! X is a nishing method. Typically, v is a complicated function mapping u 0 to an approximation of u 0 ; S(k)u 0 ; : : :; S((q ? 1)k)u 0 ] T , whilst y T is merely the projection onto the last coordinate. However, whatever v and y T are taken to be, (1.2) cannot represent a semigroup, unless y T S n k vy T S m k v = y T S n+m k v for all n; m 0:
In the simple case where S k is linear and non{singular, a non{zero relation of this form is possible only when for a certain eigenvalue of S k , y T and v belong to the respective left and right eigenspaces. The possibilities when S k is nonlinear are less clear, and we do not pursue this approach. Rather than modifying S n k to act on X, we instead propose to modify S(t) to act on X q . To do this, we consider v : X ! X q and y T : X q ! X, such that y T v = I. In general, we allow v and y T to depend on any parameter of the two semigroups, including k, but excluding n and t. We observe that vS(t)y T : X q ?! X q ; vS(t + s)y T = vS(t)y T vS(s)y T :
We note however that this construction has the drawback that vS(0)y T is not the identity on X q , and hence the family fvS(t)y T g t 0 is not a conventional semigroup. Nevertheless, it is still a closed associative set with an identity element | vy T | and hence, we term it a monoid (see defn. 4.3). Furthermore, all the available theory relating to an arbitrary semigroup S(t) acting on a given Banach space X, which does not need the axiom that S(0) = I X applies in an obvious way to the monoid case. Both attractor existence theory and the attractor approximation theory of 14] are in this category.
If A is the attractor of S(t), then the attractor of the monoid we have de ned in (1.3) is v(k)A. Our aim is to show that there exist local attractors A k for S n k in a neighbourhood of this set converging to v(0)A in Hausdor semidistance (see defn. 4.2), as k ! 0. For small k, one may deduce that S k v(k) v(k), and since S k maps the second coordinate to the rst, and so on, In fact, for linear multistep methods approximating sectorial evolution equations, we will show that one may choose v(k) 1, and y T to be another constant vector in R q , which we shall describe later.
Assuming that, for k su ciently small and n 0, S n k is well{de ned in a neighbourhood of 1A; that is, that trajectories fU n g n 0 of S n k always remain in the domain of de nition of in (1.1), the theory of 14] may be applied to demonstrate, under appropriate conditions on the compactness of S n k and its approximation properties with respect to 1S(t)y T , that there exist local attractors A k for S n k converging in Hausdor semidistance to 1A, as k ! 0.
We have outlined above a theoretical framework for the approximation of the attractor using a multistep method. However, there are a number of matters that we have glossed over in the last paragraph which form the principal di culty in applications. These are verifying that It is these matters, and especially establishing (i) and (ii) by a suitable error estimate, that constitute the main work of this article.
We apply our theory in the context of linear multistep methods approximating sectorial evolution equations of the form u t + Au = f(u) ( The outline of the remainder of the paper is as follows. In Section 2, error estimates are rst obtained for linear multistep approximations of the linear semigroup e ?At . The corresponding discrete semigroup is T n (kA), where T(z) 2 L(R q ) is the companion matrix for the method, whose domain of stability is required to contain (A), the spectrum of A. T n (kA) has previously been considered by Le Roux 26] here that the idea for our constructions in this section and the method of proof for the main error bound were inspired by the paper of Eirola and Nevanlinna 6] in the context of ordinary di erential equations.
In Section 4, we outline the attractor approximation theory of 14], and state in Theorem 4 a variation of their main attractor convergence theorem for the monoid case introduced above. The approximation properties of S n k required by the hypotheses of this theorem are given by the results of Theorem 3. We require additional assumptions on A, in particular that it has compact resolvent, in order to show the compactness properties of S n k required by the hypotheses of Theorem 4. Finally, in Theorem 5, we apply Theorem 4 to demonstrate the existence and upper semicontinuity of a family of local attractors fA k g k>0 for the family of semigroups fS n k g k>0 . De nition 2. 3 7 7 7 7 7 7 7 7 7 7 5 (2.9)
De nition 2.3 We call a linear q{step method strictly A( ){stable, for some 2 (0; =2), if the following assumptions hold: The spectrum of T(z), (T(z)) = f 1 (z); : : :; q (z)g, ordered so that j 1 (z)j j 2 (z)j : : : ; j q (z)j, satis es j 1 (z)j < 1; for all z 2 S 0; n f0g; 1 (0) = 1; j i (z)j < 1; for i = 2; 3; : : :; q; for all z 2 S 0; :
Henceforth, we shall assume that (2. and that, therefore, it tends to 0 exponentially fast with n. Hence, for large n, T n (z) n 1 (z)v(z)y T (z) in N 0 . One knows from Lemma 2.1 that 1 (z) is closely approximated by e ?z , so one expects e ?nz v(z)y T (z) to be a good approximation of T n (z) for large n. However, in this paper we will only consider the suboptimal approximation e ?nz 1Y T , where 1 = v(0) and Y T = y T (0): The following lemma establishes some of the properties of that approximation in a region of the complex plane associated with a contour integral appearing later. 
Hence, there is a continuous function C(z), de ned on N 0 , such that 
C n jzj : (2.19) We are now in a position to state and prove the main result of this section. with initial data fU i g q?1 i=0 given in a bounded set of D(A ).
Our aim in the present section is to prove, in a nonlinear context, an error bound of the same kind as was given by Theorem 1 for the linear monoid 1e ?At Y T . We proceed initially to outline the known existence and regularity theory for (3.1). Next, we show that, for su ciently small k, there exists a unique solution U n+q to the implicit equation de ned by the numerical method (3. Besides giving the existence and regularity of solutions of (3.1), the following lemma states a Lipschitz property of f(u(t)), needed for our main error bound. Lemma 0; 1) and 0; 1) 0; 1). In addition, they depend on k and n only through t. However, they are allowed to depend on the bound M 2 for kA U n k, whereas this is not true of C 0 in equation (3.15) . It is also assumed that K(T; r) 1. C will denote a generic positive constant independent of k, n, t and r.
Taking the integrand of the i{th term of I 2 , for i 1, we obtain the following for s 2 t i ; t i+1 ), using Lemma 3.1 and the de nition of F: Considering the integrand corresponding to i = 0, and using only the boundedness of kf(u(t))k, we instead obtain kA e ?A(t?s) 1Y T F(U(s); U(s)) ? F(U(0); U(k))]k K(r)(t ? s) ? :
Gathering these terms together, we deduce that (n ? i) ? kA (U(t i ) ? U i )k + K(T; r)k 1? kA (U(t) ? U n )k + K(T; r)k + K(T; r)k : (3. 21) The inequality remains implicit however, and it is necessary that k be small enough for the coe cient of kA (U(t) ? U n )k, on the right{hand side of (3.21), to be less than 1=2; that is, we require K(T; r)k 1? 1 2 : (3.22) After some slight rearrangement, we obtain kA (U(t) ? U n )k
for n 1, with the convention that the sum is empty for n = 1.
In order to apply Lemma 3.3, for i = 0; : : :; n we de ne u i kA (U(ik) ? U i )k, and a 0 2C 0 r + K(T; r)k ; a i 2C 0 r=i + K(T; r)k i 6 = 0: After applying the lemma, we obtain (3.11). For t 2 ik; (i + 1)k), i = 0; : : :; n, we may de ne a(t) a i , and integrate by parts to rewrite (3.11) as u n a n + Z nk we deduce, after evaluating the integral, that kA (U(nk) ? U n )k 2C 0 r=n + K(T; r)k : (3.25) We now x K(T; r) to be the constant on the right{hand side of (3.25) . We note that this constant is independent of n. We impose the further condition on k, k K(T; r) ?1= ; (3.26) which will generally tend to be more restrictive than (3.22) . For such k, kA (U(nk) ? U n )k 2C 0 r + 1 = M 1 : (3.27) In combination with H n?1 , (3.27) implies H n . Hence, we conclude H n?1 =) H n?1 , and the theorem follows. Q:E:D:
4 Attractor approximation As stated in the Introduction, the theory of attractor approximation for one{step time discretizations was considered by Hale, Lin and Raugel in 14]. Below, we introduce their terminology and state their main convergence theorem. However, we substitute the term monoid for semigroup on every occasion it refers to the continuous semigroup. This makes no di erence to the proofs.
Subsequently, we show, using the error bound derived in Section 3, that the hypotheses required by the convergence theorem are satis ed by the monoid 1S(t)Y T and the semigroup S n k , corresponding to (3.10) and (3.8) respectively, provided that k is su ciently small. Thus, we establish the existence of a family of attractors for the family of discrete semigroups, upper semicontinuous with respect to k at k = 0. In the sequel, we shall use the following result concerning asymptotic smoothness of discrete semigroups, the proof of which is given in 13, p.13] Lemma 4.1 Suppose that the discrete semigroup S n is de ned on V X and that for each n 2 N there exist two mappings P n and Q n from V to X, such that (i) S n = P n + Q n ;
(ii) Q n maps bounded sets to sets with compact closure; (iii) There exists a function : N R + ! R + , such that for all r > 0, kP n xk (n; r) for all x 2 B(0; r) \ V , and lim n!1 (n; r) = 0.
Then, S n is asymptotically smooth.
Before quoting the abstract attractor convergence theorem, we rst de ne the concept of conditional uniform approximation.
De nition 4.6 A monoid S(t), de ned on V X, is said to be conditionally approximated on U, a bounded subset of V , uniformly on a compact subinterval I of (0; 1) by the family of discrete semigroups fS n k g k2(0; Taking some arbitrary t 0 2 (0; 1), the proof of Theorem 3 implies that, provided k is su ciently small, S n k is de ned on B(0; r), and kA (U(nk)?U n )k 2C 0 r + 1, for all nk 2 0; t 0 ]. This implies property (iii).
To prove (iv), we now take r to be such that B(0; r) V , T = sup(I), and (k; I; V ) to be the right{hand side of (3.12). Theorem 3 shows that when k is su ciently small, S n k is de ned and the norm of the error in approximating 1S(nk)Y T on V I is bounded by . Since I (0; 1), inf(I) = t 1 > 0, which implies that if nk 2 I, then 1=n k=t 1 . So, all the terms in the expression for tend to 0, as k tends to 0. Q:E:D:
In the following lemma, we show that S n k is asymptotically smooth by showing that the hypotheses of Lemma 4.1 are satis ed. We will proceed to show that P n and Q n possess the required properties. 
Summary and Conclusions
We review here how we arrived at our main result, Theorem 5, and discuss some of the implications of our work. The di culties of directly applying the theory of 14] to multistep methods were considered in the Introduction, together with the motivation for the constructions de ning the commensurable families of operators S n k and vS(t)y T on the q{fold product space for a q{step method.
These constructions having been de ned, a slight generalisation of the main result of 14] was necessary, to take account of the fact that vy T , the identity of vS(t)y T , is not the same as the identity of the space on which it operates, as is required by the usual de nition of a semigroup. Such de cient semigroups were termed monoids in defn. 4.3, and our modi cation of the main result of 14] was stated as Theorem 4.
From an abstract point of view, one might have chosen to stop once this background was established. However, as pointed out in the Introduction, applying the theory | that is, verifying the hypotheses of Theorem 4 | poses more diculties than is generally true in the one{step case. Hence, a broad example was chosen | linear multistep methods approximating sectorial evolution equations | and the theory applied in this context.
The main points needing to be veri ed to apply Theorem 4 were that, in a neighbourhood of 1A, (i) S n k is well{de ned,
(ii) that it approximates 1S(t)Y T uniformly and (iii) that it is asymptotically smooth. The proof of Lemma 4.2 established that the abstract conditions (i) and (ii) may be restated in terms of vectors U n and U(t) representing respectively discrete and continuous trajectories from a common initial data point U 0 , taken from a neighbourhood of 1A. This in turn depended on Theorem 3, which showed that the trajectory fU n g n 0 is well{de ned, for su ciently small k, and bounded the error made in approximating U(t).
Although the proof of asymptotic smoothness, established through Lemmas 4.1 and 4.3, was relatively short, it did require two restrictive conditions:
(i) That A obeys (2:2), with strictly positive a; (ii) That the operator A has compact resolvent: (i) was necessary to conclude, from Theorem 1, that lim n!1 kT n (kA)k = 0. On the other hand, (ii) was needed to show that S n k ? T n (kA) is compact. These two conditions were essential requirements of Lemma 4.1. We note that the error bound given by Theorem 3 might have been obtained under weaker assumptions on the method, but the full force of Theorem 1, for which strong A( ){stability was necessary, was also required for Lemma 4.3.
Potentially of some interest is the style of error bound considered in Theorems 1 and 3, despite the fact that they are singular at t = 0 and suboptimal for p > 1. Theoretical necessity forced us to consider a numerical method in the absence of a starting method. The error bounds derived may be interpreted variously. They still imply a conventional error bound for the approximation of a particular trajectory starting at u 0 , if U 0 is chosen so that Y T U 0 = u 0 . On the other hand, if one considers the trajectories generated by a linear multistep method from xed initial data U 0 , for various values of k, then Theorem 3 shows that for positive t, the numerical trajectories converge towards the continuous trajectory u(t) given by the solution of (3.1) for initial data u 0 = Y T U 0 , as k tends to 0.
In asymptotic approximation one is frequently not concerned with approximating a speci c trajectory, but rather with approximating a set of continuous trajectories by a set of discrete trajectories. With this interpretation, the bounds of Theorem 1 and 3 are quite natural, since it is clearly unnecessary in such a case to expend e ort approximating a speci c trajectory closely at t = 0, using a starting method. We also remark that whilst the singularity at t = 0 is an essential property of the bounds of Theorems 1 and 3, we believe that suboptimality is not. In a future paper, we will consider optimal order error estimates for multistep approximations of e ?At in the absence of a start{up procedure. However, currently we do not know how to obtain an optimal bound in the nonlinear case for p > 1. 
