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Abstract
There has been considerable interest lately in the homogenization theory for first- and second-order partial differential equations
in periodic/almost periodic and random, stationary, ergodic environments. Of special interest is the study of the averaged behavior
of moving interfaces. In this note we revisit the last issue. We present several new results concerning interfaces moving by either
oscillatory first-order or curvature dependent coupled with oscillatory forcing normal velocity in periodic environments and analyze
in detail their behavior. Under sharp assumptions we show that such fronts may homogenize, get trapped or oscillate.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
La théorie de l’homogénéisation d’équations aux dérivées partielles du premier ou du second ordre en milieu périodique ou quasi-
périodique a connu ces dernières années un intérêt considérable, motivé notamment par des questions d’évolution d’interfaces. Dans
cet article nous présentons plusieurs résultats nouveaux sur ces évolutions d’interfaces, avec ou sans terme de courbure moyenne,
en environnement oscillant. Nous analysons en détail le comportement des fronts : sous des hypothèses très précises nous montrons
que l’on peut avoir soit homogénéisation, soit piégeage, soit encore oscillation des fronts.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this article we present a number of new results concerning the behavior of moving interfaces in periodic environ-
ments and analyze in detail their averaging behavior. We concentrate on fronts moving by either first-order oscillatory
velocity or mean curvature coupled with an oscillating forcing. Under sharp assumptions, we show that the fronts
either homogenize or get trapped or oscillate. Several concrete examples are also discussed.
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ential equations in periodic/almost-periodic and stationary, ergodic, random environments (see [19,17,13–15,12,5]).
Of special interest is the study of the averaged behavior of moving interfaces in such environments. Some rigorous
results in this direction were obtained in [15]. A formal discussion and numerical examples were presented in [4].
In this note we expand considerably this investigation in the context of periodic media. Although it is important both
for applications and interesting mathematically to consider random media, very little is known for moving interfaces
in this setting except for some first-order motions.
The general framework concerns the behavior as ε → 0 of the solution uε of the initial value problem:{
uεt + F(εD2uε,Duε, xε ) = 0 in RN × (0,∞),
uε = u0 on RN × {0},
(1.1)
where u0 ∈ UC(RN), the space of uniformly continuous functions on RN , and F is (degenerate) elliptic, i.e., for all
X,Y ∈ SN , the space of N ×N symmetric matrices, and p,y ∈ RN ,
F(X + Y,p,y) F(X,p,y) if Y  0, (1.2)
geometric, i.e., for all X ∈ SN , p,y ∈ RN , μ ∈ R and λ > 0,
F
(
λX +μ(p ⊗ p),λp,y)= λF(X,p,y), (1.3)
and
periodic with respect to y in the unit cube Q = [0,1]N . (1.4)
For (1.1) to be well posed it is also necessary to assume a number of additional technical conditions on F . The
precise assumptions are not important for this paper. We refer thus to [6] and the references therein for an extensive
discussion and precise statements.
The connection between (1.1) and front propagation, known as the level set method, is beyond the scope of this
note. For a general overview of the method as well as other equivalent approaches we refer to [20] and the references
therein.
For our purposes here it suffices to say that (1.1) is the equation satisfied by a function uε with level sets moving
with normal velocity,
V = −F
(
ε trDn,−n, x
ε
)
. (1.5)
Typical examples of (1.5) are curvature dependent motions (when δ = 0 the motion is of first-order) coupled with
forcing of the form,
V = −δε trDn− v
(
−n, y
ε
)
, (1.6)
in which case F is given by:
F(X,p,y) = −εδ tr(I − pˆ ⊗ pˆ)X + v(pˆ, y), (1.7)
where, for p ∈ RN \ {0},
pˆ = p|p| .
The homogenization of (1.1) with F independent of X was obtained, in the periodic setting, in [16]. The results
of [16] were later extended and generalized in several papers—see, in particular, [8,9]. The extension to the almost
periodic case was done in [11]. When F is uniformly elliptic and, hence, not geometric, homogenization results,
always in the periodic setting, were obtained in [8,9]. The first homogenization result for degenerate elliptic F ’s was
obtained by two of authors in [15] in both the periodic and almost periodic settings. These results apply, in particular,
to curvature driven motions.
In the random setting, the homogenization of (1.1) is still an open problem, except for completely degenerate
(first-order) and (degenerate) semilinear equations with either convex or concave gradient dependence (see
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covered by the known results.
The basic step in the homogenization theory of first- and second-order PDE in periodic and almost periodic settings
is to solve the associated cell problem which can be thought of as a nonlinear eigenvalue problem. The effective
operator, which in this paper will be often referred to as the ergodic constant, is the “eigenvalue”, while the solution
can be thought as an “eigenvector”. For (1.1) solving the cell problem is to find,⎧⎨⎩ for each p ∈ R
N
, a unique constant F¯ (p) such that
F(D2w,Dw + p,y) = F¯ (p), in RN
has a solution w ∈ UC(RN) such that |y|−1w(y) → 0 as |y| → ∞.
The growth condition on w is sharp to guarantee the uniqueness of F¯ (p). In the periodic setting, when the corrector
w exists, it is periodic and, hence, the growth condition is automatically satisfied. In the almost periodic and stationary,
ergodic, random settings, as it was shown in [14,15], correctors do not exist in general and different arguments are
necessary for the homogenization.
Next we state two theorems that summarize the two general known results for (1.1) for periodic media in the
geometric setting. The first one concerns first-order (Hamilton–Jacobi) equations, i.e., F ’s which are completely
degenerate. To guarantee the solvability of the associated cell problem it is usually assumed that F is coercive, i.e.,
that
F(p,y) → ∞ as |p| → ∞ uniformly in y. (1.8)
A geometric, completely degenerate F which, for p ∈ RN \ {0}, has the form,
F(p,y) = v(pˆ, y)|p|, (1.9)
is coercive, if ∣∣v(p,y)∣∣> 0 in (RN \ {0})× RN. (1.10)
To simplify statements later in the paper, we introduce here the effective initial value problem:{
u¯t + F¯ (Du¯) = 0 in RN × (0,∞),
u¯ = u0 on RN × {0}. (1.11)
The following is a special case of the result proved in [16]:
Theorem 1.1. Assume that F :RN × RN → R is geometric, coercive and periodic. For u0 ∈ UC(RN), let uε ∈
UC(RN × [0,∞)) be the solution of (1.1). There exists a unique, geometric, coercive F¯ :RN → R such that, if
u¯ ∈ UC(RN × [0,∞)) solves (1.11), then, as ε → 0, uε → u¯ in C(RN × (0,∞)).
In the case of curvature dependent motions, the nonlinearity F is of the form:
F(X,p,y) = −δ trΣ(y)ΣT (y)(I − pˆ ⊗ pˆ)X + v(pˆ, y)|p|, (1.12)
where Σ is a periodic N ×M-matrix for some positive integer M .
We assume, again in order to solve the cell problem, that{
there exists θ ∈ (0,1) such that, for all y,p ∈ RN ,
θ2(1 − θ)v2 − θ2δ2(N − 1)2‖Σ‖2|Dyv| > δ4(N − 1)4‖DyΣ‖2‖Σ‖2. (1.13)
A special case of the result proved in [15] is:
Theorem 1.2. Assume that F is of the form (1.12), v and Σ are periodic and (1.13) holds. There exists a unique,
geometric, coercive F¯ :RN → R such that, if u¯ ∈ UC(RN × [0,∞)) solves (1.11), and uε ∈ UC(RN × [0,∞))
solves (1.1), then, as ε → 0, uε → u¯ in C(RN × (0,∞)).
One of the main objectives of this note is to investigate what happens when the equations is not coercive, i.e. if
either (1.10) or (1.13) are not satisfied.
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uε → u¯ in C(RN × (0,∞)). We say that trapping occurs if, as ε → 0, uε → u0 in C(RN × (0,∞)). Trapping is, of
course, a form of homogenization. Finally, we say that homogenization does not take place, if the uε’s do not have a
local uniform limit in RN × (0,∞), i.e., if
lim sup
(y,s)→(x,t)
ε→0
uε(y, s) = lim inf
(y,s)→(x,t)
ε→0
uε(y, s).
These three alternatives are very interesting for applications since they are related with the issue of pinning of inter-
faces (see, for example, [7]).
The first result concerns first-order motions and, in particular, the case
F(p,y) = v(y)|p|, (1.14)
where
v :RN → R is Lipschitz continuous, periodic in Q and changes sign. (1.15)
Let Z0 = {v = 0}, and denote by (Zi)i∈I the connected components of {v = 0} in the torus. In Lemma 2.1 we prove
that, for each connected component Zi , there exists a unique, Lipschitz continuous, geometric F¯i such that, for any
p ∈ RN , the cell-problem
v|Dχ + p| = F¯i(p) in Zi (1.16)
has a continuous, periodic solution χ which is bounded from below (resp. above) if v > 0 (resp. v < 0) in Zi , and
F¯i(p) = 0.
For u0 ∈ UC(RN), let u¯i be the solution of (1.11) with F¯i defined as above and set:
u¯ = θ0u0 +
∑
i∈I
θi u¯i , (1.17)
where, for i ∈ I ∪ {0},
θi = |Zi ∩Q|.
We have:
Theorem 1.3. Fix u0 ∈ UC(RN) and consider the solution uε ∈ UC(RN × [0,∞)) of (1.1) with F given by (1.14)
and v satisfying (1.15). Let u¯ be given by (1.17). Then, for all (x, t) ∈ RN × (0,∞),
(i) lim inf
ε→0
(y,s)→(x,t)
uε(y, s) inf
i∈I∪{0} u¯i (x, t) u0(x) supi∈I∪{0}
u¯i (x, t) lim sup
ε→0
(y,s)→(x,t)
uε(y, s),
and, for each R,T > 0, as ε → 0,
(ii) uε ⇀ u¯ in L∞(BR × (0, T )) weak ∗ .
In Section 2 we expand on the relationship between Theorems 1.1 and 1.3. Note that (i) implies that, if there is
homogenization, then it must be trapping. Claim (ii) says that, as ε → 0, uε has a weak limit, which is a superposition
of the solutions of several Hamilton–Jacobi equations. We also present some explicit examples that provide more
insight in what actually happens when v changes sign.
The second main result of the paper concerns the homogenization in two dimensions of curvature dependent inter-
faces with shear forcing terms when (1.13) fails.
We analyze, in particular, the behavior of the solution uε ∈ UC(R2 × (0,∞)) of:{
uεt − ε tr(I − D̂uε ⊗ D̂uε)D2uε + v(xε )|Duε| = 0 in R2 × (0,+∞),
uε = u on R2 × {0}, (1.18)0
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homogenization, trapping or no limit. To simplify the presentation here we take Σ ≡ 1 and we denote the typical point
of R2 by (x, y).
To make precise statements, we introduce the notation{
V ′ = v, 〈v〉 = ∫ 10 v(x) dx = V (1)− V (0),
v = min[0,1] v, v¯ = max[0,1] v, V = min[0,1] V and V¯ = max[0,1] V.
We write next the cell problem in this context. Since the coefficients depend only on x, it is easy to see that it
suffices to look for correctors that dependent only on x and are periodic in [0,1]. The cell problem then is to find, for
each P = (p, q), a unique constant F¯ (P ) such that the equation,
− q
2w′′
q2 + (p +w′)2 + v
(
q2 + (p +w′)2)1/2 = F¯ (P ), in R, (1.19)
has a periodic solution.
Finally to state the main result we also consider, for a ∈ R, the ordinary differential equation (ode for short):
ψ ′ = −a(1 −ψ2)1/2 + v. (1.20)
We will be interested in solutions ψ of (1.20) such that
ψ is [0,1]-periodic and |ψ | < 1. (1.21)
The relationship between (1.19) and (1.20) is made precise in Section 3.
We have:
Theorem 1.4. Assume that v satisfies (1.15). Then
(i) The cell problem (1.19) admits a periodic Lipschitz continuous solution if and only if the ode (1.20) admits, for
some a ∈ R, a solution satisfying (1.21).
(ii) If 〈v〉 = 0 and V¯ −V < 2, then (1.20) admits a solution with a = 0, the effective Hamiltonian F¯ is trivial (F¯ ≡ 0),
and there is trapping.
(iii) If v(x) = θ sin(2πx) with |θ | > 2π and u0(x, y) = y, then
lim sup
(x′,y′,t ′)→(x,y,t)
uε(x′, y′, t ′) y + (|θ | − 2π)t and lim inf
(x′,y′,t ′)→(x,y,t)
uε(x′, y′, t ′) y − (|θ | − 2π)t,
i.e., there is no strong limit and, hence, homogenization does not take place.
(iv) If 〈v〉 = 0 and either 2 > 〈v〉 − v  0 when 〈v〉 > 0, or 2 > v¯ − 〈v〉  0 when 〈v〉 < 0, then the cell prob-
lem (1.19) admits Lipschitz continuous periodic solutions with a continuous, but not Lipschitz continuous,
effective Hamiltonian F¯ such that, for all p ∈ R, F¯ ((p,0)) = 0, and, for all p ∈ R, q ∈ R \ {0}, F¯ ((p, q)) > 0 if
〈v〉 > 0, and F¯ ((p, q)) < 0 if 〈v〉 < 0.
Although (i) provides a necessary and sufficient condition to solve the cell problem, we are not aware of a necessary
and sufficient condition on v to guarantee the existence of a solution to (1.20) satisfying (1.21). Claims (ii) and
(iii) provide such a condition, when 〈v〉 = 0. A straightforward computation shows that, if v(x) = θ sin(2πx), then
V¯ − V < 2 if and only if |θ | < 1/2π . Finally, (iv) provides a sufficient condition for (i) to hold.
We conclude the Introduction remarking that special cases of some of the results presented here, especially cases
of Theorem 1.3, were predicted heuristically and numerically in [4].
The paper is organized as follows: In Section 2 we prove Theorem 1.3 and present related results as well as
examples. Section 3 is devoted to the proof of Theorem 1.4 as well as a discussion and an example concerning the
optimality of (1.13).
2. First-order equations
We prove Theorem 1.3 and present several concrete particular cases. To this end, let v :RN → R satisfy (1.15)
and recall that Z0 = {v = 0}, and, for i ∈ I , Zi are the connected components of {v = 0} in the torus. We fix
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note that the restriction of uε to each εZi depends only on u0 and the restriction of v to Zi because, heuristically, the
“characteristics” of the geometric equation are trapped in εZi . Moreover, uε = u0 in εZ0 = ε{v = 0}. Hence we need
to understand the behavior of the uε’s in each connected component εZi .
We have:
Lemma 2.1.
(i) If v is positive (resp. negative) in Zi , then, for any p ∈ RN , there exists a unique constant F¯i(p)  0 (resp.
F¯i(p) 0) for which the cell-problem (1.16) has a continuous, periodic viscosity solution, which is bounded from
below (resp. above) if F¯i(p) = 0.
(ii) The restriction of uε to εZi converges, as ε → 0, locally uniformly (in εZi ) to the solution u¯i of (1.11) associated
to F¯i , i.e., for any compact subset K of Zi and x ∈ RN ,
lim inf
(x′,t ′)→(x,t)
x′∈εZi , ε→0
uε(x′, t ′) = lim sup
(x′,t ′)→(x,t)
x′∈ε(K+ZN), ε→0
uε(x′, t) = u¯i (x, t).
Before getting into the proofs of Theorem 1.3 and Lemma 2.1, we illustrate the results by considering some
concrete particular cases.
To this end, we first assume that
v > 0 in ∂Q and v(x0) < 0 for some x0 ∈ Q. (2.1)
Let Z0 = {v = 0} and denote by Z1 the connected component of {v > 0} containing ∂Q and by (Zi)i2 the other
connected components of {v = 0} in Q. For each p ∈ RN , let F¯i(p) be the corrector defined by Lemma 2.1.
Proposition 2.1. Assume (1.15) and (2.1). Then, in RN \ {0},
F¯1 > 0 and F¯i ≡ 0 for i  2. (2.2)
Moreover, for all (x, t) ∈ RN × (0,∞),
lim inf
ε→0
(y,s)→(x,t)
uε(y, s) = u¯1(x, t) u0(x) = lim sup
ε→0
(y,s)→(x,t)
uε(y, s), (2.3)
and, for each R,T > 0,
uε ⇀ (1 − θ)u0 + θu¯1 in L∞
(
BR × (0, T )
)
weak ∗,
where θ = |Z1 ∩Q|. Finally, u¯1(x, t) < u0(x) unless u0 is constant in a neighborhood of x.
Proof. We only prove (2.2) and (2.3), the last statement being an application of Theorem 1.3.
Fix i  2, set, for p ∈ RN ,
z(x) = −〈p,x〉 on Q∩Zi,
and extend it periodically to Zi . This is possible since Zi ∩ ∂Q = ∅. Then z is a periodic solution of the cell-problem,
v|Dz + p| = 0 in Zi,
a fact that implies, in view of Lemma 2.1, that F¯i(p) = 0.
Next, for p = 0, let z be a continuous, periodic solution of the cell-problem,
v|Dz + p| = F¯1(p) in Z1,
which is bounded from below if F¯1(p) = 0.
As far as F¯1 is concerned, we argue by contradiction assuming that F¯1(p) = 0. Then we must have Dz = −p a.e.
in Z1. But Z1 is connected in RN , since it is periodic and ∂Q ⊂ Z1. Hence, for some constant c ∈ R, we must have
z(x) = −〈p,x〉 + c for all x ∈ Z1, a contradiction to the periodicity of z. So F¯1(p) > 0.
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of v to Zi . Indeed fix i  2 and let Z˜i be a connected component in RN of Zi + RN . Since the characteristics are
trapped in Z˜i , which is bounded, in view (2.1), it is immediate that, for all (x, t) ∈ εZ × (0,∞),
inf
y∈εZ˜i
u0(y) uε(x, t) sup
y∈εZ˜i
u0(y),
and, since, as ε → 0, each connected component of εZi shrinks down to a point,
lim
(x′,t ′)→(x,t)
x′ /∈εZ1,ε→0
uε(x′, t ′) = u0(x).
Since v > 0 in Z1, we have uε  u0 in εZ1, while, Lemma 2.1 yields,
lim inf
(x′,t ′)→(x,t)
x′∈εZ1,ε→0
uε(x′, t ′) = u¯1(x, t).
Hence, for all (x, t) ∈ RN × (0,∞),
lim inf
(x′,t ′)→(x,t)
ε→0
uε(x′, t ′) = min{u0(x), u¯1(x, t)}= u¯1(x, t),
and
lim sup
(x′,t ′)→(x,t)
ε→0
uε(x′, t ′) u0(x).
Theorem 1.3 now yields (2.3), since, for all (x, t) ∈ RN × (0,∞), u¯i (x, t) = u0(x) for i  2, while u¯1(x, t) u0(x)
in RN . 
Consider next the simple problem: {
uεt + v(xε )|uεx | = 0 in R × (0,∞),
uε = u0 on R × {0},
(2.4)
where, in addition to (1.15), we assume that
v(0) = v(1) > 0 and {v = 0} ∩ [0,1] is finite.
The asymptotic behavior of uε is, of course, characterized by Theorem 1.3. On the other hand, since N = 1, it is
possible to prove directly that, as ε → 0,
uε → u0 in C
(
R × (0,∞)). (2.5)
Indeed assume for simplicity the v vanishes in [0,1] at only two points x1, x2 ∈ [0,1]. For k ∈ Z, let
xε1,k = ε(k + x1) and xε2,k = ε(k + x2).
It is immediate that
uε
(
xε1,k, t
)= u0(xε1,k) and uε(xε2,k, t)= u0(xε2,k).
Moreover, in each of the domains [xε1,k, xε2,k] × (0,∞) and [xε2,k, xε1,k+1] × (0,∞), uε solves (2.4) with boundary
condition u0(xε1,k), u0(x
ε
2,k) and u0(x
ε
2,k), u0(x
ε
2,k+1) respectively. Since the constants,
max
[xε1,k ,xε2,k]
u0 and max[xε2,k ,xε2,k+1]
u0 and min[xε1,k ,xε2,k]
u0 and min[xε2,k ,xεk+1]
u0
are respectively supersolutions and subsolutions, we have:
min
[xε ,xε ]
u0  uε  max[xε ,xε ]
u0 in
[
xε1,k, x
ε
2,k
]× [0,∞),1,k 2,k 1,k 2,k
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[xε2,k ,xε1,k+1]
u0  uε  max[xε2,k ,xε1,k+1]
u0 in
[
xε2,k, x
ε
1,k+1
]× [0,∞).
For any x ∈ R there exists some k ∈ Z such that either x ∈ [xε1,k, xε2,k] or x ∈ [xε2,k, xε1,k+1]. The claim then follows
from the assumed uniform continuity of u0.
A natural question to ask is what actually happens to the cell problem when v changes sign. We stay with N = 1.
Since F¯ ≡ 0, the cell problem is to find, for each p ∈ R, periodic solutions w of:
v|w′ + p| = 0 in R.
If, again, for simplicity v vanishes only at x1, x2 ∈ (0,1), it is immediate that the above equation has periodic
discontinuous solutions such that
w′ = −p in [0,1] \ {x1, x2}.
This observation implies that homogenization (recall that trapping is a special case of homogenization) may take
place, even if there are no continuous solutions of the associated cell problem.
Next we present a result which, as a special case, applies to the motion of graphs in dimension one. Since we con-
sider level sets, we take N = 2 and we denote again by (x, y) a generic point of R2. We assume that v satisfies (1.15)
and, to simplify the presentation, we use the notation:
v+ = max
[0,1]
v, v− = −min[0,1] v and θ =
∣∣[0,1]2 ∩ {v  0}∣∣.
For the weak convergence result, we will need the additional assumption that v changes sign only once in the
interval (0,1), i.e., that there exists μ ∈ (0,1) such that
v(0) = v(μ) = v(1) = 0, v < 0 in (0,μ), and v > 0 in (μ,1). (2.6)
Given u0 :R2 → R, for (x, y, t) ∈ R2 × (0,∞), we write:
u¯+(x, y, t) = min
z∈[y−v+t, y+v+t]
u0(x, z) and u¯−(x, y, t) = max
z∈[y−v−t, y+v−t]
u0(x, z). (2.7)
The result is:
Proposition 2.2. Assume (1.15). For u0 ∈ UC(R2), let uε ∈ UC(R2 × (0,∞)) be the solution of (1.1) with
F(p,x, y) = v(x)|p|. If u± :R2 × (0,∞) → R are given by (2.7), then
lim inf
(x′,y′,t ′)→(x,y,t)
ε→0
uε(x′, y′, t ′) u¯+(x, y, t) and lim sup
(x′,y′,t ′)→(x,y,t)
ε→0
uε(x′, y′, t ′) u¯−(x, y, t).
If, furthermore, (2.6) holds, then, for all R,T > 0, as ε → 0,
uε ⇀ θu¯− + (1 − θ)u¯+ in L∞(BR × (0, T )) weak ∗ .
An evolving graph starting from y = g(x) is the level set of the solution of (2.4) starting with u0(x, y) = y − g(x).
In this case, Proposition 2.2 says that, as ε → 0, the following two graphs emerge:
y − g(x) = v+t and y − g(x) = −v−t.
On the other hand, if u0 is independent of y, then
u¯−(x, y, t) = u¯+(x, y, t) = u0(x),
and Proposition 2.2 yields that, as ε → 0,
uε → u0 in C
(
R2 × (0,∞)).
This is, of course, consistent with the second example. Indeed, if u0(x, y) = u0(x), the uniqueness of viscosity
solutions and the special form of v yield that
uε(x, y, t) = uε(x, t).
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uεt + v(xε )|uεx | = 0 in R × (0,∞),
uε = u0 on R × {0},
and (2.5) holds.
We continue with:
Proof of Proposition 2.2. Let I+ and I− be two connected components of {v = 0} in R on which v reaches its
maximum and its minimum respectively, and set Z± = (I± × R)+ Z2.
An immediate verification shows that, for any P = (p, q) ∈ R2, the C1-functions z± : I± → R given by
z±(x) = −px ± |q|
∣∣∣∣∣
x∫
γ±
(
v±
v(τ)
− 1
)1/2
dτ
∣∣∣∣∣,
where γ± ∈ I± is such that v(γ±) = v±, are solutions of:
v|Dz + P | = ±|q|v± in I± × R.
Extending z± by periodicity to Z± and noting that z+ is bounded from below while z− is bounded from above, we
use Lemma 2.1 to conclude that
F¯±(P ) = ±|q|v±.
In addition, it is clear that u¯+ and u¯− are respectively the solutions of:{
u¯+t + v+|u¯+y | = 0 in R2 × (0,∞),
u¯+ = u0 on R2 × {0},
and
{
u¯−t − v−|u¯−y | = 0 in R2 × (0,∞),
u¯− = u0 on R2 × {0}.
As for the other connected components Zi , we can use the cell-problem to prove that
−v−|q| F¯i(P ) v+|q|.
Therefore the solutions u¯i of (1.11) associated to F¯i satisfy,
u+  u¯i  u− in R × (0,∞).
The rest of the claim now follows easily. 
Next we turn to the proofs of Theorem 1.3 and Lemma 2.1. Before we begin with the details, we explain briefly
the general strategy of the proof. In each connected component Zi of {v = 0}, we use two different approximations.
The first, which gives a bound from below for the limit of the uε’s, is a geometric equation with strictly positive
velocity. The approximation from above, which gives an upper bound for the limit of the uε’s, is obtained by solving
a state constraint problem in Zi . The homogenization properties of both problems are well understood and yield the
necessary bounds. The final step is to show that the upper and lower bounds coincide, a fact that describes completely
the convergence in Zi .
Proof of Theorem 1.3. We present the argument for the lower limit. The estimate for the upper limit follows similarly.
Fix (x, t) ∈ RN × (0,+∞). Then, for any compact subset Ki of Zi , Lemma 2.1 yields:
lim inf
ε→0
(y,s)→(x,t)
uε(y, s) inf
i∈I∪{0} lim infε→0,(y,s)→(x,t)
y∈ε(Ki+ZN )
uε(y, s) = inf
i∈I∪{0} u¯i (x, t) u0(x).
Fix R,T ,η > 0, let J be a finite subset of I such that∣∣∣∣Q\(Z0 ∪(⋃
i∈J
Zi
))∣∣∣∣ η,
and choose r > 0 so small that ∣∣∣∣Q\(Z0 ∪(⋃Zi,r))∣∣∣∣ 2η,i∈J
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Zi,r =
{
x ∈ Zi : d∂Zi (x) r
}
,
and dA denotes the distance to the set A.
Lemma 2.1 yields that the restriction of uε to (εZi,r ) × [0, T ] converges uniformly, as ε → 0, to u¯i . Since Zi,r
is periodic, 1εZi,r converges, as ε → 0, to the constant |Q ∩ Zi,r | in L∞(BR × [0, T ]) weak ∗. Here 1A denotes the
characteristic function of the set A.
Hence,
1ε(Z0∪(⋃i∈J Zi,r ))uε = 1εZ0u0 +∑
i∈J
1εZi,r uε ⇀ uˆ = θ0u0 +
∑
i∈J
|Q∩Zi,r |u¯i .
For any continuous φ we have:∣∣∣∣ ∫
BR×[0,T ]
φuε −
∫
BR×[0,T ]
φuε1ε(Z0∪(⋃i∈J Zi,r ))
∣∣∣∣ 2ηT ‖φ‖R,T ,∞∥∥uε∥∥R,T ,∞,
where ‖ · ‖R,T ,∞ = sup|x|R,t∈[0,T ] | · |, and∣∣∣∣ ∫
BR×[0,T ]
φu¯−
∫
BR×[0,T ]
φuˆ
∣∣∣∣ ∑
i∈{0}∪J
(
θi − |Q∩Zi,r |
)
T ‖φ‖R,T ,∞‖u¯i‖R,T ,∞
+ T ‖φ‖R,T ,∞
∑
i /∈{0}∪J
θi‖u¯i‖R,T ,∞,
with ∑
i∈{0}∪J
(
θi − |Q∩Zi,r |
)

∣∣∣∣Q\(Z0 ∪(⋃
i∈J
Zi,r
))∣∣∣∣ 2η,
∑
i /∈{0}∪I
θi =
∣∣∣∣Q\(Z0 ∪(⋃
i∈J
Zi
))∣∣∣∣ η and sup
ε
∥∥uε∥∥
R,T ,∞ + sup
i
‖u¯i‖R,T ,∞ < +∞.
It follows that
lim sup
ε→0
∣∣∣∣ ∫
BR×[0,T ]
φu¯−
∫
BR×[0,T ]
φuε
∣∣∣∣ C(R,T )η,
which proves the desired result, since η is arbitrary and the uε’s are locally uniformly continuous. 
We continue with:
Proof of Lemma 2.1. Throughout the proof we consider a fixed connected component Zi . Hence, to simplify the
notation, we drop the index i and set Z = Zi . We also assume, to fix the ideas, that v > 0 in Z.
For δ > 0, set
vδ =
{
max(v, δ) in Z,
δ otherwise,
and consider the solution of uδ,ε ∈ UC(RN × [0,∞)) of:{
u
δ,ε
t + vδ( xε )|Duδ,ε| = 0 in RN × (0,∞),
uδ,ε = u0 on RN × {0}.
The behavior of uε in εZ × [0,+∞) depends only on the behavior of v in Z and on u0. Since vδ  v in Z, it is
then immediate that
uε  uδ,ε in εZ × [0,+∞).
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constant independent of δ, such that, if u¯δ ∈ UC(RN × [0,∞)) is the solution of:{
u¯δt + F¯δ(Du¯δ) = 0 in RN × (0,∞),
u¯δ = u0 on RN × {0},
then, as ε → 0, uδ,ε → u¯δ in C(RN × (0,∞)).
For each p ∈ RN , F¯δ(p) is defined as the unique constant for which the equation,
vδ|Dw + p| = F¯δ(p) in RN,
has a periodic, continuous solution w. Since vδ is nondecreasing with respect to δ, so is F¯δ .
It follows that there exists a Lipschitz continuous, geometric F¯+ :RN → R such that, as δ → 0, F¯δ → F¯+ in
C(RN). Moreover, if u¯+ ∈ UC(RN × [0,∞)) is the solution of:{
u¯+t + F¯+(Du¯+) = 0 in RN × (0,∞),
u¯+ = u0 on RN × {0},
then, as δ → 0, u¯δ → u¯+ in C(RN × (0,∞)).
After sending first ε → 0 and then δ → 0, in view of the above, we get:
lim inf
(x′,t ′)→(x,t), ε→0
x′∈εZ
uε(x′, t ′) u¯+(x, t). (2.8)
We now seek an approximation from above for uε . To this end, we assume, without loss of generality, that 0 ∈ Z
and, for r > 0 small, we denote by Zr the connected component in the torus of the set {x ∈ Z: d∂Z(x)  r} which
contains 0. Since Z is connected, (Zr)r>0 is an increasing family of sets such that
⋃
r>0 Zr = Z. We also note that
Zr = Int(Zr) and v  αr in Zr for some constant αr > 0.
Let ur,ε be the solution of the state constraint problem:⎧⎪⎨⎪⎩
u
r,ε
t + v(xε )|Dur,ε| 0 in ε Int(Zr)× (0,∞),
u
r,ε
t + v(xε )|Dur,ε| 0 in εZr × (0,∞),
ur,ε = u0 on εZr × {0}.
(2.9)
The periodic homogenization of such problems has been studied in [1] and [10]. Since Zr is connected, v  αr > 0
in Zr and Zr = Int(Zr), for all R,T > 0 and as ε → 0, we have:
sup
[εZr ,×(0,∞)]∩(B(0,R)×[0,T ])
∣∣ur,ε − u¯r ∣∣→ 0,
where u¯r solves {
u¯rt + F¯r (Du¯r ) = 0 in RN × (0,∞),
u¯r = u0 on RN × {0}.
The, uniformly in r ∈ (0,1), Lipschitz continuous, geometric Hamiltonian F¯r is defined as follows: For each
p ∈ RN , F¯r (p) is the unique constant for which the state-constraint cell problem:{
v|Dw + p| F¯r (p) in Int(Zr),
v|Dw + p| F¯r (p) in Zr ,
(2.10)
has a periodic solution in BUC(Zr).
The map F¯r is clearly nonincreasing with respect to r . Therefore F¯r converges, as r → 0, in C(RN) to a nonnega-
tive Lipschitz continuous, geometric F¯− :RN → R. In particular, as r → 0, u¯r → u¯− in C(RN × (0,∞)), where u¯−
is the solution of: {
u¯−t + F¯−(Du¯−) = 0 in RN × (0,∞),
u¯− = u0 on RN × {0}.
Moreover, uε being a subsolution of (2.9) yields:
uε  ur,ε in ε Int(Zr)× (0,∞).
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lim
r→0 lim sup(x′,t ′)→(x,t)
ε→0, x′∈εZr
uε(x′, t ′) u¯−(x, t). (2.11)
To conclude we need to show that u¯+ = u¯−. The fact that u¯−  u¯+ is immediate from (2.8) and (2.11). Moreover,
since this inequality holds for any initial data, we also have F¯+  F¯−. To show that u¯−  u¯+, it is enough to prove
that F¯+  F¯−.
To do so, we first construct a continuous, periodic solution z±p of the cell problem:
v|Dz + p| = F¯±(p) in Z, (2.12)
which is bounded from below if F¯±(p) > 0.
We only explain the construction for F¯−, since the argument for F¯+ follows along the same lines. Let zr be a
solution of the cell problem (2.10) normalized so that zr(0) = 0. The facts that v > 0 in Z and Z is connected in the
torus yield that zr is uniformly Lipschitz continuous and bounded in any compact subset of Z. It follows that, along
subsequences rn → 0, zrn → z in C(Z) and z is a solution of (2.12). Moreover, z is periodic in Z.
If F¯− > 0, then z is bounded from below. Indeed let xn ∈ Q be a minimum of zrn in Zrn . It follows from (2.10)
that
v(xn)|p| F¯rn(p),
while, by the above discussion,
F¯rn(p) F¯−(p) > 0.
Hence the xn’s must remain in a compact subset of Z ∩ [0,1]N , where the convergence of zrn to z is uniform.
Therefore, for all x ∈ Z,
z(x) = lim zrn(x) lim inf zrn(xn) > −∞,
which shows that z is bounded from below.
To complete the proof we have to show that, for all p ∈ RN , there is at most one ergodic constant λ 0 for which
the cell-problem,
v|Dz + p| = λ in Z, (2.13)
has a continuous, periodic viscosity solution which is bounded from below if λ > 0. We formulate this as a separate
lemma next. 
Lemma 2.2. There exists at most one nonnegative (resp. nonpositive) constant λ if v is positive (resp. negative) such
that (2.13) has a continuous, periodic solution which is bounded from below (resp. above) if λ > 0 (resp. λ < 0).
Proof. We only consider the case v > 0. Assume first that λ > 0 and let z be a periodic solution of (2.13) which is
bounded from below by some constant m. We show that there is a constant C = C(m,L,λ, |p|), L being the Lipschitz
constant of v, such that
z− λ
L
log(d∂Z)+C in Z. (2.14)
This claim is proved using the control interpretation of the equation which yields the following representation
formula for z (see [18]): For all t  0 and x ∈ Z¯,
z(x) = inf
x∈S(x)
{
tλ+ z(x(t))− 〈p,x(t)− x〉},
where S(x) is the set of the solutions of the control system:{
x′(s) = v(x(s))α(s), |α(s)| 1 a.e. s ∈ [0, t],
x(0) = x.
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Using this inequality as well as the assumed lower bound in the representation formula, we get, for all t  0,
z tλ+m− |p|v(eLt − 1)/L in Z¯.
Letting t = max{−(1/L) logv,0}, we deduce, for some C = C(m,L,λ, |p|), that
z− λ
L
logv +C.
To conclude we observe that Lipschitz continuity of v with constant L, and the facts that v > 0 in Z and v = 0 on
∂Z yield that
v  Ld∂Z in Z.
We now argue by contradiction assuming that there exists two constants λ1 and λ2 with solutions z1 and z2 respec-
tively such that, for instance, 0 λ1 < λ2.
We first note that p = 0. Indeed, if not, z2, being periodic and satisfying (2.14), must achieve a local minimum at
some point x¯ ∈ Z. The equation satisfied by z2 then yields λ2 = 0, which is a contradiction.
Next we assume that λ1 > 0. The previous argument implies that z1 and z2 are bounded from below and sat-
isfy (2.14). By adding a constant to the solutions, we can assume without loss of generality that z1 and z2 are
nonnegative and that there exists some x ∈ Z such that z1(x) > z2(x). To derive a contradiction we introduce, for
i = 1,2 and γ > 0, the classical Kruzkov change of variable (see [2]):
w
γ
i = 1 − e−γ zi .
It is immediate that wγi ∈ [0,1) solves:
v
∣∣Dwγi + γ (1 −wγi )p∣∣= γ λi(1 −wγi ) in Z. (2.15)
We also know from the first part of the proof that wγi = 1 on ∂Z. We note that wγ1 = wγ2 on ∂Z, wγ1 and wγ2 are
periodic while there is some x ∈ Z such that wγ1 (x) > wγ2 (x). Hence wγ1 −wγ2 has a positive maximum in Z at some
point xγ . From (2.15) we obtain at least formally (the argument can be justified by doubling the variables, a standard
tool in the theory of viscosity solutions) that at xγ ,
Dw
γ
1 = Dwγ2 ,
v
∣∣Dwγ1 + γ (1 −wγ1 p)∣∣ γ λ1(1 −wγ1 ),
and
v
∣∣Dwγ2 + γ (1 −wγ2 )p∣∣ γ λ2(1 −wγ2 ).
Subtracting the two inequalities we find, always at xγ ,
−γ λ1
(
1 −wγ1
)+ γ λ2(1 −wγ2 ) v∣∣Dwγ2 + γ (1 −wγ2 )p∣∣− v∣∣Dwγ1 + γ (1 −wγ1 )p∣∣
 γ v|p|(wγ1 −wγ2 ),
and, hence
λ1
(
w
γ
1 −wγ2
)+ (λ2 − λ1)(1 −wγ2 ) v|p|(wγ1 −wγ2 ). (2.16)
Since wγ1 (xγ )−wγ2 (xγ ) > 0 and wγ1 (xγ ) < 1 we get:
(λ2 − λ1)
(
1 −wγ2 (xγ )
)
 v(xγ )|p|
(
1 −wγ2 (xγ )
)
.
It follows that the v(xγ )’s are bounded from below by the positive constant (λ2 − λ1)/|p|. Hence both z1(xγ ) and
z2(xγ ) remain bounded and, as a consequence, wγ1 (xγ ) and w
γ
2 (xγ ) converge, as γ → 0, to 0. Letting γ → 0 in (2.16)
finally gives λ2 − λ1  0, a contradiction.
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0 = λ1 < λ2. (2.17)
Let Z˜ be a connected component of Z in RN . Since λ1 = 0 and z1 is a solution of the cell problem, we must
have, for some constant c, z1(x) = −〈p,x〉+ c for all x ∈ Z˜. We note in passing that Z cannot be connected because,
otherwise, one would have z1(x) = −〈p,x〉 + c for all x ∈ Z, which is impossible since z1 and Z are periodic and
p = 0. We also do not know whether connected components of Z are bounded or not. Therefore, to contradict (2.17)
it is necessary to have a slightly more involved argument.
To this end, fix  > 0. It follows from (2.14) that the map x → z2(x)− z1(x)+ |x|2 has a minimum in Z˜ at some
point x . We remark that the term |x|2 is there to deal with unbounded Z˜. We also note that |x | is bounded, since
z2 is coercive and z1 has a linear growth. Given that z2 is a solution of the cell problem with ergodic constant λ2 and
z1 is smooth, we get:
v(x)|−p + x + p| = v(x)|x | λ2.
In particular, v(x) is bounded from below, as  → 0, by a positive constant. Hence there exists δ ∈ (0,1) such
that, for all  > 0, Bδ(x) ⊂ Z˜. The same argument shows that |x | is also bounded from below. Hence, as  → 0,
|x |2 → +∞ and, thus, z1(x) → +∞ as  → 0.
Choose n → 0 and mn ∈ ZN such that z1(xn+1) − z1(xn) 4|p| and |xn − mn| 1. Then yn = xn − mn ∈ Q.
The periodicity of Z implies that Bδ(yn) ⊂ Z ∩ 2Q, a fact that is not possible if
Bδ(yn)∩Bδ(yn′) = ∅ for all n = n′.
Next we show that, if (2.17) holds, then Bδ(yn) ∩ Bδ(y′n) = ∅ if n = n′. If not yn and y′n should belong to the
same connected component Z˜1 of Z. But z1 is affine on Z˜1 with Dz1 = −p. The periodicity of z1 and the fact that
yn, y
′
n ∈ [0,1]N yield, if, for instance, n′ > n, that
4|p| z1(xn′ )− z1(xn) = z1(yn′)− z1(yn) = 〈p,yn − yn′ 〉 2|p|,
which is not possible. 
3. Curvature dependent motions
We investigate here the averaged behavior, as ε → 0, of interfaces driven by curvature dependent normal velocity.
For definiteness and to present the main ideas without any unnecessary complications, we concentrate here on normal
velocities of the form,
V = −ε divn− v
(
x
ε
)
, (3.1)
where n is the outward normal vector to the front and
v is Lipschitz continuous and periodic in the unite cube Q = [0,1]N. (3.2)
The associated level-set PDE is:{
uεt − ε tr[(I − D̂uε ⊗ D̂uε)D2uε] + v(xε )|Duε| = 0 in RN × (0,+∞),
uε = u0 on RN × {0}.
(3.3)
As already discussed in the Introduction, the behavior of the uε’s, as ε → 0, was studied by two of the authors in
[15] for almost periodic v’s satisfying (1.13), for which (3.3) reduces to,
inf
[
v2 − (N − 1)|Dyv|
]
> 0. (3.4)
The cell problem for (3.3) is to find, for each p ∈ RN , a unique ergodic constant F¯ (p) such that there exists a
periodic continuous solution w of:
− tr[(I − (D̂w + p ⊗ D̂w + p))D2w]+ v(y)|Dw + p| = F¯ (p) in RN. (3.5)
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problem:
λwλ − tr
[
(I − ̂Dwλ + p ⊗ ̂Dwλ + p)D2wλ
]+ v(y)|Dwλ + p| = 0 in RN, (3.6)
which has a unique periodic continuous solution wλ, and showing that, if (3.4) holds, then there exists a uniform
constant C > 0 such that, for all λ ∈ (0,1),
‖λwλ‖ + ‖Dwλ‖ C.
In the periodic setting, the solution w of (3.5) is obtained as the uniform limit, as λ → 0, of wλ − wλ(0) and the
constant F¯ (p) is the limit of −λwλ(0). In the almost periodic setting, the cell problem admits approximate correctors,
a fact which is equivalent to showing that λ(wλ − wλ(0)) converges to 0 uniformly in RN . The homogenization in
the random setting is an interesting open problem. The cell problem may have solutions in BUC(RN) which are not
Lipschitz solutions, as we show in the second part of this section in a special case. In full generality, however, we do
not know how to find such solutions without obtaining Lipschitz estimates.
Theorem 1.4 shows that, at least for shear-type forcing, (3.4) is not necessary. This suggests that the curvature plays
a role in stabilizing the solution as long as there is some control on the oscillation of v. If the latter is large, then the
front may not homogenize.
On the other hand we show here that (3.4) is indeed necessary, if one insists on having uniform in λ Lipschitz
estimates for solutions to (3.6).
We begin with the latter problem. A straightforward computation yields that w˜(x) = |x| solves:
− tr[(I − D̂w˜ ⊗ D̂w˜)D2w˜]+ v˜|Dw˜| = 0 in RN \ {0},
where, for x ∈ RN \ {0},
v˜(x) = N−1|x| .
The geometric properties of the equation above imply that, for any 0 < α < β < 1, the function (w˜∧β)∨α is also
a solution.
Let w be the periodic extension outside Q of (w˜ ∧ β) ∨ α, fix α′, β ′ such that 0 < α′ < α and β < β ′ < 1 and
define v ∈ C0,1(RN) as the periodic extension outside [0,1]N of:(
v˜ ∧ 1
α′
)
∨ 1
β ′
,
It follows that w solves,
− tr[(I − D̂w ⊗ D̂w)D2w]+ v|Dw| = 0 in RN,
while v violates (3.4), since, for x, such that α′ < |x| < β ′,
v2 = (N − 1)|Dyv|.
Consider the problem:
λwλ − tr
[
(I − ̂Dwλ + p ⊗ ̂Dwλ + p)D2wλ
]+ v|Dwλ + p| = f in RN, (3.7)
with f such that
‖f ‖ + ‖Df ‖ L.
If solutions of (3.7) satisfy a uniform in λ Lipschitz estimate, a scaling argument yields that, for some C > 0,
‖Dwλ‖ C
(|p| +L).
We consider next the special case p = 0 and f = λw. In view of the previous observation, the Lipschitz estimate
must be:
‖Dwλ‖ Cλ‖Dw‖. (3.8)
354 P. Cardaliaguet et al. / J. Math. Pures Appl. 91 (2009) 339–363On the other hand, the standard uniqueness of viscosity solutions implies:
wλ = w,
a fact which contradicts (3.8).
Combining the above remarks and the results of [15] leads to the following:
Proposition 3.1. Condition (3.4) is necessary and sufficient in order for (3.7) to admit, for p = 0 and f ∈ C0,1(RN),
solutions wλ ∈ C0,1(RN) with a uniform in λ Lipschitz estimate.
We continue with the proof of Theorem 1.4 which is rather long. To keep the presentation simple and not obscure
the main ideas, we divide the argument into a series of lemmas and we explain in between the various steps.
It is a well-known fact (see [16,15]) that the homogenization of an equation like,{
uεt + F(εD2uε,Duε, xε ) = 0 in RN × (0,∞),
uε = u0 on RN × {0},
(3.9)
with F periodic, is equivalent to showing that, for each P ∈ RN , there exists a unique constant F¯ (P ) such that one of
the three alternatives hold. Either the cell problem,
F
(
D2v,Dv + P,y)= F¯ (P ) in RN, (3.10)
has a continuous, periodic solution v, i.e., that there exists a unique constant F¯ (P ) for which (3.10) has a periodic,
uniformly continuous solution, or that the periodic solution of the initial value,{
ut + F(D2u,Du+ P,x) = 0 in RN × (0,∞),
u = 0 in RN × {0}, (3.11)
satisfies:
lim
t→∞ t
−1u(x, t) = −F¯ (P ) uniformly in RN, (3.12)
or that, if uε solves (3.9) with u0(x) =<P,x >, then, as ε → 0 and locally uniformly in (x, t),
uε(x, t) → 〈P,x〉 − t F¯ (P ). (3.13)
Next we assert that, if F is geometric, it is enough to consider |P | = 1, provided we know how to handle separately
the case P = 0, where we expect F¯ (0) = 0.
Indeed this follows from the fact that, if, for q ∈ RN \ {0}, u solves either (3.10) or (3.11) or (3.12) with con-
stant F¯—here we suppress the ε-dependence—with P = qˆ , then |q|u solves either (3.10) (with constant |q|F¯ ) or
(3.11) or (3.12) with P = |q|qˆ .
With all the above preliminaries in mind we proceed next with the asymptotic analysis of (1.18). As a first step of
simplification, we write (x, y) for (x1, x2) and (p, q) for P ∈ R2. We then proceed showing that, for each P ∈ R2,
one of the above alternatives hold. Based on the previous discussion in what follows to simplify the argument we will
often assume that p2 + q2 = 1.
The first step is to deal with the case q = 0 and p = 1. We have:
Lemma 3.1. Assume that P = (1,0). Then both (3.12) and (3.13) hold with F¯ (P ) = 0.
Proof. We begin with (3.12). If u solves (3.11) with P = (1,0), then
U(x,y, t) = u(x, y, t)+ x,
solves, {
Ut − tr[(I − D̂U ⊗ D̂U)D2U ] + v|DU | = 0 in R2 × (0,∞),
2 (3.14)U(x,y,0) = x on R .
P. Cardaliaguet et al. / J. Math. Pures Appl. 91 (2009) 339–363 355Without any loss of generality, we may assume that v(0) = 0. The geometric character of (3.14) (see, for exam-
ple, [3]) yields that, for each k ∈ Z,
wk(x, y) = 1[k,∞)(x)
is a time independent solution of (3.14).
The comparison/inclusion principle for viscosity solutions then states that, for all t > 0 and λ ∈ (k − 1, k + 1),{
wk+1(·,·) 1
}⊂ {U(·,·, t) λ}⊂ {wk−1(·,·) 1},
since, at t = 0,
{wk+1  1} = [k + 1,∞)× R ⊂ [λ,∞)× R ⊂ [k − 1,∞)× R = {wk−1  1}.
Therefore, for (x, y, t) ∈ R2 × (0,∞),∣∣u(x, y, t)∣∣= ∣∣U(x,y, t)− x∣∣ 1,
and, hence, (3.12) holds with F¯ (P ) = 0.
To prove (3.13), observe that the solution uε of (3.9) with u0(x, y) = x depends only on (x, t). Hence (3.13)
reduces (recall that N = 2) to: {
uεt + v(xε )|uεx | = 0 in R × (0,∞),
uε(x,0) = x on R.
It then follows from the results of Section 2 that, as ε → 0 and locally uniformly on R × (0,∞),
uε(x, t) → px. 
Next we assume that q = 0 and we establish first the connection between the cell problem (1.19) and the ode (1.20),
i.e., we prove Theorem 1.4(i). For future reference we remark that, in view of the standard elliptic regularity theory,
a bounded Lipschitz continuous solution of (1.19) is actually in C2(R). We have:
Lemma 3.2. If the cell problem (1.19) has a periodic, Lipschitz continuous solution for some (p, q) ∈ R2 with q = 0,
then the ode (1.20) has a solution, for a = |q|−1F¯ (p, q), satisfying (1.21). Moreover, 〈ψ(1 − ψ2)−1/2〉 = p|q|−1.
Conversely, if the ode (1.20) has, for some a ∈ R, a solution ψ satisfying (1.21), then, for (p, q) ∈ R2 such that
p = 〈ψ(1 −ψ2)−1/2〉|q|, the cell problem (1.19) has a periodic Lipschitz continuous solution with F¯ (p, q) = |q|a.
Proof. Fix (p, q) ∈ R2 such that q = 0. If u is a periodic Lipschitz continuous solution of (1.19), a straightforward
computation yields that
ψ = u
′ + p
(q2 + (u′ + p)2)1/2
satisfies the assertions of the lemma.
Assume next that ψ solves (1.20) for some a ∈ R and satisfies (1.21). Then, for any (p, q) ∈ R2 with q = 0,
consider the Lipschitz continuous function u defined up to constants by:
u′ + p = |q| ψ
(1 −ψ2)1/2 .
A direct calculation yields that u solves (1.19) with F¯ = a|q|. For u to be periodic, it is necessary to have:
p = 〈ψ(1 −ψ2)1/2〉|q|. 
Next we concentrate on the case 〈v〉 = 0. The following lemma is the proof of parts (ii) and (iii) of Theorem 1.4.
Lemma 3.3.
(i) Assume 〈v〉 = 0. For every p,q ∈ R2 such that p2 + q2 = 1 and q = 0, (1.20) has a solution satisfying (1.21) if
and only if V¯ − V < 2. In this case a = 0.
(ii) Claim (iii) of Theorem 1.4 holds.
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equals 0 because 〈v〉 = 0. The first claim then follows from the observation that the ode,
ψ ′ = v in R and ψ(0) = σ,
admits a periodic solution ψ = σ + V in R satisfying (1.21) if and only if σ ∈ (−1 − V ,1 − V¯ ). Finally,
−1 − V < 1 − V¯ is equivalent to V¯ − V < 2.
Next we write,
vθ (x) = θ sin(2πx),
and observe that
V¯ − V < 2 if and only if |θ | < 2π.
Assume that θ > 2π (the argument for θ < −2π goes in exactly the same way) and consider the sets,
D+,ε =
⋃
k∈Z
(
kε, (1/2 + k)ε)× R and D−,ε = ⋃
k∈Z
(
(−1/2 + k)ε, kε)× R,
and for (x, y, t) ∈ D±,ε × (0,∞), the functions
U±,ε(x, y, t) = y − ε
2π
ln
(± sin(2πx/ε))± (2π − θ)t.
A direct computation yields that U±,ε solves:
wt − ε tr(I − D̂w ⊗ D̂w)D2w + v|Dw| = 0 in D±,ε × (0,∞).
If uε ∈ UC(R2 × (0,∞)) is the solution of (1.18) with u0(x, y) = y, we note that
u0 U+,ε in D+,ε
(
resp. U−,ε  u0 in D−,ε
)
and
U+,ε = +∞ on ∂D+,ε × (0,∞) (resp. U−,ε = −∞ on ∂D−,ε × (0,∞)).
The comparison principle of viscosity solutions yields:
uε U+,ε in D+,ε × (0,∞) (resp. U−,ε  uε in D−,ε × (0,∞)).
It follows that, for all (x, y, t) ∈ R2 × (0,∞),
lim inf
(x′,y′,t ′)→(x,y,t)
ε→0
uε(x′, y′, t ′) y − (θ − 2π)t,
and
lim sup
(x′,y′,t ′)→(x,y,t)
ε→0
uε(x′, y′, t ′) y + (θ − 2π)t. 
The case 〈v〉 = 0 is considerably more complicated. The proof consists of several technical steps. The first one is a
stability result, saying that, if the cell problem has a solution for (pn, qn) with (pn, qn) → (p, q) with q = 0, then the
cell problem also has a solution for (p, q). The assumption that 〈v〉 − v < 2 when 〈v〉 > 0 or v¯ − 〈v〉 < 2 if 〈v〉 < 0
plays a crucial role here. In the second step we use the Implicit Function Theorem to prove that, if the cell problem
has a solution for (p,1) for some p, then it has a solution for any (p,1) and, hence, for any (p, q) with q = 0. The
key idea here is to parameterize the ergodic constant and the corrector of the problem—expressed in terms of the
solution ψ of (1.20)—as of a function the initial condition ψ(0). Finally perturbing the equation by replacing v by vθ
defined by:
vθ = (1 − θ)〈v〉 + θv,
we show, using the continuation method, that the cell problem has indeed a solution for any (p, q) with q = 0. To
simplify some of the statements, below we refer to the cell problem with vθ as the θ -cell problem.
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θ ∈ [0,1]. Let (pn, qn) → (p, q) with q = 0, θn → θ ∈ [0,1] and assume that the cell problem for vθn has a solution at
(pn, qn) with ergodic constant F¯θ (pn, qn). Then the cell problem for vθ has a solution at (p, q) with ergodic constant
F¯ (p, q) = lim F¯θn(pn, qn).
Before we present the proof we introduce some notation in order to rephrase the assumptions and the conclusions
in terms of the ode (1.20). To this end, let Ω be the open subset of R2 × (−1,1) consisting of all the triplets (a, θ, τ )
for which the problem, {
ψ ′ = −a(1 −ψ2) 12 + vθ ,
ψ(0) = τ, (3.15)
has a solution ψ = ψa,θ,τ satisfying (1.21). If (a, θ, τ ) ∈ Ω , then the solution ψa,θ,τ of (3.15) is clearly unique. Let
Φ : Ω → R be defined by Φ(a, θ, τ ) = ψ(1)− τ . It follows from Lemma 3.2 that Φ(a, θ, τ ) = 0 is equivalent to the
existence of a solution of the θ -cell problem at (p,1) with p = 〈ψ(1 − ψ2)− 12 〉. The associated ergodic constant is
then a. Let C be the set of triple (a, θ, τ ) ∈ Ω such that Φ(a, θ, τ ) = 0.
We continue with:
Proof of Lemma 3.4. To fix the idea, we assume throughout the proof that 〈v〉 > 0. In view of Lemma 3.2, our
hypotheses yield some an = |qn|−1F¯vθn (pn, qn) and τn ∈ (−1,1) such that (an, θn, τn) ∈ C. Without loss of generality,
we assume from now on that qn = 1, redefining pn as pn/|qn|. Let ψn = ψan,θn,τn . It follows from the our assumptions
that pn = 〈ψn(1 − ψ2n)
1
2 〉 converges to some p. Recall that |an| ‖v‖(1 + p2n)
1
2 and |τn| < 1. Hence we can assume
that an → a and τn → τ . To conclude we need to show that (a, θ, τ ) ∈ C.
From standard convergence results, the ψn’s converge uniformly to a periodic solution ψ = ψa,θ,τ of (3.15)
satisfying |ψ |  1 in [0,1] and ψ(0) = ψ(1) = τ . To conclude, we need to show that |ψ | < 1. Indeed, then
p = 〈ψ(1 −ψ2)− 12 〉 and the cell problem is solvable for (p,1) with an ergodic constant given by a, which is positive,
since, integrating (3.15) on [0,1] gives a〈(1 −ψ2) 12 〉 = 〈v〉.
We first claim that there do not exist x¯, x ∈ [0,1] such that ψ(x¯) = 1 and ψ(x) = −1. If not, integrating (3.15)
over [x¯, x] if x¯ < x and [x¯, x + 1] otherwise (extending ψ by periodicity) we get:
−2 = −a
x∫
x¯
(
1 −ψ2) 12 + x∫
x¯
vθ −a
〈(
1 −ψ2) 12 〉+ min[0,1] vθ −〈v〉 + v,
which is impossible since 〈v〉 − v < 2.
We show that ψ < 1 on [0,1]; the inequality ψ > −1 on [0,1] follows similarly. If not, there exists x¯ ∈ [0,1]
such that ψ(x¯) = 1. From the previous step, we must have ψ > −1 in [0,1]. Since ψ satisfies (3.15) with v Lipschitz
continuous, we have:
ψ ′(x) ‖v′‖|x − x¯|
Integrating this inequality between x and x¯ for x < x¯ gives:
ψ(x) 1 − ‖v′‖ (x − x¯)
2
2
.
Hence, for δ > 0 sufficiently small, we obtain, for all x ∈ (x¯ − δ, x¯),(
1 −ψ2(x)) 12  2√‖v′‖|x − x¯|,
and, therefore
x¯∫
ψ
(1 −ψ2) 12
= +∞.x¯−δ
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ψ
(
1 −ψ2)− 12 〉= +∞.
Moreover, since the ψn converge uniformly to ψ , there exists γ > 0 such that, for n large enough, ψn > −1 + γ .
Fatou’s Lemma then implies that 〈
ψ
(
1 −ψ2)− 12 〉 lim inf〈ψn(1 −ψ2n)− 12 〉= p,
a contradiction. Therefore we must have ψ < 1 on [0,1]. 
Next we show that, if the cell problem is solvable for some (p0, q0) with q0 = 0, then it is solvable for any (p, q).
Moreover we describe the behavior of the map p → F¯ (p,1).
Lemma 3.5. If the θ -cell problem is solvable at some P = (p0, q0) with q0 = 0, then it is solvable for any (p, q) ∈ R2
with ergodic constant F¯θ (p, q). Moreover, F¯θ (p,1) is continuous, decreasing on (−∞,0) and increasing on (0,+∞)
with respect to p.
Proof. We use the notation introduced before the proof Lemma 3.4 and, to fix the ideas, we assume that 〈v〉 > 0
and θ = 1, the arguments for 〈v〉 < 0 and general θ ∈ [0,1] being exactly the same. We denote by C1 and Ω1 be the
restrictions of C and Ω to θ = 1. Finally we do not display the dependence of ψ and Φ on θ = 1, and we assume,
without loss of generality, that q0 = 1.
Since the cell problem is solvable for (p0,1), Lemma 3.2 states that there is some a0 = F¯ (p0,1) and τ0 ∈ (−1,1)
such that the solution ψa0,τ0 satisfies (1.21) and 〈ψa0,τ0(1 −ψ2a0,τ0)−
1
2 〉 = p0.
Applying the Implicit Function Theorem to Φ = Φ(a, τ) = ψa,τ (1) − τ , we find an interval I ⊂ (−1,1) and
a C1-curve a : I → R such that τ0 ∈ I , a(τ0) = a0 and (a(τ ), τ ) ∈ C for all τ ∈ I .
For later use we note that Φ ∈ C1(Ω1). Indeed let φa,τ be the solution of the linearization of (3.15),{
φ′ = aψa,τ φ(1 −ψ2a,τ )−1/2,
φ(0) = 1.
Then
∂Φ
∂τ
(a, τ ) = φa,τ (1)− 1,
and, hence,
∂Φ
∂τ
(a, τ ) = exp(a〈ψa,τ (1 −ψ2a,τ )− 12 〉)− 1. (3.16)
Moreover, for all (a, τ ) ∈ Ω1,
∂Φ
∂a
(a, τ ) < 0, (3.17)
because
∂Φ
∂a
(a, τ ) = χa,τ (1),
where χa,τ is the solution to {
χ ′a,τ = aψa,τ (1 −ψ2a,τ )−1/2χa,τ − (1 −ψ2a,τ )−1/2,
χa,τ (0) = 0.
Since the map a → Φ(a, τ) is strictly decreasing for any τ , there is at most one a = a(τ) for which (a(τ ), τ ) ∈ C.
The Implicit Function Theorem and (3.17) imply that there is a maximal interval I = (τ1, τ2) ⊂ (−1,1), with τ0 ∈ I
and a(τ0) = a0 and a ∈ C1(I ).
Set ψτ = ψa(τ),τ and p(τ) = 〈φτ (1 −ψ2τ )−
1
2 〉. Integrating (3.15) on [0,1] gives:
〈v〉 = a(τ)〈(1 −ψ2τ ) 12 〉.
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a′(τ ) = − 1
∂Φ
∂a
(a(τ ), τ )
(
exp
(
a(τ)p(τ)
)− 1). (3.18)
In particular, a is locally increasing if p(τ) > 0 and decreasing if p(τ) < 0.
Next we observe that a is strictly quasi-convex, i.e., if a(τ) = a(τ ′) for some τ = τ ′, then, for all λ ∈ (0,1),
a
(
λτ + (1 − λ)τ ′)< a(τ) = a(τ ′).
Indeed, if τ < τ ′ and a(τ) = a(τ ′), then ψτ < ψτ ′ . From the strict concavity of the map z → (1− z2) 12 and the fact
that a(τ) = a(τ ′) > 0, we have, for all τ, τ ′ ∈ (0,1),(
λψτ + (1 − λ)ψτ ′
)′
> −a(τ)(1 − (λψτ + (1 − λ)ψτ ′)2) 12 + v.
Therefore,
ψλτ+(1−λ)τ ′ < λψτ + (1 − λ)ψτ ′ ,
and, hence
Φ
(
a(τ), λτ + (1 − λ)τ ′)< 0.
Since a → Φ(a, τ) is decreasing, it follows that
a
(
λτ + (1 − λ)τ ′)< a(τ).
Next we establish several properties of the maps a = a(τ) and p = p(τ) with τ ∈ I . First we note that the unique-
ness of the ergodic constant yields that, for all τ, τ ′ in I ,
if p(τ) = p(τ ′) then a(τ) = a(τ ′). (3.19)
It follows that there exists at most one τ¯ ∈ I such that p(τ¯ ) = 0. Indeed suppose that p(τ¯ ) = p(τ¯1) = 0 for some
τ¯ < τ¯1. Then (3.19) yields that a(τ¯ ) = a(τ¯1). In view of the strict quasi-convexity of a, we have a(τ) < a(τ¯ ) on
(τ¯ , τ¯1). Hence there exist some τ ∈ (τ¯ , τ¯1) such that a′(τ ) = 0, which, in turn, implies that p(τ) = 0. So a(τ) = a(τ¯ ),
a contradiction.
The map τ → p(τ) is strictly increasing or strictly decreasing on I . Indeed let us first assume that there is no τ¯ such
that p(τ¯ ) = 0. Then, from (3.18), a is strictly increasing or strictly decreasing on I , and, by (3.19), so is p = p(τ). If
there exists τ¯ with p(τ¯ ) = 0 and if, for instance, p is positive on (τ1, τ¯ ), then a is strictly increasing on this interval,
and, therefore, since p(τ¯ ) = 0, p is strictly decreasing on (τ1, τ¯ ). Arguing in a similar way if p is negative on (τ1, τ¯ )
and on the interval (τ¯ , τ2) we end up with the following four alternatives:
Either (i) p is strictly increasing on I , while a is decreasing on (τ1, τ¯ ) and increasing on (τ¯ , τ2), or (ii) p is strictly
decreasing on I , while a is increasing on (τ1, τ¯ ) and decreasing on (τ¯ , τ2), or (iii) p is positive on I\{τ¯ } and a is
strictly increasing on I , or, finally, (iv) p is negative on I\{τ¯ } and a is strictly decreasing on I .
The last two cases are ruled out by (3.19), while (ii) cannot hold because a is quasi-convex. Hence, if we prove
that p(I) = R, then (i) must hold and the proof of the lemma is complete.
We first show that limτ→τ1 p(τ), which, in view of the previous discussion exists, is unbounded. Arguing by
contradiction, we assume that limτ→τ1 p(τ) is finite and equal to some p¯. Then from the estimate,
0 a(τ) = F¯ (p(τ),1) ‖v‖(1 + p(τ)2) 12 ,
on the ergodic constant, we get that a(τ) remains bounded as τ → τ1. Hence, there is a sequence τn → τ1 such that
a(τn) → a¯. But then Lemma 3.4 states that (a¯, τ1) belongs to C1, which, in view of the Implicit Function Theorem,
shows that τ1 belongs to the interior of the interval I , a contradiction. So limτ→τ1 p(τ) is unbounded. The symmetric
conclusion, when τ → τ2, can be proved in the same way. This implies that p(I) = R because p is monotone in I . 
We continue with:
Proof of Theorem 1.4(iv). Let
T = {θ ∈ [0,1]: the θ -cell problem is solvable for all (p,1)}.
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(p,1). We show that T is open and closed, and thus equal to [0,1]. For this we use again the notation introduced
before the proof of Lemma 3.4.
The set T is open because, if θ0 ∈ T , then there exists some (a0, τ0) such that (a0, τ0, θ0) belongs to C. Applying
the Implicit Function Theorem to the map Φ , as in the proof of Lemma 3.5, we find an open set U containing (τ0, θ0)
and a map a : U → R such that, for all (τ, θ) ∈ U , (a(τ, θ), τ, θ) ∈ C. In particular, for such (τ, θ), the θ -cell problem
is solvable at (p,1) for some p. Lemma 3.5 implies that the θ -cell problem is solvable at (p,1) for all p ∈ R. Hence
θ ∈ T for any θ in a neighborhood of θ0.
Assume next that θn ∈ T and, as n → ∞, θ → θ¯ . The θn-cell problem is solvable at (p, q) = (0,1). Then
Lemma 3.4 states that the θ¯ -cell problem for vθ¯ is solvable at (0,1), which, in turn, implies that it is solvable for
any (p,1). Hence θ¯ ∈ T .
In conclusion, T = [0,1], which proves that the cell problem is solvable for v for any (p,1) and, therefore for any
(p, q) ∈ R2 with q = 0. The case q = 0 is treated in Lemma 3.1.
The continuity of F¯ for q = 0 is an immediate consequence of the regularity of the solution—recall that, if q = 0,
the corrector is Lipschitz continuous and, hence, smooth—and the stability properties of the equation.
To prove the continuity for q = 0, we assume, for definiteness, that 〈v〉 > 0 and argue as follows:
For (p, q) ∈ R2 with q = 0 and p2 + q2 = 1, the minR(p + w′)2 is achieved, in view of the periodicity, in any
interval k + I for k ∈ Z. At any minimum point, we have:
either p +w′ = 0 or w′′ = 0.
Let wn be a solution of the cell problem for Pn = (pn, qn) with qn = 0 and assume that (pn, qn) → (1,0). We
show that, as n → ∞, F¯ (pn, qn) → 0.
To this end, let xn ∈ [0,1] be a minimum point of (pn + w′n)2. If along a subsequence, which we denote for
convenience the same way as the sequence, we have:
pn +w′n(xn) = 0.
Evaluating the equation at xn yields,
−q2nw′′n(xn)+ v(xn)|qn| = F¯ (pn, qn).
If w′′n(xn) 0, then
0 F¯ (pn, qn) ‖v‖ |qn|.
If w′′(xn) < 0, then the function x → wn(x)+px attains a strict local maximum at xn + k for all k ∈ Z. Therefore
it must also have a local minimum at some yn + k for all k ∈ Z. At such points pn + w′n = 0 and w′′n  0, so the
previous argument is still valid.
Assume next that, as qn → 0,
min
(
pn +w′n
)2
> 0, and, hence at the minimum w′′n = 0.
Then
either lim inf
qn→0
min
(
pn +w′n
)2 = m> 0 or lim
qn→0
min
(
pn +w′n
)2 = 0. (3.20)
In the former case, if, for instance, lim infqn→0 min(pn +w′n)
√
m, then for all x > y and some m˜ > 0, we have:
wn(x)+ pnx wn(y)+ pny + m˜(x − y).
It follows from the periodicity, that the wn’s are uniformly bounded—choose yn ∈ [0,1] and xn ∈ [1,2] such that
wn(yn) = maxI wn and wn(xn) = minI wn.
Classical arguments from the theory of viscosity solutions yield that the function,
w∗(x) = lim
n→∞
y→x
wn(y),
satisfies
v
∣∣p +w′∗∣∣ lim F¯ (pn, qn) 0,n→∞
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lim
n→∞ F¯ (pn, qn) = 0.
If the second alternative in (3.20) holds, then at the minimum point xn we must have
v(xn)
(
q2n +
(
pn +w′n(xn)
)2)1/2 = F¯ (pn, qn),
and, hence, again limn→∞ F¯ (pn, qn) = 0. 
It is, of course, interesting to know whether the effective nonlinearity F¯ has additional regularity properties like,
for example, Lipschitz continuity, convexity/concavity, etc. If F¯ were convex or concave, then it would be locally
Lipschitz continuous, since it is basically bounded and geometric. It turns out, however, that F¯ cannot be Lipschitz
continuous.
For definiteness let 〈v〉 > 0. We argue by contradiction assuming that there exists a constant c > 0 such that, if
pn, qn ∈ R, qn = 0, p2n + q2n = 1 and qn → 0, then
0 < F¯ (pn, qn) c|qn|. (3.21)
Let ψn be a solution of (1.20) satisfying (1.21) given by Theorem 1.4(iii), i.e., ψn is periodic, |ψn| < 1,
ψ ′n = −F¯ (pn, qn)|qn|−1
(
1 −ψ2n
)1/2 + v, (3.22)
and 〈
ψn
(
1 −ψ2n
)−1/2〉= pn(1 − p2n)−1/2. (3.23)
In view of (3.21), we have ∣∣ψ ′n∣∣ c + ‖v‖.
Letting n → ∞ along subsequences, we obtain a periodic ψ¯ such that
ψn → ψ¯ and ψ¯ ′ = −G
(
1 − ψ¯2)1/2 + v,
where
G = lim
n→∞F(pn, qn)|qn|
−1.
Arguing as in the proof of Lemma 3.4, we conclude that either |ψ¯ | < 1 or, for some δ > 0, either max ψ¯ = 1 and
min ψ¯ > −1 + δ or max ψ¯ < 1 − δ and min ψ¯ = −1.
Recall next that
ψn = w
′
n + pn
[q2n + (w′n + pn)2]1/2
.
If the first alternative holds, then, for some η > 0,∣∣w′n + pn∣∣|qn|−1  η,
which yields that, as n → ∞, wn → −px, which is not periodic.
If the second alternative holds, we make the additional assumption that
v′ = 0 in {v = 0}.
Assume that max ψ¯ = 1 and let x¯ be such that ψ¯(x¯) = 1; a similar argument works if min ψ¯ = −1. Locally around
x¯, ψ¯ has the form:
ψ¯(x) = 1 + φ¯(x − x¯) with φ¯(0) = φ¯′(0) = 0.
Substituting in the equation for ψ¯ we find:
φ¯′(x − x¯) = −2G∣∣φ¯(x − x¯)∣∣+ v′(x¯)(x − x¯)+ o(x − x¯),
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0 = v′(x¯),
a contradiction.
We conclude revisiting the case where v > 0 with no additional condition on V¯ ,V , v¯ and v. Although (3.4) may
not hold, the laminar form of v allows to homogenize. We state this in:
Proposition 3.2. Assume that v ∈ C0,1(R) is periodic in [0,1] and v  v0 > 0. There exists an effective geomet-
ric, Lipschitz, continuous F¯ :R2 → R such that, for any u0 ∈ UC(R2), if u¯ ∈ UC(R2 × (0,∞)) solves (1.11) and
uε ∈ UC(R2 × (0,∞) solves (1.18), then, as ε → 0, uε → u¯ in C(R2 × (0,∞)).
Proof. It is enough to solve, for each P = (p, q) ∈ R2, the cell problem,
− tr[(I − D̂w + P ⊗ D̂w + P)D2w]+ v(x)|Dw + P | = F¯ (P ) in R2.
We consider two cases, namely q = 0 and q = 0. In the first, we write,
z = |q|w, λ = p/q,
and seek a constant μ such that the equation,
− z
′′
1 + (λ+ z′)2 + v
√
λ2 + (z′)2 = μ in R,
has a periodic uniformly continuous solution.
Since v > 0, condition (3.4) holds for N = 1 and the claim follows from Theorem 1.2.
If q = 0, then the cell problem reduces to,
v
(
p2 + (w′)2)1/2 = F¯ (p,0) in R,
which again has a solution, since v > 0. 
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