Invariant yields of neutral pions at midrapidity in the transverse momentum range 0.6 < p T < 12 GeV/c measured in Pb-Pb collisions at √ s NN = 2.76 TeV are presented for six centrality classes. The pp reference spectrum was measured in the range 0.4 < p T < 10 GeV/c at the same center-ofmass energy. The nuclear modification factor, R AA , shows a suppression of neutral pions in central Pb-Pb collisions by a factor of up to about 8−10 for 5 p T 7 GeV/c. The presented measurements are compared with results at lower center-of-mass energies and with theoretical calculations.
Introduction
Quantum chromodynamics (QCD) predicts a transition from hadronic matter to a state of deconfined quarks and gluons, i.e., to the quark-gluon plasma (QGP), at a temperature of T c ≈ 150 − 160 MeV at vanishing net baryon number [1, 2] . Energy densities created in Pb-Pb collisions at the LHC are estimated to be sufficiently large to reach this state [3, 4] . At low transverse momenta (roughly p T 3 GeV/c) it is expected that pressure gradients in the QGP produced in an ultrarelativistic collision of two nuclei give rise to a collective, outward-directed velocity profile, resulting in a characteristic modification of hadron spectra [5] . At sufficiently large p T ( 3 − 8 GeV/c), hadrons in pp and Pb-Pb collisions originate from hard scattering as products of jet fragmentation. Hard-scattered quarks and gluons, produced in the initial stage of the heavy-ion collision, must traverse the QGP that is produced around them and lose energy in the process through interactions with that medium. This phenomenon ("jet quenching") leads to a modification of hadron yields at high p T [6, 7] . By studying observables related to jet quenching one would like to better understand the mechanism of parton energy loss and to use hard probes as a tool to characterize the QGP.
The modification of the hadron yields for different p T intervals in heavy-ion (A-A) collisions with respect to pp collisions can be quantified with the nuclear modification factor R AA (p T ) = d 2 N/dp T dy| AA T AA × d 2 σ /dp T dy| pp (1) where the nuclear overlap function T AA is related to the average number of inelastic nucleon-nucleon collisions as T AA = N coll /σ pp inel . In the factorization approach of a perturbative QCD calculation of particle production from hard scattering, the overlap function T AA can be interpreted as the increase of the parton flux in going from pp to A-A collisions. Without nuclear effects, R AA will be unity in the hard scattering regime.
Parton energy loss depends on a number of factors including the transport properties of the medium and their space-time evolution, the initial parton energy, and the parton type [8] [9] [10] [11] [12] . The nuclear modification factor, R AA , is also affected by the slope of the initial parton transverse momentum spectrum prior to any interaction with the medium and initial-state effects like the modifications of the parton distributions in nuclei. An important constraint for modeling these effects comes from the study of p-A collisions [13] , but also from the study of A-A collisions at different center-of-mass energies ( √ s NN ) and different centralities. For instance, the increase in √ s NN from RHIC to LHC energies by about a factor 14 results in larger initial energy densities and less steeply falling initial parton spectra [14] . Moreover, at the LHC, pions with p T 50 GeV/c are dominantly produced in the fragmentation of gluons [15] , whereas the contribution from quark fragmentation in the same p T region is much larger and more strongly varying with p T at RHIC [16] . Therefore, the pion suppression results at the LHC will be dominated by gluon energy loss, and simpler to interpret than the results from RHIC. Compared to measurements of the R AA for inclusive charged hadrons, differences between the baryon and meson R AA provide additional information on the parton energy loss mechanism and/or on hadronization in A-A collisions [17, 18] . Experimentally, neutral pions are ideally suited for this as they can be cleanly identified (on a statistical basis) via the decay π 0 → γγ.
The suppression of neutral pions and charged hadrons at large transverse momentum [19] [20] [21] [22] [23] and the disappearance of azimuthal back-to-back correlations of charged hadrons in central Au-Au collision at RHIC [24, 25] (see also [26] [27] [28] [29] ) were interpreted in terms of parton energy loss in hot QCD matter. Neutral pions in central Au-Au collisions at √ s NN = 200 GeV were found to be suppressed by a factor of 4 − 5 for p T 4 GeV/c [30, 31] . The rather weak dependence of R AA on p T was described by a large number of jet quenching models [32] . The √ s NN and system size dependence was studied in CuCu collisions at √ s NN = 19.4, 62.4, and 200 GeV [33] and in Au-Au collisions at √ s NN = 39, 62.4, and 200 GeV [22, 34] . In central Cu-Cu collisions the onset of R AA < 1 was found to occur between √ s NN = 19.4 and 62.4 GeV. For unidentified charged hadrons in central Pb-Pb collisions at the LHC, R AA was found to increase from R AA < 0.2 at p T ≈ 7 GeV/c to R AA ≈ 0.5 for p T 50 GeV/c, in line with a decrease of the relative energy loss with increasing parton p T [35] [36] [37] .
The dependence of the neutral pion R AA on √ s NN and p T in Au-Au collisions at RHIC energies for 2 p T 7 GeV/c is not fully reproduced by jet quenching calculations in the GLV framework which is based on perturbative QCD [34, 38, 39] . This may indicate that, especially for this intermediate p T range, jet quenching calculations do not yet fully capture the relevant physics processes. With the large increase in √ s NN the measurement of R AA at the LHC provides a large lever arm to further constrain parton energy loss models. Phenomena affecting pion production in the p T range 0.6 < p T < 12 GeV/c of this measurement include collective radial flow at low p T and parton energy loss at high p T . The data are therefore well suited to test models aiming at a description of particle production over the full transverse momentum range, including the potentially complicated interplay between jets and the evolving medium.
Detector description
Neutral pions were reconstructed via the two-photon decay channel π 0 → γγ which has a branching ratio of 98.8% [40] . Two independent methods of photon detection were employed: with the Photon Spectrometer (PHOS) which is an electromagnetic calorimeter [41] , and with photon conversions measured in the central tracking system using the Inner Tracking System (ITS) [42] and the Time Projection Chamber (TPC) [43] . In the latter method, referred to as Photon Conversion Method (PCM), conversions out to the middle of the TPC were reconstructed (radial distance R ≈ 180 cm). The material in this range amounts to (11.4 ± 0.5)% of a radiation length X 0 for |η| < 0.9 corresponding to a plateau value of the photon conversion probability of (8.6 ± 0.4)%. The measurement of neutral pions with two independent methods with different systematics and with momentum resolutions having opposite dependence on momentum provides a valuable check of the systematic uncertainties and facilitates the measurements of neutral pions in a wide momentum range with small systematic uncertainty.
PHOS consists of three modules installed at a distance of 4.6 m from the interaction point. PHOS subtends 260 • < ϕ < 320 • in azimuth and |η| < 0.13 in pseudorapidity. Each module has 3584 detection channels in a matrix of 64 × 56 cells made of lead tungstate (PbWO 4 ) crystals each of size 2.2 × 2.2 × 18 cm 3 . The transverse dimensions of the cells are slightly larger than the PbWO 4 Molière radius of 2 cm. The signals from the cells are measured by avalanche photodiodes with a low-noise chargesensitive preamplifier. In order to increase the light yield and thus to improve energy resolution, PHOS crystals are cooled down to a temperature of −25 • C. The PHOS cells were calibrated in pp collisions by equalizing the π 0 peak position for all cell combinations registering a hit by a decay photon.
The Inner Tracking System (ITS) [44] consists of two layers of Silicon Pixel Detectors (SPD) positioned at a radial distance of 3.9 cm and 7.6 cm, two layers of Silicon Drift Detectors (SDD) at 15.0 cm and 23.9 cm, and two layers of Silicon Strip Detectors (SSD) at 38.0 cm and 43.0 cm. The two SPD layers cover a pseudorapidity range of |η| < 2 and |η| < 1.4, respectively. The SDD and the SSD subtend |η| < 0.9 and |η| < 1.0, respectively.
The Time Projection Chamber (TPC) [43] is a large (85 m 3 ) cylindrical drift detector filled with a Ne/CO 2 /N 2 (85.7/9.5/4.8%) gas mixture. It covers a pseudorapidity range of |η| < 0.9 over the full azimuthal angle for the maximum track length of 159 reconstructed space points. With the magnetic field of B = 0.5 T, electron and positron tracks were reconstructed down to transverse momenta of about 50 MeV/c. In addition, the TPC provides particle identification via the measurement of the specific energy loss (dE/dx) with a resolution of 5.5% [43] . The ITS and the TPC were aligned with respect to each other to a precision better than 100 µm using tracks from cosmic rays and proton-proton collisions [42] .
Two forward scintillator hodoscopes (VZERO-A and VZERO-C) [45] subtending 2.8 < η < 5.1 and −3.7 < η < −1.7, respectively, were used in the minimum bias trigger in the pp and in the Pb-Pb run. The sum of the amplitudes of VZERO-A and VZERO-C served as a measure of centrality in PbPb collisions [46] . Spectator (non-interacting) protons and neutrons were measured with Zero Degree Calorimeters (ZDCs), located close to the beam pipe, 114 m away from the interaction point on either side of the ALICE detector [44] .
3 Data processing
Event selection
The pp sample at √ s = 2.76 TeV was collected in the 2011 LHC run. The minimum bias trigger (MB OR ) in the pp run required a hit in either VZERO hodoscope or a hit in the SPD. Based on a van der Meer scan the cross section for inelastic pp collisions was determined to be σ inel = (62. −0.035 [47] . The results were obtained from samples of 34.7 × 10 6 (PHOS) and 58 × 10 6 (PCM) minimum bias pp collisions corresponding to an integrated luminosity L int = 0.63 nb −1 and L int = 1.05 nb −1 , respectively. PHOS and the central tracking detectors used in the PCM were in different readout partitions of the ALICE experiment which resulted in the different integrated luminosities.
The Pb-Pb data at √ s NN = 2.76 TeV were recorded in the 2010 LHC run. At the ALICE interaction region up to 114 bunches, each containing about 7 × 10 7 208 Pb ions, were collided. The rate of hadronic interactions was about 100 Hz, corresponding to a luminosity of about 1.3 × 10 25 cm −2 s −1 . The detector readout was triggered by the LHC bunch-crossing signal and a minimum bias interaction trigger based on trigger signals from VZERO-A, VZERO-C, and SPD [46] . The efficiency for triggering on a hadronic Pb-Pb collision ranged between 98.4% and 99.7%, depending on the minimum bias trigger configuration. For the centrality range 0-80% studied in the Pb-Pb analyses 16.1 × 10 6 events in the PHOS analysis and 13.2 × 10 6 events in the PCM analysis passed the offline event selection.
In both pp and Pb-Pb analyses, the event selection was based on VZERO timing information and on the correlation between TPC tracks and hits in the SPD to reject background events coming from parasitic beam interactions. In addition, an energy deposit in the ZDCs of at least three standard deviations above the single-neutron peak was required for Pb-Pb collisions to further suppress electromagnetic interactions [46] . Only events with a reconstructed vertex in |z vtx | < 10 cm with respect to the nominal interaction vertex position along the beam direction were used.
Neutral pion reconstruction
The PHOS and PCM analyses presented here are based on methods previously used in pp collisions at √ s = 0.9 and 7 TeV [48] . Neutral pions were reconstructed using the π 0 → γγ decay channel either with both photon candidates detected in PHOS or both photons converted into e + e − pairs and reconstructed in the central tracking system. For the photon measurement with PHOS adjacent lead tungstate cells with energy signals above a threshold (12 MeV) were grouped into clusters [49] . The energies of the cells in a cluster were summed up to determine the photon energy. The selection of the photon candidates in PHOS was different for pp and Pb-Pb collisions due to the large difference in detector occupancy. For pp collisions cluster overlap is negligible and combinatorial background small. Therefore, only relatively loose photon identification cuts on the cluster parameters were used in order to maximize the π 0 reconstruction efficiency: the cluster energy for pp collisions was required to be above the minimum ionizing energy E cluster > 0.3 GeV and the number of cells in a cluster was required to be greater than two to reduce the contribution of hadronic clusters. In the case of the most central Pb-Pb collisions about 80 clusters are reconstructed in PHOS, resulting in an occupancy of up to 1/5 of the 10752 PHOS cells. This leads to a sizable probability of cluster overlap and to a high combinatorial background in the two-cluster invariant mass spectra. A local cluster maximum was defined as a cell with a signal at least The histogram and the filled points show the data before and after background subtraction, respectively. For the 0 − 10% class the invariant mass distributions after background subtraction were scaled by a factor 15 and 5 for PCM and PHOS, respectively, for better visibility of the peak. The positions and widths of the π 0 peaks were determined from the fits, shown as blue curves, to the invariant mass spectra after background subtraction. 30 MeV higher than the signal in each surrounding cell. A cluster with more than one local maximum was unfolded to several contributing clusters. As the lateral width of showers resulting from hadrons is typically larger than the one of photon showers, non-photonic background was reduced by a p T dependent shower shape cut. This cut is based on the eigenvalues λ 0 , λ 1 of the covariance matrix built from the cell coordinates and weights w i = max[0, w 0 + log(E i /E cluster )], w 0 = 4.5 where E i is the energy measured in cell i. In the Pb-Pb case only cells with a distance to the cluster center of R disp = 4.5 cm were used in the dispersion calculation. A 2D p T -dependent cut in the λ 0 -λ 1 plane was tuned to have an efficiency of ∼ 0.95 using pp data. In addition, clusters associated with a charged particle were rejected by application of a cut on the minimum distance from a PHOS cluster to the extrapolation of reconstructed tracks to the PHOS surface [49] . This distance cut depended on track momentum and was tuned by using real data to minimize false rejection of photon clusters. The corresponding loss of the π 0 yield was about 1% in pp collisions. In Pb-Pb collisions the π 0 inefficiency due to the charged particle rejection is about 1% in peripheral and increases to about 7% in central Pb-Pb collisions. In addition, to reduce the effect of cluster overlap, the cluster energy was taken as the core energy of the cluster, summing over cells with centers within a radius R core = 3.5 cm of the cluster center of gravity, rather than summing over all cells of the cluster. By using the core energy, the centrality dependence of the width and position of the π 0 peak is reduced, due to a reduction of overlap effects. The use of the core energy leads to an additional non-linearity due to energy leakage outside R core : the difference between full and core energy is negligible at E cluster 1 GeV and reaches ∼ 4% at E cluster ∼ 10 GeV. This non-linearity, however, is well reproduced in the GEANT3 Monte Carlo simulations [50] of the PHOS detector response (compare p T dependences of peak positions in data and Monte Carlo in Fig. 2 ) and is corrected for in the final spectra.
PHOS is sensitive to pile-up from multiple events that occur within the 6 µs readout interval of the PHOS front-end electronics. The shortest time interval between two bunch crossings in pp collisions was 525 ns. To suppress photons produced in other bunch crossings, a cut on arrival time |t| < 265 ns was applied to reconstructed clusters which removed 16% of the clusters. In the Pb-Pb collisions, the shortest time interval between bunch crossing was 500 ns, but the interaction probability per bunch crossing was much smaller than in pp collisions. To check for a contribution from other bunch crossings to the measured spectra, a timing cut was applied, and the pile-up contribution was found to be negligible in all centrality classes. Therefore, a timing cut was not applied in the final PHOS Pb-Pb analysis.
The starting point of the conversion analysis is a sample of photon candidates corresponding to track pairs reconstructed by a secondary vertex (V0) finding algorithm [49, 51] . In this step, no constraints on the reconstructed invariant mass and pointing of the momentum vector to the collision vertex were applied. Both tracks of a V0 were required to contain reconstructed clusters (i.e., space points) in the TPC. V0's were accepted as photon candidates if the ratio of the number of reconstructed TPC clusters over the number of findable clusters (taking into account track length, spatial location, and momentum) was larger than 0.6 for both tracks. In order to reject K 0 s , Λ, andΛ decays, electron selection and pion rejection cuts were applied. V0's used as photon candidates were required to have tracks with a specific energy loss in the TPC within a band of [−3σ , 5σ ] around the average electron dE/dx, and of more than 3σ above the average pion dE/dx (where the second condition was only applied for tracks with measured momenta p > 0.4 GeV/c). Moreover, tracks with an associated signal in the TOF detector were only accepted as photon candidates if they were consistent with the electron hypothesis within a ±5σ band. A generic particle decay model based on the Kalman filter method [52] was fitted to a reconstructed V0 assuming that the particle originated from the primary vertex and had a mass M V 0 = 0. Remaining contamination in the photon sample was reduced by cutting on the χ 2 of this fit. Furthermore, the transverse momentum q T = p e sin θ V 0,e [53] of the electron, p e , with respect to the V0 momentum was restricted to q T < 0.05 GeV/c. As the photon is massless, the difference ∆θ = |θ e − − θ e + | of the polar angles of the electron and the positron from a photon conversion is small and the bending of the tracks in the magnetic field only results in a difference ∆ϕ = |ϕ e − − ϕ e + | of the azimuthal angles of the two momentum vectors. Therefore, remaining random track combinations, reconstructed as a V0, were suppressed further by a cut on the ratio of ∆θ to the total opening angle of the e + e − pair calculated after propagating both the electron and the positron 50 cm from the conversion point in the radial direction. In order to reject e + e − pairs from Dalitz decays the distance between the nominal interaction point and the reconstructed conversion point of a photon candidate had to be larger than 5 cm in radial direction. The maximum allowed radial distance for reconstructed V0's was 180 cm.
Pile-up of neutral pions coming from bunch crossings other than the triggered one also has an effect on the PCM measurement. At the level of reconstructed photons, this background is largest for photons for which both the electron and the positron were reconstructed with the TPC alone without tracking information from the ITS. These photons, which typically converted at large radii R, constitute a significant fraction of the total PCM photon sample, which is about 67% in case of the pp analysis. This sample is affected because the TPC drift velocity of 2.7 cm/µs corresponds to a drift distance of 1.41 cm between two bunch crossings in the pp run which is a relatively short distance compared to the width of σ z ≈ 5 cm of the distribution of the primary vertex in the z direction. The distribution of the distance of closest approach in the z direction (DCA z ) of the straight line defined by the reconstructed photon momentum is wider for photons from bunch crossings other than the triggered one. The DCA z distribution of photons which had an invariant mass in the π 0 mass range along with a second photon was measured for each p T interval. Entries in the tails at large DCA z were used to determine the background distribution and to correct the neutral pion yields for inter bunch pile-up. For the pp analysis, this was a 5 − 7% correction for p T 2 GeV/c and a correction of up to 15% at lower p T (p T ≈ 1 GeV/c). In the Pb-Pb case the correction at low p T was about 10%, and became smaller for higher p T and for more central collisions. For the 20 − 40% centrality class and more central classes the pile-up contribution was negligible and no pile-up correction was applied. In the PCM as well as in the PHOS analysis, events for which two or more pp or Pb-Pb interactions occurred in the same bunch crossing were rejected based on the number of primary vertices reconstructed with the SPD [49] which has an integration time of less than 200 ns.
In the PHOS as well as in the PCM analysis, the neutral pion yield was extracted from a peak above a combinatorial background in the two-photon invariant mass spectrum. Examples of invariant mass spectra, in the π 0 mass region, are shown in Fig. 1 for selected p T bins for pp collisions, and peripheral and central Pb-Pb collisions. The combinatorial background was determined by mixing photon candidates from different events. In the PCM measurement the combinatorial background was reduced by cutting on the energy asymmetry α = |E γ 1 − E γ 2 |/(E γ 1 + E γ 2 ), where α < 0.65 was required for the central classes (0 − 5%, 5 − 10%, 10 − 20%, 20 − 40%) and α < 0.8 for the two peripheral classes (40 − 60%, 60 − 80%). In both analyses the mixed-event background distributions were normalized to the right and left sides of the π 0 peak. A residual correlated background was taken into account using a linear or second order polynomial fit. The π 0 peak parameters were obtained by fitting a function, Gaussian or a Crystal Ball function [54] in the PHOS case or asymmetric Gaussian [55] in the PCM case, to the background-subtracted invariant mass distribution, see Fig. 1 . In the case of PHOS the number of reconstructed π 0 's was obtained in each p T bin by integrating the background subtracted peak within 3 standard deviations around the mean value of the π 0 peak position. In the PCM analysis, the integration window was chosen to be asymmetric (m π 0 − 0.035 GeV/c 2 , m π 0 + 0.010 GeV/c 2 ) to take into account the left side tail of the π 0 peak due to bremsstrahlung energy loss of electrons and positrons from photon conversions. In both analyses the normalization and integration windows were varied to estimate the related systematic uncertainties. The peak positions and widths from the two analyses are compared to GEANT3 Monte Carlo simulations in Fig. 2 as a function of p T . The input for the GEANT3 simulation came from the event generators PYTHIA 8 [56] and PHOJET [57] in the case of pp collisions (with roughly equal number of events) and from HIJING [58] in the case of Pb-Pb collisions. For the PCM analysis the full width at half maximum (FWHM) divided by 2 √ 2 ln 2 ≈ 2.35 is shown. Note the decrease of the measured peak position with p T in Pb-Pb collisions for PHOS. This is due to the use of the core energy instead of the full cluster energy. At low p T in central Pb-Pb collisions, shower overlaps can increase the cluster energy thereby resulting in peak positions above the nominal π 0 mass. A good agreement in peak position and width between data and simulation is observed in both analyses. The remaining small deviations in the case of PHOS were taken into account as a systematic uncertainty related to the global energy scale.
The correction factor ε(p T ) for the PHOS detector response and the acceptance A(p T ) were calculated with GEANT3 Monte Carlo simulations tuned to reproduce the detector response. In the case of PbPb collisions the embedding technique was used in the PHOS analysis: the PHOS response to single π 0 's was simulated, the simulated π 0 event was added to a real Pb-Pb event on the cell signal level, after which the standard reconstruction procedure was performed. The correction factor ε(p T ) = (N after rec (p T ) − N before rec (p T ))/N sim (p T ) was defined as the ratio of the difference of the number of reconstructed π 0 's after and before the embedding to the number of simulated π 0 's. In the pp case, the PHOS occupancy was so low that embedding was not needed and ε(p T ) was obtained from the π 0 simulations alone. Both in the Pb-Pb and the pp analysis, an additional 2% channel-by-channel decalibration was introduced to the Monte Carlo simulations, as well as an energy non-linearity observed in real data at low energies which is not reproduced by the GEANT simulations. This non-linearity is equal to 2.2% at p T = 1 GeV/c and decreases rapidly with p T (less than 0.5% at p T > 3 GeV/c). For PHOS, the π 0 acceptance A is zero for p T < 0.4 GeV/c. The product ε · A increases with p T and saturates at about 1.4 × 10 −2 for a neutral pion with p T > 15 GeV/c. At high transverse momenta (p T > 25 GeV/c) ε decreases because of merging of clusters of π 0 decay photons due to the decreasing average opening angle of the π 0 decay photons. The correction factor ε does not show a centrality dependence for events in the 20 − 80% class, but in the most central bin it increases by ∼ 10% due to an increase in cluster energies caused by cluster overlap.
In the PCM, the photon conversion probability of about 8.6% is compensated by the large TPC acceptance. Neutral pions were reconstructed in the rapidity interval |y| < 0.6 and the decay photons were required to satisfy |η| < 0.65. The π 0 efficiency increases with p T below p T ≈ 4 GeV/c and remains approximately constant for higher p T at values between 1.0 × 10 −3 in central collisions (0 − 5%, energy asymmetry cut α < 0.65) and 1.5 × 10 −3 in peripheral collisions (60 − 80%, α < 0.8). For the centrality classes 0 − 5%, 5 − 10%, 10 − 20%, 20 − 40%, for which α < 0.65 was used, the π 0 efficiency varies between 1.0 × 10 −3 and 1.2 × 10 −3 . This small centrality dependence is dominated by the centrality dependence of the V0 finding efficiency. Further information on the PHOS and PCM efficiency corrections can be found in [49] .
The invariant differential neutral pion yield was calculated as
where N events is the number of events; p T is the transverse momentum within the bin to which the cross section has been assigned after the correction for the finite bin width ∆p T , Br is the branching ratio of the decay π 0 → γγ, and N π 0 is the number of reconstructed π 0 's in a given ∆y and ∆p T bin. Finally, the invariant yields were corrected for the finite p T bin width following the prescription in [59] , i.e., by plotting the measured average yield at a p T position for which the differential invariant yield coincides with the bin average. Secondary π 0 's from weak decays or hadronic interactions in the detector material were subtracted using Monte Carlo simulations. The contribution of π 0 's from K 0 s as obtained from the used event generators was scaled in order to reproduce the measured K 0 s yields [60] . The correction for secondary π 0 's was smaller than 2% (5%) for p T 2 GeV/c in the pp as well as in the Pb-Pb analysis for PCM (PHOS). both at low and high p T is the raw yield extraction. It was estimated by varying the fitting range and the assumption about the shape of the background under the peak. In central collisions, major contributions to the systematic uncertainty are due to the efficiency of photon identification and the global energy scale. The former was evaluated by comparing efficiency-corrected π 0 yields, calculated with different identification criteria. The latter was estimated by varying the global energy scale within the tolerance which would still allow to reproduce the peak position in central and peripheral collisions. The uncertainty related to the non-linearity of the PHOS energy response was estimated by introducing different non-linearities into the Monte Carlo simulations under the condition that the simulated p T dependence of the π 0 peak position and peak width was still consistent with the data. The uncertainty of the PHOS measurement coming from the uncertainty of the fraction of photons lost due to conversion was estimated by comparing measurements without magnetic field to the measurements with magnetic field.
In the PCM measurement, the main sources of systematic uncertainties include the knowledge of the material budget, raw yield extraction, electron identification (PID), the additional photon identification cuts, and π 0 reconstruction efficiency. The uncertainty related to the pile-up correction is only relevant in pp and peripheral Pb-Pb collisions. The contribution from the raw π 0 yield extraction was estimated by changing the normalization range, the integration window, and the combinatorial background evaluation. Uncertainties related to the electron and photon identification cuts, and to the photon reconstruction efficiency were estimated by evaluating the stability of the results for different cuts. The total systematic uncertainties of the PCM and the PHOS results were calculated by adding the individual contributions in quadrature.
The comparisons of the fully corrected π 0 spectra measured by PHOS and PCM in pp and Pb-Pb collisions are presented in Figs. 3 and 4 , respectively. For a better comparison the PCM and PHOS data points were divided by a function which was fitted to the combined spectrum. In all cases, agreement between the two measurements is found. The PHOS and PCM spectra were combined by calculating the average yields together with their statistical and systematic uncertainties by using the inverse squares of the total uncertainties of the PHOS and PCM measurements for a given p T bin as respective weights [40] .
Results
The invariant neutral pion spectra measured in pp and Pb-Pb collisions are shown in Fig. 5 . The p T range 0.6 − 12 GeV/c covered by the measurements includes the region p T ≈ 7 GeV/c where the charged hadron R AA exhibits the strongest suppression [35] [36] [37] . The invariant neutral pion yield in inelastic pp collisions shown in Fig. 5 is related to the invariant cross section as
Above p T ≈ 3 GeV/c the pp spectrum is well described by a power law E d 3 N/d 3 p ∝ 1/p n T . A fit to p T > 3 GeV/c yields an exponent n = 6.0 ± 0.1 with χ 2 /ndf = 3.8/4, which is significantly smaller than the value n = 8. The horizontal position of the data points within a bin was determined by the procedure described in [59] . For the pp spectrum a fit with a power law function 1/p n T for p T > 3 GeV/c and a Tsallis function (also used in [48] ) are shown. The extrapolation of the pp spectrum provided by the Tsallis fit is used in the R AA calculation for p T 8 GeV/c.
Neutral pion production from hard scattering is dominated by the fragmentation of gluon jets in the p T range of the measurement. The presented π 0 spectrum in pp collisions can therefore help constrain the gluon-to-pion fragmentation function [61] . A next-to-leading-order (NLO) perturbative QCD calculation employing the DSS fragmentation function [62] agrees reasonably well with the measured neutral pion spectrum at √ s = 0.9 TeV. At √ s = 7 TeV, however, the predicted invariant cross sections are larger than the measured ones [48] . The comparison to a NLO perturbative QCD calculation using the CTEQ6M5 parton distributions [63] and the DSS fragmentation functions in Fig. 6 shows that the calculation overpredicts the data already at √ s = 2.76 TeV by a similar factor as in pp collisions at √ s = 7 TeV. The data are furthermore compared to a PYTHIA 8.176 (tune 4C) [56, 64] calculation which reproduces the shape of the spectrum with an overall offset of about 20%. It will be interesting to see whether calculations in the framework of the color glass condensate [65] , which describe the neutral pion spectrum in pp collisions at √ s = 7 TeV, will also provide a good description of the data at √ s = 2.76 TeV. [63] parton distribution functions and the DSS fragmentation function [62] . The solid red line is a comparison to the PYTHIA 8.176 (tune 4C) event generator [56, 64] .
The nuclear modification factor, R AA , was calculated according to Eq. 1. For p T > 8 GeV/c the extrapolation of the pp spectrum provided by the Tsallis fit shown in Fig. 5 was used as reference. The average values of the nuclear overlap function T AA for each centrality class were taken from [46] and are given in Table 2 . They were determined with a Glauber Monte Carlo calculation [66, 67] by defining percentiles with respect to the simulated impact parameter b and therefore represent purely geometric quantities. The combined R AA was calculated as a weighted average of the individual R AA measured with PHOS and PCM. This has the advantage of reduced systematic uncertainties of the combined result. In particular, the dominant uncertainty in the PCM, related to the material budget, cancels this way. The results for the combined R AA are shown in Fig. 7 . In all centrality classes the measured R AA exhibits a maximum around p T ≈ 1 − 2 GeV/c, a decrease in the range 2 p T 3 − 6 GeV/c, and an approximately constant value in the measured p T range for higher p T . For p T 6 GeV/c, where particle production is expected to be dominated by fragmentation of hard-scattered partons, R AA decreases with centrality from about 0.5 − 0.7 in the 60 − 80% class to about 0.1 in the 0-5% class. The R AA measurements for neutral pions and charged pions [68] agree with each other over the entire p T range for all centrality classes. Agreement between the neutral pion and charged particle R AA [37] is observed for p T 6 GeV/c.
It is instructive to study the √ s NN dependence of the neutral pion R AA . Fig. 8 shows that for central collisions the R AA at the LHC for p T 2 GeV/c lies below the data points at lower √ s NN . This indicates that the decrease of R AA resulting from the higher initial energy densities created at larger √ s NN dominates over the increase of R AA expected from the harder initial parton p T spectra. The shape of R AA (p T ) in central collisions at √ s NN = 200 GeV and √ s NN = 2.76 TeV appears to be similar. Considering the data for all shown energies one observes that the value of p T with the maximum R AA value appears to shift towards lower p T with increasing √ s NN . The centrality dependence of R AA at p T = 7 GeV/c is shown in Fig. 9 for nuclear collisions at √ s NN = 39, 62.4, 200 [22, 34] , and 2760 GeV. At this transverse momentum soft particle production from the bulk should be negligible and parton energy loss is expected to be the dominant effect. It can be seen that the suppression in Pb-Pb collisions at the LHC is stronger than in Au-Au collisions at √ s NN = 200 GeV for all centralities. In particular, the most peripheral class of the LHC data already shows a sizable suppression whereas at the lower energies the suppression appears to develop less abruptly as a function of the number of participating nucleons (N part ).
In Fig. 10 the measured R AA is compared with a GLV model calculation [38, 39] and with theoretical predictions from the WHDG model [70] . These models describe the interaction of a hard-scattered parton with the medium of high color charge density within perturbative QCD [11] . Both calculations assume that the hadronization of the hard-scattered parton occurs in the vacuum and is not affected by the medium. They model the energy loss of the parton but not the corresponding response of the medium. Their applicability is limited to transverse momenta above 2 − 4 GeV/c as soft particle production from the bulk is not taken into account. The Pb-Pb π 0 spectra are therefore also compared to two models which aim at a description of the full p T range: an EPOS calculation [71] and a calculation by Nemchik et al. based on the combination of a hydrodynamic description at low p T and the absorption of color dipoles at higher p T [72, 73] . These comparisons are presented in Fig. 11 .
The GLV calculation takes final-state radiative energy loss into account. It includes the broadening of the transverse momenta of the incoming partons in cold nuclear matter ("nuclear broadening" or "Cronin effect"). The main parameter of this model, the initial gluon density, was tuned to describe the neutral pion suppression observed in Au-Au collisions at RHIC. For the calculation of the parton energy loss in Pb-Pb collisions at the LHC the initial gluon density was constrained by the measured charged-particle multiplicities. The model can approximately reproduce the centrality and p T dependence of the π 0 R AA .
The WHDG model takes into account collisional and radiative parton energy loss and geometrical path length fluctuations. The color charge density of the medium is assumed to be proportional to the number of participating nucleons from a Glauber model, and hard parton-parton scatterings are proportional to the number of binary nucleon-nucleon collisions. Parameters of the model were constrained by the neutral pion R AA measured at RHIC. Like in the case of the GLV calculation, the neutral pion R AA at the LHC is then predicted by translating the measured charged-particle multiplicity dN ch /dη in Pb-Pb collisions into an initial gluon density which is the free parameter of the model. For central collisions this yielded an increase in the gluon density from dN g /dy ≈ 1400 at RHIC to dN g /dy ≈ 3000 at the LHC. The WHDG model reproduces the π 0 R AA in central collisions reasonably well, but predicts too strong suppression for more peripheral classes. The two model predictions for the full p T range are compared to the measured spectra in Fig. 11 . EPOS is based on the hadronization of flux tubes produced early in the collision. Hard scattering in this model produces strings with transversely moving parts. String segments with low energies are assumed to be part of the bulk whose space-time evolution is modeled within hydrodynamics. String segments with sufficiently large energy fragment in the vacuum. A third class of string segments with intermediate energies is considered to have enough energy to leave the medium accompanied by quark pick-up from the bulk during the fragmentation process. In EPOS particle production is determined by hydrodynamic flow at low p T ( 4 GeV/c), followed at higher p T by energy loss of high-p T string segments. In central collisions the EPOS calculation describes the measured π 0 spectrum rather well. Towards more peripheral collisions a discrepancy develops for 1 p T 5 GeV/c which may possibly be attributed to underestimating the contribution of hydrodynamic flow in peripheral collisions.
The calculation by Nemchik et al. also combines a model for hadron suppression at high p T with a hydrodynamic description of bulk particle production at low p T . Hadron suppression in this model results from the absorption of pre-hadrons, i.e., of color dipoles which are already formed in the medium by hard-scattered partons during the production of hadrons with large z = p hadron /p parton . As the model, at high p T , predicts only R AA , the calculated R AA values were scaled by T AA × E d 3 σ π 0 meas /d 3 p and then added to the calculated π 0 invariant yields from the hydrodynamic model in order to compare to the measured π 0 spectra. The hydrodynamic calculation dominates the total π 0 yield up to p T = 2 GeV/c and remains a significant contribution up to 5 GeV/c. From about 3 GeV/c the contribution from hard scattering becomes larger than the one from the hydrodynamic calculation. The spectrum in central Pb-Pb collisions (0 − 5%) is approximately described except for the transition region between the hydrodynamic and the hard contribution. In the 20 − 40% class the hydrodynamic calculation overpredicts the data up to p T = 2 GeV/c. 
Conclusions
Measurements of neutral pion production at midrapidity in pp and Pb-Pb collisions at √ s NN = 2.76 TeV were presented. The measurements were performed with two independent techniques, by measuring the photons with the electromagnetic calorimeter PHOS, and by measuring converted photons with the ALICE tracking system. The two independent measurements were found to give consistent results, and were combined for the final results.
The neutral pion spectrum in pp collisions was compared to a NLO perturbative QCD calculation using the DSS fragmentation functions. This calculation, which describes the pion spectrum in pp collisions at √ s = 0.9 TeV rather well, tends to overpredict the π 0 cross section already at √ s = 2.76 TeV. Along with a similar observation in pp collision at √ s = 7 TeV this indicates the likely need for improvements in the gluon-to-pion fragmentation function. A similar observation was made for transverse momentum spectra of charged particles in proton-proton and proton-antiproton collisons at 1.96 √ s 7 TeV [61, 74] .
The neutral pion nuclear suppression factor R AA was calculated from the measured neutral pion spectra, and was compared to measurements at lower energies and to theoretical predictions. The π 0 suppression in the most central class (0 − 5%) reaches values of up to 8 − 10 for 5 p T 7 GeV/c. The suppression in Pb-Pb collisions at √ s NN = 2.76 TeV is stronger than in Au-Au collisions at √ s NN = 200 GeV (and lower energies) at RHIC for all centralities.
The general features of the centrality and p T dependence of the R AA for p T 2 GeV/c are approximately reproduced by GLV and WHDG parton energy loss calculations, although the WHDG calculation performs less well in peripheral collisions. For both calculations the main free parameter, the initial gluon density, was chosen to describe the neutral pion suppression at RHIC and then scaled to LHC energies based on the measured charged-particle multiplicities. The measured π 0 spectra were also compared to calculations with the EPOS event generator and a calculation by Nemchik et al. By combining soft particle production from a hydrodynamically evolving medium with a model for hadron suppression these models are capable of making predictions for the entire p T range. An important task on the theoretical Comparison of the measured π 0 spectra for three centrality classes (0 − 5%, 20 − 40%, 60 − 80%) with two calculations which make predictions for the full p T range of the measurement. The calculated spectra and the data points were divided by a fit of the measured π 0 spectra. For the data points the error bars represent the statistical uncertainties and the boxes the systematic uncertainties. Calculations with the EPOS event generator [71] are shown by the solid line. The fluctuations of the EPOS lines at high p T are due to limited statistics in the number of generated events. The calculations by Nemchik et al. [72, 73] combine a hydrodynamical model at low p T with a color dipole absorption model for p T 3 GeV/c. The two components and the sum (for p T 3 GeV/c) are shown separately.
side will be to establish whether the observed deviations from the data simply indicate a suboptimal adjustment of parameters or hint at important physical phenomena missing in the models. Future analyses based on runs with higher integrated luminosities, e.g. the 2011 LHC Pb-Pb run, will also include the ALICE lead-scintillator electromagnetic calorimeter (EMCal) and will allow us to extend the neutral pion measurement to higher transverse momenta. The role of initial-state effects on the particle production in Pb-Pb collisions will be investigated by measurements of particle production in p-Pb collisions. Table 4 : Parameters of the fits to the combined invariant yields of π 0 mesons in Pb-Pb collisions in different centrality classes with the functional form given in Eq. 4. The spectra were fitted taking into account the combined statistical and systematic errors. 
was used (where m is the mass of the neutral pion and c the speed of light). The parameters are given in Table 3 .
In order to compare the individual PCM and PHOS measurements to the combined results in Pb-Pb collisions the parameterization 1 2π p T d 2 N dp T dy = a · p −(b+c/(p d T +e)) T (4) with p T in GeV/c was used to fit the combined spectrum for each centrality class. The corresponding parameters are given in Tab. 4. For the most peripheral centrality class the Tsallis parameterization Eq. 3 was used for which the parameters are given in Tab. 3. These parameterizations describe the data well in the measured momentum range. 
