Abstract-In this paper, we propose a new method for error concealment of shape information in MPEG-4 video bit streams that are transmitted over error prone channels. The proposed method employs a MAP estimator with an MRF as the image a priori model. The MRF is designed for binary shape information and its parameters are adapted based on the information of neighboring blocks. Our experimental results show that the proposed concealment method restores missing shape blocks with high accuracy. Compared to the median filtering method, our method restores 20% more missing shape data, with a much greater subjective improvement. The proposed algorithm requires relatively small number of integer multiplications and additions and simple logic operations, making it suitable for real-time implementations.
I. INTRODUCTION
C COMPRESSED multimedia data streams transmitted over error prone channels, such as wireless networks and the Internet, are usually corrupted by channel errors. MPEG-4, which is the latest ISO visual coding standard, offers error resilience tools that help localization and isolation of the erroneous data and partial recovery of the remaining data [1] . Concealment of the errors, however, is not specified in the MPEG-4 standard, and it is therefore a subject of ongoing research. MPEG-4 supports an object-based representation of video by allowing the coding of the shape information of arbitrarily shaped video objects along with the objects' texture and motion information. The concealment of errors in the texture information of the MPEG-4 coded video is similar to what has been vastly investigated in the frameworks of MPEG-2 and H263 [2] - [6] . However, efficient concealment of the shape information in the MPEG-4 coded video has, so far, not been addressed. In this paper, we propose a method for concealment of errors in the shape information of an MPEG-4 coded video object. An adaptive Markov Random Field (MRF), which is designed for binary shape information, is proposed as the image a priori model. The proposed image model is used along with a Maximum a Posteriori (MAP) estimator to recover the missing shape information. The proposed concealment method successfully reconstructs the missing shape data with good computation-performance tradeoffs.
II. MPEG-4: VIDEO COMPRESSION AND ERROR RESILIENCE
MPEG-4 achieves an object-based representation by defining audiovisual objects and coding them into separate bit streams [1] , [7] , [8] . A video object (VO) is an arbitrarily shaped video segment that has Publisher Item Identifier S 1520-9210(00)07021-8. a semantic meaning. Temporal instances of video objects are referred to as video object planes (VOPs), which are defined by their textures (luminance and chrominance values) and shapes. Similar to MPEG-1 and MPEG-2, MPEG-4 supports intra coded (I-), temporally predicted (P-), and bi-directionally predicted (B-) VOPs.
In MPEG-4, VOPs are divided into macroblocks, such that they are represented with the minimum number of macroblocks within a bounding rectangle. Texture coding of macroblocks is very similar to the coding of frames in MPEG-2: The luminance and chrominance blocks of each macroblock are coded using motion compensation, DCT, quantization, and variable length coding (VLC).
The shape of a VOP is described by a binary alpha plane as shown in Fig. 1 , which indicates whether or not a pixel belongs to a VOP. The binary alpha planes are divided into 16 2 16 blocks. The shape data associated with each of these 16 2 16 blocks is transmitted in the bit stream along with the texture information that corresponds to the same area. The blocks that are inside the VOP are transmitted as opaque and the blocks that are outside the VOP are transmitted as transparent blocks in the bit stream. The boundary blocks, i.e., blocks that contain pixels both inside and outside the VOP, are either intra or inter coded. In intra shape coding, the pixels inside the boundary blocks are raster order scanned and the corresponding binary shape data is context-based arithmetic coded. In inter shape coding, the boundary block is first predicted from the temporally previous or future VOP via motion estimation and compensation in integer pixel accuracy. Then, the associated shape motion vector is coded predictively, and the difference between the current and the predicted shape blocks is arithmetic coded.
The compressed video signal is extremely vulnerable to transmission errors. This is mainly a result of using prediction as well as variable length codes. MPEG-4 offers error resilience tools to localize the effects of errors, re-establish synchronization, and salvage the erroneous data. These tools can be divided into three groups: video packetization, data partitioning, and reversible VLC [9] , [10] .
When decoding a corrupted bit stream, a video decoder loses synchronization with the encoder, that is, it is unable to identify the precise location in the VOP where the current data belongs. MPEG-4 employs periodic resynchronization markers, which are different from all the valid code words, to restore synchronization between the decoder and the encoder. The macroblock data between two resynchronization markers is referred to as a video packet. The number of macroblocks in an MPEG-4 video packet may be variable, depending on the number of bits required to represent each macroblock. Each video packet contains information, such as the macroblock number and the quantization parameter value, that is necessary to restart the decoding operation in the case of an error.
Typically, when synchronization is lost, all the motion, shape, and texture data between two resynchronization words are discarded, since 1520-9210/00$10.00 © 2000 IEEE the decoder does not know the exact location of the error. MPEG-4 supports the data partitioning mode, which allows the separation of motion and shape data from the texture data in a video packet. In I-VOPs, the shape information is separated from the texture data using the "dc marker." In P-VOPs, the motion and shape data are separated from the texture data using the "motion marker." Both cases are illustrated in Fig. 2 . In general, an error is more likely to occur in the texture data, because the shape and motion data is represented with fewer bits than the texture data. Therefore, using data partitioning, in most cases the motion and shape information can be recovered. Hence, even if the texture information is lost, the other information can be used to conceal texture errors.
When the decoder detects an error while decoding the VLC data, it looses synchronization with the bit stream and discards all the data until the next resynchronization point. MPEG-4 addresses this problem by employing Reversible VLC's (RVLC's) that can be decoded in both the forward and reverse directions. This enables the decoder to better localize the error between two resynchronization points.
III. CONCEALMENT OF CHANNEL ERRORS IN MPEG-4 CODED VIDEO DATA
We next discuss the various scenarios that can occur when decoding an erroneous MPEG-4 coded video bit stream. It is assumed that the error resilience tools mentioned above are employed in the MPEG-4 bit stream. We consider the I-VOPs and P-VOPs separately.
In the P-VOPs, the shape and motion data are separated from the texture data with a motion marker as seen in Fig. 2 . If an error occurs in the texture part of a video packet, the decoder can use the motion information to replace the missing texture with the texture in the previous VOP. If the error occurs in the motion/shape part, then the whole video packet is discarded. A simple concealment can be done by replacing the shape and texture of the missing macroblocks with those of macroblocks corresponding to the same location in the previous VOP. An alternative method is to estimate the missing motion vectors from the motion vectors of surrounding macroblocks at the decoder and use the estimated vectors to replace the missing texture from the previous VOP [11] .
Concealment of errors in I-VOPs is more critical than that in P-VOPs, simply because the I-VOPs are used for prediction and thus the errors in I-VOPs propagate. In I-VOPs, the shape data is separated from the texture information with a texture marker within a video packet as illustrated in Fig. 2 . If an error occurs in the texture part of a video packet, only the texture information is lost. If an error occurs in the shape part, then both the shape and texture information are lost. Various methods have been proposed for error concealment of texture information within the frameworks of the H.263 and MPEG-2 standards. Since the representation of texture in MPEG-4 is very similar to that in H.263 and MPEG-2, those methods can be applied to an MPEG-4 coded bit stream as well. However, not much research has been done on the concealment of errors in the shape data of I-VOPs. In this paper, we propose a method for concealing the effects of shape errors in I-VOPs. 
where M is the set of all missing pixels in the image and V is the potential function. The potential function characterizes the relationship between a group of pixels by assigning larger costs to configurations of pixels which are less likely to occur. The choice of the potential function is crucial to the performance of the image model. Commonly, the potential functions are selected to be of the form 
where c is the clique, C is the set of all cliques throughout the image, is a function called the cost function, and w i;j!k;l is the weight assigned to the difference between the pixel values xi;j and x k;l [12] For the clique, we adopt an eight pixel neighborhood shown in Fig. 3 . The weight corresponding to the difference between a pixel and one of the pixels in its clique (w i;j!k;l in (2)) is selected adaptively, based on the likelihood of an edge in the direction of the subject pair of pixels. The rationale behind this selection is to weigh more the difference between the pixels in a direction which will cause the values of the pixels in that direction to be the same. Assuming the values w i;j!k;l to be integers, the estimated value of a pixel given the values of the pixels in its clique, will bê where c 0 is the complement of the clique shown in Fig. 3 . To minimize the value of the potential function, the number of terms with an estimated value that is different from that of the neighboring pixel, should be minimized. Therefore, the estimated value should be equal to the median of the following vector 
The likelihood of edges in each of the eight directions is computed using blocks around the missing block. In this way, the available shape information in a larger area is exploited in the concealment process. To determine the likelihood of edges in each of the eight directions, edges in the blocks surrounding the missing block, whose directions imply that they pass through the missing block, are determined.
Since the edge information of the shape data is embedded in its borders, we first separate the borders of the shape data in the adjacent blocks. To do this, we use a morphological transform called the boundary transform [13] . If all the four neighboring pixels (above, bellow, left and right) of a pixel are inside the shape, then the pixel is declared inside the shape. Otherwise, the pixel is assigned to the border of the shape. A 3 2 3 window is then centered at each border pixel and the angle of the best line-fit to the border pixels in the window is computed. This in fact gives the direction of the edge at the pixel in the center of the window. Fig. 4 shows a typical window and the best line-fit and the angle of the line. There are eight counters corresponding to eight directions as shown in Fig. 3 . The counter corresponding to the direction of the detected edge (best line-fit) is incremented if the extension of the best line fit passes through the missing block. The procedure is repeated for all the border pixels in the blocks to the right, left, below and above the missing block (if applicable). The weights required in (3) are obtained by w i;j!k;l = cm (4) where c m is the counter corresponding to direction m, and the direction m corresponds to the direction formed by (i; j) and (k; l). Finally, the proposed shape error concealment method can be summarized as follows. 1) Determine the edges in the neighboring blocks and assign them to eight equally spaced directions. Compute the corresponding counter for each direction, 2) Use (4) to find a set of weights for each missing block, 3) Use (3) to obtain an estimate of each missing pixel employing the weights obtained in the previous step, and 4) Iteratively re-estimate the missing pixels using (3) until convergence. In the case where adjacent blocks are lost, the reconstruction algorithm is applied recursively. Blocks with the maximum number of correctly decoded neighboring blocks are reconstructed first, and the rest of the blocks are reconstructed recursively. This guarantees that the best possible estimation accuracy is achieved.
The computational load of the proposed method consists of the computations required for finding the boundary pixels, finding the slope of the best line-fit for each of the boundary pixels, and the estimation of missing pixels using (3). For every pixel belonging to the shape in a neighboring block of a missing block, three XOR operations are required to determine whether or not the pixel belongs to the border. Finding the slope of the best line-fit for each of the boundary pixels in the 3 2 3 window requires approximately ten integer multiplications and ten integer additions per border pixel. These computations are noniterative and the total number of operations depends on the complexity of the shape in the blocks around a missing block. In our simulations, the average number of border pixels per neighboring block is 22. Therefore, this stage requires approximately 22 2 4 2 10 = 880 addition and 880 multiplication operations per missing block. The last part of the reconstruction operation, which is the estimation of missing pixels using (3), is iterative. Since the shape information is binary data, the median operation can be implemented with two simple counters (one for 0 and one for 1), which requires only 16 additions. On average, six iterations are required for the proposed reconstruction algorithm to converge for a block. Considering that the median operation needs to be performed for every missing pixel, 16 2 6 2 16 2 16 = 24 576 additions are required per missing block for the last part of the algorithm. For a video object plane with size of 160 2 160 and 30% blocks missing, 10 2 10 2 0:3 2 (24576 + 880) = 763 680 additions and 10 21020:32880 = 26 400 multiplications are necessary in order to reconstruct its shape. Computing IDCT for a 160 2 160 VOP requires approximately 250K additions and 70K multiplications [14] . Considering that IDCT takes approximately 50% of the MPEG-4 decoding operation, the computations required for our proposed shape reconstruction algorithm are comparable to that of MPEG-4 decoding. Therefore, our algorithm is suitable for real-time implementations.
V. EXPERIMENTAL RESULTS
We tested our proposed shape reconstruction method on various corrupted MPEG-4 bit streams which contain video objects coded at 5000 bits/VOP. The error resilience tools of MPEG-4, more specifically using video packets and data partitioning, are applied during the encoding. Error simulation is performed at the decoder: While decoding the bit stream, the decoder ignores the video packets randomly with a given packet loss percentage. Then, the proposed concealment algorithm is applied to the erroneous I-VOP binary shape data to recover the missing shape blocks.
The similarity of the erroneous and error concealed shape data to the original shape data is measured using the following ratio
where n d is the number of pixels that are different between the restored shape and the original one, i.e., the Hamming distance, and n t is the total number of pixels in the bounding box. Fig. 5 shows the binary shape data of the first I-VOP of the AKIYO video object. The bounding box of the VOP is of size 272 2 208. The length of each video packet is selected to be 500 bits. As mentioned before, the number of blocks in each packet is different and depends on the size of coded data of each block. For example, in this case, the first ten packets have 9, 14, 3, 14, 2, 15, 2, 2, 13, and 3 macroblocks, respectively. Fig. 6 shows the shape of the I-VOP with 30% of the shape blocks missing, corresponding to 6 missing video packets. The result of the proposed error concealment method is presented in Fig. 7 . The shape similarity measure is 88% for the erroneous shape data shown in Fig. 6 , and 99% after using the proposed shape concealment method. Fig. 8(a)-(f) show the intermediate results for the reconstruction of block number 23 of the VOP object shown in Fig. 6 after 2, 3, 6 , 9, 11, and 15 iterations. The block is located on the left side of the head of the object. Next, we present the performance of our concealment technique on the first and the 120th VOPs of the BREAM video object and on the first VOP of the WEATHER video object. Fig. 9 shows the binary shape data of the first VOP of the video object BREAM. The size of the bounding rectangle is 272 2 192. The size of the video packets is selected to be 700 bits. The coded I-VOP contains 44 video packets. Fig. 10 shows the binary shape information of the I-VOP with 25% of the blocks missing. The shape data after concealment is given in Fig. 11 . The similarity measure is 86% before, and 99% after, concealment.
The 120th VOP of the BREAM video object is given in Fig. 12 , which is the size of 144 2 192. The video object consists of 19 packets and each video packet contains 700 bits. Figs. 13 and 14 show the same VOP with 29% of the blocks missing and after applying our reconstruction method, respectively. is 81% before, and 98% after, concealment. The first VOP of the WEATHER video object is given in Fig. 15 . The size of the VOP is 160 2 224. The size of the video packets is set to 1000 bits. Fig. 16 shows the shape of the I-VOP when 35% of the macroblocks are missing. Fig. 17 shows the result of the proposed error concealment method. The value of is 87% and 99% before and after the concealment of shape information, respectively. Finally, we compare our concealment method with an iterative median filtering method where each pixel in a missing block is set to the median of pixels around it (in its clique and its complement) until the content of a missing block does not change in two consecutive iterations. Figs. 18 and 19 show the result for the first VOP of the AKIYO and the 120th VOP of the BREAM video objects, respectively. As can be seen from the figures, the median method is unable to recover a large portion of the missing pixels. If we define the reconstruction improvement as (M p 0 M m )=M , where M is the number of pixels that are damaged as a result of a packet loss, M p and M m are the number of pixels restored by our proposed method and the median method, respectively, the improvement of our proposed method over the median method is 17% for the AKIYO and 22% for the BREAM video objects. Comparing Figs. 18 and 19 with Figs. 7 and 14 , it is clear that the subjective improvement of our proposed method over the median method is very significant.
VI. CONCLUSION
This paper presents an error concealment method for shape information in the MPEG-4 coded video sequences. A maximum a Posteriori estimator, which employs an adaptive Markov random field, is used to restore the missing shape information. The proposed concealment method successfully reconstructs the missing shape data providing about 20% improvement compared to median filtering method. The subjective improvement achieved by our algorithm is even much more significant. Moreover, reasonable computational complexity of our algorithm makes it suitable for real-time applications.
