Abstract. 2014 A method based on Fick's 2nd Law is described for the determination of local effective diffusion coefficients, within porous media, from X-ray absorption measurements. Numerical methods were used to simulate concentrations and corresponding X-ray absorption data during diffusion of an X-ray absorbing species within the fluid phase. Errors 
. In order to develop quantitative models for the reaction and transport processes in dental caries, measurements of the parameters that control the variation in mass diffusion with position, on such a scale, are required.
The purpose of the present work was to study the theory and error analysis for determination of effective diffusion coefficients within porous media by a method that uses X-ray absorption measurements. The scale on which the effective diffusion coefficient is to be determined is very large relative to that at which microscopic pore characteristics are described, but small relative to that at which variation in macroscopic porosity becomes important.
In order to determine such local values of the effective diffusion coefficient, time-series of local concentration measurements during diffusion are required. Non-destructive methods by which series of concentration-distance profiles have been measured for 1-dimensional diffusion include: optical absorption spectrometry [2, 3] and X-ray projection microscopy [4] for liquid media; synchrotron X-ray fluorescence microprobe analysis for gels [5] ; and scanning neutron radiography [6] for porous solids. The use of 1-, 2-and 3-dimensional images acquired by NMR in the study of transport in porous materials has been reviewed by Gladden [7] . Kàrger and Ruthven [8] have given a general review of methods applied to measurement of diffusion in porous solids, including optical techniques, X-ray absorption methods, NMR and ESR spin mapping.
X-ray absorption methods have potentially wide applicability since the only essential requirement is that the diffusing species has a substantially higher X-ray absorption cross-section than other components of the system. Further, the precision with which the concentration of the diffusing species can be determined is known, because it depends on photon counting statistics. For studies of diffusion in thin sections, microradiography, particularly scanning microradiography (SMR), can be used, whilst for 3-dimensional measurements, microtomography is required [9] .
In SMR, a thin sample of the porous material is stepped past a fine X-ray beam and the transmitted photons counted for known positions in the sample (current spatial resolution -10 J-tm) after known time intervals during diffusion. With application of Fick's lst and 2nd Laws, the technique has been used to determine the effective diffusion coefficient for 1-dimensional diffusion, D*, assumed to be macroscopically homogeneous, in a fluid-filled glass frit [10] .
For the method using Fick's lst Law, the influence of experimental variables on the errors in local values of D* have been studied in detail [11] . A major practical disadvantage of this approach is the need for measurements to be made along the entire length of the solid beyond the position at which D* is to be determined. Further, application of Fick's -lst Law to determination of local values of D* is inherently limited to 1-dimensional diffusion and 3-dimensional diffusion with spherical symmetry [11] .
This paper describes an application of Fick's 2nd Law, which has the advantage of requiring measurements at only three positions (minimum) in the region of interest. In principle, the method is applicable to 1-, 2-and 3-dimensional diffusion. A detailed derivation of the continuum model of a porous medium and macroscopic description of mass diffusion by volume averaging has been given by Bear and Bachmat [12] , who introduce the concept of a Representative Elementary Volume (REV). In the system considered here, the medium is, in the general case, macroscopically heterogeneous with respect to geometrical characteristics. However it is assumed that there exists a range of REVs within which these characteristics are essentially constant. Further it is assumed that these REVs share a common range of volumes for REVs associated with the relevant state variables for diffusion.
Within a REV, a second order diffusion tensor, D*, can be defined through Fick's first law where F is the flux per unit area of the fluid phase and C is the concentration of diffusant within the fluid, both averaged over the REV.
From this, Fick's second law is where t is time. The link to the microscopic scale is given by where T* is a second order tortuosity tensor, as defined by Bear and Bachmat [12] . Df, the molecular diffusion coefficient within the fluid, may vary with concentration, but is assumed to be constant over the small range of concentrations used to measure D* (see later). From equations (2) and (3),
In general, if measurements of C as a function of time are made in 3-dimensions in voxels surrounding a point for several directions of flux, it will be possible in principle to determine the 9 elements of the diffusion tensor D* at the point, and hence T* if Df is known for the particular concentration of diffusant. However, as discussed by Crank [13] , if measurements are restricted to 1-dimension (taken as the x direction), the one-dimensional diffusion equation
with D* as a 1-dimensional effective diffusion coefficient is only valid if the flow is restricted to the x direction. In this case, D* = Di 1. If x is also parallel to one of the principal axes of the diffusion tensor, D* will be equal to D1, one of the three principal diffusion coefficients. For an anisotropic solid and one set of 1-dimensional measurements, it will not be possible to ensure that equation (5) is valid, unless there is symmetry which determines the orientation of a principal axis. In this case, the experiment can be set up so that the principal axis is parallel to the direction of flow. Dental enamel is likely to be an example of such a system, because it comprises an approximately parallel arrangement of prisms (as described earlier) whose direction probably coincides with a principal axis of the diffusion tensor.
Assuming that equation (5) is valid, we consider one-dimensional diffusion in the x-direction in a parallelepiped of porous solid of length A and depth B (Fig. 1) . This might be a physical slab whose diffusant concentrations can be determined by direct radiographic methods, or a row of pixels in the middle of a larger block of porous solid in which the diffusant concentration is determined by X-ray microtomography. Consider a general distance pOx and general time qAt, where p and q are integers, and Ax and Ot are respectively the distance and time intervals between measurements (Fig. 2) . The problem is to sample points around (p, q) in order to determine the value of D* at p. The values of ~C/~t and a2C/ax2 can be estimated as: However the result from equation (7) refers to the time q0394t, whereas the value of ~C/~t estimated by equation (6) refers to a time between qAt and (q + 1)At. A closer approximation of a2C/ax2 at this latter time is given by:
An alternative approach, which avoids correlation between the estimates of ~C/~t and ~2C/~2x is to determine ~C/~t from: and ~2C/~X2 from equation (7).
In the following Section, we discuss the measurement of concentrations by X-ray absorption. In order that the diffusion process, as characterized by such measurements within this system, can be described by a continuous model, the X-ray beam diameter (and for measurements derived from microtomography measurements, the voxel size) must be within upper and lower limits determined by the requirement that the volume of the medium over which averaging is applied is within the relevant range of REVs, so that the measurement can be referred to a point.
2.2 MEASUREMENT OF CONCENTRATIONS BY X-RAY ABSORPTION. -As discussed earlier, concentrations can either be measured by microradiographic or microtomographic methods. The analysis in the rest of the paper will assume measurements from radiography (Fig. 1) . A similar analysis could be derived for microtomography, except that Figure 1 would be replaced by a block of pixels within the solid, in which the linear absorption coefficient projection was given by the reconstruction algorithm and with a standard deviation depending differently on the incident Xray intensity (see later).
For a beam of monochromatic X-ray radiation in the z-direction (Fig. 1) , absorption due to each of the components of the sample is independent.
where I*0 (assumed to be constant over the times and distances for the measurements, and to be measurable without photon statistical error) and I are respectively the incident and transmitted intensities, and 03BC and m are respectively the mass absorption coefficient and projected mass for the solid (s), liquid solvent in the pores (f) and the diffusing species (d).
It is assumed that during diffusion the increased concentration of the diffusing species within the pores produces a negligible reduction in the projected mass of the solvent. Thus to a very good approximation, absorption due to the solvent is constant. Defining Io by:
absorption by the diffusing species can be considered independently:
Substituting 03B5BC = rrzd, where c is porosity, so that over the REV the mean X-ray pathlength through the pores is 03B5B:
If the X-ray intensity Ip,q is measured by a photon counting system, the number of photons, Np,q, detected in a fixed time, has a Poisson distribution with standard deviation N1/2,p,q, where Np,q is the mean number of photons detected in the fixed time. Thus the fractional error in Ip,q is:
where y( ) indicates the standard deviation of the respective variable within the brackets.
DETERMINATION OF DIFFUSION COEFFICIENTS FROM X-RAY ABSORPTION MEASURE-
MENTS. -The concentrations in equations (6) -(9) can be expressed in terms of X-ray absorption measurements using equation (13) . Three methods of estimating D* from equation (5) are considered.
Method A, utilizing equations (6) and (7), requires four measurements giving:
Method B, utilizing equations (9) and (7), requires five measurements giving:
and Method C, utilizing equations (6) and (8) , requires six measurements giving :
Note that these equations do not require knowledge of the local porosity or of the mass absorption coefficient for any component.
Numerical Simulation of Concentrations during Diffusion
The method for determination of D* requires only that D* and c are constant over the measurement distance i.e. only between three measurements. However, for simplicity, a single set of concentrations simulating diffusion with D* independent of distance was calculated. Subsets of concentrations at three adjacent positions were then drawn from it for separate consideration.
Using the dimensionless variables:
where Co is a constant concentration, a set of dimensionless concentration data was calculated using the explicit finite difference method [13] , using intervals bX = 1 x 10-3 and bT = 4 x 10-7 which conform to the constraint for a stable solution [14] . Using the values of D* and A in Table I (6) - (9) results in approximation of the continuous functions in equation (5), so that each calculated effective diffusion coefficient differs from D *. These systematic errors, which limit the accuracy with which D * can be determined, were investigated using simulated dimensionless concentration data with sampling intervals AX » 8X
and AT » 03B4T.
Contour lines of constant fractional error in D* are shown on an X : T grid (Fig. 3) . Method A resulted in large errors over a wide range of X and T (Figs. 3a,d) . By contrast, the use of Methods B and C provided extensive regions within which the fractional error was |0.02|, for the four conditions investigated (Figs. 3b,c,e,f) . (16) and (17) , using the rules based on partial differentiation. Equations (16) (Fig. 4) (Fig. 5) . From the numerators of equations (16) and (17) , the signal to noise ratio, S, for ~2C/~x2, ( Fig. 6) .
In order to derive results comparable to the above for diffusion coefficients derived from linear absorption coefficients determined in microtomography experiments, the standard deviation of this coefficient needs to be known in terms of the recorded photons. This relation has been discussed by Davis [15] . The reduction in error by use of this method is illustrated in Figure 7 .
If c is constant over an extended distance, an improved estimate of D* can be obtained by extending the summations over p. Sets of measurements with a minimum spacing of (3p =b 1) will ensure that each set is independent.
5.2 USE OF SQUARE WAVE DRIVEN PERIODIC CONCENTRATIONS. -This approach is based on a phenomenon analogous to that described for conduction of heat in solids [16] . If a square wave function of concentration with period T is imposed at x = 0, the concentration oscillates (Fig. 3d) . The scope for increasing the useful range of X and T by reducing 0394X and AT is constrained by the concomitant reduction in precision of measurements from counting statistics (see below). However, if five (Method B) or six (Method C) measurements are used to approximate the continuous functions, the fractional error in D* is 10.021 over an extensive X : T region for a range of AX and 0394T combinations (Figs. 3e,f) . Large errors are associated with very large, or very small, changes in concentration with distance or time, so measurements at these extremes cannot be used. Nevertheless, as in the application of Fick's 1st Law [11] , it should generally be possible to select experimental values for Ox and Ot so that the errors due to finite sampling intervals will be acceptably small over a substantial period of time during diffusion.
In many cases, the dominant error originates from photon counting statistics. For a laboratory X-ray source the usable flux is typically 103 to 104 photons per second for a 20 jum diameter beam and energy dispersive detector set to collect the target's characteristic radiation, so optimization of experimental conditions is important.
For a given No, precision in the estimate of D* is improved by increasing the sampling intervals, since the numerators in equations (15) - (17) increase with Ot and the denominators increase with 0394x. The optimum sampling intervals are therefore the largest for which acceptably small errors due to finite sampling (Sect. 4.1) can be obtained.
