A reaction-diffusion model motivated by Proteus mirabilis swarm colony development is presented and analyzed in this work. The principal variables are the concentrations of swarm cells and swimmer cells, which are multicellular and single-cell forms, respectively, of the Proteus mirabilis bacteria. The kinetic terms model the growth and division process of the swimmer cells, as well as the formation and septation of swarm cells. In addition, a nonlinear diffusion is employed for the swarm cell migration that incorporates several essential aspects of the concentration-dependent dynamics observed in experiments.
1. Introduction. Systems of nonlinear parabolic partial differential equations (PDEs), or reaction-diffusion systems, have long been a subject of active research. These systems have numerous applications in physics, chemistry, ecology, biology, and other disciplines. Examples include problems in combustion, phase transitions, formation of patterns in chemical reactions and living systems, propagation of electrical signals in nerve axons and cardiac tissue, population dynamics, cellular differentiation, and morphogenesis, to name a few. It is beyond the scope of this paper to give a review of the theory and applications of reaction-diffusion systems. For systematic expositions of some aspects of the theory, numerous applications, and a comprehensive list of literature on this subject we refer to [4, 9, 23, 27, 30] .
Reaction-diffusion systems have also been used extensively in studies of selforganization, development, and pattern formation principles in bacterial colonies [3, 5, 16] . For example, there is a large body of literature devoted to the mathematical modeling of aggregating Dictyostellium amoeba [17, 14, 15] . Another important example is provided by Proteus mirabilis swarm colony development [8] . The salient feature of the Proteus mirabilis colonies is the periodic character of their morphogenesis. These colonies undergo alternating phases of migration over the substrate and growth without change of the colony boundaries. These phases are called the swarming and consolidation phases, respectively. The study of the swarming phenomenon in Proteus mirabilis bacterial colonies has a long and exciting history. In the present paper, we give the minimal biological information necessary for understanding of our modeling objectives and assumptions. The detailed biological and biophysical descriptions of the swarming phenomenon can be found in [2, 24, 25, 28] .
The goal of the mathematical modeling of the Proteus mirabilis colonies is to study the dynamics of the individual phases, to determine the switching mechanisms and transitions between the phases, and to shed some light on the sources of their time-periodic alternation.
In the present paper, we study a mathematical model motivated by the Proteus mirabilis swarm colony development,
x, t)= νv(x, t) + (α − µ) u(x, t) + (D(u, v)u x (x, t)) x , (1.1) v t (x, t)= (α − ν) v(x, t) + µu(x, t),
with appropriate compactly supported initial conditions. The unknown functions, u(x, t) and v(x, t), correspond to the surface densities of the populations of swarm cells and swimmer cells, respectively, which are the multicellular and single-cellular forms of the bacteria encountered in the colony. The density-dependent functions α, µ, and ν characterize the cellular growth, division, and differentiation that constitute the kinetic part of the system. Finally, the swarm cell migration is modeled by the nonlinear diffusion term in (1.1), whereas the swimmer cells do not appear to move, and hence the second equation does not contain any spatial derivatives. The nonlinear form of the diffusion coefficient
is an essential ingredient in our model. Whereas random migration is usually modeled by the Laplace operator, there are often factors in problems of population dynamics that can give some bias to certain directions of migration, e.g., migration to avoid crowding. These factors lead to the diffusion coefficient being density dependent. A central aspect to modeling Proteus mirabilis colonies is that only a part of the population, the swarm cells, appear to move. The presence of the swimmer cells, in contrast, slows down the rate of migration, since they form obstacles in the way of moving swarm cells. In addition, the biological descriptions in [28] suggest that swarming is a cooperative process. For example, it is reported therein that movement of individual cells seems to be retarded, whereas cells moving in larger groups do so more effectively. Also according to [25] , colony expansion involves multicellular rafts of swarm cells. Hence, we assume that the probability of forming these rafts is higher (and, therefore, so is diffusivity) in the areas with a higher proportion of swarm cells in the total cell population. Therefore, the diffusion coefficient can be modeled as a weighted ratio of the swarm cell population density to the density of the total population at a given point, as given by (1.2) .
The functions u(x, t) and v(x, t) stay compactly supported for all finite times, due to the nonlinearity of D in (1.2), provided the initial data have compact support. Therefore, the position of the colony boundary, or interface, is well defined.
Mathematically, the most interesting feature of the system (1.1) and (1.2) is that it generates interface dynamics that are time periodic, just as seen in the experiments of [25, 26, 28] and in the Esipov-Shapiro model [8] . Numerical simulations of (1.1) show that the colony evolves in alternating phases of swarming and consolidation. A swarming phase is characterized by expansion in the colony radius that is rapid at first with an apparently constant velocity and that gradually slows down until the colony boundary stops advancing. In this way a new terrace is developed at the outer rim of the colony during a swarming phase. The consolidation phase, which begins immediately after completion of the preceding swarming phase, is then identified as the time interval during which the colony boundary stays fixed, but during which there is significant increase in the concentrations of swimmer and swarm cells in the new terrace behind the front. (See Figure 1. ) Moreover, from the numerical simulations, it is observed that the u, v concentration profiles at the end of the consolidation phase are nearly identical (but translated) to the profiles at the beginning of the preceding swarming phase. Hence, the alternating of swarming and consolidation continues in a time-periodic manner.
The dynamics of the diffusion coefficient play a central role in the analysis of both phases, and we begin by describing the consolidation phase. During the consolidation phase, the diffusion coefficient exhibits interesting dynamics in the region behind the front. Numerically, we have found that the dynamics of the diffusion coefficient resemble a front traveling in the outward radial direction. When this front catches up with the colony boundary, the spatial distribution of the diffusion coefficient in the vicinity of the colony boundary changes drastically; it takes the form of a spike. The appearance of the spike profile of the diffusivity corresponds to the switch from the consolidation to swarming. It is the most signal event of the whole cycle.
We show that these dynamics can be understood by studying the interaction of the wave of diffusivity and the colony boundary. Unfortunately, analyzing this phenomenon using the system (1.1) appears to be far from trivial, since one must solve an initial value problem (IVP) for a system of two nonlinear equations. However, we have managed to reproduce and to study the switch of the consolidation and swarming phases using only a scalar reaction-diffusion equation:
Here, v(x) plays a role of a static approximation of the v(x, t) in (1.1) in the neighborhood of the colony boundary x * at the end of the consolidation phase. Already with D(z) ≡ 1, the numerics for (1.3) show a high degree of similarity between the solution dynamics of the full system (1.1) and that of the reduced one (1.3) ( Figure 5 ). This similarity becomes even more pronounced when numerically solving (1.3) with D(z) given by (1.2) ( Figure 6 ).
We start by carrying out a formal matched asymptotics analysis for the solution of an IVP for (1.3) with D(z) ≡ 1. Next, we show that this analysis can be extended to study (1.3) with nonlinear diffusion coefficients D(z). Moreover, in the O( )-wide transition layer about x * we obtain, up to an exponentially small error, an analytical solution of the IVP for (1.3). It explains the mechanism for the generation of the spike profile of z in the transition layer. We argue that the same mechanism is involved in the generation of the spike profile of the diffusivity in the full system (1.1), and we also comment on the relation between the full problem (1.1) and the reduced one (1.3) .
Justifying the use of matched asymptotics in reaction-diffusion systems is often a difficult task, in spite of a long history of work [7, 10, 11, 20, 29] in this area and a wide range of applications. In our case, we obtain the detailed estimates of the error made when the exact solution is approximated by the asymptotic one. In particular, we estimate the maximal sizes of the spatial domains where these estimates hold, and we show that the method gives approximate solutions that are uniformly valid in time for the IVP (1.3) on bounded sets of the real line.
Understanding the behavior of the solution immediately before the end of the consolidation phase is important for the understanding of the dynamics of the subsequent swarming phase as well. The spatial distributions of the concentrations at the end of the consolidation phase serve as initial conditions for the IVP that describes the swarming phase. From this IVP, we can infer that the diffusivity and, hence, the rate of colony expansion reach their maximum values at the start of the swarming phase. Finally, throughout the swarming phase, the diffusivity gradually decreases until the interface comes almost to a rest. Then numerical solution shows that u, v, D profiles are the same as they were at the beginning of the preceding consolidation phase and the whole cycle begins again.
The formation of spatial patterns in Proteus colonies was first mathematically modeled by Esipov and Shapiro in [8] , and additional analysis has been carried out in [1] . In the Esipov-Shapiro model, not only are the time and space variables, but another independent variable, the age of a swarm cell, is introduced to account for the swarm cell evolution. The general framework of the problems for age-structured populations with diffusion is given, e.g., in [13] . The age-dependence of the key parameters, including the diffusion coefficient, is an important ingredient of the Esipov-Shapiro model. In particular, they compare two variants of the model, Model A and Model B. The Model A exhibits a more pronounced age-dependence and the results of numerical studies show that Model A also gives rise to more pronounced periodicity of the colony evolution.
Our work can be viewed as a continuation of studies of the modeling of the Proteus colonies initiated in [8] . We start out with the same simplified assumptions on the colony morphogenesis that correspond to the kinetic part (without diffusion) of the Esipov-Shapiro model. We show that these two kinetic models result in the same large time dynamics, which have an attracting fixed point for the ratio of the swarm cell and swimmer cell population densities. When formulating the problem with diffusion, our main hypothesis is that the main colony development characteristics are densitydependent, rather than dependent on the age-structure of the swarm cell population, as was assumed in [8] . With the parameters α, ν, µ, and D not depending explicitly on the age variable, one can transform Model A into B via averaging the dependent functions u and v over the age structure. We show that even a simpler Model B exhibits robust periodicity of the colony expansions.
The rest of the paper is organized as follows. In section 2, we state the modeling assumptions on the colony morphogenesis and formulate the kinetic part of the model. The analysis of the kinetic equations and the time-asymptotic properties of its solutions follows in section 3. In section 4, we extend the model to account for the swarm cell migration. This results in a system of a parabolic PDE coupled with an ordinary differential equation (ODE) (1.1)-(1.2). We study this system numerically in section 5. The results show periodic colony expansions. In section 6, we focus on the dynamics of the consolidation phase. In particular, we construct the asymptotic procedure to analyze the dynamics of the diffusion coefficient in the neighborhood of the colony boundary. This explains the generation of the spike profile of diffusivitythe culmination of the dynamics of the consolidation phase. In section 7, we turn to study the swarming phase. Sections 8 and 9 contain the full justification of the asymptotic procedure developed in section 6.
2. The equations of local kinetics. In this section, we state our modeling assumptions on the Proteus mirabilis morphogenesis and derive equations of local kinetics, following [8] .
First, we assume that the colony consists of cells of two types: swarm cells and swimmer cells, which are the unicellular and multicellular forms, respectively. We denote by v(t) the number of swimmer cells per unit area, i.e., the density of the swimmer cell population. The number of swarm cells of age a > 0 per unit area is denoted by q(t, a).
We consider the following model of the local colony development [8] :
Equation (2.1) is a typical equation of evolution of an age-structured population [13] . A nonnegative function µ(a), the rate of mortality, is discussed below along with assumptions on swarm cell mortality, or septation. Equation (2.2) describes the evolution of the swimmer cell population. The first term on the right accounts for the fact that of all swimmer cells present at any given instant of time, a fraction, 1 − ξ, goes through the normal growth and division cycle. Specifically, the rate of change of the number of swimmer cells is directly proportional to the number of swimmer cells present, with rate constant equal to τ −1 . The constant ξ is called a differentiation factor. The second term in (2.2) comes from swimmer cells that are created by septation of swarm cells, i.e., division of these cells in several places to form smaller swimmer cells. To understand the form of this term, we note that the fraction, ξ, of swimmer cells enters the swarm cell development channel. Thus, the swarm cell birth law is given by
The factor τ −1 on matches the dimensions of two sides of (2.3). We recall that q(t, a) is the number of swarm cells per unit area and per unit age, whereas v(t) is the number of cells per unit area only.
Once a swarm cell has been created, its length grows exponentially, with the same rate constant equal to τ −1 . Hence, at the age a a swarm cell is e a τ times larger than its parent swimmer cell. In (2.1)-(2.2), µ(a)da represents, for a swarm cell of age a, the probability of dying, or septating (i.e., dividing in several places along its body to produce swimmer cells). Accordingly, the second term on the right-hand side of (2.2) represents an instantaneous rate of change in the swimmer cell population due to swarm cell septation.
Remark. In the present and following sections we have assumed that τ −1 and ξ are constants. However, in section 4 we shall define the rate of growth and the differentiation factor as piecewise constant functions of the cell population densities.
It remains to specify the modeling assumptions on the rate of septation µ(a 
where χ (0,Θ) (·) denotes the characteristic function for (0, Θ), and δ(·) is the Dirac delta function. In the definition above and throughout this paper we adopt the following convention:
We conclude this section by identifying a third important dependent variable, namely swarm cell population density. As we already noted, a swarm cell of age a is e a τ times longer than its parent swimmer cell. Assuming that a swimmer cell has a unit mass per unit length, the age-dependent density of the swarm cell population is q(t, a)e a τ . Integrating over all ages, we obtain the swarm cell population density
We shall find this quantity useful in analyzing the kinetics of both models in the next section, as well as for the diffusion problem to be introduced in section 4.
Remark. With the assumptions we have made on the mechanism of septation in both models, all swarm cells septate with probability 1 by the age of Θ. Therefore,
and (2.6) can be rewritten as
3. Local kinetics: Large time distribution. In this section, we study the properties of solutions of (2.1)-(2.4). We derive the law of total colony biomass increase, and we show that for both models A and B there exists an asymptotic value for the ratio of the swarm and swimmer cell population densities. This means that, for z(t) = u(t) v(t) , (2.1)-(2.4) result in simple dynamics that have an attracting fixed point. This property will be useful in the analysis of the consolidation phase in section 6. The reader interested in the full diffusion problem should turn to section 4. 
Model
Then we use the method of characteristics to solve (2.1) for q(t, a), and in particular q(t, Θ). We fix a ≥ 0 and t ≥ a and integrate (2.1) along characteristics. For this, we let
Thus, by (2.5), we obtain
The first lines of (3.3) and (2.3) yield
Moreover, by the first line of (3.3),
The combination of (3.3)-(3.5) gives the result
Hence, using (3.6) to replace q(t, Θ) in (3.2), we obtain an equation for v,
Equation (3.7) and the initial data
Remark. The solution of (3.7)-(3.8) on each interval (nΘ, (n+1)Θ] , n=1, 2, 3, . . . , can be calculated recursively using induction on n:
The next lemma gives us the law of total biomass increase. Lemma 3.1.
Proof. See Appendix A. Now we turn to establish an asymptotic formula for 
Proof. Suppose x(t) is a solution of the integral equation
Therefore, taking out a bound on the term in braces and integrating the remaining exponential factor, we get
This implies Using (2.8), (3.6), and (3.9), we see that
Finally, (3.10) follows from (3.14) and (3.9).
Model B.
In this subsection, we show that the law of total biomass increase and the asymptotic relation for the cell population densities, properties already established for Model A, hold for Model B as well.
We multiply (2.1) by e a τ and integrate with respect to a from 0 to +∞:
Applying the Leibnitz rule to the first integral, integrating by parts on the second integral in (3.15), and taking into account (2.6), we have
Finally, we rewrite (3.16), using (2.3), (2.6), and (2.7):
Equations (3.17) and (2.2) form a system of differential equations for u and v. For convenience, we state (2.2) again;
From (3.17) and (3.18) we now derive statements analogous to those given in Lemma 3.1 and Proposition 3.2 of the previous subsection for Model A. Exponential growth of the total biomass follows directly by adding (3.17) and (3.18), since the fact
Now we derive an ODE for z(t) = u(t) v(t)
. Plugging the expressions (3.17) and (3.18) for u and v in the quotient rule derivative formula for z yields
The roots of f are −1 and ξΘ τ . The latter is an attracting fixed point for all nonnegative initial conditions. Thus, for Model B we have lim t→∞
Formulating the population dynamics problem with diffusion. Adding spatial dependence to the population characteristics u and v, we consider the following diffusion problem with kinetics corresponding to (2.1)-(2.3):
where x ∈ R, t ≥ 0, 0 < a < ∞. In modeling swarm cell migration, we follow the general framework of age-dependent dispersal. For a detailed discussion of diffusion problems in the context of age-dependent population models see [13, 21] and references cited there. We take the diffusion coefficient D(u, v) to be density dependent; see (1.2). We shall be more specific about its form below. As before we shall consider two models depending on the form of µ(a) given in (2.6).
Taking µ(a) in the form corresponding to Model A, we multiply (4.1) by e a τ and integrate over the ages from 0 to ∞,
Integration by parts on the first term on the right-hand side of (4.6) yields
Taking into account (4.3) and (4.4), we have the final equation for u in Model A,
The formulation of Model A is then completed by using (2.4) to rewrite (4.2):
Similarly, for Model B we have
Hence, for Model B we have obtained the IVP for a parabolic PDE coupled with an ODE. The problem is now in terms of u and v and does not involve the age structure.
Model A can be transformed into Model B via averaging. In (4.7), (4.8), we replace q(t, Θ, x)e Θ τ by average value
. This directly yields (4.9) and (4.10), respectively. Therefore, from now on we shall concentrate on the study of Model B only.
Introducing nondimensional quantities α, µ, and ν, which are equal, respectively, to τ −1 , Θ −1 , and ξτ −1 , we rewrite (4.9), (4.10) as
Now, as remarked in the introduction, we choose the diffusion coefficient D (u, v) to have the following form: where D 0 and k are positive constants. With this choice, the diffusion coefficient at a given point is a weighted ratio of the spatial density of the swarm cell population to the sum of the spatial densities of the swimmer and swarm cell populations at that point. Thus diffusion is faster in the regions where the ratio of swarmers to the total number of swimmers and swarmers is higher. We also note that the analysis of section 6 applies to a much larger class of nonlinear diffusivities, D (u, v) .
We also assume that there is a saturation concentrationṽ of the swimmer cell population above which colony development stops. Therefore, we take the colony development characteristics α, µ, and ν to be continuous functions of v and be equal to 0 when v >ṽ. Furthermore, α(v) ≡ α = const and µ(v) ≡ µ = const, when v <ṽ − σ, for some sufficiently small σ > 0. Similarly, we define the differention factor ν(v) as a continuous function, which is equal to a positive constant ν on (v + σ,ṽ − σ), and is equal to 0 outside the interval (v,ṽ). Here, the parameterv is some real positive number less thanṽ − 2σ. The differentiation factor of this form ensures that on the new territories, where initially the concentration of swimmers is low, no new swarm cells are produced. This agrees with an observation, found, e.g., in [28] , that during consolidation the swimmer cells start producing swarm cells "after a period of time that depends on the culture conditions."
5.
Results from numerical simulations. This section contains a discussion of the results of numerical study of (4.11)-(4.13). The IVP for (4.11)-(4.13) with initial conditions (4.5) was integrated numerically using the explicit Euler finite-difference scheme. Figure 1 shows how the colony radius changes in time. Here we can see that after some lag period the colony expansion occurs periodically in time. We stopped computing after we had observed several complete cycles of the colony development ( Figure 1 ). In each of these cycles we distinguish two phases, fast colony expansion, followed by a period in which the colony radius stays unchanged. We compare data, presented in Figure 1 , with the dynamics of the diffusion coefficient D (u, v) . We also refer to D as the diffusivity. The contour plot of D(u, v), given on Figure 2 , shows that the fast colony expansions coincide in time with the periods of the increased diffusivity. This correspondence suggests that one way to gain understanding of the periodicity of the colony development is to study the D-dynamics. Below we shall relate two types of behavior of the diffusion coefficient, observed numerically, to the different phases of the colony development. We shall continue to follow this approach in the subsequent sections, where we shall reformulate and study problem (4.11)-(4.13) in terms of some function of diffusivity.
We now turn to a more detailed description of the numerical simulations. Each cycle of the colony evolution can be viewed as a sequence of two events.
The consolidation phase is characterized by the negligible colony expansion, compared to the total colony advancement per cycle. Thus, the colony boundaries at this stage can be considered stationary. The behavior of the diffusion coefficient during the consolidation phase may be described as follows. Figure 3 displays D-profiles at five different moments of time. According to this plot, the dynamics of D resemble a traveling wave, moving in the outward radial direction, until it catches up with the colony boundary. Then it changes rapidly, forming a spike profile (Figure 3) . We have checked that this scenario was valid for all other consolidation phases in the numerical simulations. We shall provide an explanation for this in section 6 by an asymptotic analysis near the colony boundary at the end of the consolidation phase.
The quick change of the diffusion coefficient, mentioned above, indicates the start of the swarming phase. At the beginning the values of the diffusion coefficient near the interface are close to their supremum D 0 . Consequently, the colony expansion is fastest at the start of the swarming phase. Figure 4 shows that, as the colony advances into the new territories, the diffusivity near the interface is gradually decreasing. After some time it gets so small that the change in the colony radius on the scale of the total change per cycle can be neglected. We consider this to be the end of the swarming phase.
Remarkably enough, the dynamics of the diffusion coefficient at the end of the consolidation phase resemble that of the "wave" of cell multiplication in the newly colonized areas observed in the biological experiment at the end of the first consolidation phase. According to [25] , this wave begins adjacent to the perimeter of the inoculation spot and spreads outward until it approaches the boundary of the colonized areas. This corresponds to the start of the second swarming phase. There is another reason for which the switch from the consolidation to the swarming phase captures our attention. This is the only distinct event of the whole cycle of the colony development. Indeed, the switch to the swarming phase occurs instantly (Figure 1) , while the converse process, a transition to the consolidation phase, takes place over some interval of time. Our study thus focuses on the switch from the consolidation to swarming. 
where
Here to simplify notation we took D 0 = 1, and we observe that, due to monotonicity of D(z), the dynamics of z fully describe that of D.
Therefore, the system (4.11) and (4.12) can be rewritten as
We shall focus on the dynamics of the diffusion coefficient at the very end of the consolidation phase. According to the numerics, at this time, the wave of diffusivity catches up with the colony boundary, and the diffusion coefficient changes quickly in the neighborhood of the interface (Figure 3 ). By this we mean that D approaches 1, its least upper bound, while z becomes unbounded. As a result, on the plot of the diffusion coefficient at this moment of time a spike profile appears. The formation of this profile, an event of the consolidation phase, is important for the swarming phase as well, since it gives the z-distribution at the start of the swarming phase.
By means of asymptotic analysis, we shall show that the generation of the spike profile of the diffusion coefficient is effectively the result of the interaction of the traveling front of diffusivity at the end of the consolidation phase and the colony boundary. We have reproduced and studied this effect in the model problems below.
In particular, we model the colony boundary by a specifically chosen form of v(x), a static approximation of v(x, t). In fact, the data plotted in Figure 1 suggest that the colony boundary can be considered unchanged for the latter half of the consolidation phase. We explain our choice of the form of v(x) below in this section. It is essential that it has a sharp change about the point x * , which denotes the colony boundary, and that to the right of x * , v(x) is small. Otherwise, many different forms of v(x) lead to the formation of a spike profile. We shall see that it is the way v(x) is incorporated in the diffusion term that is important for the explanation of D-dynamics at the end of the consolidation phase.
In subsection 6.1, we consider the model problem for the linear diffusion case, i.e., D(z) ≡ 1. Then in subsection 6.2 we treat the model problem with density-dependent diffusivity, i.e., D(z) given by (1.2). v(x, t) . In particular, we consider the IVP
Model problem
0 otherwise, (6.6) where is some negative constant,
The choice of v(x) is motivated by our intention to model the latter part of the consolidation phase. In the limit of → 0 and α → 0, v tends to the Heaviside-type function H(x * − x), which we use as a qualitative picture of the colony boundary at x * . The method of solution generalizes to a wide range of other forms of v and the choice here provides a good illustration for the analysis.
With v(x) a constant function, (6.5) becomes the equation studied by Kolmogorov, Petrovski, and Piskunov (KKP) in [18] . The solution of the KPP equation with any nonnegative, compactly supported initial data not exceeding 1 evolves approaching a traveling wave solution. Away from some O( )-neighborhood of
Thus, if we choose the initial data with support located far enough from x * on the left, we expect the solution of (6.5)-(6.6) in the form of a traveling front approaching from the left the neighborhood of x * , where v(x) has an abrupt change. This seems to be the scenario that z(x, t) undergoes in the full problem (6.3)-(6.4) at the second half of the consolidation phase. Indeed, the numerical solution of the IVP for (6.5)-(6.6) plotted at different times in Figure 5 exhibits a high degree of similarity to that of the full problem plotted in Figure 3 .
To understand the solution in the vicinity of x * we use matched asymptotics. We distinguish an O( )-wide transition layer about x * , also referred as the inner problem region ( Figure 6 ). This is the region in which v(x) changes rapidly. Outside the transition layer v(x) ≈ const. Thus, in the outer regions, (6.5) can be approximated by the KPP equation
To study (6.5) in the transition layer, we introduce the stretched variable
, and rewrite (6.5) as The leading order inner problem is now reduced to the ODE
After the expression (6.7) for v, is plugged in (6.10) has the following form:
We consider the inner problem as an IVP for (6.10) with dependence on t as a parameter. The initial conditions in ξ are provided by the left outer problem. In turn, the solution of the inner problem at the right edge of the transition layer provides the right outer problem with time-dependent boundary conditions. Thus, in the right outer domain we have an initial boundary value problem.
Matching is assumed to occur at some points x − and x + ( Figure 6 ) and the associated points:
The matching conditions are given by Here 0 ≤ l 0 (t) ≤ 1 and l 1 (t) < 0, (6.16) because it is known [18] that the solution of the IVP (6.9), (6.6) is uniformly bounded between 0 and 1, and Z x is negative in the left outer domain. The inner problem now can be formulated as an IVP for (6.10) on the interval (ξ − , ξ
, with initial conditions (6.13), (6.14) . By the maximum principle, the solution of (6.5), (6.6) is nonnegative everywhere and, in particular, in the inner domain. Therefore, we are looking for a nonnegative solution of the IVP for (6.10) with initial conditions (6.13), (6.14) .
First, we find the fundamental solution of (6.10):
Taking v in the form of (6.7) we have
The solution of the inner problem is a linear combination of Z (1) and Z (2) ,
To determine the unknown coefficients C 1 and C 2 we use the initial conditions (6.13)-(6.14). Plugging ξ − = x − −x * into (6.17), for small > 0, we compute
ξ (ξ − ) = 1 + EST, (6.18) where EST stands for exponentially small terms. Therefore,
This explicit formula gives us the desired inner solution in the transition region, and we recall that it satisfies the left matching conditions (6.13) and (6.14) by construction.
We can obtain more information on l 0 (t) and l 1 (t) as follows. It is well known [18] that the solution of the left outer problem (6.9), (6.6) converges to the traveling wave solution Z tw = Z tw (x − 2t) of (6.9). Therefore, after the period of time necessary for Z(x, t) to get sufficiently close to Z tw , l 0 (t) and l 1 (t) in (6.19) can be approximated byl
The latter values can be read from the phase portrait of the second-order autonomous ODE corresponding to the specified traveling wave solution of (6.9):
In particular, the points (l 0 (t),l 1 (t)) lie on the heteroclinic orbit connecting saddle points (1, 0) and (0, 0) in the Z tw − Z tw phase plane. With (l 0 (t), l 1 (t)) approximated by (l 0 (t),l 1 (t)), (6.19) gives a full description of the inner solution.
Let us now show that the constructed inner solution is consistent with an overall matching scheme. In particular, we want to show that under the initial conditions (6.13)-(6.14) the derivative Z ξ at ξ + is O( ) in magnitude, so that we can carry out the matching (6.15) with right outer solution. Indeed, only if this condition holds is Z x (x + , t) of order O(1), i.e., it does not depend on , as we expect from the solution in the outer domain.
Noting that Z
ξ (±∞) = 0, we use (6.17) to derive
Thus, we have a relationship between the asymptotic values of Z ξ as ξ → ±∞:
For sufficiently small > 0, (6.20) and (6.14) imply the desired estimate for Z ξ (ξ + , t):
Note that since Z ξ (ξ − , t) is negative according to (6.13) and (6.16), Z ξ (ξ + , t) is also negative by (6.21) . This agrees with the numerical solution of (6.5)-(6.6) decreasing on the right of the transition layer ( Figure 6 ).
Finally, we estimate the height of the spike h for small by estimating the maximum value of the solution for the limiting = 0 case. To get a lower bound on h , we pick a convenient point for calculationξ = 
Taking into account that lim →0 x − = x , for the limiting height h 0 , we obtain an estimate
Hence, for small , Z grows unbounded as δ → 0.
Model problem: Nonlinear diffusion.
Here we continue to study the second half of the consolidation phase. We analyze a model problem with nonlinear diffusion. In particular, we add to the model equation (6.5) a nonlinear diffusion coefficient D(z) (1.2) to obtain an IVP for the following parabolic PDE: (6.23) where (6.24) and the functions v(x) and φ(x) are as before. The numerical solution of (6.22)-(6.23) is plotted at four different moments of time in Figure 7 . As in the case of the model problem with linear diffusion, here we also observe a traveling wave approaching x * from the left, and this wave changes rapidly in some neighborhood of x * . However, due to the nonlinear diffusion, the wave profile is qualitatively different from the one studied in the previous subsection. In particular, the solution of (6.22)-(6.23) has its support bounded on the right at any finite time. Our present goal is to extend the matched asymptotic analysis of the previous subsection to take into account the nonlinear diffusion coefficient D(z).
We study the dynamics of the solution of (6.22)-(6.23) starting from the moment when the traveling wave has entered some O( )-wide neighborhood of x * . We use the same matching scheme (6.13)-(6.15) with the following adjustment. For some time, the solution has its support contained in the left outer and the inner domains. Consequently, we do not have to consider the right outer problem until the solution has entered the right outer domain. When the support of the solution extends beyond the inner domain, we must include the right outer problem and the matching condition (6.15) .
In terms of the stretched variable ξ, the inner problem has the following form:
As for the case with linear diffusion, we are looking for a nonnegative solution of (6.25) with initial conditions (6.13)-(6.14). First, we note that Z = Z (1) > 0 solves (6.25) for any admissible D(z). We shall look for another solution in the form of
Since we are interested in nonnegative solutions of (6.25), the unknown function Φ has to be nonnegative as well. Plug (6.26) in (6.25) to obtain Integrating (6.27), we have
Recall that, by (6.17), Z (1) > 0 and Z (1) ξ ≥ 0. Functions D(Z) and Φ(ξ) are nonnegative too. Therefore, we have to choose a minus sign and a strictly positive constant C 1 in the formula above; otherwise
which would imply that the inner solution is monotone on the real line, in contradiction to the fact that the numerical solution ( Figure 7 ) is clearly not monotone in the transition layer. Plugging in the expression for the diffusivity (6.24), we obtain
Since, by (6.17), Z (1) is a positive bounded real-valued function, 1 ≤ Z (1) ≤ 1 + 2 δ = B, the solution of the IVP for (6.28) at any time will be bounded from below and from above by the solutions of the IVPs for the autonomous ODEs, respectively:
supplied with the same initial conditions. Therefore, it is sufficient to consider
After substitution y = Φ −1 we consider the following IVP:
Integration of (6.30) yields
where C 3 is an integration constant.
The solution of (6.30) given by (6.31) blows up in finite time. This means that Φ (and, therefore, Z) vanishes at some finite timeξ. To estimate this time we look at the solution for (6.29), which bounds that of (6.28) from below. Thus, we choose C 2 = k in (6.29):
In analogy with (6.31), for y = Φ −1 , we have
Now, by plugging y = ∞ in (6.32), for the time ξ of the blow-up of y, we obtain
Using that Φ ≤ Φ at any time, and that Φ hits zero at ξ, we obtain a desired estimate for the timeξ, at which Φ becomes zero:
The constants C 1 and C 3 are determined from the matching conditions (6.13) and (6.14). We distinguish two cases: (a)ξ = o( −1 ) and (b)ξ = O( −1 ). In the first case Z hits zero in the inner domain, excluding the possibility for the matching on the right. This corresponds to the situation of the traveling front in the -neighborhood of x * , and there is no right outer problem. Case (b) admits the possibility of matching on the right and is a necessary condition for the right outer problem to exist.
Finally, we show that, as in the case with linear diffusion, the inner solution is unbounded as δ → 0. First we note from (6.30) that, in positive time, Φ is uniformly bounded by the initial condition y −1 0 from above and by zero from below. This and lim δ→0 Z (1) = +∞ imply the same limit for the Z = ΦZ (1) . Remark. We did not use the particular form (6.24) for the diffusion coefficient until (6.28) . In fact, the same method can be applied to any other form of diffusivity D, for which (6.22), (6.23) is a well-posed IVP.
To conclude this section, we note that the inner problems for the original equation (6.1) and for the model problem with nonlinear diffusion (6.22) are identical. Therefore, the analysis of the solution of the IVP for (6.22) in the transition layer applies to that of the IVP for (6.1) as well. In particular, the solution of the IVP for for the formation of the spike profile of the diffusivity at the end of consolidation phase in the full problem (6.3), (6.4).
The swarming phase.
In this section, we turn our attention to the events of the swarming phase. The presentation here is more descriptive than formal. We recall briefly what we know about the dynamics of swarming from the simulations discussed in section 5. It starts at the moment when the preceding consolidation phase ends, namely, when the wave of diffusivity has caught up with the colony boundary. The diffusion coefficient exhibits a characteristic spike profile. This spike profile propagates rapidly at the beginning and then gradually slows down until the interface comes almost to rest. Throughout this phase the peak of the wave of diffusivity decreases (Figure 4) .
Heuristically, the numerically observed behavior may be explained as follows. At the start, when the swarm cells move into the unoccupied territory just outside the colony boundary, the proportion of them there is high and so is the diffusivity. Thus, the colony expands rapidly. The differentiation factor ν(v) is zero on the newly colonized areas, where the swimmer cell population density, v(x, t), is below v. Hence, no swimmer cells enter the swarm cell development channel. Since swarm cells septate and are not reproduced, the diffusivity decreases and after some time the colony expansion becomes insignificant on the scale of the colony radius increase per cycle.
We now show that this behavior is expected and that the heuristic explanation can be justified by analyzing the governing equations. During the swarming phase, the salient feature is that the swarm cells move onto the newly colonized areas, where for some period of time the swimmer cell population surface density is low. We use this to simplify the original equations. On the new territories we have ν(v) = 0, until the swimmer cell population density builds up tov. In addition, taking α(v) = µ (v) to be equal to constant α for simplicity, we have
The absence of the reaction terms in (7.1) suggests that on the new territories the swarm cell population density u(x, t) eventually decreases, while the swimmer cell density v(x, t) increases. Therefore, the diffusion coefficient should eventually decrease. To make this argument rigorous we would need estimates of the flux of the swarm cells from the already occupied territories and for the time when the system (7.1) is valid. Unfortunately, these estimates are quite difficult to obtain, despite the plausibility of the solution behavior, and we now take a different approach. Applying the strategy also followed when analyzing the consolidation phase, we rewrite (7.1) in terms of z(x, t) = u(x,t) v(x,t) :
The z-and v-profiles at the end of the consolidation phase serve as initial data for the equations. There, z(x, t) exhibits a spike profile, and the v-distribution may be approximated by the function
where 0 < α A, and x * denotes the position of the colony boundary at time t * , the end of the consolidation phase. The support of v(x, t * ) is chosen to be all of R, and the values of v(x, t * ) for x > x * can be made arbitrarily small. We note that this is necessary since, if v(x, t * ) had bounded support, the support would never change due to the form of (7.2 b). Moreover, we note that this is merely an artifact of working with the equations for z and v. If one works instead with the original system for u and v, then one could use the initial data of bounded support.
We numerically integrate (7.2) using the above initial conditions. The results are given in Figure 8 . They reproduce the solution dynamics well during the swarming phase in the full problem (Figure 4) . Thus, the IVP for (7.2) gives a good approximation to the dynamics of swarming. The scenario of the swarming phase can be roughly described as a translation of the initial z-profile with an accompanying decrease in magnitude due to action of the kinetic part of (7.2). In summary, we have seen that the dynamics of the swarming phase are largely explained by the z-distribution at the end of the preceding consolidation phase.
A rigorous justification of the method of section 6.
In section 6, we studied the model problems in order to explain the nature of the rapid changes in the solution of (6.3), (6.4) in the transition layer during the consolidation phase. We constructed self-consistent asymptotic solutions in the limit of → 0. The study of these solutions in the transition layer about x * revealed that they grew unbounded as δ → 0, where the small parameter δ > 0 appeared naturally from the definition (6.7) of function v. The goal of this section is a rigorous justification of the asymptotic procedure used in section 6. Moreover, we show that it can be used to construct a uniformly in time valid approximate solution of (6.5), (6.6) on bounded intervals of the real line for small .
First, we review the inner and outer problems and the time-dependent matching conditions. Next, we construct a uniformly valid asymptotic solution in the inner and outer domains. At the end of this section we state Theorem 8.3, justifying this construction. In section 9 we give the proof of the Theorem 8.3.
8.1.
Review of the inner and outer problems for the model problem with linear diffusion. To set up notation convenient for the purposes of these sections, we restate the definitions of the inner and outer problems. Consider an IVP for (6.5), (6.7), where, without loss of generality, we set x * = 0:
For simplicity assume that
In the transition layer, where v has a sharp spatial inhomogeneity, we rewrite (8.1) using the inner variable ξ = x :
The leading order inner problem is then
There are two outer problems, one on each side of the transition layer. Outside some neighborhood of zero, we have v(x) ≈ A (when x < 0) and v(x) ≈ α (when x > 0). Thus, in the outer regions, (8.1) can be approximated by the KPP equation:
Domains of validity and matching.
In this section, we define the domains of validity for the inner and outer problems.
Definition 8.1. By a domain of validity of the inner problem we mean an interval I = (x , x r ), such that
We concentrate on the left outer problem and matching of the left outer solution with the solution of the inner problem (recall (6.13) and (6.14)). The analysis for the right outer problem can be done in complete analogy with that for the left outer domain. We shall comment on it at the end of this section. For the rest of this section and in the one that follows, unless specifically mentioned otherwise, by the outer problem (solution) we mean the left outer problem (solution).
Similarly, we define a domain of validity of the outer problem. Definition 8.2. By a domain of validity of the outer problem we mean an interval I such that
where Z and z are solutions of the IVPs for (8.7) and (8.1), respectively, with the same initial conditions (8.2) .
Remark. The intervals I and I do not depend on t.
In their respective domains of validity, the inner and outer asymptotic solutions can be considered as approximations of z(x, t) that are uniform in t for t ≥ 0 and small . Suppose now that an overlap domain J = I ∩ I is not empty. Choose an arbitrary point x − ∈ J. We continue the outer solution through the inner domain by assigning the initial conditions at ξ
Then we define a uniformly valid asymptotic solution in the inner and outer domains to be
In section 9, we prove the following theorem for z asympt (x, t). 
uniformly, as → 0. Remark. A symmetric argument gives the same statement for the right outer domain. We do not present the analysis for the right outer domain since it can be done in exactly the same way as that of this section and section 9 and since we are primarily interested in the front dynamics before and within the transition layer.
Proof of Theorem 8.3.
The goal of this section is to prove Theorem 8.3. Subsection 9.1 contains some preliminary estimates for the solution of (8.1)-(8.4). In subsection 9.2, we establish the domain of validity of the inner problem and estimate the difference between the asymptotic and exact solutions therein. This difference has two components: one is due to the reduction to the leading order equation and the other is due to the error in the initial conditions at ξ − . At this step we are concerned with the first component only. Next, in subsection 9.3, we determine the domain of validity for the outer problem and show that the overlap domain between the inner and outer domains is not empty. Then we use the estimates of accuracy of the outer solution to determine the bounds for the second component of the difference between the exact and the asymptotic solutions, namely for the error in the initial conditions for the inner problem. After this we go back, in subsection 9.4, to the inner domain and estimate the composite error. This analysis will show the uniform convergence of the exact solution of (8.1)-(8.4) to the asymptotic one, as → 0, in the left outer and inner domains. The main tools used are a priori estimates and comparison theorems for parabolic equations.
A priori estimates.
In the course of the proof we will be working with several IVPs for semilinear parabolic PDEs of the type
where L is a uniformly elliptic linear differential operator with smooth coefficients. The existence of a classical solution in each case will follow from the results of [18] . For more general results, we refer to [12, 19] .
We start a proof of convergence by deriving from Lemmas 9.1 and 9.3 some auxiliary estimates for the solution of (8.1)-(8.4). The goal here is to obtain bounds on the solutions and their derivatives that are independent of . Lemma 9.
Let z be a solution of the IVP (8.1)-(8.4). Then there exists C
The constant C 1 does not depend on .
Here and below, C with and without subscripts will denote various different constants, independent of . We shall allow for some of the C's to stand for different constants. The meaning of each of them should be clear from the context.
Proof. Note that z ≡ 0 is a subsolution for (8.1)-(8.4). Therefore, we need only show that z(x, t) is bounded from above.
In fact, the function max{1,z(x, t)} is a supersolution, providedz satisfies (8.2) andz
To show this, supposez > 1; otherwise, the constant function 1 is a supersolution. Thenz
It remains to show thatz(x, t) is bounded on the real line uniformly in t, so that the solution of (8.1)-(8.4) is, as well. We change variables in (9.1) to
This results in
Hence, there exists a constant W such that
and it follows that
This proves the lemma. Next we give well-known derivative estimates, obtained from the Schauder estimates for parabolic PDEs [12] . Since we will refer to them several times, for convenience, we state these results here following [12, 19, 9] .
Let Q be a rectangle (x 0 , x 1 ) × (t 0 , t 1 ) in (x, t) plane, where −∞ < x 0 < x 1 < ∞ and −∞ < t 0 < t 1 < ∞. Corresponding to Q and to a number γ > 0, let Q γ be a smaller rectangle [x 0 + γ, 
Proof. First, we change the dependent variable in (8. 
Note that
This and Lemma 9.1 imply
Using (9.2), (9.8), and Lemma 9.1, we obtain a bound on |y x | :
The constant C 5 does not depend on .
By direct estimation in (9.5), we have
where C 6 does not depend on . Therefore, (9.8)-(9.10) imply (9.11) and C 7 does not depend on . Finally, (9.11) and Lemma 9.1 together enable us to use (9.3) and obtain a bound on |y| Q1 2 independent of :
The constant C 9 does not depend on .
Part (a) of the lemma follows immediately from (9.4), (9.10), and (9.12). To prove part (b), we multiply (9.6) by a smooth test function w and integrate by parts over (c, d):
Without loss of generality we can assume that y t does not change the sign of (c, d), since otherwise we can divide (c, d) into subintervals, where y t does not change the sign and for each of them repeat the same argument. Choosing w in (9.13), such that
Applying (9.8) and (9.9) to (9.14), we obtain (9.15) where C 2 and C 3 do not depend on . The statement of part (b) follows from (9.4), (9.8) , and (9.15). Proof. Subtracting (8.6) from (8.5) we obtain a differential equation for the difference y(ξ, t) = z( ξ, t) − Z(ξ, t) :
We want to estimate the maximum size of I = (x , x r ) such that
The general solution of (9.16) is (9.18) where Z
(1) (ξ) and Z (2) (ξ) are given by (6.17) and
From (9.17) and (6.18), we have first that D 1 = 0 + EST and then also D 2 = 0 + EST. Therefore,
It is easily seen from (6.17) that Z (1) is bounded by constants 1 ≤ Z (1) ≤ 1 + 2 δ , independent of . This allows us to derive the following bound: 
9.3. The size of the outer domain of validity. Our next step is to obtain similar estimates for the outer domain. This is done by showing, first, in Lemma 9.5 that the asymptotic solution is a supersolution for (8.1)- (8.4) in the outer domain. Then the difference between the exact solution and the asymptotic solution can be estimated by constructing a subsolution and comparing it to the asymptotic solution. This is achieved in Lemmas 9.6-9.8. Proof. Rewrite (8.1) as follows:
Let −∞ < a 1 < a 2 < 0 and γ > 0. Then there exist positive constants C 1 and C 2 such that
Here Z(x, t) continues to denote the solution of (8.7), (8.2) . The estimates in (9.22) can be derived from well-known properties of the solution of (8.7), (8.2) [18] .
It can be verified directly by differentiating in (8.3) that there exists a positive constant V such that
Using (8.7), we evaluate
Therefore, from (9.22)-(9.24) and the fact that v(x) > 0 by (8. 3), we conclude that for > 0 sufficiently small
This proves the lemma. Now we turn to constructing a subsolution for (8.1)- (8.4) . For this, we introduce an auxiliary IVP: (9.27) function ψ is defined as v v , M > 0 and are arbitrary constants, and 0 < α < 1. Note that, using (6.12), ψ can also be written as 
Proof. We want to show that Lw ≤ 0, where the differential operator L was introduced in (9.21). First, we rewrite (9.21) as follows:
Using (9.25), (9.29) can be reduced to
It is known that w x ≤ 0 [18] . This and (9.23) allow us to derive from (9.30)
As follows from (9.28) and (6.12), ψ(ξ) is decreasing for negative values of ξ, that are far enough away from the origin. This and w ≥ 0 imply in (9.31) that, for > 0 sufficiently small, Lw ≤ 0, provided
The statement of the lemma therefore follows. Now we are in a position to construct a subsolution for (8.1)-(8.4) on the interval (−∞, −M 1−α ). We introduce a function
where Z is a solution of (8.7) that satisfies the initial conditions given by (8.4). Lemma 9.7. For > 0 sufficiently small, Z is a subsolution for (8.1)-(8.4) on the interval (−∞, −M 1−α ). Proof. We note that Z satisfies (9.25) and
. Now Lemma 9.6 implies that, for > 0 sufficiently small, Z(x, t) is the desired subsolution. This completes the proof of the lemma.
The super-and subsolutions constructed in Lemmas 9.5 and 9.7 can be used to estimate the difference between the exact solution z(x, t) and its asymptotic approximation Z(x, t) in the outer domain. From these estimates we will be able to determine the size of the outer domain of validity. We will restrict our attention to the left outer domains bounded on the left, e.g., by an arbitrary sufficiently large in absolute value negative constant m. This does not affect the range of applicability of the asymptotic scheme since it was intended to help understanding of the solution behavior in the regions adjacent to the transition layer and in the transition layer. It also simplifies the analysis.
Lemma 9.8. For > 0 sufficiently small,
where constant C does not depend on .
Proof. By the comparison principle, the solution of (8.1)-(8.4) is known to be bounded [18] :
Then a priori estimates, given in Theorem 9.2, imply that for any positive m and T there exists a constant L > 0 such that
Applying Lemmas 9.5 and 9.7, for x ∈ −m, −M 1−α , 0 < α < 1, and t ≥ 0, we have we have
Plugging this into the last inequality, for x ∈ −m, −M 1−α , we obtain
Combining (9.34) and (9.36), we get
where constant C 1 = 2L(m + T ) + 1, does not depend on . Furthermore, from (9.27), (9.28), and (6.12) it can be easily seen that for some positive C 2
To complete the proof for all positive times t > 0, we use the well-known fact [18] that Z(x, t) and Z(x, t) converge in time for constant functions 1 and 1 − b , respectively, uniformly in x on bounded intervals. Therefore, for sufficiently large T > 0 and t ≥ T , from (9.33) follows
where Z 1 denotes a partial derivative with respect to the first argument. Taking into account (9.38), after a straightforward estimation procedure eliminating b from (9.41), we finally have
This proves the corollary.
Remark. In the outer domain, we have used the derivatives estimates, which depend on the size of the time domain (Theorem 9.2). However, the specific property of the solutions of the IVP for (8.7) with certain initial conditions that they converge to 1 uniformly on bounded intervals allows us to obtain uniform in time estimates in Lemma 9.8, Corollary 9.9, and Theorem 8.3. Here we use the notation of Lemma 9.8. According to Lemma 9.4 , the inner domain of validity I is located about the origin and is o(1) in size. Therefore, the overlap domain J = I ∩ I is nonempty. We can construct the approximate solution z asympt (x, t) in the inner and outer domains, as it was described at the end of section 8. Our task is to estimate the difference |z(x, t) − z asympt (x, t)| in I ∪ I and t > 0 and to show that it goes to zero uniformly as → 0. To do so we combine the results, given in the Lemmas 9.4 and 9.8, taking into account the error in the inner region due to the matching (8.8), (8.9) . The initial conditions for the inner problem are given by the outer solution and, therefore, contain some error. We will show that this component of the error is of a higher order than that already estimated in Lemma 9.4. Thus it affects neither the size of the inner domain of validity nor the accuracy of the asymptotic solution.
The equation for the error is given by (9.16). In contrast to (9.17), we have to consider the solution of (9.16) satisfying the following nontrivial initial conditions:
is the point of matching of the inner and outer solutions after rescaling. According to Lemma 9.8 and Corollary 9.9 and using the same notations, for > 0 sufficiently small,
Using (9.42) and (9.43), we obtain the system of equations for the unknown coefficients D 1 and D 2 in (9.18): Applying the rule of Kramer to the system (9.45) and taking into account the estimates (9.44) and (9.47), we obtain the estimates for the unknown coefficients D 1 and D 2 :
By (9.46), κ < 1. Then, since β can be taken arbitrarily large, we conclude from (9.18) and (9.48) that the contribution of the first two terms in (9.18) is insignificant compared to the third term. Therefore, the error associated with the initial conditions in the inner problem does not affect the size of the inner domain of validity, established on the basis of (9.20) in Lemma 9.4. Thus, we have proven Theorem 8.3, justifying the asymptotic scheme constructed in section 6.
Discussion.
In the present paper, we used a reaction-diffusion system to model and analyze the formation of spatial patterns in Proteus mirabilis bacterial colonies. For the reaction part, we took the equations of local kinetics based on the assumptions on the cell-differentiation mechanism in Proteus mirabilis that were derived by Esipov and Shapiro [8] . Unlike the model in [8] , our treatment of diffusion uses only density-dependent colony characteristics without explicit dependence on age structure. The model contains only four parameters: the rate of growth, the rate of septation, the differentiation factor, and the diffusion coefficient. All of them are density dependent. The functional forms of the parameters are rather simple and based only on the robust colony properties observed experimentally.
The models we created were shown numerically to have periodic colony front dynamics and alternation of phases of the colony development, just as seen in the biological experiments and in the Esipov-Shapiro model [8] . Thus, we conclude that the explicit age dependence in the system parameters is not necessary for the robust periodicity of the colony evolution.
The model suggests a scenario for the switch between the consolidation and swarming phases. According to this scenario, we predict during the second half of the consolidation phase a wave of diffusivity inside the colony that travels in the outward radial direction. A new swarming phase starts when this wave has caught up with the colony boundary. This is consonant with colony dynamics observed experimentally [25] for the first consolidation phase. While the periodicity and the waves of diffusivity were found numerically, our main focus was to investigate analytically the switch from the consolidation phase to the swarming phase, the culmination of the colony development cycle.
The periodic character of the colony evolution and the resultant concentric ring patterns found for Proteus mirabilis is not an isolated phenomenon. Periodicity and similar patterns were also reported for the colonies formed by another bacteria, Bacillus subtilis [22] . The observations made on the Bacillus subtilis colonies resemble those for Proteus mirabilis. In particular, short cells can differentiate to form elongated and flagellated multicellular forms that can move across semisolid agar surfaces. Macroscopically, under certain conditions Bacillus subtilis colonies undergo consolidation and swarming phases in alternation, just as in the Proteus mirabilis case. Internal density waves that were reported for Proteus [25] , are also present in the Bacillus subtilis colonies [24] . Thus, colony development of both species have many common features.
Bacillus subtilis colonies can exhibit a number of different spatial patterns for different environmental conditions [22, 24] (e.g., agar and nutrient concentrations). Among other patterns, in [22] Matsushita studied the formation mechanism for the disk-like patterns resulting from the colony homogeneously spreading. The experimental data reported in [22] is consistent with the traveling wave dynamics derived from a population dynamics model (i.e., a reaction-diffusion equation). However, as stated in [22, 24] , patterns with periodic front dynamics pose a more complicated modeling question. The model that we developed and studied in this paper provides an example of periodic front dynamics in the framework of reaction-diffusion systems.
Finally, besides Proteus mirabilis and Bacillus subtilis, there are other species (e.g., Escherichia coli and Salmonella typhymurium) that combine the ability to move across semisolid surfaces and cell differentiation. Thus, reaction-diffusion systems give a natural framework for studying the dynamics of such systems and resultant spatial patterns. Hence, the assertion of the lemma also holds for t > Θ, and the proof is complete.
