Abstract-Video compression standards commonly adopted in wireless multimedia transmission systems generally apply variable length codes (VLCs) to achieve the required datarates. The resulting bitstreams are sensitive to transmission errors which cause visual artifacts that propagate in both spatial and temporal domains, thus reducing significantly the quality of the reconstructed video sequences. This paper proposes the application of a List Decoder to improve the quality of H.264/AVC encoded sequences. This method relies on sequence estimation and residual source redundancies to recover feasible images. The recovered images may still contain errors which may cause visually distorted macroblocks (MBs). Therefore, the Average Intersample Difference across Boundaries (AIDB) metric was used to detect these visually impaired MBs at pixel level which are then adequately concealed. Simulation results show that the proposed algorithm manages to achieve Peak Signal-to-Noise (PSNR) gains of up to 2.17 dB when compared to the conventional decoding method. The proposed solution is fully compatible with the H.264/AVC standard and no additional bandwidth is required.
I. INTRODUCTION
ULTIMEDIA communication services necessitate efficient video compression standards in order to deliver high quality content within limited bandwidths. H.264/AVC seems to be an attractive candidate for all wireless video applications mainly because of its enhanced compression efficiency and network friendly design [1] . However, it is sensitive to transmission errors, which are common in wireless environments, where a single corrupted bit may cause visual distortions which will significantly reduce the perceptual quality of the reconstructed video sequence.
A feedback channel, commonly used for reliable data transmission, cannot be adopted in typical conversational and multicast/broadcast applications because of delay constraints and the unavailability of the feedback channel respectively. Moreover, low bit-rate and low delay applications generally adopt the baseline profile which has limited error-resilient mechanisms [2] , [3] .
In order to solve these problems, a number of errorresilient mechanisms were proposed in literature. In [4] authors have applied syntax analysis in order to detect corrupted macroblocks (MBs). However, this method only manages to detect 57% of the corrupted MBs. Different error detection and concealment methods have been proposed which exploit the inherent redundancies within and outside an MB [5] - [7] at pixel level. However, these features achieve low detection rates when applied individually. To alleviate this problem, the authors in [8] have combined a set of pixel level features and applied heuristic thresholds. They have also applied an iterative error correction algorithm which has achieved a significant gain in Peak Signal-to-Noise Ratio (PSNR) at the expense of a significant increase in complexity, which makes it unpractical for real-time applications. Probabilistic Neural Networks (PNNs) have been applied in [9] , [10] to detect visually distorted MBs at pixel level.
Although error detection and concealment can alleviate the propagation of distorted artifacts in the spatio-temporal domains they do not manage to recover the original bitstream. The authors in [11] have replaced the variable length code (VLC) tables with variable length error correction (VLEC) codes. However, this method reduces the compression efficiency of the codec since VLEC codes have longer average codeword lengths. In [12] it was shown that additional redundancy is available in compressed video data. This work was followed by the proposal of a Maximum Likelihood decoder for H.263 encoded sequences in [13] . Sequential decoding and source constraints were adopted in [14] , [15] to recover feasible bitstreams. However, the sequential algorithm introduces a variable decoding delay [16] which could be a problem in real-time applications.
This paper presents the application of a modified List decoding algorithm [17] , which recovers the maximumlikelihood feasible images from corrupted H.264/AVC sequences. The proposed algorithm applies source constraints to eliminate candidate solutions which provide semantically invalid VLC sequences. The resulting sequence may still include errors which may cause visually distorted MBs. For this reason, the Average Intersample Difference across Boundaries (AIDB) dissimilarity metric [10] was adopted to detect the residual distorted MBs which are then concealed. The proposed solution achieves a significant gain in quality when compared to the standard H.264/AVC decoder. This paper is organized as follows. A short presentation of the H.264/AVC is given in section II. In section III the modified List Decoder is described in some details while an overview of the AIDB dissimilarity metric is given in the following section. Simulation results are presented in section V followed by the final comments and conclusion. The VLC tables and the code family used for various syntax elements are switched depending on the values of previously encoded syntax elements. In fact, the H.264/AVC decoder manages more than 30 different VLC tables. The decoding of a slice follows the different steps presented in Fig. 1(a) for the I-slices and Fig. 1(b) for the P-slices. The decoding of an MB is done from the initial state depending on the slice type and proceeds step by step according to the H.264/AVC standard syntax. The decoder keeps track of the processing order of the slice it is decoding and derives the next VLC table to be used in the following step. The encoding of a residual block data, shown in Fig.  1(c) , is the most complex part in the H.264/AVC encoding process and is done through the Luma Residual, DC Chroma Residual, AC Chroma Residual, and 16x16 DC Residual modules. The Residual block is used to derive the number of non-zero coefficients (Total_coeff), the levels of the remaining non-zero coefficients (Coeff_Level), the total number of zeros before the last non-zero coefficient (Total_zeros) and the number of zeros preceding each nonzero coefficient (run_before). These parameters are then used for the VLC table prediction. More information is provided in [19] .
The proposed error control mechanisms need to know each time which VLC table needs to be used. Since this is dependent on previously decoded information, a Contextual Module was developed. This module contains information on various constraints that can help the List Decoder to eliminate invalid candidate solutions and can be used to predict which table to be considered at each decoding stage.
III. PROPOSED ERROR CONTROL METHOD
The H.264/AVC codec adopts variable length codes in order to achieve high compression ratios. Each slice is generally encapsulated within RTP/UDP/IP packets, thus ensuring synchronization at slice level. When a packet is corrupted it is generally dropped and the contained slice is concealed. However, this generally results in overconcealment thus reducing the quality of the reconstructed video sequence.
The RTP payload extracted at the receiver consists of N bits which correspond to an H.264/AVC slice or frame. The number of VLC codewords and the corresponding sequence of VLC codewords have to be estimated. In order to reduce the complexity required to recover a corrupted slice or frame, the trellis architecture described in [20] and illustrated in Fig. 2 Furthermore, not all the valid VLC codeword sequences of N bits correspond to valid slices or frames. The sequences which do not meet a set of source constraints, inherent within the H.264/AVC syntax, are pruned to minimize complexity. Moreover, this ensures that only feasible slices or frames are decoded. The source constraints considered in this work are:
1. The decoded bitstream is of length N bits and is known by the decoder.
2. Only the codewords within a range specified by the standard were considered. 3. The decoded slice or frame contains exactly X complete MBs whose number is known a priori by the decoder. The List decoder was modified in order to determine the maximum-likelihood VLC sequence of N bits which meets the constraints mentioned above. For this purpose, two lists are used; (1) L k which corresponds to the list of incomplete feasible VLC sequences, each sequence being represented by a state S n,k and (2) F which contains complete feasible VLC sequences. At each recursion, L k-1 is available, and L k is initialized as an empty list. At the end of the recursion the list L k should contain incomplete VLC sequences of k symbols.
For each state S n,k-1 in list L k-1 the following procedure is followed, assuming that the VLC table to be used is known a priori: 1. For each VLC codeword in the considered VLC table derive the length n using:
where n before is the length of the incomplete sequence being considered in state S n before ,k-1 listed in L k , and λ i is the length in bits of the i th codeword in the VLC If n = N, the derived state is listed in list F which includes all complete feasible states. Otherwise if n < N the state is stored in list L k . The recursion is terminated once the list L k is empty given that k > 1. The most-likelihood feasible VLC sequence is the sequence listed in F with the smallest Hamming distance.
IV. PIXEL DOMAIN ERROR DETECTION AND CONCEALMENT
The modified List Decoder derives the most-likelihood sequence from a set of feasible slices or frames. However, errors may still be present in the recovered VLC sequence which will cause visual artifacts that propagate in the spatiotemporal domain. In order to reduce this affect, the AIDB dissimilarity metric [10] was used. As illustrated in Fig. 3 , the dissimilarity across each boundary AIDB(M : X), is computed using:
where X ∈ {N, E, S, W}, K = 16, and || || 2 is the L 2 norm computed in the YUV color space. The AIDB dissimilarity metric is then derived by averaging the AIDB(M : X) over the available neighboring MBs. Fig. 3 . The AIDB dissimilarity metric for an MB M All the MBs whose AIDB dissimilarity metric is above a heuristic threshold are considered to be corrupted and are concealed.
V. SIMULATION RESULTS
The proposed error resilient mechanism was integrated within the Jointed Model (JM) software [21] , together with the syntax check rules described in [4] . The raw video was encoded at QCIF resolution at 30 frames per second using Intra slices. The codec adopts dispersed FMO with five slices per picture. In compliance with JM software, each slice was encapsulated within RTP/UDP/IP packets. These packets were Binary Phase Shift Keying (BPSK) modulated and transmitted over an additive white Gaussian noise (AWGN) channel.
The received corrupted H.264/AVC bitstream was decoded using two different methods: 1) MB Level Concealment (MLC) where whenever a syntax rule is violated the current MB and the following ones are concealed until the end of slice, and 2) the maximumlikelihood H.264/AVC sequence derived using the modified List Decoder with the MLC being applied to the recovered feasible sequence. The performance of these methods at different bit error rates (BERs) is illustrated in Fig. 4 , where the Miss-America sequence was considered. Fig. 4 it is clear that deriving the maximumlikelihood feasible slice or frame provides significant gains in PSNR. However, some residual transmission errors are still present in the recovered H.264/AVC sequence which may provide significant visual distortions. For this reason, the dissimilarity metric described in section IV was used to detect corrupted MBs at pixel level. Those MBs whose AIDB dissimilarity metric was above 10 were considered to provide major artifacts and were thus concealed. Fig. 5 illustrates the gain in quality when the AIDB metric detection method is included.
The subjective gain in quality of the proposed method can be further illustrated in Fig 6. The MLC method, Fig.  6(a) , tries to decode the received H.264/AVC sequence and uses the syntax and semantic violations to detect corrupted VLC codewords. When an error is encountered the VLC codewords generally do not correspond to feasible slices or frames. The proposed List Decoder tries to derive the mostlikelihood feasible image and in fact it provides a significant gain in perceptual quality as shown in Fig. 6(b) . However, a number of artifacts are still present which can be detected using the AIDB dissimilarity metrics and then concealed, Fig. 6(c) . 
VI. COMMENTS AND CONCLUSION
This paper has presented a novel error resilient method which derives the maximum-likelihood feasible slices or frames. This technique does not always result in reducing the number of errors within the corrupted bitstream. However, it recovers feasible slices and frames which most of the time result in re-synchronizing the bitstream. This generally results in an increase in the perceptual quality. Furthermore, the residual constraints reduce the complexity of the decoder and it is thought that the performance of this method will increase if more source constraints are adopted [12] .
The maximum-likelihood H.264/AVC still contains errors which may cause distorted MBs. In order to alleviate this problem pixel error detection algorithms can be adopted. In this case we have adopted a simple AIDB dissimilarity metric in order to proof the concept. However, better results are expected when applying more sophisticated pixel-level error detection algorithms such as those in [10] . 
