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Abstract Resource provisioning in Cloud providers is
a challenge because of the high variability of load
over time. On the one hand, the providers can serve
most of the requests owning only a restricted amount
of resources, but this forces to reject customers dur-
ing peak hours. On the other hand, valley hours in-
cur in under-utilization of the resources, which forces
the providers to increase their prices to be profitable.
Federation overcomes these limitations and allows
providers to dynamically outsource resources to others
in response to demand variations. Furthermore, it al-
lows providers with underused resources to rent them
to other providers. Both techniques make the provider
getting more profit when used adequately. Federation
of Cloud providers requires having a clear understand-
ing of the consequences of each decision. In this paper,
we present a characterization of providers operating
in a federated Cloud which helps to choose the most
convenient decision depending on the environment
conditions. These include when to outsource to other
providers, rent free resources to other providers (i.e.,
insourcing), or turn off unused nodes to save power.
We characterize these decisions as a function of several
parameters and implement a federated provider that
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uses this characterization to exploit federation. Finally,
we evaluate the profitability of using these techniques
using the data from a real provider.
Keywords Cloud provider · Profit · Outsourcing ·
Federation
1 Introduction
Nowadays, providers have start offering applications,
data, and computing resources over the Internet as
utilities, which is being called Cloud Computing. A
flavor of this paradigm (i.e., IaaS) consists of offering
raw computing resources where the users can deploy
and execute their services while only paying for the
resources they use. In this way, the users can access the
services anytime and anywhere, avoiding hardware ac-
quisition costs, dealing with software licenses, upgrades
management, etc.
These providers usually offer their computing re-
sources in the form of Virtual Machines (VM). This
allows that different users can share the provider’s
resources while being also isolated among them. Re-
source sharing is a key technique for provider’s
profitability. However, the provider has to ensure that,
even sharing resources, the performance goals agreed
with each customer can be met.
Resource sharing in Cloud providers has to deal
with an important problem: the amount of users varies
over time. Typically, there are peaks during daytime
and valleys during night and weekend (Fig. 1). Former
resource management approaches for Cloud providers
hindered their market potential by considering a lim-
ited amount of resources.
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Fig. 1 Cloud provider’s
workload over a week
On the one hand, if the provider wants to provide
service to all the users, it must have enough resources
to support the peaks. In this situation, the provider is
overprovisioned and its resources are highly underuti-
lized during long periods. Although operational costs
can be reduced during these underutilized periods by
turning idle nodes off (Pinheiro et al. 2001; Elnozahy
et al. 2002), this technique does not reduce capital costs
related to the purchase and hosting of IT equipment,
which need to be amortized. This forces the providers
to increase their prices to be profitable, which makes
them less competitive in the Cloud market. Hence,
efficient resource management techniques that avoid
overprovisioning are needed.
On the other hand, owning just enough resources to
support the average number of users (i.e. underprovi-
sioning) reduces underutilization and saves infrastruc-
ture costs. However, if a provider has not enough lo-
cal resources to fulfill its customers’ requirements, it
should start denying the acceptance of new customers
or canceling services that are already running on the
system (e.g., those that are providing less revenue to
the provider). This has further implications than just
losing the revenue from some services, because it also
implies a loss of reputation and therefore a loss of
future customers (Armbrust et al. 2010).
The most successful approach to deal with these
problems caused by load variability over time in the
Cloud is based on dynamic resource sharing among
providers, because this is the only way to reduce capital
expenses and transform them into operational ones.
Whereas this resource sharing can take many forms
(Juan et al. 2011), in this paper we focus on feder-
ated Cloud scenarios (Rochwerger et al. 2009). Nev-
ertheless, considering other scenarios involving several
providers would only require slight modifications on
our characterization.
In a federated Cloud, providers running services
that have complementary resource requirements over
time can mutually collaborate to share their respective
resources and fulfill each one’s demand. For instance,
a provider can outsource resources to other providers
when its workload cannot be attended with its local re-
sources (peak hours). Thus, the provider would obtain
higher profit because it can attend more customers and
would not lose reputation, without facing with expen-
sive capital costs to acquire IT equipment. Of course,
the expected revenue from these customers should be
higher than the cost of outsourcing the additional re-
sources to be worth doing it.
Similarly, a provider that has underutilized resources
could rent part of them to other providers. We re-
fer to this situation as insourcing resources. Thus, the
provider improves its benefit, exploits better its re-
sources, and compensates the maintenance cost. Again,
the expected benefit from renting its resources should
be higher than the cost of maintaining them running.
Otherwise, it would be preferable to turn them off to
save power (and thus reduce costs).
From previous discussion, one could realize that the
profitability of a Cloud provider in a federated sce-
nario highly depends on a wide number of parameters,
such as the provider’s incoming workload, the cost
of outsourcing additional resources, the revenue for
renting unused resources, or the cost of maintaining the
provider’s resources operative. All these parameters
must be considered to decide the best resource man-
agement action for the provider depending on current
(and foreseen) environment conditions. Depending on
their value, the provider can decide at every moment
whether to outsource, insource, or turn off resources.
This requires of complex resource management mech-
anisms that can dynamically manage the internal and
external resources in the most cost-effective way while
satisfying the QoS agreed with the users.
To obtain the maximum benefit in a federated Cloud
scenario, and given the described complexity of feder-
ation decisions, it is important that the provider has a
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clear understanding of the potential of each federation
decision. Using this, the provider can take the most
convenient decision depending on the environment
conditions.
In this paper, we analyze the impact of federation
as a mechanism to maximize Cloud providers’ profit
in a scenario that federates both Private and Public
Clouds (Armbrust et al. 2010). By Private Clouds we
mean, essentially, a private infrastructure dedicated to
one organization having a limited capacity. We refer as
Public Cloud to the utility computing made available
to the general public in a pay-as-you-go manner. We
present an analytical model that characterizes Cloud
federation and can be used to drive provider’s decisions
about when to outsource, insource, and turn off idle
resources.
This model is used to build the resource management
core of a provider that offers Infrastructure as a Service
(IaaS) (Armbrust et al. 2010), where users rent Virtual
Machines (VMs) in a similar way it is done in Amazon
EC2 (http://aws.amazon.com/ec2). In this environment,
we study the effect of these decisions on the provider’s
profit and we evaluate the most appropriate provider’s
configuration depending on the environment condi-
tions. For this purpose, we propose a scheduler able
to support federation capabilities and we evaluate its
profitability using information of actual providers.
The remainder of this paper is organized as follows:
Section 2 presents a case study based on a real provider
to motivate the benefit of using federation. Section 3 in-
troduces the architecture of federated Cloud providers.
Section 4 states the equations for characterizing Cloud
federation. Section 5 describes how to implement a
federated provider based on the proposed characteriza-
tion. Section 6 describes the experimental environment
and the evaluation. Section 7 presents the related work.
Finally, Section 8 presents the conclusions of the paper
and the future work.
2 Analyzing commercial providers’ profitability
Low profitability brought by load variability is an impor-
tant problem for commercial IaaS providers. These pro-
viders have been forced to deal with this problem by
increasing their prices to ensure their profitability. In
this section, we present a case study for a real com-
mercial provider, where we study its basic profitability
parameters. We have chosen RackSpace Cloud (http://
www.rackspacecloud.com/) because they provide de-
tailed information of their specifications and thus, we
can make realistic assumptions about their infrastruc-
ture.
RackSpace use quad-core machines with 16 to 32 GB
memory and 10 to 620 GB of disk to host the VMs.
Using their standard VM with 1 GB memory and 40
GB of disk, which costs $0.06, we can calculate they
can host up to 16 VMs per host. Hence, they have a
potential benefit of $2.4 per hour per machine.
Regarding the infrastructure, they lease their data-
centers from DuPont Fabros (http://www.dft.com/
data-centers/location-information). This company pro-
vides information of some of their datacenters. We use
as a reference their largest datacenter, which is also one
of largest datacenters in the US: ACC4. This is located
in the Ashburn Corporate Center campus (ACC) in
Northern Virginia. It comprises approximately 348,000
gross square feet with 171,000 raised square feet and
36.4 MW of critical load.
To calculate the costs, we get the most relevant infor-
mation for Ashburn location: the energy costs $0.0673
per KWh (Department of Energy. U.S. Energy In-
formation, http://www.eia.doe.gov/), the land costs $95
per square foot (Showcase, http://www.showcase.com/),
and the maximum temperature is 26◦C (Weatherbase,
http://www.weatherbase.com/).
Using this information and the datacenter costs and
models from Barroso and Hölzle (2009) and Turner and
Seader (2006), we can calculate the datacenter details.
A datacenter with a maximum outside temperature of
26◦C will have a maximum PUE of 1.6. Hence, the
datacenter would have around 23 MW to power IT
equipment.
According to the literature (Barroso and Hölzle
2009), a medium size datacenter has a cost of $12
per Watt. Hence, the building for this datacenter costs
around 437 million dollars. The cost of the land in the
US will be around 3.3 million dollars. Amortizing these
costs over 12 years, it is 3 millions and 230 thousand
dollars per month respectively.
Regarding the servers, Rackspace uses quad core
machines which match the specifications of a Dell
PowerEdge 2970. It consumes a maximum power con-
sumption of 300 W and according to the size of their
datacenter, they can host around 80.000 of these ma-
chines. Each of these servers costs around $4000 dollars
(amortizing over 4 years is $85 per month). Assuming the
datacenter hosts 80 K servers and distributing the other
costs among them, each server has an associated capital
cost of $103 every month. On the other hand, operating
and maintaining this datacenter has a typical cost of $0.05
per Watt per month, which is a total of $23 per machine.
Using the highest and lowest ranges for each cost, the
error in these estimations is around 10%. Nevertheless,
it is accurate enough for our purpose of giving a broad
view of the provider’s profitability.
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If we assume the machines are fully used all the
time, each one consumes 216 KWh each month and
345 KWh taking into account the PUE, which implies
an energy cost of $23 every month. Hence, a fully used
machine would have a total cost per month of $173 and
would generate an income of $1728. Thus, the profit per
month per machine would be $1555.
Nevertheless, literature suggests that the utilization
of servers is around 30% (Barroso and Hölzle 2009).
Servers at this utilization consume around 200 W which
implies $16 per month. This implies a total cost of $165
per month, an income of $518 per machine, and thus, a
profit per month of $353. In fact, with a 5% use, a host
would imply a cost of $123 and an income of $90 per
month and thus, the provider would lose money.
High prices vs. federation. Providers with large infra-
structures are proportionally cheaper than small ones
(Barroso and Hölzle 2009). As we have seen, this allows
them to afford relatively low utilizations. However, in
these situations, they are forced to have high prices
for VM usage to maintain the big benefit margins they
have.
In fact, if these providers would have lower prices
with lower benefit margins, they could offer the same
service to their customers at lower rates, and thus in-
crease their competitiveness in the Cloud market. This
would be especially important in a tight Cloud market
where the others providers have lower VM prices.
In such a competitive scenario, the provider’s profit-
ability will suffer. In this situation, a more efficient usage
of the provider’s resources would make the difference,
especially if the provider is able to take advantage of
federation capabilities. Using federation, the workloads
of multiple federated providers could consolidate their
loads and avoid the purchase and maintenance of re-
sources.
3 Federation in Cloud providers
To bring federation into IaaS providers, we envision
a global scheduling layer on each provider. This is
able to interact with other federated providers and ex-
change load according to the provider’s requirements.
In addition, as other common schedulers, it decides
the placement of the VMs using the provider’s local
resources.
3.1 Architecture of a federated Cloud provider
To perform resource management in Cloud providers
supporting federation, we use a typical architecture
composed by three layers: Scheduler, Resource Man-
agement, and Resource Fabrics. This architecture is
shown in Fig. 2.
The Scheduler layer comprises all the global resource
management decisions, among both external providers
and nodes in a single provider. This layer is in charge
of deciding where a VM will run and periodically man-
aging its location during the execution (e.g., migrations,
cancellations, etc.). However, events such as the arrival
Fig. 2 Architecture of a
federated Cloud provider
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of a new task or an SLA violation of a running task can
trigger the process too.
The Resource Management layer comprises all the
local resource management decisions (i.e., in a single
node). This layer is in charge of managing the physical
resources in a node using virtualization and distributing
them among the VMs running on that node by means
of the Virtualization Manager (VtM). In addition, this
layer does not only offer local resources but it is also
able to wrap external Clouds using an extension of the
VtM: VtME. Using this approach, the Scheduler layer is
able to manage external resources as locals. Finally, the
Resource Fabrics layer comprises the physical resources
where the VMs run.
An interaction with the system starts when a user
sends a request for a VM to the Scheduler layer. This
selects a node to run the task and forwards the request
to the VtM in charge of this node, which creates the
VM. The user can submit a task to this VM or just
use it as a traditional machine. Finally, the Resource
Management layer is also in charge of monitoring the
execution to check the SLA status and finalizing the
VM when is over. This architecture is implemented in
EMOTIVE Cloud (http://www.emotivecloud.net) and
it is described in detail in Goiri et al. (2009).
3.2 Federated Scheduler (FEDS)
In this paper, we analyze the impact of using federation
in Cloud providers by characterizing the behavior of
the Scheduler layer, from now on referred as Federated
Scheduler (FEDS).
FEDS is divided in two different parts: the manage-
ment of the local resources and the management of ex-
ternal resources using Cloud federation. The schedul-
ing policies for managing local resources are presented
in Goiri et al. (2010). Notice that this can include
migrating, pausing, or even canceling tasks if the cost
of these actions is compensated with higher utility for
the provider. When it manages local resources, FEDS
can also decide to turn idle nodes off to save power.
Regarding external resources, FEDS is able to allo-
cate additional resources from a federated Cloud pro-
vider or insource load from other federated providers
when internal resources are unused. Outsourcing to
other providers is performed by adding the other pro-
viders as internal resources where VMs can be executed.
For instance, Fig. 3 shows an example situation with
three Federated Cloud Providers (FCP). In this exam-
ple, FCP 2 is running 2 VMs and it is already full. There
is a third request to run a new one, VM 3, but FCP 2 is
not able to run it as it does not have enough resources.
Nevertheless, FCP 1 has free resources and offers them
to FCP 2. At this point, FCP 2 decides to outsource VM
3 execution to FCP 1.
To decide the placement of the VMs, FEDS uses the
characterization presented in next section to calculate
the foreseen profit of all the allocation possibilities and
then it distributes the resources using the configuration
with maximum profit.
Fig. 3 Interaction of multiple
federated Cloud providers
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4 Characterizing a federated Cloud
To take the decision of outsourcing a VM to another
provider or running it locally, FEDS uses a model to
estimate the profitability of every action. This model
evaluates the provider’s utilization (number of total
and used nodes), the pricing of the VMs, the capital
costs (CAPEX), and the operational costs (OPEX).
With all this information, this model uses the charac-
terization of a federated environment to estimate the
profitability of each situation.
Using this model, FEDS picks the most profitable sit-
uation and performs the scheduling actions to achieve it:
– Run VMs using local resources.
– Run VMs on federated providers (outsource).
– Offer idle resources to other federated providers
(insource).
– Turn on off nodes.
– Turn off idle nodes.
Next sections present the characterization of a fed-
erated provider according to its capabilities: (1) only
with local resources, (2) using external providers, (3)
offering idle resources to external providers, or (4)
using all the federation capabilities.
4.1 Allocation within the provider
Currently, researchers are seeking to find effective so-
lutions to make Cloud data centers reduce power con-
sumption while keeping the desired quality of service.
One approach consists of consolidating the maximum
number of tasks in a single node to maximize its usage.
This allows applying different techniques for reduc-
ing the power consumption of the provider, such as
Dynamic Voltage/Frequency Scaling (DVFS) and turn
on/off nodes (Horvath et al. 2007; Heo et al. 2007).
In particular, FEDS can turn nodes off that remain
unused to lower power consumption, thus saving the
costs of keeping them in idle state. FEDS continuously
monitors the node utilization in the provider, and turns
nodes on and off (i.e., using Wake-on-LAN) to fit the
customers’ demand. Our scheduler is very extensive,
and if needed, it could be extended with other power
saving techniques like Raghavendra et al. (2008), which
proposes merging some of the basic ideas and coor-
dinating them in a multi-level power management for
data centers.
The expected profit for the provider drives the al-
location decisions of FEDS. We define the profit ob-
tained from executing tasks in a provider p during in
a certain period t as Prof itp(t) = Revenuep(t) −
Costp(t). As in this scenario we are only consider-
ing the nodes of this single provider, its total profit
Prof it(t) is equal to Prof itp(t).
Revenuep(t) is obtained by multiplying the number
of VMs running in the provider during that period
of time VMp(t), which depends on the provider’s
incoming workload, with its corresponding price (e.g.,
Price_VM_Hour of a small instance in Amazon EC2
is e0.085 per hour). Note that the characterization
could also include the cost of data storage and network
bandwidth for that VM. This is part of our future
work. Anyway, we believe that our work is still valu-
able for characterizing federated Clouds, in the sense
that it is generic enough to include those costs (and
other operational costs) just including them within the
Price_VM_Hour parameter.
Revenuep(t) = VMp(t) · Price_VM_Hour · t (1)
Costp(t) is defined as the cost of maintain-
ing all the nodes in the provider up (Nodesp ·
Cost_Node_Hourvar) during a certain period t. In
addition, since turning off idle nodes would reduce the
costs for the provider, we add a factor to the formula
(Cp(t)), which indicates the capacity of the system
(understood as the ratio of nodes that are up), to reflect
this. If all the nodes in the system are up, capacity is
1. If the provider turns off half of the nodes, capacity
is 0.5. Finally, we add also some fixed costs per node
(Cost_Node_Hourfix), which include the costs of ac-
quiring the nodes and the physical space they occupy,
taking into account their amortization.
Costp(t) = Cp(t) · Nodesp · Cost_Node_Hourvar · t
+ Nodesp · Cost_Node_Hourfix · t
(2)
To normalize the provider’s incoming workload (i.e.,
the number of VMs to be executed), we define the
provider’s utilization (U p(t)). It is calculated using
as reference the maximum number of VMs that the
provider can host, which depends on the number of
nodes in the provider (Nodesp) and the number of VMs
that a node can host (VM_Node), in the following way:
U p(t) = VMp(t)Nodesp · VM_Node (3)
As discussed before, a single provider is profitable
when Revenuep(t) > Costp(t). Using previous
equations and operating on this formula, we obtain
Eq. 4, which establishes the relationship between the
utilization (i.e., the amount of VMs to execute) and
the capacity (i.e., the ratio of nodes that are operative)
for provider’s profitability. Obviously, this and the
subsequent equations require Cp(t) to be greater or
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equal than U p(t). This equation will allow FEDS to
determine the number of nodes to turn off (Cp(t))
given the current workload (U p(t)) to get the best
profit.
Cp(t) <
U p(t) · VM_Node · Price_VM_Hour − Cost_Node_Hourfix
Cost_Node_Hourvar
(4)
4.2 Outsourcing to federated Clouds
As described in Armbrust et al. (2010), outsourcing
resources to federated providers can be preferable to
overprovisioning a private data center when demand
varies over time. In addition, it also allows the provider
to insource its resources to other providers if these
are not being used. The decision of using these capa-
bilities is based on their economic viability. Armbrust
et al. (2010) introduces an equation that evaluates
whether outsourcing resources to an external provider
is profitable or not. It essentially compares the profit
(resulting from Revenue − Cost) for the provider when
outsourcing external resources with respect to execut-
ing in its own resources.
Our analysis starts from this formula to decide
grabbing additional resources when there is a re-
source demand that cannot be fulfilled using local re-
sources. In particular, the additional revenue obtained
when outsourcing resources Revenueo(t), which is
shown in Eq. 5, is calculated in the same way as
Eq. 1 and depends on the number of VMs that are
outsourced (VMo(t)). Notice that, in this scenario,
the total revenue for the provider is Revenue(t) =
Revenuep(t) + Revenueo(t).
Revenueo(t) = VMo(t) · Price_VM_Hour · t (5)
The total cost for the provider in this scenario
is Cost(t) = Costo(t) + Costp(t). The cost of out-
sourcing (Costo(t)) could be calculated also from
Eq. 5. We apply a factor α to the cost of the VM,
obtaining Eq. 6, to reflect that the provider can buy the
VMs with a different price than the revenue it obtains
for selling them. In general, the provider will try to
build cheaper VMs to ensure its profitability, although
in some situations, it can suffer temporary losses to
maintain the anticipated availability.
Costo(t) = VMo(t) · α · Price_VM_Hour · t (6)
In this scenario, the provider is profitable when
Revenuep(t) + Revenueo(t) > Costp(t) + Costo(t).
Notice that in this case U(t) must include both the
VMs executed in the provider and the VMs out-
sourced to other providers. According to this, we define
Uratio(t) = U p(t)U(t) , which represents the ratio of incom-
ing workload that is executed locally in the provider.
Both U p(t) and U(t) can be calculated using Eq. 3,
the former using only VMp(t) and the latter consider-
ing both VMp(t) and VMo(t). Using previous equa-
tions, we can derive Eq. 7, which allows to determine
the number of nodes to turn off (Cp(t)) and the distri-
bution of local and outsourced VMs (Uratio(t)) to get
the best profit. The tradeoff when choosing these two
values is demonstrated in the experimentation section.
Cp(t) <
U(t) · (1 − α + Uratio(t) · α) · VM_Node · Price_VM_Hour − Cost_Node_Hourfix
Cost_Node_Hourvar
(7)
4.3 Insourcing from federated Clouds
As commented before, in a federated environment
the provider can offer its unused resources to other
providers (i.e., insourcing). In this case, the total cost
for the provider does not vary (Cost(t) = Costp(t)).
This means that there are not additional costs if the
provider rents its free resources. The number of poten-
tial VMs that could be sold is defined as follows:
VMfree = (Cp(t) − U p(t)) · Nodesp · VM_Node
The total revenue is expected to increase
(Revenue(t) = Revenuep(t) + Revenuei(t)). To
calculate Revenuei(t), we use again the α factor to
reflect that the price of VMs offered for insourcing
could be different from the price of VMs for regular
users (it should be probably cheaper if we want to be
competitive in the market). In addition, we include
another factor (β) that represents the ratio of free
resources that are really offered for insourcing from
the total amount of free resources. This serves to model
the market demand of resources, since the occupation
of idle resources depends on the external utilization of
the rest of providers in the federation. This factor also
makes the provider able to reserve some idle resources
to react to variations in its workload.
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According to this, Revenuei(t) can be calculated
using Eq. 8.
Revenuei(t) = β · VMfree(t) · α
· Price_VM_Hour · t (8)
Having the option to offer unused resources to other
providers, or to turn them off to reduce power con-
sumption, the provider could doubt on which is the
more profitable decision. The answer comes from
resolving the following inequation: Revenuep(t) +
Revenuei(t) > Costp(t). Again, using previous
equations and operating on this formula, we obtain
Eq. 9, which allows to determine the number of nodes
to turn off (Cp(t)) and the ratio of free resource to
insource (β) given the current workload (U p(t)) to
get the best profit.
K = Cost_Node_Hourvar − α · β · VM_Node · Price_VM_Hour
g(t) = U p(t) · (1 − α · β) · VM_Node · Price_VM_Hour − Cost_Node_Hourfix
Cost_Node_Hourvar − α · β · VM_Node · Price_VM_Hour
f (t) =
{
Cp(t) < g(t) if K > 0
Cp(t) > g(t) if K < 0
(9)
4.4 Insourcing and outsourcing in federated
Clouds
The final step is putting all together. In this case, profit-
ability occurs when Revenuep(t) + Revenueo(t) +
Revenuei(t) > Costp(t) + Costo(t). After opera-
ting on this formula, we obtain Eq. 10. Using this equa-
tion, FEDS can decide whether outsourcing resources,
renting free resources to others providers, or turning off
nodes is profitable for the provider.
K = Cost_Node_Hourvar − α · β · VM_Node · Price_VM_Hour
g(t) = U(t) · (1 − α + Uratio(t) · α · (1 − β)) · Price_VM_Hour · VM_Node − Cost_Node_Hourfix
Cost_Node_Hourvar − α · β · VM_Node · Price_VM_Hour
f (t) =
{
Cp(t) < g(t) if K > 0
Cp(t) > g(t) if K < 0
(10)
5 Implementing federation
We have already presented what the provider’s ba-
sic components to support federation are, and the
characterization of the provider’s profitability in this
environment. In this section, we present some other
considerations that must be taken into account when
implementing federation among different providers, in-
cluding how FEDS uses the presented characterization
to take decisions.
5.1 Capacity planning
When a provider wants to start offering its service, it
must decide the amount of resources it will need to
provide it. This depends on the federation capabilities
it will support (i.e., outsourcing, insourcing, none. . . )
and the expected number of users. To estimate this
expected number of users, the provider can use former
workloads and apply business models to predict their
growth.
Using the previously presented characterization and
the expected workload, the provider can decide the
amount of resources (i.e., number of nodes) required.
In addition, with this information the provider can fix
the pricing scheme of the VMs.
5.2 Policy for federated resource management
FEDS can use the characterization presented in pre-
vious section to implement a resource management
policy that allows handling the provider’s resources and
placing the VMs locally or in federated providers. In
this paper, we propose a potential policy with this aim.
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The algorithm that implements the policy is shown in
Fig. 4.
When using this policy, FEDS basically instantiates
Eq. 10 from the characterization with the provider’s
current parameters. Notice that some of these parame-
ters (α, β, Price_VM_Hour) have been fixed during
the capacity planning phase (see previous subsection)
by using also the presented characterization (see Sec-
tion 6 to check the effect of these parameters).
The policy is executed when there is a change in
the provider’s utilization (i.e., a new VM arrives). The
provider’s resources can be full and it would require
to use idle resources or use external resources to run
more VMs. If the provider has no free resources, it uses
Eq. 10 to decide whether to:
– Cancel the execution of new or already running
VMs.
– Outsource VMs to other federated providers with a
given pricing (α).
Otherwise, if the provider has idle resources, it uses
Eq. 10 to:
– Turn off part of the idle resources.
– Offer part of the idle resources (β) to federated
providers with a lower price (α).
The output decisions of the FEDS policy are then
carried out by using the actuators provided by the
Resource Management layer.
5.3 Interconnecting providers
To communicate to other providers, Amazon EC2 is
becoming the standard de facto. However, there are
still a number of providers supporting only propri-
etary APIs. Some efforts have been also carried out to
converge in a standardized API (e.g., OCCI Interface
2011). Either way, providers in a federated Cloud must
be able to interact with providers with different APIs,
each one with its own features.
To solve this problem, we propose the usage of a
wrapper (i.e., VtME component) that offers a unified
interface to FEDS independently of the external pro-
vider used to outsource and internally implements the
translation to all the supported APIs. VtME offers basi-
cally the same interface to FEDS than the VtM compo-
nent. In this way, it offers a transparent way to operate
with other providers in a federation as they were big
resources with special features (creation times, limited
operation, special pricing). A similar approach has been
adopted by OpenNebula (http://www.opennebula.org),
which currently supports transparent usage of Amazon
EC2 and ElasticHosts (http://www.elastichosts.com/)
resources.
The current implementation of the VtME component
demonstrates its capabilities by supporting the EC2
(which covers Amazon EC2 and Eucalyptus-based pro-
viders) and the OCCI APIs. Thanks to its design, it
could be easily extended to support other typical in-
terfaces such as those from RackSpace (http://www.
Fig. 4 Policy implemented by
FEDS
1. Apply local scheduling policies
2. Get provider’s parameters:
alpha: factor that applies to the price of outsourced VMs
beta: ratio of idle resources offered to other providers
Price_VM_Hour: price of a VM per hour
VM_Node: number of VMs allowed in a node
Cost_Node_hour_fix: capital cost of a node per hour
Cost_Node_hour_var: operational cost of a node per hour
U: provider’s utilization
U_ratio: ratio of outsourced VMs
C: provider’s capacity (ratio of nodes that are up)
3. Instantiate Equation 10 with provider’s current parameters
4. While inequation is not fulfilled and there are actions to do:
5. If local resources are full:
6. If outsourcing is supported:
7. If profitability outsourcing VM > profitability running VM with a local node:
8. Outsource VM to a federated provider
9. Else:
10. Turn on off node
11. Else:
12. If C<100:
13. Turn on off node
14. Else
15. Reject VMs that cannot be accepted
16. Else:
17. If insourcing is supported:
18. If profitability insourcing > profitability turning off idle node:
19. Insource VM from federated provider
20. Else:
21. Turn off idle node
22. Else:
23. Turn off idle node
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rackspacecloud.com/) and GoGrid (http://www.gogrid.
com/).
VtME is in charge of mapping its methods to
the particular API functions of the different external
providers. In addition, it is also in charge of dealing with
the semantic differences of each provider. For example,
the standard VMs in Amazon EC2 are categorized in:
small, large, and extra large; while RackSpace distrib-
utes them according to the memory size. Therefore,
VtME must deal with the heterogeneity when defining
the VM size.
Apart from the API issue, interoperability also re-
quires considering VM images compatibility. Different
providers can run different hypervisors, and the VM
images could be incompatible. This problem can be
overcome using image converters or deploying the
needed software on the images offered by the external
providers.
5.4 Resource availability
A provider is able to know the status of its own re-
sources and evaluate if it has enough room to host
a new VM. In a federated environment, a provider
should be also able to know the availability of the other
providers to host a given VM. For this reason, when a
provider is federated it must provide the capability to
ask for the availability of its resources.
There are two possibilities: knowing the utilization
of the provider or checking if it is able to host a given
VM. The first approach would expose the internals of
the provider, which can be not desired. The second
approach provides more confidentiality but it can imply
performance issues.
5.5 Service level agreements (SLAs)
Current Cloud providers typically offer SLAs to their
customers (Amazon EC2 Service Level Agreement,
http://aws.amazon.com/ec2-sla/) (GoGrid Service Level
Agreement, http://www.gogrid.com/legal/sla.php). They
generally support very simple metrics based on re-
source availability. There are however proposals to
support fine-grain resource-level QoS guarantees on
Cloud SLAs (Goiri et al. 2010). The problem is that
different providers can support different SLAs. Hence,
this should be considered when outsourcing resources
in a Cloud federation. Note that when a provider out-
sources resources to other providers, it depends on
them to fulfill the guarantees in its SLAs. According to
this, the provider should perform a previous triage to
discard those providers with incompatible SLAs, or be
able to translate the guarantees supported in the SLAs
of federated providers to its own guarantees.
Even if this problem is overcome, the provider must
monitor continuously the fulfillment of the SLAs of the
VMs it has accepted. If any SLA violation is detected,
an adaptation process for requesting more resources
to the provider is started, first locally in each node,
then globally in the provider (Ejarque et al. 2008),
and finally outsourcing resources to other providers.
This includes the VMs that it has outsourced to other
providers. If any of these VMs is not fulfilling the
SLA, the provider could react, for instance, allocating
additional VMs for that service.
6 Evaluation
The evaluation of our proposal comprises two parts.
First, we evaluate the proposed characterization by pre-
senting an analytical study using parameters from real
providers about the profitability of Cloud providers
when doing outsourcing and insourcing and shutting
down nodes. Second, we evaluate our policy for re-
source management in federated Clouds using a real
Cloud workload.
6.1 Experimental environment
We follow the pricing idea for Grids presented in
Opitz et al. (2008). We use reference values from real
providers for revenues, costs, and virtualization pa-
rameters just to demonstrate how our equations can
drive resource allocation decisions, though the partic-
ular values of these parameters will highly depend on
the particular provider’s characteristics. Anyway, the
presented equations remain valid. As base node, we use
a mid-range server with a direct consumption of 638
W in mean (see Koomey 2007, 2008). These mid-range
servers support in mean a maximum amount of 6 VMs
per node, assuming small EC2 instances, which have a
cost of 0.085 e/h (EC2 pricing in Europe).
Nevertheless, power consumption is not just the
server direct consumption. It must also take into ac-
count all the related energy costs such as cooling and
other infrastructure consumptions. This is evaluated
using the Power Usage Effectiveness (PUE), which
is defined as the ratio of data center power to IT
power draw (Belady et al. 2007). According to historical
trends, site infrastructure consumes 50% of all data
center energy, which corresponds to a PUE of 2.0 (this
means that the data center must draw 2 W for every 1 W
of power consumed by the IT equipment). Therefore,
we assume an average consumption of 1276 W per
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Fig. 5 Relation between utilization (%) and active nodes (%) in a single provider (Eq. 4). Darker is more profitable
node. The pricing used for the electricity is the Spanish
one, which corresponds to 0.09 e/KWh (Europe’s en-
ergy portal, http://www.energy.eu).
Finally, to calculate the cost of the nodes, we also
take into account the amortization of the servers (in 3
years) and the space (in 10 years) required to deploy
them using a price of 4000 e/node and 2000 e/m2,
respectively.
6.2 Profitability analysis in a federated Cloud
In this section, we present an analytical study of our
characterization of a provider operating in a federated
Cloud. We first calculate how a provider should be
dimensioned (i.e., its capacity) according to its utiliza-
tion applying Eq. 4. Figure 5a shows the number of
local nodes active (Cp in the equation) as a function
of the price of the VMs (Price_VM_Hour) and the
utilization (U p). Figure 5b shows the profitability for
a specific price of 0.09 eper VM (darker is more
profitable, outside of the drawn area results are not
possible or not profitable). Notice that a given provider
needs a minimum utilization (greater than 40%) and a
minimum price per VM (higher than 0.05 e) in order
to be profitable, because it needs to amortize its capital
expenditures. Below these values, the provider is not
profitable as fix costs are too high. In addition, the
greater the number of nodes the provider wants to
Fig. 6 Relation between utilization (%) and active nodes (%) using outsourcing (Eq. 7). Darker is more profitable
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Fig. 7 Relation between utilization (%) and capacity (%) using
insourcing (Eq. 9)
keep operative, the higher the utilization and the price
per VM it needs to fulfill its operational expenditures.
Finally, the provider has more profit when its utilization
is higher (as expected).
Figure 6 shows the maximum capacity a provider
should have to be profitable when using outsourcing
according to Eq. 7. This figure relates the provider’s
active nodes (Cp) with its global utilization (U) (i.e.,
the incoming workload) and the ratio of VMs that
are locally executed (Uratio), assuming that α = 0.75
and Price_VM_Hour = 0.085. Figure 6b shows the
profitability for a specific utilization of 80% (darker is
more profitable, outside of the drawn area results are
not possible or profitable). Again, the provider requires
a minimum utilization to be profitable, and the higher
the utilization, the higher number of active nodes are
allowed. In addition, executing the VMs locally is pre-
ferred (high Uratio), as this allows maintaining more
nodes active and maximizes profit. This applies es-
pecially when the provider has a medium utilization.
When the utilization is high, the provider can outsource
more VMs and still be profitable. However, as shown in
the figure, at a given point, the more VMs the provider
decides to outsource, the more nodes it must turn off
to maintain its profitability. In addition, a minimum
amount of VMs running locally is always needed to be
profitable.
Figure 7 shows the maximum capacity a provider
should have to be profitable if it is able to insource
resources according to Eq. 9. It relates the provider’s
active nodes (Cp) with its utilization (U p) and the factor
β (the ratio of spare VMs that it sells), assuming an α
factor of 0.75 and Price_VM_Hour = 0.085. Figure 8
shows the profitability when offering the 20 and the
80% of the idle resources (darker is more profitable,
outside of the drawn area results are not possible or
not profitable). When the provider sells less than the
30% of its free resources (β is low), high capacities
are only profitable when the utilization is greater than
50%. The rationale in this case is similar to the situation
described in Fig. 5. On the other side, when the value of
β is high, high capacities are always profitable. In this
case, when the utilization is low, the surplus resources
can be sold to other providers. However, as shown in
Fig. 8, it is preferable (more profitable) for the provider
to have high utilization than selling spare resources to
other providers. This happens because spare resources
are sold at a lower price.
Fig. 8 Relation between utilization (%) and active nodes (%) using insourcing (Eq. 9). Darker is more profitable
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Fig. 9 Relation between utilization (%) and active nodes (%)
using in and outsourcing (Eq. 10)
Finally, using Eq. 10, which takes into account both
outsourcing and insourcing, we get Fig. 9. It relates
the provider’s active nodes (Cp) with its utilization
(U) and the ratio of local VMs (Uratio) assuming α =
0.75, β = 0.5, and Price_VM_Hour = 0.085. Figure 10
shows the profitability for a specific utilization of 80%
and when outsourcing the 40% of the load (darker
is more profitable, outside of the drawn area results
are not possible or not profitable). The figures show
that the provider requires a minimum utilization to be
profitable. Executing the VMs locally is preferred (high
Uratio), as this allows maintaining more nodes active
(this is especially noticeable when the utilization is
medium) and maximizes profit. Although it is not most
the profitable option, the provider can outsource part
of its VMs and still be profitable when the utilization
is high, because resources freed in this way can be
insourced. However, when the utilization is medium or
the provider outsources a lot of VMs, it must maintain
a minimum number of active nodes to be profitable,
because the incomes obtained by selling the free VMs
must be used to cover the operational expenses. When
the utilization is low, even having all the nodes op-
erative is not enough to be profitable, because the
revenue obtained insourcing free VMs cannot cover the
provider’s expenses. Notice that different values of α
and β could force the provider to act in a different way.
This is an important advantage of our characterization,
because it is totally configurable depending on the
provider’s actual environment.
6.3 Evaluating the FEDS policies for federation
In this section, we evaluate the potential benefit of a
provider that incorporates our FEDS scheduler when
receiving a real Cloud workload during a week. This
workload, which is shown in Fig. 11, is extracted from
an anonymous ISP’s log during the week from Monday
27th of April until Monday 4th of May 2009.
The presented policy is tested on top of a provider
able to operate within a Cloud federation. As it is
difficult to build such testbed, we use a simulator (Goiri
et al. 2010), where we have configured a provider with
100 nodes.
However, as shown in Fig. 11, sometimes the cus-
tomers’ demand is higher. Using a traditional resource
management approach, the provider has to reject all
the services that exceed its maximum capacity. There-
Fig. 10 Relation between utilization and active nodes when introducing insourcing and outsourcing (Eq. 10). Darker is more profitable
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Fig. 11 Service provider’s
workload during a week
fore, it loses many clients during rush hours. These
lost clients can represent a great amount of money
that is being wasted. In addition, the reputation of this
provider is going down since customers stop trusting
on it. For this reason, outsourcing resources to external
providers can increase the provider’s capacity when it
is not enough to satisfy the demand.
On the other hand, the provider’s capacity is under-
used during some periods. This reduces its total profit,
since underused nodes are also consuming power. To
avoid this, the provider can shut down those ma-
chines it guesses will not be required during a long
period, for instance, during night. This decreases the
power consumption during that period. Alternatively,
the provider can also offer these unused resources to
other providers, so they can execute their services on
them. This option will be profitable for the provider
when the obtained revenue is enough to compensate
the cost of maintaining all these nodes up.
Of course, turn nodes off, outsourcing, and insourc-
ing can be jointly applied to maximize the provider’s
profit. According to this, we have enabled this provider
to use our FEDS scheduler. In this section, we evaluate
the impact on the profit when using several versions of
our policy, which depend on whether the provider is
able to turn idle nodes off, outsource, or insource.
The results, which assume α = 0.75 and β = 0.5, are
displayed in Table 1 and demonstrate the benefit of
outsourcing resources, which is inversely proportional
with the α factor. In addition, outsourcing allows the
provider maintaining its reputation by being always
available to give service to its customers. The second
part of the table presents the profit in case the provider
decided to increase its maximum capacity (up to 200
nodes) to support the whole workload without using
outsourcing. It shows that the revenue has increased
regarding the previous table, but also the fixed costs,
such as hardware and maintenance. For this reason,
global profit is lower in this case. In fact, only the
Insource-Nodes always up configuration is profitable in
this case.
The values in these tables are graphically repre-
sented in Fig. 12a and b. The benefit from shutting
down nodes can be clearly appreciated in the ‘Typical’
and the ‘Outsourcing’ configurations in Fig. 12a. The
same argument applies in the ‘Typical’ configuration
Table 1 Service provider’s profit in Euros
Nodes always up Shutting down nodes
Revenue Cost Profit Revenue Cost Profit
100 nodes
Typical 5997.60 5185.84 811.76 5997.60 4793.41 1204.19
Outsource 7270.56 6140.56 1130.00 7270.56 5748.13 1522.43
Insource 8843.40 5185.84 3657.56 6771.29 4793.41 1977.88
Outsource & insource 10116.36 6140.56 3975.80 8044.25 5748.13 2296.12
200 nodes
Typical 7270.56 10371.68 −3101.12 7270.56 8048.17 −777.61
Insource 11888.1 10371.68 1516.42 8044.25 8048.17 −3.92
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Fig. 12 Comparison of provider’s profit with different capacities
in Fig. 12b. In the configurations with ‘Insourcing’ in
Fig. 12a, it is more profitable not to shut down nodes,
because the provider has more resources to offer to
other providers. This also applies to the ‘Insourcing’
configuration in Fig. 12b, though in this case the profit
is noticeable smaller due to the increased fixed costs.
7 Related work
Cloud computing has rapidly spread in recent times.
Armbrust et al. (2010) present some key concepts of
this paradigm such as the illusion of infinite computing
resources available on demand and the ability to pay
for use of computing resources on a short-term basis
as needed. This allows companies to have a small set
of resources that can be increased according to their
needs, saving costs.
Jha et al. (2009) establish how Clouds can be viewed
as a logical continuation from Grids by providing
a higher-level of abstraction. Similarly, Buyya et al.
(2009) define Cloud computing and provides the ar-
chitecture for creating Clouds with market-oriented
resource allocation by leveraging technologies such as
Virtual Machines (VMs). It also proposes ideas for
interconnecting Clouds to perform global exchanges.
Following the use of service-oriented architecture, Jung
(2011) proposes a model for businesses to define and
discover services on top of this architecture.
The idea of federating systems was already present in
the Grid. For instance, other authors (Boghosian et al.
2007; Sobolewski and Kolonay 2006) use federation to
get more resources in a distributed Grid environment.
The application of federation in the Cloud was initially
proposed within the Reservoir project. In particular,
Rochwerger et al. (2009) describes the difficulty to
merge different providers with different APIs and fea-
tures. Nevertheless, they do not present any model to
decide when to move tasks to a federated provider
based on economic criteria. A first approach introduc-
ing this idea is presented by Campbell et al. (2009)
who state some factors such as provider occupation and
maintaining costs to dimension a Cloud provider and
when to outsource to a federated provider.
One of the strengths of Cloud federation is the possi-
bility to add public Clouds within the federation. There
are a number of providers that offer VMs on demand,
being Amazon EC2 (http://aws.amazon.com/ec2) the
most popular. Nevertheless, it is a private implemen-
tation and it does not allow working with low-level
aspects. Other public Cloud solutions with similar capa-
bilities are GoGrid (http://www.gogrid.com/), 3Tera
(http://www.3tera.com/), and ElasticHosts (http://www.
elastichosts.com/).
To set up private Clouds, it has appeared multiple
solutions that implement the EC2 API, such as
Eucalyptus (Nurmi et al. 2009) or Nimbus (http://
workspace.globus.org/clouds/nimbus.html). Similarly,
Aneka (Chu et al. 2007) is a .NET-based service-
oriented resource management platform, which is
based on the creation of containers that host the ser-
vices and it is in charge of initializing services and
act as a single point for interaction with the rest of
the Aneka Cloud. Moreover, it provides SLA sup-
port such that the user can specify QoS requirements
such as deadline and budget. Other open-source al-
ternatives, such as AbiCloud (http://www.abiquo.com),
EMOTIVE Cloud (http://www.emotivecloud.net), and
OpenNebula (http://www.opennebula.org), also add
outsourcing capabilities by adding external resources.
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8 Conclusions
In this paper, we have studied how to implement feder-
ation in Cloud providers to increase their profitability
by saving capital and operational costs. For this pur-
pose, we have described and implemented a sched-
uler, FEDS, able to operate with external providers.
In addition to the managing of local resources, this
scheduler is also able to decide when to use other
providers resources or when to offer them the own idle
resources. This is performed using a characterization of
Cloud federation aimed at enhancing providers’ profit.
Our characterization includes equations that assist de-
cisions in a federated Cloud, namely when to outsource
resources to other providers, when to insource free
resources to other providers, and when to turn unused
nodes off to save power.
Our experimentation has evaluated these equations
with realistic data to determine the impact of some
parameters in the providers’ profit. Evaluated para-
meters include the provider’s incoming workload, the
cost of outsourcing additional resources, the ratio of
outsourced resources, the ratio of unused resources
to be sold, and the cost of maintaining the provider’s
resources operative.
Our results demonstrate that the provider requires
a minimum utilization and a minimum price per VM
in order to be profitable when all the nodes are oper-
ative. In addition, local resources are preferred over
outsourced resources, though the latter can enhance
the provider’s profit when the workload cannot be sup-
ported locally. Furthermore, when the utilization is low,
the best option for the provider is insourcing the unused
resources (though this is not always possible). We can
summarize that all the described actuations can have a
positive impact on the provider’s profit depending on
the environment conditions.
Our future work includes considering further costs,
such as network bandwidth and storage, for VM pric-
ing. We also plan to work on SLAs for federated Clouds
and analyze the effects of outsourcing on the Quality
of Service the users perceive (e.g. they can perceive
different latencies for outsourced VMs).
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