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Abstract
We show that Dirac cohomology of the Jacquet module of a Harish-Chandra module is a Harish-Chandra
module for the corresponding Levi subgroup. We obtain an explicit formula of Dirac cohomology of
the Jacquet module for most of the principal series, based on our determination of Dirac cohomology of
irreducible generalized Verma modules with regular infinitesimal characters.
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1. Introduction
The study of Dirac cohomology of finitely generated admissible (g,K)-modules was initiated
by Vogan [24]. He conjectured that the Dirac cohomology reveals the infinitesimal character
of the concerned Harish-Chandra module. This conjecture was proved by Pandžic´ and the sec-
ond named author [9]. The Dirac cohomology of several families of Harish-Chandra modules
have been determined. These modules include finite-dimensional modules and irreducible unitary
Aq(λ)-modules [12]. The relation of Dirac cohomology and n-cohomology was studied in [11].
It was shown in [11] that Dirac cohomology of unitary highest weight modules are isomorphic
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of n-cohomology [6] also gives the Dirac cohomology of the irreducible unitary highest weight
modules. A number of applications of Dirac cohomology are treated in [10].
The infinitesimal character of a (g,K)-module X and the infinitesimal character of a K-
module in Dirac cohomology HD(X) must be conjugate. Consequently, most Harish-Chandra
modules including most principal series cannot have non-zero Dirac cohomology. However, us-
ing cubic Dirac operator Kostant [20] showed that all highest weight modules have non-zero
Dirac cohomology.
The calculation of Dirac cohomology of Harish-Chandra modules using Kostant’s cubic Dirac
operator involves understanding the restriction of a Harish-Chandra module to a subgroup. Let
θ be a Cartan involution of a real reductive Lie group G in Harish-Chandra class. Then K = Gθ
is a maximal compact subgroup of G. Let G = KAN be an Iwasawa decomposition and let L be
a θ -stable closed subgroup of G. In order to calculate the Dirac cohomoplogy of an admissible
(g,K)-module V with respect to the cubic Dirac operator D(g, l), we need to understand the
structure of the restriction of V as a (l,L ∩ K)-module. The restricted module may not be an
admissible (l,L∩K)-module and it may not even have a filtration of admissible modules. In
most cases, the Dirac cohomology is zero. Nevertheless, in case that the complexified Lie algebra
l of L is the Levi factor of a parabolic subalgebra q = l ⊕ n of g = Lie(G)C, we can overcome
this difficulty by using the Jacquet functor.
The Jacquet functor defined in this paper is in a slightly more general setting than those
introduced by Casselman [4]. The definition of our Jacquet functor V → V [n] is associated to
the nilpotent radical n of q. Let J (V ) = V (n) denote the L ∩ K-finite part of V [n]. We assume
that l contains a maximal split Cartan subalgebra of g. Then V → J (V ) maps the category H of
all Harish-Chandra modules for the reductive pair (g, K) to the category O′q (cf. Definition 3.12),
which is related to the Bernstein–Gelfand–Gelfand’s category O. The irreducible objects of O′q
are quotients of generalized Verma modules. We first show that J (V ) has a nice filtration of
Harish-Chandra modules for (l,L∩K).
Theorem A (Theorem 3.8, Proposition 3.10). For V ∈ H, J (V ) has a filtration of Harish-
Chandra modules for (l, L∩K)
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vk ⊂ · · · ⊂ J (V )
such that Vk/Vk−1 ⊆ (⊗(k−1) n∗) ⊗ (V/nV )∗ for all positive integer k. Moreover, V (n) is
Z(l)-finite and a direct sum V (n) =⊕λ∈Λ V (n)λ of Harish-Chandra modules with generalized
infinitesimal character λ.
One of our main theorems says that HD(J (V )) is an admissible (l,L ∩ K)-module for each
V ∈ H.
Theorem B (Corollary 4.5, Theorem 4.7). For V ∈ H, HD(J (V )) is a finitely generated admis-
sible (l, L∩K)-module. Moreover, HD(J (V )) does not vanish if V = 0.
We first calculate the Dirac cohomology of the generalized Verma modules. Let I be a subset
of the simple roots Π and qI = lI + nI the associated parabolic subalgebra of g. Let MI(λ)
be the generalized Verma module induced from an irreducible finite-dimensional U(lI )-module
LI (λ). We show that
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HD
(
MI(λ)
)∼= LI (λ)⊗ Cρ(n)
as U(lI )-modules.
We actually consider the more general case of the generalized Verma modules induced from
possibly infinite-dimensional Harish-Chandra modules of L. Following [13], the generalized
Verma modules induced from finite-dimensional l-modules is called parabolic Verma modules.
We extend Theorem C to the more general case than parabolic Verma modules.
As an application we are concerned with the Levi subgroup L = MA of the minimal parabolic
subgroup Q = MAN. Let J be the Jacquet functor associated with n. Denote by +(g,a) the
positive system of the restricted roots and W(G,A) = NG(A)/ZG(A) the little Weyl group. Let
t be a Cartan subalgebra of m. Then h = t ⊕ a is a maximal split Cartan subalgebra of g. Let
I (σ ⊗μ) = IndGP (Vσ ⊗ Cμ ⊗ 1) be the principal series with (σ,Vσ ) ∈ Mˆ and μ ∈ a∗. Note that
an element in W(G,A) operates not only on a and a∗, but also on the set of isomorphism classes
of M-modules. In particular, wσ ⊗wμ is a well-defined MA-module for any w ∈ W(G,A). We
denote by (wσ,Vwσ ) the action of w on (σ,Vσ ) and V cwσ the contragredient of Vwσ . Let M0
denote the identity connected component of M . Let χλ with λ ∈ t∗ be the Z(m) infinitesimal
character of any irreducible component of Vσ |M0 .
Theorem D (Theorem 7.1). Suppose that Λ = (λ,μ) ∈ t∗ + a∗ = h∗ satisfies the following con-
ditions:
〈Reμ,α〉 > 0, ∀α ∈ +(g,a); and 2 〈Λ,α〉〈α,α〉 /∈ Z, ∀α ∈ (n).
Then we have
HD
(
J
(
I (σ ⊗μ)))∼= ⊕
w∈W(G,A)
(Vwσ )
c ⊗ C−wμ.
The paper is organized as follows. In Section 2 we recall the basic facts of Harish-Chandra
modules which are used in the rest of the paper. In Section 3 we extend the definition of Jacquet
modules to a slight more general setting than those introduced and studied by Casselman, Hecht,
Schmid and Wallach. In Section 4 we show that the Dirac cohomology of the Jacquet module of
a Harish-Chandra module is again a Harish-Chandra module for the Levi subgroup. In Section 5
we determine the Dirac cohomology of irreducible generalized Verma module with regular in-
finitesimal character. In Section 6 we calculate the Jacquet modules and their Dirac cohomology
for all irreducible representations of SL(2,R) with L equal to the split Cartan subgroup. In Sec-
tion 7 we calculate Jacquet modules and their Dirac cohomology for the principal series case
associated to the minimal parabolic subgroup and its Levi subgroup.
Notation. Let θ be a Cartan involution of a real reductive Lie group G in Harish-Chandra class.
Let K = Gθ be a maximal compact subgroup of G. Denote by U(g) the universal enveloping
algebra of g and Z(g) the center of U(g). Let H be the category of all Harish-Chandra modules
for (g, K), i.e., H consists of all finitely generated admissible (g, K)-modules.
Let Z0 = {0,1,2, . . .}, Z+ = {1,2,3, . . .} and Z− = {−1,−2,−3, . . .}.
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We recall a few important facts about (g,K)-modules, especially the equivalence of admissi-
bility and Z(g)-finiteness under the condition that the module is finitely generated.
Definition 2.1. Let V be a U(g)-module. We say that V is Z(g)-finite if dim〈Z(g)v〉 < +∞,
∀v ∈ V . We say that V is strongly Z(g)-finite if the ideal I = AnnZ(g) V ={z ∈ Z(g) | zv=0,
for all v ∈ V } is of finite codimension in Z(g).
If V is finitely generated, then V is Z(g)-finite if and only if V is strongly Z(g)-finite. In
general, V is strongly Z(g)-finite implies that V is Z(g)-finite. We say that V is admissible if
each of its K-isotypic component is of finite dimension.
Theorem 2.2. Let V be a finitely generated (g,K)-module. Then V is admissible if and only if
V is Z(g)-finite.
This is an immediate consequence of Corollary 3.4.7 of [25].
Let V be a U(g)-module. It is clear that if V is of finite length then V is strongly Z(g)-finite.
If V is strongly Z(g)-finite, then so is its algebraic dual V ∗.
Let h be a Cartan subalgebra. Let η : Z(g) → S(h)W(g,h) be the Harish-Chandra isomorphism.
Denote by χλ = λ ◦ η a character of Z(g). Note that χλ1 = χλ2 if and only if λ1 and λ2 are
conjugate under the action of W(g,h). Suppose that V is a Z(g)-finite U(g)-module. For any
λ ∈ h∗, we define the λ primary component of V with respect to Z(g)-action by
Vλ =
{
v ∈ V ∣∣ ∀z ∈ Z(g), ∃n ∈ Z+ s.t. (z− χλ(z))nv = 0}.
Then we have the following primary decomposition of V with respect to Z(g)-action:
V =
⊕
λ∈Λ
Vλ,
where Λ ⊆ h∗/W(g,h) so that Vλ is non-zero and we call such λ a generalized Z(g) infinitesimal
character of V .
We note that Λ may be an infinite set, an example will be given in Section 6. However, if
V is strongly Z(g)-finite, then Λ is a finite set (cf. Proposition 7.20 of [16]). Be aware that
“Z(g)-finite” in [16] actually means that “strongly Z(g)-finite” in Definition 2.1.
Theorem 2.3 (Kostant). (See Theorem 7.133 of [16] or Corollary 7.1.13 [23].) Let h be a Cartan
subalgebra of g, and let F be a finite-dimensional U(g)-module. If V is a strongly Z(g)-finite
U(g)-module, then V ⊗CF is also strongly Z(g)-finite. Moreover, any generalized Z(g) infinites-
imal character λ′ of V ⊗C F must be conjugate to λ+ ν under the action of W(g,h), where λ is
a generalized Z(g) infinitesimal character of V and ν is a h-weight of F .
Suppose that q = l⊕n is the Levi decomposition of a parabolic subalgebra of g. The following
decomposition
U(g) = U(l)⊕ (n−U(g)+U(g)n)
C.-P. Dong, J.-S. Huang / Advances in Mathematics 226 (2011) 2911–2934 2915defines a projection p : U(g) → U(l). When we restrict p to Z(g), we obtain an injective homo-
morphism σ :Z(g) → Z(l) which satisfies the following
Lemma 2.4. There exists an injective homomorphism σ : Z(g) → Z(l) such that
(i) X − σ(X) ∈ U(g)n, ∀X ∈ Z(g);
(ii) For any finite co-dimensional ideal I in Z(g), the ideal Z(l)σ (I ) is finite co-dimensional
in Z(l).
Note that (i) is proved in Lemma 4.123 of [16] and (ii) follows from the proof of Theorem 7.56
of [16].
We remark that the homomorphism σ is important for calculating Lie algebra (co)homology.
Lemma 2.5. If V is a U(g)-module annihilated by an ideal I of Z(g), then σ(I) annihilates the
Lie algebra homology H∗(n,V ) and cohomology H ∗(n,V ).
This is an analogue of Theorem 2.6 of [5]. It follows from Lemma 2.4.
3. The Jacquet modules
Jacquet functor for real reductive groups was introduced by Casselman [4] in the setting of
minimal parabolic subgroups. It was extended by Hecht and Schmid [7,21] to any real parabolic
subgroups. In this section we define the Jacquet functor for representations of real reductive
groups in a slightly more general setting.
Recall that G = KAN is the fixed Iwasawa decomposition. Let T be a maximal tourus of M =
ZG(A). Then P = MAN is a minimal parabolic subgroup and H = TA is a maximal split Cartan
subgroup of G. The complexified Lie algebra h = t + a is a maximal split Cartan subalgebra
of g. We adopt the following setting throughout the rest of the paper:
(∗) Suppose that L is a θ -stable closed reductive subgroup of G such that l = Lie(L)C is the
Levi subalgebra of a parabolic subalgebra of g and l contains h.
Note that the following are examples of L satisfy (∗):
(1) L is the maximal split Cartan subgroup TA.
(2) L is the Levi factor of a real parabolic subgroup Q = LN.
We write nm = Lie(N)C for the nilradical of the minimal parabolic subalgebra Lie(MAN)C.
Denote by (g,h) the set of roots. We make a choice of a system of positive roots + =
+(g,h) so that +(g,h) = +(m + a,h) ∪ (nm). Let +(l,h) = (l,h) ∩ +(g,h). We
select a parabolic subalgebra q with nilradical n so that the roots + = +(l)∪(n).
Under the assumption (∗), L ∩ K is maximally compact in L and (l, L ∩ K) is a reductive
pair. Moreover, [l,n] ⊆ n and Ad(L∩K) normalizes n, hence n is a (l, L∩K)-module.
Let dimn = s and enumerate (n) as {α1, α2, . . . , αs}. Let P(n) = {∑si=1 niαi | ni ∈ Z} and
P(n)+ = {∑si=1 niαi | ni ∈ Z0}. Let ρ(n) (resp. ρ(g), ρ(l)) denote the half sum of the roots
in (n) (resp. +(g,h), +(l,h)), then ρ(g) = ρ(l)+ ρ(n). Let Wg (resp. Wl) denote W(g,h)
(resp. W(l,h)). Let ng =⊕ + gα . Then h+ ng is the Borel subalgebra corresponding toα∈ (g,h)
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Casselman’s ideas, as described in Section 4 of [21], we define
V [n] = {v∗ ∈ V ∗ ∣∣ ∃k > 0 s.t. nkv∗ = 0}.
We regard V  V [n] as a contravariant functor from C(ng) to itself and call it the Jacquet
functor (associated with n).
The Jacquet functor defined above has similar properties as those defined by Casselman. Let
us briefly deduce two of them in the following
Proposition 3.1. Restricted to the category of finitely generated U(ng)-modules, the Jacquet
functor is exact.
Proof. Note that [n,ng] ⊆ n, so we can use Proposition 0.6.4 of [25] to conclude that the two
sided ideal nU(ng) in U(ng) has Artin–Rees property. The remaining part is analogous to the
proof of Theorem 4.1.5(2) of [25]. 
Proposition 3.2. If V is a U(g)-module, then V [n] is a U(g)-submodule of V ∗.
Proof. Note that there exists an integer p > 0 such that (adn)pg = 0, then the proof boils down
to the definition. 
We now show that V [n] is Z(l)-finite for all V ∈ H. The initial step is to prove a property
concerning the n-(co)homology groups of V .
Proposition 3.3. For any V ∈ H, Hp(n,V ) and Hp(n,V ) are Harish-Chandra modules for
(l,L∩K) for p satisfying 0 p  s = dimn.
Proof. This is a generalization of Proposition 2.24 of [7]. Actually, it suffices to consider the
n-homology groups due to the fact
Hp(n,V ) ∼= Hs−p(n,V )⊗
∧s
n.
By Corollary 3.7.2 of [25], V is finitely generated as a U(nm)-module. (Here nm is the nilpotent
radical of the minimal real parabolic subalgebra contained in ng.) Then V is finitely generated
as a U(q)-module. Similar to Proposition 2.24 of [7], where the major observation is that of [5],
one can show that Hp(n,V ) is a finitely generated (l,L∩K)-module.
Now let us show that each Hp(n,V ) is strongly Z(l)-finite. Since V is of finite length as a
U(g)-module, it is strongly Z(g)-finite, i.e., V is annihilated by a finite co-dimensional ideal
I ⊆ Z(g). By Lemma 2.4 and Lemma 2.5, σ(I) generates an ideal of finite codimension in Z(l)
which annihilates Hp(n,V ), so Hp(n,V ) is strongly Z(l)-finite. Hence Hp(n,V ) is admissable
by Theorem 2.2. 
To prove that V [n] is Z(l)-finite for V ∈ H, we utilize the following filtration of V [n]:
0 ⊆ V [n]1 ⊆ V [n]2 ⊆ · · · ⊆ V [n], where V [n]k =
{
v∗ ∈ V ∗ ∣∣ nkv∗ = 0}. (3.1)
Each V [n] is invariant under l and L∩K since [l,n] ⊆ n and Ad(L∩K) normalizes n.k
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{N1N2 · · ·Nkv | Ni ∈ n, v ∈ V }. Note that nkV is invariant under l and L∩K .
The homology group H0(n,V ) ∼= V/nV is strongly Z(l)-finite by the proof of Proposition 3.3.
Furthermore, for any k  1, we have a natural surjection
(⊗k−1
n
)
⊗ (V/nV ) nk−1V/nkV . (3.2)
Thus, nk−1V/nkV is strongly Z(l)-finite by (3.2) and so is (nk−1V/nkV )∗. Since V [n]k /V [n]k−1∼= (nk−1V/nkV )∗ as l-modules, each V [n]k is (strongly) Z(l)-finite by an induction argument. We
conclude that
Proposition 3.4. For V ∈ H, V [n] is Z(l)-finite.
It follows from Z(l)-finiteness that V [n] has the following primary decomposition w.r.t. Z(l)
(cf. Section 2) for V ∈ H,
V [n] =
⊕
λ∈Λ
V
[n]
λ , (3.3)
where Λ is a subset of h∗ such that the primary component V [n]λ = 0 if λ ∈ Λ.
Proposition 3.5. For V ∈ H, V [n]λ ⊆ V [n]k0 for some positive integer k0. Therefore, V
[n]
λ is strongly
Z(l)-finite. Furthermore, if Γ1 ⊆ h∗ is a fixed (finite) set of all generalized Z(l) infinitesimal
characters of (V/nV )∗, then any λ ∈ Λ is Wl-conjugate to an element in Γ1 − P(n)+.
Proof. Fix an arbitrary λ ∈ Λ. Pick H0 ∈ h in the dominant chamber. Then there exists an 0 > 0
so that α(H0) 0 for all α ∈ (n). Let Γ1 ⊆ h∗ be a fixed set of all generalized Z(l) infinites-
imal characters of V [n]1 . Then Γ1 is a finite set since V
[n]
1 is strongly Z(l)-finite by the proof of
Proposition 3.4.
Let m = max{Re(γ −wλ)(H0) | γ ∈ Γ1, w ∈ W(l,h)}. Then there exists a k0 such that
m< (k − 1)0, ∀k > k0. (3.4)
We claim that V [n]λ ∩ (V [n]k − V [n]k−1) is empty, ∀k > k0. If not, we can pick a non-zero vec-
tor v∗0 ∈ V [n]λ such that v∗0 ∈ V [n]k − V [n]k−1. Since V [n]λ ∩ V [n]k = (V [n]k )λ, the non-zero vector
πk(v
∗
0) lies in (V
[n]
k /V
[n]
k−1)λ, where πk : V [n]k → V [n]k /V [n]k−1 denotes the quotient map. Hence λ
is a generalized Z(l) infinitesimal character of V [n]k /V
[n]
k−1. Dualizing the natural surjection (3.2)
gives
V
[n]
k /V
[n]
k−1 ∼=
(
nk−1V/nkV
)∗
↪→
(⊗k−1
n∗
)
⊗ (V/nV )∗. (3.5)
Hence, λ is also a generalized Z(l) infinitesimal character of (
⊗k−1 n∗) ⊗ (V/nV )∗. Us-
ing Kostant’s theorem, we have wλ = γ − β1 − · · · − βk−1, for some w ∈ Wl, γ ∈ Γ1 and
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that
(k − 1)0  β1(H0)+ · · · + βk−1(H0) = Re(γ −wλ)(H0)m.
This contradicts with (3.4). Therefore, the claim holds. Then V [n]λ ⊆ V [n]k0 follows im-
mediately. Finally, the “Furthermore” part is already obvious in the proof of the above
claim. 
The full algebraic dual of V/nV is not necessarily L ∩K admissible. Thus, each V [n]k is not
necessarily L∩K admissible. We consider the L∩K finite part of V [n].
Definition 3.6. For any V ∈ H, we define V (n) to be the L∩K finite part of V [n], i.e.,
V (n) = (V [n])
L∩K. (3.6)
We will frequently use J (V ) to denote V (n) and call it the Jacquet module of V (associated
with n).
Lemma 3.7. For any non-zero V ∈ H, J (V ) is non-zero.
Proof. It suffices to show that H0(n,V ) is non-zero since
J (V )n = (V [n]1 )L∩K ∼= ((V/nV )∗)L∩K = H0(n,V )c.
Here H0(n,V )c denote the contragredient of H0(n,V ). Let qm = mm ⊕ am ⊕ nm be the com-
plexification of the minimal real parabolic subalgebra. Note that our choice of the system
of positive roots +(g,h) is compatible with the Iwasawa decomposition in the sense that
(mm) ⊂ +(g,h). Then ng = (ng ∩mm)⊕ nm gives
H0(ng,V ) ∼= H0
(
ng ∩mm,H0(nm,V )
)
.
Since V is finitely generated as a U(nm)-module by Corollary 3.7.2 of [25], it follows from
the subrepresentation theorem of Casselman (cf. [25, Theorem 3.8.3]) that H0(nm,V ) is a non-
zero finite-dimensional module. Using the well-known result of Kostant [17], we see that the
RHS of the above identity is non-zero. Hence H0(ng,V ) is non-zero. It follows that H0(n,V ) is
non-zero, since n ⊆ ng. 
Note that g and L ∩ K still act compatibly on V (n) and we have the following filtration for
V (n):
0 ⊆ V (n)1 ⊆ V (n)2 ⊆ · · · ⊆ V (n), where V (n)k =
(
V
[n]
k
)
L∩K. (3.7)
By Proposition 3.3 and an induction argument, V/nkV is a Harish-Chandra module for
(l, L∩K) for each k ∈ Z+. Then its contragredient ((V/nkV )∗)L∩K ∼= V (n)k is also a Harish-
Chandra module. We conclude
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sible (l, L ∩K)-modules 0 ⊆ V (n)1 ⊆ V (n)2 ⊆ · · · ⊆ V (n) such that V (n)k /V (n)k−1 ⊆ (
⊗(k−1) n∗)⊗
H0(n,V )c for all positive integer k.
Remark 3.9. Since V (n) may not be a finitely generated U(l)-module, it may not be an admissi-
ble (l, L∩K)-module. An example will be given in Section 6. Yet, the above theorem indicates
that V (n) can be approximated by a family of finitely generated admissable (l, L∩K)-modules.
The following proposition reveals more of V (n).
Proposition 3.10. For any V ∈ H, V (n) is Z(l)-finite and all Z(l) the primary components of
V (n) are in one-to-one correspondence with those of V [n]. That is
V (n) =
⊕
λ∈Λ
V
(n)
λ , (3.8)
with λ identical with the primary decomposition of V [n] in (3.3). Moreover, each V (n)λ is a
Harish-Chandra module for (l, L∩K).
Proof. It is obvious that V (n) is Z(l)-finite since V [n] is Z(l)-finite. Note that taking the L∩K
finite part preserves all the primary components in the decomposition (3.3). Then each V (n)k is
a Harish-Chandra module for (l, L ∩ K). It follows from Proposition 3.5 that V (n)λ ⊆ V (n)k for
some k. We conclude that V (n)λ is finitely generated and L∩K admissible. 
Lemma 3.11. For any non-zero V ∈ H, J (V )n \ n¯J (V ) is non-zero.
Proof. As shown in Lemma 3.7,
J (V )n ∼= H0(n,V )c
is non-zero.
We retain the notation of Proposition 3.10 (or Proposition 3.5) and introduce a partial order
on h∗ by μ ≺ ν if ν − μ ∈ P(n)+ \ {0}, ∀μ,ν ∈ h∗. Let Γ0 be the set of all maximal elements
of (Λ,≺). Then it is clear that Γ0 coincides with the set of all maximal elements of (Γ1,≺) by
Proposition 3.5. Hence, Γ0 is non-empty, since Γ1 is finite.
Now fix γ0 ∈ Γ0, by using the surjection n¯ ⊗ J (V ) n¯J (V ) and Kostant’s theorem, we see
that γ0 cannot be a generalized Z(l) infinitesimal character of n¯J (V ). Hence,
J (V )γ0 ∩ n¯J (V ) = {0}.
It follows that J (V )n \ n¯J (V ) is non-zero. 
Now we introduce the category O′ .q
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The objects consist of all (g, L∩K)-modules W such that
(a) W is Z(l)-finite and each primary component of W w.r.t. Z(l) is a Harish-Chandra module
for (l, L∩K);
(b) W is U(n)-finite and strongly Z(g)-finite.
The morphisms are the linear maps which preserve the actions of L∩K and g.
The category O′q is an analogue of the category O′P defined in (32) of [8].
Proposition 3.13. The Jacquet functor J :V  J (V ) maps H to O′q.
Proof. It only remains to show that J (V ) is strongly Z(g)-finite. Actually, V is strongly Z(g)-
finite, and therefore V ∗ is strongly Z(g)-finite. As a g-submodule, J (V ) is strongly Z(g)-
finite. 
Recall that the category O defined by Bernstein, Gelfand and Gelfand [2] consists of all
finitely generated U(g)-modules which are b-finite and h-semisimple, where b is a Borel sub-
algebra containing h. The category O′q is related to the category O. For example, as stated
in [8], when Q = MAN is a minimal parabolic subgroup, O′q differs from category O mainly
because a is not required to act semisimply; the two categories contain the same irreducible
objects.
In the remaining part of this section, we discuss some basic properties of the category O′q. Let
E be a Harish-Chandra module for the reductive pair (l, L ∩K). We regard E as a (q, L∩K)-
module by letting n acting trivially. We define the generalized Verma module
M(E) = U(g)⊗U(q) E, (3.9)
where U(g) acts via left multiplication and m(u ⊗ e) := Ad(m)u ⊗ me, ∀u ∈ U(g), ∀e ∈ E,
∀m ∈ L∩K .
We first show that M(E) ∈ O′q.
(1) It is clear that M(E) is L ∩ K-finite and the action of g and L ∩ K are compatible. Hence,
M(E) is a (g, L∩K)-module.
(2) Recall that σ : Z(g) → Z(l) in Lemma 2.4 is an injective homomorphism. It follows from
the containment σ−1(AnnZ(l) E) ⊆ AnnZ(g) M(E) that M(E) is strongly Z(g)-finite. More-
over, if E has Z(l) infinitesimal character λ, then M(E) has Z(g) infinitesimal character
λ+ ρ(n).
(3) Since M(E) ∼= U(n¯) ⊗C E as (l, L ∩ K)-modules, M(E) is Z(l)-finite. Let Γ1 ⊆ h∗ be
a fixed (finite) set of all the generalized Z(l) infinitesimal characters of E, then applying
Kostant’s theorem to Uk−1(n¯) ⊗C E for any k  1 we have that any generalized Z(l) in-
finitesimal character of M(E) must be Wl-conjugate to an element in Γ1 − P(n)+. It is easy
to see that any Z(l) primary component of M(E) must be contained in Uk(n¯)⊗C E when k
is big enough. Hence every such component is a Harish-Chandra module for (l, L∩K).
In summary, we have M(E) is in O′ .q
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O′q is a quotient of some M(E). We first prove
Lemma 3.14. For any non-zero W ∈ O′q, Wn is non-zero.
Proof. For any non-zero W ∈ O′q, we have the following primary component decomposition of
W w.r.t. Z(l):
W =
⊕
λ∈ΛW
Wλ. (3.10)
Suppose Wn = {0}. For any λ0 ∈ ΛW and a non-zero vector w0 ∈ Wλ0 , w0 /∈ Wn. It follows
that nw0 = 0. In particular, Eβ1w0 is non-zero for a root vector Eβ1 with β1 ∈ (n). Similarly,
Eβ1w0 /∈ Wn and there is a β2 ∈ (n) such that Eβ2Eβ1w0 is non-zero. Carry on this process
and we have a sequence
{w0,Eβ1w0,Eβ2Eβ1w0, . . .}
of non-zero vectors in W . It follows from Kostant’s theorem that they are in distinct primary
components of W w.r.t. Z(l) accordingly
λ0 ≺ λ0 + β1 ≺ λ0 + β1 + β2 ≺ · · · ,
where the partial order ≺ on h∗ is the same as the one in Lemma 3.11. Hence, they are linearly
independent and span an infinite-dimensional subspace of U(n)w0. This contradicts to the U(n)-
finiteness of W . 
Remark 3.15. Since W is strongly Z(g)-finite, we see that Wn = H 0(n,W) is strongly Z(l)-
finite by Lemma 2.4 and Lemma 2.5. Moreover, similar to Lemma 3.11, one can show that
Wn \ n¯W is non-zero for any non-zero W ∈ O′q.
Proposition 3.16. Let W ∈ O′q be an irreducible (g, L ∩ K)-module. Then W is a quotient of
M(E) for any non-zero (l, L∩K)-submodule E of Wn.
Proof. By Lemma 3.14, Wn is a non-zero (l, L ∩ K)-module. Take any non-zero (l, L ∩ K)-
submodule E of Wn, the (g, L ∩ K)-map from M(E) to W given by u ⊗ e → ue (and linear
extension) is non-zero. Hence it must be onto since W is irreducible, so W is a quotient of
M(E). 
For any W in O′q, we define the formal character of W by using the primary component
decomposition of W w.r.t. Z(l) given in (3.10),
ΘL(W) =
∑
λ∈ΛW
ΘL(Wλ). (3.11)
This is a formal sum of characters of irreducible Harish-Chandra modules for L, such that each
occurs with finite multiplicity.
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k1  0, one has nk2V ⊆ nk1V . Hence, there is a canonical projection V/nk2V  V/nk1V . Fol-
lowing Casselman [4], we have an inverse limit
V[n] = lim←−V/nkV .
This is dual to V [n]. Now we define
V(n) =
{
v ∈ V[n]
∣∣ dimZ(l)v < +∞}.
In case that L = MA is the Levi factor of a real parabolic subgroup Q = MAN of G this
definition coincides with
V(n) =
{
v ∈ V[n]
∣∣ dimU(a)v < +∞}
as defined in [8]. Indeed, it suffices to verify that the latter V(n) is Z(l)-finite. This follows
from [8, (34) Lemma] that V(n) splits under a into a direct sum of generalized weight spaces
such that each is Harish-Chandra module for L = MA. Then Theorem 2.2 allows us to conclude
that each generalized weight space is (strongly) Z(l)-finite and we see that V(n) itself is Z(l)-
finite.
Note that V(n) is the L-contragredient of V (n). Indeed, each Z(l) primary component (V(n))λ
is the L-contragredient of (V (n))−λ. Thus,
ΘL[V(n)] = ΘL
[
the L-contragredient of V (n)
]
. (3.12)
4. Dirac cohomology of Jacquet modules
In this section we show that the Dirac cohomology HD(W) is a finitely generated admissible
(l, L ∩K)-module for W ∈ O′q. Therefore, HD(J (V )) is a Harish-Chandra module for V ∈ H.
We retain the notation in the previous sections.
We recall the definitions of the cubic Dirac operator and the Dirac cohomology. Note that
g = l⊕ s with s = n⊕ n¯ and n¯ =⊕α∈(n) g−α . We fix an orthonormal basis Z1,Z2, . . . ,Z2s of
s with respect to the Killing form B . Kostant [18] defines the cubic Dirac operator to be
D =
2s∑
i=1
Zi ⊗Zi + 1 ⊗ v ∈ U(g)⊗C(s).
Here v ∈ C(s) is the image of the 3-form ω ∈∧3(s∗),
ω(X,Y,Z) = 1
2
B
(
X, [Y,Z])
under the Chevalley identification
∧
(s∗) → C(s) and the identification of s∗ with s by the
Killing form B .
Since s is even-dimensional, the Clifford algebra C(s) has a unique irreducible representa-
tion S, which is isomorphic to
∧
n up to a ρ-shift as l-modules.
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Let X be a g-module. Then D : X ⊗ S → X ⊗ S and the Dirac cohomology is defined as
HD(X) := KerD/KerD ∩ ImD.
Note that HD(X) is a l-module, since D is l-invariant. The following is Kostant’s generaliza-
tion of the conjecture of Vogan [24] proved in [9].
Theorem 4.2. (See [20], Theorem 4.1.4 of [10].) For any z ∈ Z(g), one has
z⊗ 1 − ζ(z) = Da + aD (4.1)
for some a ∈ U(g)⊗C(s), where ζ : Z(g) → Z(l) ∼= Z(l) is a homomorphism that fits into the
following commutative diagram:
Z(g)
ζ−−−−→ Z(l)
η
⏐⏐ ηl⏐⏐
S(h)Wg
incl−−−−→ S(h)Wl
where η and ηl are Harish-Chandra isomorphisms.
Now we have a slightly more general statement for the infinitesimal character of U(l)-
submodules in HD(X).
Theorem 4.3. Suppose X is a U(g)-module with a generalized Z(g) infinitesimal character
λ ∈ h∗. If W is a U(l)-submodule in HD(X) with a generalized Z(l) infinitesimal character
μ ∈ h∗, then μ is Wg-conjugate to λ.
Proof. Note that if HD(X) has a l-submodule W with generalized Z(l) infinitesimal character
μ then it must contain a U(l)-submodule Z with Z(l) infinitesimal character μ. Suppose that v
is in KerD but not in ImD and v is a representative of v¯ ∈ Z. It follows from the above theorem
that for all z ∈ Z(g) there is a ∈ U(g)⊗C(s) such that
z⊗ 1 − χλ(z) =
(
ζ(z)− χ lμ
(
ζ(z)
))+ (Da + aD)+ (χ lμ(ζ(z))− χλ(z)).
We apply the both sides of this identity to v to certain times. Then the left-hand side is zero and
the right-hand side is (χ lμ(ζ(z))−χλ(z))nv (mod ImD). Thus, (χ lμ(ζ(z))−χλ(z))nv must be in
ImD (and in KerD), and therefore zero. Note that
χ lμ
(
ζ(z)
)= (μ ◦ ηl ◦ ζ )(z) = (μ ◦ incl ◦ η)(z) = χμ(z)
by the commutative diagram in Theorem 4.2. Then we conclude that μ is Wg-conjugate to λ. 
Theorem 4.4. HD(W) is a finitely generated admissable (l, L∩K)-module, for any W ∈ O′ .q
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Z(g) infinitesimal characters. On the other hand, W is Z(l)-finite and Theorem 4.3 tells us that
any generalized Z(l) infinitesimal character of HD(W) must be Wg-conjugate to a generalized
Z(g) infinitesimal character of W . Hence only finitely many Z(l) primary components of W
can contribute to HD(W). Then we are done since any such component is a finitely generated
admissable (l, L∩K)-module by the definition of category O′q. 
Corollary 4.5. For V ∈ H, HD(J (V )) is a finitely generated admissable (l, L∩K)-module.
Now we prove a non-vanishing result for HD(J (V )). Let X be a U(g)-module. Then we can
identify X ⊗ S with X ⊗∧n up to a ρ-shift via Proposition 4.1. Moreover, the following result
of [10] (one can also refer to [11, §2]) allows us to calculate HD(X) on the complex X ⊗∧n.
Proposition 4.6. (See [10, Proposition 9.1.6].) The cubic Dirac operator D acts on X ⊗∧n as
d + 2∂ . Here ∂p : X ⊗∧p n → X ⊗∧p−1 n and dp : X ⊗∧p n → X ⊗∧p+1 n are given by
∂p(x ⊗ Y1 ∧ · · · ∧ Yp)
=
p∑
i=1
(−1)iYix ⊗ Y1 ∧ · · · ∧ Yˆi ∧ · · · ∧ Yp
+
∑
1i<jp
(−1)i+j x ⊗ [Yi, Yj ] ∧ Y1 ∧ · · · ∧ Yˆi ∧ · · · ∧ Yˆj ∧ · · · ∧ Yp, (4.2)
where x ∈ X and Y1, . . . , Yp ∈ n;
dp(x ⊗ Y1 ∧ · · · ∧ Yp) =
s∑
i=1
E∗i x ⊗Ei ∧ Y1 ∧ · · · ∧ Yp
+ 1
2
s∑
i=1
p∑
j=1
x ⊗Ei ∧ Y1 ∧ · · · ∧
[
E∗i , Yj
]
n
∧ · · · ∧ Yp. (4.3)
Here {Ei}si=1 is a basis for n and {E∗i }si=1 is the dual basis for n¯ w.r.t. the Killing form B , and[E∗i , Yj ]n means the projection of [E∗i , Yj ] to n.
It follows that for x = x0 + x1 + · · · + xs with xp ∈ X ⊗∧p n (0 p  s)
D(x0 + x1 + · · · + xs) = d0(x0)+ d1(x1)+ · · · + ds−2(xs−2)+ ds−1(xs−1)
+ 2∂1(x1)+ 2∂2(x2)+ 2∂3(x3)+ · · · + 2∂s(xs).
We set (KerD)s = (KerD)∩ (X ⊗∧s n) and (ImD)s = (ImD)∩ (X ⊗∧s n). Then
HD(X)s = (KerD)s/
(
(KerD)s ∩ (ImD)s
)
.
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Ker ∂s/
(
Ker ∂s ∩ Imds−1
)
↪→ KerDs/
(
KerDs ∩ Imds−1
)= HD(X)s. (4.4)
We can determine Ker ∂s explicitly. For p = s, (4.2) gives
∂s(x ⊗E1 ∧ · · · ∧Es)
=
s∑
i=1
(−1)iEix ⊗E1 ∧ · · · ∧ Eˆi ∧ · · · ∧Es
+
∑
1i<js
(−1)i+j x ⊗ [Ei,Ej ] ∧E1 ∧ · · · ∧ Eˆi ∧ · · · ∧ Eˆj ∧ · · · ∧Es.
Note that the second term of sum is zero. We may assume that Ei ’s are root vectors Eαi for
some root αi . If αi +αj is not a root, then [Ei,Ej ] = 0. If αi +αj = αk , then [Ei,Ej ] is a scalar
multiple of Ek and the second term would also contribute nothing. Hence,
∂s(x ⊗E1 ∧ · · · ∧Es) =
s∑
i=1
(−1)iEix ⊗E1 ∧ · · · ∧ Eˆi ∧ · · · ∧Es.
It follows that
Ker ∂s = Xn ⊗E1 ∧ · · · ∧Es. (4.5)
Similarly, we can determine Imds−1 explicitly. In (4.3), if Ei ∈ n is a root vector for αi ,
then E∗i is a root vector for −αi (1  i  s). Hence, [E∗i ,Ei]n = 0 and the Ej component of[E∗i ,Ej ]n is zero for i = j . It follows that
ds−1(x ⊗E1 ∧ · · · ∧ Eˆl ∧ · · · ∧Es) = (−1)l−1E∗l x ⊗E1 ∧E2 ∧ · · · ∧Es.
Therefore, we have
Imds−1 = n¯X ⊗E1 ∧E2 ∧ · · · ∧Es. (4.6)
Now we conclude that
Theorem 4.7. For any non-zero V ∈ H, the Dirac cohomology HD(J (V )) is non-vanishing.
Proof. Combining (4.4), (4.5) and (4.6), we have
(
J (V )n/
(
J (V )n ∩ n¯J (V )))⊗E1 ∧ · · · ∧Es ⊆ HD(J (V )).
Then the result follows from Lemma 3.11. 
Recalling Remark 3.15, the proof of the above theorem also gives
Corollary 4.8. For any non-zero W ∈ O′q, HD(W) = 0.
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In this section we study the Dirac cohomology of generalized Verma modules. Let M(E) be
the generalized Verma module induced from E. Suppose that E is irreducible and has an infinites-
imal character λ ∈ h∗ which satisfies the following condition (A). Then we show that M(E) is
irreducible and has Dirac cohomology HD(M(E)) ∼= E ⊗Cρ(n). In particular, we determine the
Dirac cohomology of all irreducible parabolic Verma modules with regular infinitesimal charac-
ters.
Let L be in the setting (∗) (cf. the beginning of Section 3). Suppose that E is a Harish-Chandra
module for (l, L∩K) with a Z(l) infinitesimal character λ. Recall that M(E) is the generalized
Verma module M(E) defined in (3.9). Then the Z(g) infinitesimal character of M(E) is λ+ρ(n).
Moreover, M(E) ∼= U(n¯) ⊗ E is Z(l)-finite and any generalized infinitesimal character of Z(l)
primary component of M(E) must be Wl-conjugate to λ −∑si=1 niαi for some ni ∈ Z0 (1
i  s).
Throughout this section we adopt the condition (A) as follows
(A) (λ+ ρ(n))−w(λ+ ρ(n)) /∈ P(n)+, for all w ∈ Wg \ {e}.
Lemma 5.1. Let E be an irreducible (l, L ∩ K)-module with a Z(l) infinitesimal character λ
satisfying condition (A). Then M(E) is an irreducible (g, L∩K)-module.
Proof. Suppose M(E) is not irreducible. Then we can pick an irreducible (g, L∩K)-submodule
W of M(E). Lemma 3.14 tells us that Wn is non-zero.
Now take any Z(l) primary component of Wn, then the corresponding generalized Z(l)
infinitesimal character must be Wl-conjugate to λ−μ for some μ ∈ P(n)+ \{0} due to the obser-
vation that Wn ∩ (1⊗E) = {0}. The proof of Proposition 3.16 gives a surjective (g, L∩K)-map
from M((Wn)λ−μ) onto W . Note that M((Wn)λ−μ) has generalized Z(g) infinitesimal character
λ−μ+ρ(n), and so does W . On the other hand, being a submodule of M(E), the Z(g) infinites-
imal character of W should be λ+ρ(n). Hence λ+ρ(n)−μ is Wg-conjugate to λ+ρ(n), which
contradicts to condition (A). 
Remark 5.2. Note that any element in Wl preserves (n), ρ(n) and P(n)+. Hence, condition (A)
does not depend on the choice of the representative λ ∈ h∗ of the Z(l) infinitesimal character
of E.
Now let us study the Dirac cohomology of M(E). Note that the h-weights of S are∑s
i=1 miαi − ρ(n), mi ∈ {0,1} (1  i  s) by Proposition 4.1. It follows from Kostant’s the-
orem that any generalized Z(l) infinitesimal character ν of M(E)⊗ S is Wl-conjugate to(
λ−
s∑
i=1
niαi
)
+
(
s∑
i=1
miαi − ρ(n)
)
= (λ+ ρ(n))+
(
s∑
i=1
miαi −
s∑
i=1
niαi − 2ρ(n)
)
= (λ+ ρ(n))− s∑
i=1
(1 + ni −mi)αi.
Theorem 5.3. Let E be a (l, L ∩ K)-module with a Z(l) infinitesimal character λ satisfying
condition (A). Then
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(
M(E)
)∼= E ⊗ Cρ(n)
as (l,L∩K)-modules.
Proof. We first show that the leading primary component
(1 ⊗E)⊗E1 ∧ · · · ∧Es ⊆ HD
(
M(E)
)
.
Indeed, (1⊗E)⊗E1 ∧· · ·∧Es ⊆ Ker ∂s by (4.5) and Imds−1 = n¯M(E)⊗E1 ∧· · ·∧Es by (4.6).
It is obvious that (1 ⊗E)∩ n¯M(E) = {0}. The argument in (4.4) gives the conclusion.
It follows from Theorem 4.3 that a necessary condition for a Z(l) primary component
(M(E) ⊗ S)ν to contribute to the Dirac cohomology HD(M(E)) is that ν is Wg-conjugate to
λ+ ρ(n). That is
(
λ+ ρ(n))− s∑
i=1
(1 + ni −mi)αi = w
(
λ+ ρ(n)), for some w ∈ Wg,
which can happen only if w = e, ni = 0, mi = 1 (1 i  s) due to condition (A). In other words,
only (1 ⊗E)⊗E1 ∧ · · · ∧Es can contribute to HD(M(E)). 
If the generalized Verma module is the parabolic Verma module, then condition (A) is also a
necessary condition for irreducibility provided the infinitesimal character is regular. Let Π be the
set of simple roots of +(g,h) and I ⊆ Π be the subset defining the parabolic subalgebra qI =
lI ⊕n. Then + = (n) = +\I and P(n)+ consists of all non-negative integer combinations
of roots in + \I .
Let λ ∈ Λ+I , i.e., 〈λ, αˇ〉 ∈ Z0 for all α ∈ I . The finite-dimensional irreducible lI -module
LI (λ) with highest weight λ has Z(l) infinitesimal character λ+ ρ(l) and the parabolic Verma
module is defined by
MI(λ) := U(g)⊗U(qI ) LI (λ).
There is an irreducibility criterion for MI(λ) given in [13]. We set condition (B) as follows
(B) 〈λ+ ρ(g), αˇ〉 /∈ Z+, for all α ∈ + \I .
Theorem 5.4. (See [13, Theorem 9.12].) Assume λ ∈ Λ+I .
(i) If λ satisfies condition (B), then MI(λ) is irreducible.
(ii) If λ+ ρ(g) is regular and MI(λ) is irreducible, then λ satisfies condition (B).
Now we assume λ ∈ Λ+I with λ + ρ(g) being regular, i.e., 〈λ + ρ(g), αˇ〉 = 0 for all α ∈ .
Note that λ+ ρ(l)+ ρ(n) = λ+ ρ(g). It is clear that
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implies condition (B). Indeed, for α ∈ + \I , one has
(
λ+ ρ(g))− sα(λ+ ρ(g))= 〈λ+ ρ(g), αˇ〉α /∈ P(n)+.
It follows that 〈λ+ ρ(g), αˇ〉 /∈ Z+.
In the remaining part of this section, we show that condition (B) implies condition (A). Firstly,
we reduce the proof to the subset of integral roots. Set
[λ] :=
{
α ∈  ∣∣ 〈λ, αˇ〉 ∈ Z} and W[λ] := {w ∈ Wg | wλ− λ ∈ Λr}.
Here Λr is the root lattice. Then [λ] is a root system with Weyl group W[λ] (cf. Jantzen [14,
§1.3] or [13, Theorem 3.4]).
Note that I ⊆ [λ]. If w ∈ Wg \ W[λ], then wλ − λ /∈ Λr . It follows that (λ + ρ(g)) −
w(λ + ρ(g)) /∈ Λr and (λ + ρ(g)) − w(λ + ρ(g)) /∈ P(n)+. Therefore, we need only to check
condition (A) for w ∈ W[λ] \ {e}.
On the other hand, for any α ∈ +[λ] \ I , 〈λ + ρ(g), αˇ〉 /∈ Z+ by (B) and 〈λ + ρ(g), αˇ〉 ∈ Z
by the definition of [λ]. Noticing that λ+ ρ(g) is regular, we see 〈λ+ ρ(g), αˇ〉 ∈ Z−.
So replacing Wg by W[λ],  by [λ], we see it suffices to show (B1) implies (A), where
(B1) for any α ∈ + \I , 〈λ+ ρ(g), αˇ〉 ∈ Z−; for any α ∈ +I , 〈λ+ ρ(g), αˇ〉 ∈ Z+.
Secondly, let us adjust the signs. Pick the unique w0 ∈ WI which maps +I to −I (if I is
empty, then w0 = e and the following argument is trivial). Set λ′ = w−10 (λ+ ρ(g))− ρ(g). Note
that any element in WI preserves (n) = + \I as well as P(n)+. Then one check easily that
(B1) implies (B′) and (A′) implies (A), where
(B′) for any α ∈ +, 〈λ′ + ρ(g), αˇ〉 ∈ Z−;
(A′) (λ′ + ρ(g))−w(λ′ + ρ(g)) /∈ P(n)+, ∀w ∈ Wg \ {e}.
Hence to show (B1) implies (A), it suffices to show (B′) implies (A′), which is a direct conse-
quence of the following lemma.
Lemma 5.5. Let w = σγ1σγ2 · · ·σγn be a reduced decomposition of w ∈ Wg \ {e} into simple root
reflections. Then
(
λ′ + ρ(g))−w(λ′ + ρ(g))= n∑
k=1
〈
λ′ + ρ(g), γˇk
〉
σγ1σγ2 · · ·σγk−1(γk).
Moreover, σγ1σγ2 · · ·σγk−1(γk) is a positive root for each k.
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(
λ′ + ρ(g))−w(λ′ + ρ(g))= n∑
k=1
(
σγ1 · · ·σγk−1
(
λ′ + ρ(g))− σγ1 · · ·σγk (λ′ + ρ(g)))
=
n∑
k=1
σγ1 · · ·σγk−1
((
λ′ + ρ(g))− σγk (λ′ + ρ(g)))
=
n∑
k=1
〈
λ′ + ρ(g), γˇk
〉
σγ1σγ2 · · ·σγk−1(γk).
Applying a result of Bourbaki [3, Chapter VI, §1.6, Corollary 2] to w−1 = σγn · · ·σγ1 , one sees
that σγ1σγ2 · · ·σγk−1(γk) is a positive root for each k. 
A direct consequence of the equivalence of condition (A) and condition (B) is the following
Theorem 5.6. Let λ ∈ Λ+I . Suppose λ+ ρ(g) is regular. If MI(λ) irreducible, then
HD
(
MI(λ)
)∼= LI (λ)⊗ Cρ(n).
6. The representations of SL(2,R)
In this section we calculate the Jacquet modules and their Dirac cohomology for irreducible
principal series of G = SL(2,R) and L = MA the diagonal subgroup. This serves as a prototype
for the general case in next section. We actually determine the Jacquet modules and their Dirac
cohomology for all the irreducible admissible representations of G = SL(2,R).
Set
H =
(
1/2 0
0 −1/2
)
, E+ =
(
0
√
2/2
0 0
)
, E− =
(
0 0√
2/2 0
)
.
Then [H,E±] = ±E±, [E+,E−] = H and H 2 +H + 2E−E+ is the Casimir element.
We consider the following minimal parabolic subgroup Q = MAN, where
M =
{
±
(
1 0
0 1
)}
, A =
{(
x 0
0 1/x
) ∣∣∣ x > 0} , N = {(1 x0 1
) ∣∣∣ x ∈ R} .
Let L = MA be the subgroup of G consisting of diagonal matrices. Then L is the Levi sub-
group of Q and L∩K = M ∼= Z2 is a finite group. Hence, V (n) = V [n].
The complexified Lie algebra of L and N are l = a = CH and n = CE+ respectively. The Car-
tan subalgebra h = l. For convenience, we identify an element in h∗ with its value (a complex
number) on H .
For μ ∈ C and  = 0 or 1, we set C,μ to be the one-dimensional (l, M)-module on which
H acts by the scalar μ and M acts trivially if  = 0 and nontrivially if  = 1. Let M(,μ) =
M(C,μ−1/2) be the generalized Verma module induced from C,μ−1/2. Then a direct calculation
gives HD(M(,μ)) = C,μ as (l,M)-modules.
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HD
(
J (Fn)
)=
{
C0,− n2 ⊕ C0, n2 if n is odd,
C1,− n2 ⊕ C1, n2 if n is even.
Now we consider the infinite-dimensional irreducible representations. Suppose that the in-
finitesimal character of V is λ ∈ C. Then the Casimir element acts on V by the scalar λ2 − 1/4.
Without loss of generality, we assume Reλ 0.
(1) Suppose that V = D±k is a discrete series or generalized discrete series with lowest K-
type ±k for k ∈ Z+. Then k ≡  (mod 2) and λ = k−12 . We have
J (D±k) = M(,−λ) and HD
(
J (D±k)
)= C,−λ.
Note that J (D+k) ∼= J (D−k) is Z(l)-finite but not strongly Z(l)-finite, not finitely generated as
a U(l)-module. It is not an admissible (l, L∩K)-module.
(2) Suppose that V = P,λ is an irreducible principal series IndGMAN( ⊗ λ). Then λ /∈
(Z+ − 12 ) if  = 0 and λ /∈ Z+ if  = 1. There is an exact sequence of (g, M)-modules
0 → M(,λ) → J (P,λ) → M(,−λ) → 0.
Abe [1, §2] shows that this exact sequence splits if and only if λ /∈ Z+ for  = 0. Actually, Abe
calculates the dual V[n]. By using the same technique, one sees that the above exact sequence
splits if and only if λ /∈ (Z+ − 12 ) for  = 1. Then we have for  = 0 and λ /∈ (Z+ − 12 ),
HD
(
J (P,λ)
)= {C0,−λ ⊕ C0,λ if λ /∈ Z+,
C0,λ if λ ∈ Z+;
and for  = 1 and λ /∈ Z+,
HD
(
J (P,λ)
)=
{
C1,−λ ⊕ C1,λ if λ /∈ (Z+ − 12 ),
C1,λ if λ ∈ (Z+ − 12 ).
Remark 6.1. HD(V ) = 0 for any V in (1) or (2).
7. The principal series
In this section we calculate the Jacquet modules and their Dirac cohomology for the principal
series. Now we are concerned with the case L = MA is the Levi factor of the minimal parabolic
subgroup Q = MAN of G. Let t be a Cartan subalgebra of m. Then h = t ⊕ a is a maximal split
Cartan subalgebra of g. A root α in  = (g,h) is said to be real if α|t = 0, imaginary if αt = 0
and complex if neither α|t = 0 nor αt = 0. Arrange the system of positive roots +(g,h) =
+(l,h) ∪ (n). We identify roots in +(m, t) as imaginary roots in +(g,h). The roots in
(n) are either real or complex. The positive restricted roots +(g,a) are the restriction of the
roots in (n). We note that
ρ(g) = ρ(l)+ ρ(n), with ρ(l) = ρ(m) ∈ t∗ and ρ(n) ∈ a∗.
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I (σ ⊗ μ) is the induced representation IndGMAN(σ ⊗ μ ⊗ 1). Let W(G,A) = NG(A)/ZG(A) ∼=
NK(A)/ZK(A) be the little Weyl group. It is a well-known fact that W(G,A) is isomorphic to
the Weyl group associated to the restricted root system (g,a). Note that an element in W(G,A)
operates not only on a and a∗, but also on the set of isomorphism classes of M-modules. In par-
ticular, wσ ⊗wμ is a well-defined MA-module for any w ∈ W(G,A). We denote by (wσ,Vwσ )
the action of w on (σ,Vσ ) and V cwσ the contragredient of Vwσ . Let M0 denote the identity con-
nected component of M . Let χλ with λ ∈ t∗ be the Z(m) infinitesimal character of any irreducible
component of Vσ |M0 . The main theorem of this section is
Theorem 7.1. Suppose that Λ = (λ,μ) ∈ t∗ + a∗ = h∗ satisfies the following conditions:
〈Reμ,α〉 > 0, ∀α ∈ +(g,a); and 2 〈Λ,α〉〈α,α〉 /∈ Z, ∀α ∈ (n). (7.1)
Then we have
HD
(
J
(
I (σ ⊗μ)))∼= ⊕
w∈W(G,A)
(Vwσ )
c ⊗ C−wμ.
We note that if G is a matrix group then it follows from the theorem of Speh and Vogan [22]
that the condition (7.1) on Λ implies that the principal series I (σ,μ) is irreducible. However,
the condition (7.1) on Λ does not implies irreducibility of the principal series for nonlinear
groups.
The rest of this section is devoted to a proof of this theorem. Recall that a basic property of
the parabolic induction is the Frobenius reciprocity.
Proposition 7.2 (Frobenius reciprocity). (See [7, Theorem 4.9].) Let U and V be Harish-
Chandra modules for MA and G respectively. Then
HomG
(
V, IGQ(U)
)∼= HomMA(H0(n,V ),U ⊗ Cρ(n)).
The condition (7.1) on dominance of Reμ implies that I (σ,μ) has a unique irreducible quo-
tient (the Langlands quotient). Therefore, there is non-trivial intertwining maps from I (σ,μ) to
I (wσ,wμ) for any w ∈ W(G,A). Taking U = Vwσ ⊗ Cwμ and V = I (σ ⊗ μ), the Frobenius
reciprocity gives a surjective homomorphism
H0
(
n, I (σ ⊗μ))→ Vwσ ⊗ Cwμ+ρ(n). (7.2)
The dual map is an inclusion
wV cσ ⊗ C−μ−ρ(n) ↪→ H0
(
n, I (σ ⊗μ))c, for w ∈ W(G,A). (7.3)
For any M-module Vσ and A-character Cμ. Denote by M(σ,μ) the generalized Verma mod-
ule U(g)⊗U(q) (Vσ ⊗ Cμ−ρ(n)).
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ducible for any w ∈ W(G,A).
Proof. Let V be any irreducible componet of V cwσ . Then the parabolic Verma module induced
from V ⊗ Cwμ−ρ(n) has Z(l) infinitesimal character −wΛ = (−λ,−wμ). We claim that the
condition
2〈Λ,α〉/〈α,α〉 /∈ Z, ∀α ∈ (n)
implies the following: for each w ∈ W(G,A)
2〈−wΛ,α〉/〈α,α〉 /∈ Z, ∀α ∈ (n).
Clearly, this condition holds for α being compact imaginary or real. We need to check the identity
for a complex root α = αt + αa.
Indeed, we can extend the action of w to an element (we denote its inverse by w′) in Wg
which normalizes both a∗ and t∗. Then
2〈wΛ,α〉/〈α,α〉 = 2〈Λ,w′α〉/〈w′α,w′α〉.
It follows from w′α = w′(αt + αa) = w′αt + w′αa that w′α is a complex root. Thus, the claim
holds.
Hence, −wΛ satisfies the condition (B) in Section 5. It follows that the parabolic Verma
module induced from V ⊗ Cwμ−ρ(n) is an irreducible U(g)-module. Therefore, M(wσc,−wμ)
is an irreducible (g,M)-module. 
It follows from the above lemma that each M(wσc,−wμ) is an irreducible (g, M)-submodule
of J (I (σ ⊗μ)). By (7.3) we have an inclusion of (g,M)-modules
⊕
w∈W(G,A)
M
(
wσc,−wμ) ↪→ J (I (σ ⊗μ)). (7.4)
Lemma 7.4. The above inclusion is an isomorphism of (g,M)-modules, i.e.,
J
(
I (σ ⊗μ))∼= ⊕
w∈W(G,A)
M
(
wσc,−wμ).
Before we prove this lemma, we note that Theorem 7.1 is an immediate consequence of this
lemma and Theorem 5.6. We also note that the Jacquet modules of spherical principal series (i.e.,
σ = 1) was calculated by Abe [1], and the case when σ is a small representation (i.e., σ is the
restriction of an irreducible representation of K) was calculated by Wallach [26].
It remains to prove Lemma 7.4. It suffices to show that the formal L-characters of the both
side of the inclusion in (7.4) are equal. Let H = TA be the unique θ -stable maximal split Cartan
subgroup up to conjugation. We only need to check the identity of the formal characters on H .
Now we move on to an identity of formal characters. We recall some of the notations from [7].
Let G′ be the set of regular elements of G. Set
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and
(MA)− = interior of
{
g ∈ MA
∣∣∣∑
k
(−1)k chL
(∧k
n
)
(ga) 0 for every a ∈ A−
}
in MA.
Recall that (MA)− is large in the sense that
(a) every L-character is completely determined by its restriction to (MA)− ∩G′,
(b) (MA)− contains a G-conjugate of every g ∈ (MA)∩G′.
The first ingredient of our proof is the induced character formula. For α ∈ h∗, let ξα be the
one-dimensional representation of H whose derivation is α. Then by Proposition 10.18 of [15],
we see that
ΘG
[
I (σ ⊗μ)](ta) =
∑
w∈W(G,A) ξρ(n)+wμ(a)χwσ (t)∏
α∈(n) |1 − ξα(ta)|
. (7.5)
It is clear that for t ∈ T , a ∈ A,
ΘL
[
the L-contragredient of M
(
wσc,−wμ)](ta) = ξρ(n)+wμ(a)χwσ (t)∏
α∈(n)(1 − ξα(ta))
, (7.6)
where σ c is the contragredient representation of σ and note that (wσ)c = wσc.
Consequently, when restricted to H ∩ (MA)− ∩G′, we have
ΘG
[
I (σ ⊗μ)]= ∑
w∈W(G,A)
ΘL
[
the L-contragredient of M
(
wσc,−wμ)]. (7.7)
The second ingredient of our proof is a consequence of the proved Osborne’s conjecture.
Proposition 7.5. (See [8, (42) Theorem].) For V ∈ H, the characters ΘG(V ) and Θ(V(n)) coin-
cide on (MA)− ∩G′.
Applying Proposition 7.5 to I (σ ⊗μ) gives
ΘG
[
I (σ ⊗μ)] and ΘL[I (σ ⊗μ)(n)] coincide on (MA)− ∩G′. (7.8)
Combining (3.12), (7.7) and (7.8), we have the desired identity on characters:
ΘL
[
I (σ ⊗μ)(n)]= ∑
w∈W(G,A)
ΘL
[
M
(
wσc,−wμ)] (7.9)
when restricted to H ∩ (MA)− ∩G′. The proof of Lemma 7.4 is completed.
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