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Abstract-In this paper, a coplanar pursuit evasion game in the atmosphere, opposing a pursuer 
employing thrust amplitude and angle of attack as control variables, to a maneuvering evader flying 
with constant velocity, is considered. The aerodynamic forces acting on the pursuer are explicitly 
modelled as functions of the angle of attack. The pursuer and evader strategies in the boundary of 
the capture set are determined for the case of a circular target set. Singular arcs, both for the pursuer 
and evader, are shown to exist. Along a singular arc, the pursuer moves along a straight line with 
a thrust amplitude equal to drag, in order to maintain a constant velocity. This constant pursuer 
velocity is a function of the propulsion system exhaust velocity and the pursuit geometry, and it is 
shown to be always less than twice the evader’s velocity. The pursuit ends with a coasting arc for 
the pursuer. 
1. INTRODUCTION 
Realistic pursuit evasion games, opposing a missile to a maneuvering aircraft in the atmosphere, 
characterize themselves by the fact that the pursuer possesses a limited amount of energy (kinetic, 
propulsive) able to be expended, while the evader has in practical terms, relative to the pursuer, 
an unlimited amount of energy. The missile is designed to be faster and more maneuverable 
than the aircraft. This kinematical advantage is, however, temporary. The missile rocket motor 
accelerated to a high velocity is of short duration. In the coasting phase, the high but finite 
kinetic energy of the missile is rapidly dissipated by the work done against the aerodynamic 
drag. On the other hand, the evader can maintain its velocity for periods of time greater, by 
orders of magnitude, than those of the pursuer. 
In the missile versus aircraft pursuit evasion game, the energetic-kinematic dissymetry leads 
to the existence of a finite capture set. While the pursuer advantages the evader kinematically, it 
can assure its capture, but with a limited amount of energy at its disposal, the pursuer will lose 
at a certain instant of time its kinematic advantage, and the pursuer will not be able to reach 
the target from every initial state. 
In the context of optimal control theory, the results of an investigation of the missile turning rate 
and fuel burning rate characteristics that allow maximum possible launch range for a simplified air 
to air missile, which intercepts a non-maneuvering constant velocity target in a horizontal plane 
were presented in [l]. The analysis of a planar pursuit evasion with variable speeds was performed 
in [2,3], employing a real space coordinate system. The optimal strategies for both players are 
similar, to turn towards the final line of sight direction with an asymptotically decaying rate. 
The case of a coasting pursuer [4] was previously studied using two different aerodynamic models, 
for small and large angles of attack, and the capture region of this pursuer when opposed to a 
constant velocity maneuvering evader was investigated. Based on these results, a suboptimal 
guidance law for the coasting pursuer was derived in [5]. 
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In this work, the pursuer employs both propulsive and aerodynamic forces to control its motion, 
and the optimal strategies on the barrier of the pursuer and evader are considered for analysis. 
2. PROBLEM DEFINITION 
The geometry of the planar pursuit evasion game in the atmosphere is depicted in Figure 1. 
A vehicle P, called the pursuer, possessing a velocity Vp is pursuing in the same horizontal plane 
as a second vehicle , the evader E, assumed to be flying with a constant velocity Vj. 
The pursuer, depicted in Figure 2, possesses a rocket motor aligned with its longitudinal axis, 
able to generate a thrust T. The pursuer is able to control its angle of attack QI and the thrust 
amplitude T. 
Figure 1. Geometry of planar pursuit. Figure 2. The pursuer vehicle. 
The pursuit evasion game equations are defined by 
~=vncos(y,-0)-VpCOS(yp-~), 
s = jj [VE sin (YE - @) - VP sin (p - e)] , 
?P = 
Mfci M Vp sin2a + & since, 
P 
where (l)-(2) are the kinematic equations, (3)-(5) the pursuer equations (see Appendix l), 
and (6) the evader equation; cl and k are two pursuer parameters defined by the aerodynamic 
coefficients and flight conditions, Mf is the final pursuer mass, g is the gravitation constant, and 
I,, is the specific impulse. I’E is the evader maximum turning rate, a constant for a constant 
speed vehicle in horizontal flight. 
The pursuer angle of attack (Y and the rocket motor thrust T, with 
0 I T 5 Tmax, (7) 
are the pursuer controls, and UE is the evader control. The system states are the P-E range R, 
line of sight direction 8, the pursuer mass M, velocity direction and amplitude “lp and VP, and 
evader flight direction 7~. 
Let us define new normalized variables, T = R/Rref, u = Vp / V-, m = M/Mf, and t’ = t &I&f. 
Rref is the minimum admissible turning radius of the empty pursuer (M = Mf), defined by 
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R,f = l/cl. With these new variables, and with the dot denoting now the derivative with 
respect to normalized time t’, the pursuit game equations are defined as follows: 
7:=cos(yE-~)-ocos(yp-e), (8) 
6=: [sin(Ts-@)-wsin(yp--@)I, (9) 
?E = OUE, (10) 
Tf 
sin2a + - sincx, 
212 
m( 
vm T' 
(11) 
6=-- k-cos2a)+-coscr, 
m (12) 
(13) 
where now c is the ratio of pursuer’s minimum turning radius to that of the evader (in general, 
o < l), T’ is the normalized thrust, defined by T’ = T/(mfcl V,“), and c = g&,/VE. 
The game terminates with capture when the pursuer approaches the evader to the normalized 
distance r = rf, provided m 2 1, i.e., the game target set is defined as a closed circular cylinder 
of radius rf above the hyperplane m = 1. 
T = {x E E6 : T 5 rf, m 2 l}, 
where x = (T, 0, ye, II, yp, m)T is the state vector, and no additional conditions are imposed on 
8, YE, 21, TP. 
3. BARRIER STRATEGIES 
The pursuer playability domain [6] for the game previously defined is a bounded region in space. 
The boundary of this domain is the so called barrier, a hypersurface formed by trajectories. To 
the trajectories belonging to the boundary correspond well defined strategies, (Y*, T*, uk, that 
can be determined employing the basic theorem of qualitative games [6]: 
rnn H(z, p, a, T, u;) = y H(z, p, a*, T*, t&) = H (2, p, a*, T*, u;) = 0, 
where H is the Hamiltonian of the game, 
H = p, [cos (YE - @) - v cos (yp - @)] + F [sin (7~ - 0) - v sin (yp - e)] + pyn d UE 
[ 
2 sin2cu + 
T’ T’ 
+p7p m - since 1 [ +p, mu -; (k_ cos2a) + ; coscr 1 T’ -p, 7’ 
and P = (Pry Pe, POE, Pv, PIP, P,)~ is the vector of adjoint variables, defined by 
$r = 9 [sin (7~ - 8) - 21 Sin (yp - @)] , 
60 = -pT [Sin (YE - @) - 2) Sin (yp - @)] 
+ y [COS (YE - 0) - 21 COS (yp - @)] , 
@7E = PT Sin (yE - 0) - $ COS (YE - @) ,
P7p = v 
[ 
-p, sin (yp - @) + $ cos(yp - f3)], 
tit, = F [COS (Tp - @) + pe COS (YE - e)] 
Prf = CL,, Clr > 0, 
Per = 0, 
P7Ef = 0, 
P7Pf = 0, 
T’ 
sin2cu - - sina 
V2 
, Pvf = 0, 
Pmf = Pf LJf > 0. 
(14) 
(15) 
(16) 
(17) 
(13) 
(19) 
(20) 
(21) 
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From the necessary conditions (14), follows that the evader strategy on the barrier maxi- 
mizes H, and is given by 
% = sign @yE) , %E # 0. (22) 
In order to find the pursuer strategies CY* and T’, let us rewrite the Hamiltonian as follows: 
H=ao(cr,p,2)+al(cr,p,s)T’+az(~,z), (23) 
where 
as = ; [pyp sin2a+p,w cos2cr], (24) 
a1 = $j lP?P since +p,, w cost] - ‘f, and (25) 
uz = p, (cos (yn - 0) - w cos (yp - e)] 
V2 
+$ (Sin(YE-_)-_Sin(yp-_)]+p,Ea21E-_kpvm. (26) 
Equation (23) defines a ruled surface in the (H, a, T’)-space, schematically depicted in Figure 3. 
This surface is generated by a straight line parallel to the (H, T’)-plane with a slope al, and 
intersecting the (H, a)-plane at 
Ho = ao(o, P, z) + a2(~, ~1. (271 
In order to minimize H as a function of CY and T’, we shall consider the two cross sections 
H = HO and H = HT (T’ = TM). 
Ho is minimized by CYO, defined by 
sin200 = -y, 
PVV cos2aa = --) 
d 
whf J = [(Pv vJ2 + (P,P)211’2. 
.Ili- *mizc ’ by QT defined by 
2, sin 2oT + (T//v) sin (YT 
[ 
v2 + (T’/v)~ + 2T’ cosor 1 
l/2 = _pyP d ’ 
2, COS 2oT + (T’/w) COS QT PVV 
v2 + (T//v)* + 2T’ 1 
I/2 = -7’ 
cos(YT 
(28) 
(29) 
(30) 
(31) 
Figure 3. The Hamiltonian H vs. a and T’. Figure 4. The a~ and a~ values. 
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In Figure 4 are depicted both eye and (YT. From the graphic construction it can be readily seen 
that, except for p-,p = 0, 
lQTl > looI. (32) 
Furthermore, for the same p and z, it follows from (32) that 
al(QT,P,z) < m(Qo,P,z). (33) 
For p_,p # 0 there are three possible different cases for He and HT, as schematically depicted 
in Figure 5. From the analysis of these cases for He and H T, it follows that, for given p and 2, 
the values of Q* and T* that minimize H are defined as follows: 
(1) m(m,P,z) L 0, 
cY* = a(), T” = 0; 
(2) c1(oo,P,z) IO7 
(Y* = oT, T* - TM; 
(3) al(aO,p,s) > 0, al(aT,P,z) < 0, 
(a) Ho(ao) < HE, 
a* =a), T* = 0; 
(b) Ho(ao) > HT(QT)Y 
CY* = DT, T' = TM. 
ww>o al (aT) < 0 
-\-J 
a 
a, aT 
Figure 5. Ho (T’ = 0) and HT (T' = TM) VS. a. 
For any p7p different from zero, QO # CYT and there are no singular arcs; T* is either 0 or TM. 
For p,p = 0, ae = oT = 0. In this case, there exists the possibility of a singular arc (ai E 0). 
4. SINGULAR ARCS 
Further analysis of the problem requires a solution of the adjoint equations. Fortunately, part 
of the adjoint equations can be analytically integrated in terms of the system state variables and 
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their final values. This is done in Appendix 2 and the result is: 
p, = cos(8 - elf), (34) 
pe = --T sin(C3 - &), (35) 
P@=-; [co s ( YEf - @f) - COS (YE - @f)] Sign [Sin (YE - ef)] , (36) 
p,p = T Sin (@ - @f) - p-@. (37) 
The case of singular trajectories for both evader and pursuer can now be considered. As 
previously stated, a singular arc for the pursuer can exist only if 
PYP = 0, 
from where it follows ?b s 8f and 
cX* =o. 
Along a singular trajectory, 
aI = E! - P, E 0. 
m C 
Substituting now (34)-(40) into H as defined in (15) 
(38) 
(3% 
(40) 
H = -V + cos &f - p, v2 (k - 1) = 0 , 
m (41) 
where &f = TEf - @f. Differentiating (40) with respect to time, taking into account (41), and 
rearranging, 
f!zl = 2 [v2 + (c - cos &f) v - 2ccos&f] = 0. (42) 
Differentiating (42) with respect to time, taking into account (41), (42) and (12), and rearranging, 
a1 = v2 + 2c cos &f) [T’ - (k - 1) u2] = 0. 
From (42) and (43), it follows that along a singular arc 
T* = (k - l)v,“, and (44) 
V, = f [COS &f - C + (COS2 &f + 6 COS &f C + C2) 1’2] . (45) 
On a singular arc, the pursuer moves along a straight line (a* = 0) with a constant velocity vs. 
The constant pursuer velocity v, on a singular arc is depicted in Figure 6 as a function of the 
normalized propulsion system ejection velocity (c = g &/VE), for different values of the final 
evader flight direction with respect to the final line of sight, &f. As can be seen, the pursuer 
velocity along the singular arc is always less than twice the evader velocity. 
The possible existence of a singular control strategy for the evader is associated with p-,E = 0 
for some finite period of time. For YEf = 8f, it follows that &E(tlf) = p-,E(tf) = 0, which leads to 
pyE(t’) E 0 for at least some finite period of time in the neighbourhood of tg. 
The singular strategy can be obtained differentiating twice p+ with respect to time, 
iiyE = 0 COS (YE - @f) ‘llE> (46) 
and equating &jyE to zero along the singular trajectory. It leads to the singular evader control 
u; = 0. (47) 
For all the other final conditions, 
U& = - sign [sin (m - &)I . (48) 
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Figure 6. Normalized pursuer velocity on a singular arc. 
5. FINAL CONDITIONS 
The optimal control strategies of the players are expressed by explicit functions of the state 
variables and their final values. The trajectories on the barrier can be obtained by a backward 
integration of the equations of motion. The barrier supports itself in the boundary of the useable 
part defined by 
cos 4Ef 
v=“f=- 
03s 4Pf ’ 
T = Tf, 
m = 1, 
(49) 
(59) 
(51) 
where &f = Tpf-& is the final pursuer flight direction with respect to the line of sight. From (49) 
it follows that the pursuer final velocity is such that the pursuit ends with a closing velocity equal 
to zero. Furthermore, substituting the final values of the adjoint variables, as defined in (19)-(21) 
into (25), it follows that 
ai = e > 0. (52) 
According to the analysis previously performed for the pursuer strategies on the barrier, T* = 0 
at the pursuit end, or in other terms, the pursuit ends with a coasting arc. The implication of 
this result is that all previous numerical studies performed for the case of a coasting pursuer [4] 
can be directly applied to this case. Since integration of the equations of motion is performed 
backwards, the final conditions of the coast phase will serve as the initial conditions for the 
integration, when thrust, either boost or sustain, is applied. 
The analytical results obtained so far will enable us to perform a numerical study of the game 
trajectories on the barrier in a future work. 
6. SUMMARY AND CONCLUSIONS 
In the present paper, the qualitative pursuit-evasion game between an energy limited pursuer 
and a constant speed evader is analyzed. The optimal barrier strategies of the players are obtained 
as explicit functions of the current and final state variables. 
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The optimal strategy of the evader is a “hard” turn followed by a straight line trajectory. The 
pursuer’s optimal strategy can include boost, sustain, and coast phases. The angle of attack 
required at the boost phase is always larger than the equivalent angle of attack required for the 
coast phase. This result follows from the fact that, since the thrust vector is aligned with the 
body’s centerline, it contributes to the pursuer’s maneuverability in the presence of a nonzero 
angle of attack. At the sustain phase, the pursuer flies along a straight line trajectory and the 
pursuer’s velocity is always leas than twice the evader’s velocity. At the pursuit end, there always 
is a coast phase for the pursuer. 
The analytical results obtained here provide now the basis for a numerical study of the game 
trajectories on the barrier. 
APPENDIX 1 
NONLINEAR AERODYNAMIC MODEL 
The aerodynamic normal and tangential forces FN and FT in the body coordinates acting on P, 
functions of the angle of attack cr, are assumed to be of the form 
FN = fpVp SCN sincr, (Al.l) 
FT = ~~V;SCT COST, (A1.2) 
where CN and CT are constant aerodynamic coefficients, p is the air density, and S is an area. 
Gravitation effects are neglected. 
Projecting forces along and normally to the pursuit velocity vector, and rearranging, 
t& = -s (CN sin2 o + CT cos2 a) + 2 coso, 
PS +=,~(CN--C~)Vpsinacosa+$sina, 
(A1.3) 
(A1.4) 
where a dot denotes the derivative with respect to time t and M is the pursuer’s mass given by 
j&-T 
9 LP ’ 
(A1.5) 
with g the gravitation constant and Is,, the specific imnulse. 
Substituting sin cr and cos cr by their expressions in terms of sin 2a and cos 2a and rearranging 
yields 
Vp =-!?$$(k-cos2a)v;+; cos CY, 
Mrcr ?p = - 
T 
M 
VP sin2a + m sina, 
(A1.6) 
(A1.7) 
where n/r, is the final mass and 
cl = (CN - CT) $$ 
c2 = (CN + CT) -$$ 
f 
k=s>l. 
Cl 
(A1.8) 
(A1.9) 
(A1.lO) 
For horizontal flight, cl and cz can be assumed constant. The l/cl is the empty pursuer’s 
(M = Mf) minimum radius of curvature, as can be readily seen from equation (A1.7), a constant 
for horizontal flight. Equations (A1.5)-(A1.7) define the pursuer motion in a horizontal plane. 
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APPENDIX 2 
SOLUTION FOR THE ADJOINT EQUATIONS 
Substituting equations (8) and (9) into equations (16) and (17), one obtains 
Pr=;Pe8, PTf = elf > 0, 
Ije = -p,&+ +?+, P0f = 0. 
41 
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(A2.2) 
These two equations can be integrated to yield 
PT = PT cos (e - @f> , 
pe=-p,rsin(@-8f), 
(A2.3) 
(A2.4) 
where hr is the constant of integration and, in particular, can be normalized to 1, since the 
transversality condition (from where pr was derived) only fixes the direction and not the ampli- 
tude of the adjoint vector on the terminal surface. 
Substituting equations (A2.3) and (A2.4) into equation (18) and rearranging, 
&E = sin (YE - ef) . (A2.5) 
Integrating equation (A2.5) and taking into account equation (lo), 
PTE=-; [co s +mf - @f> - cm (7~ - 0f)] sign [sin (7~ - ef)] . ( 
Substituting equations (A2.3) and (A2.4) into equation (19) and rearranging, 
&p = -V sin (hfp - @f) . 
(A2.6) 
(A2.7) 
It can be readily shown that 
d c&E + PIP) = d [T sin (0 - ef)] 
dt’ dt’ ’ 
(A2.8) 
which yields, since pyEf = p-,pf = 0, 
p,p = T sin (8 - @) - p+. (A2.9) 
This completes the integration of the adjoint variables appearing in equations (34)-(37). 
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