Let S ⊂ SL(d, Z) ⋉ Z d or S ⊂ SL(d, Z) × · · · × SL(d, Z) be a finite symmetric set. We show that if Λ = S is Zariski-dense, then the diameter of the Cayley graph Cay(Λ/Λ(q), π q (S)) is O(log q), where q is an arbitrary positive integer, π q : Λ → Λ/Λ(q) is the canonical congruence projection, and the implied constant depends only on S.
Introduction
Let Λ < GL n (Z) be generated by a finite symmetric generating set S, and let G = Zcl(Λ) be the Zariski closure of Λ in GL n (Q). For q ∈ N, consider the Cayley graph G q := Cay(Λ/Λ(q), π q (S)), where Λ(q) := {γ ∈ Λ : γ ≡ I} and π q : Λ → Λ/Λ(q) is the canonical congruence projection. Let P S be the probability counting measure on S, and let T (q) S : L 2 (Λ/Λ(q)) → L 2 (Λ/Λ(q)), T The group Λ is said to have the Super Approximation Property with respect to a set Z ⊂ N if ∃ǫ > 0, such that the operator norm T (q) S ≤ 1 − ǫ for all q ∈ Z. When Z = N, we simply say Λ has the Super Approximation Property.
Establishing Super Approximation Property has received considerable attention in the past decade. Some state-of-the-art theorems in this industry are: Theorem 1.1 (Bourgain-Varju, [BV12] ). If Zcl(Λ) = SL d (Q), then Λ has the Super Approximation Property.
Theorem 1.2 (Salehi-Golsefidy, [Gol19] ). Let Z M = {q ∈ N : q = i p n i i , n i ≤ M}, then Λ has the Super Approximation Property with respect to Z M if and only if G 0 , the connected component of the identity in G = Zcl(Γ) is perfect, i.e., [G 0 , G 0 ] = G 0 . Theorem 1.2 is an improvement of the main theorem in [GV12] . Both work inspired the following main conjecture in this industry: Conjecture 1.3. A finitely generated group Λ < GL n (Z) has the Super Approximation Property if and only if the connected component of the identity in Zcl(Λ) is perfect.
Theorem 1.1 and Theorem 1.2 imply the following logarithmic bounds for certain Cayley graphs as simple corollaries:
Corollary 1.4. If Λ = S and Zcl(Λ) = SL n (Q), then for any q ∈ N, the diameter of the Cayley graph G q satisfies
where the implied constant depends only on S.
Corollary 1.5. If Λ = S and the connected component of the identity in Zcl(Λ) is perfect, then for any q ∈ Z M , the diameter of the Cayley graph G q satisfies
where the implied constant depends only on Λ and M.
The goal of this paper is to extend Corollary 1.4 to affine linear groups and products of SL d . The following is our main theorem: Theorem 1.6 may be viewed as further evidence to the (not-yet-known) Super Approximation Property for these groups. As |Λ/Λ(q)| is comparable to log q for each Λ under our consideration, Theorem 1.4 indicates that the diameter of Cay(Λ/Λ(q), π q (S)) is bounded above by log |Λ/Λ(q)|. While most of our arguments for the proof of Theorem 1.6 are elementary, we do have to use Corollary 1.4 and Corollary 1.5, and thus Theorem 1.1 and Theorem 1.2 in a substantial way. In Section 2 we prove Proposition 2.1, which is a key proposition that allows us to work factor by factor in some natural decompositions of the groups. In Section 3 we prove Theorem 1.6.
A key proposition
Let Γ < SL d (Z) be Zariski dense in SL d (Q). The Strong-Approximation Property for Γ [Wei84] says that under the natural inclusion
The closure of i(Γ) is open, and thus of finite index in SL d (Ẑ). For simplicity we assume that i(Γ) = SL d (Ẑ), which implies that for q = i p n i i ,
For each prime p, we choose a positive integer m p , such that for any q ∈ Z, one can find d distinct elements λ 1 , · · · , λ d in Z/qZ and d i=1 λ i ≡ 1(q), and such that for any p|q, {λ i (mod p mp )} 1≤i≤d are distinct. We require our choice of m p to have a universal upper bound, denoted by B. Note that for p ≥ d + 1, one can take m p = 1.
We start with an element
The notation p n ||q means p n |q but p n+1 ∤ q. By our choice, A is an lower triangular matrix mod p 2mp−1 if p|q. Our goal is to show that Proposition 2.1. There exists N ∈ N, depending only on d, such that for any γ ∈ SL d (Z/qZ) with γ ≡ I(mod i p 2(mp−1) i ), we can find γ 1 , · · · , γ N ∈ SL d (Z/qZ), and an assignment of ǫ i = 1 or −1 to the powers of copies of A, such that
Proof. By the Strong Approximation Property for SL d , it is enough to work at each level p n ||q, so we just assume q = p n . We also assume m p = 1; otherwise, we have to work at levels of higher powers of p, but the proof only requires minor modification. If m p = 1, the statement of the proposition amounts to say that any γ ∈ SL d (Z/p n Z) can be written as a product of N conjugates of A ±1 .
Step 1: If n ≥ 2, we claim that we can conjugate A to a matrix B = 
We want to solve x 2 , · · · , x d for the system of equations
We can see that if n = 1, the system of equations (2) admits a solution x 2 = · · · = x d = 0(mod p). Moreover, the Jacobian
is invertible at x 2 = · · · x d = 0(mod p), since the above matrix is lower triangular mod p and {a ii } are distinct. As a result, the solution (0, · · · , 0) to the system can be lifted from level 1 to level n. In other words, we can find x 2 , · · · , x d ∈ Z/p n Z, such that x · A · x −1 has vanishing (1, j) entries (mod p n ) for 2 ≤ j ≤ d.
Iterating the above step for another (d − 1) times, we can create a lower triangular matrix B as desired.
Step 2: We show that we can write a general unipotent matrix
as a product of a conjugate of B, and a conjugate of B −1 .
First, for any
Indeed, at the first lower diagonal entries, equation (3) leads to, for 1 ≤ i ≤ n − 2 (λ 1 − λ 2 )y 21 + b 21 = c ′ 21 (mod p n ) . . .
(λ n−1 − λ n )y n,n−1 + b n,n−1 = c ′ n,n−1 (mod p n ), which is solvable for y 21 , · · · , y n,n−1 as {λ i }, 1 ≤ i ≤ d(mod p) are distinct. Then for the second lower diagonal, the equation (3) leads to (λ i − λ i+2 )y i+2,i + b i+2,i + {terms involving only y 21 , · · · , y n,n−1 } = c ′ i+2,i , which is also solvable for y 3,1 , · · · , y n,n−2 . In general, the equations for the j th lower diagonal is of the form (λ i −λ i+j )y i+j,i +b i+j,i +{terms involving only previous j−1 lower diagonals} = c ′ i+j,i , so (3) is indeed solvable.
It is straightforward that we can write
The claim is thus proved.
Step 3: Let { e i } be the standard basis on (Z/p n Z) d . Let E mn ∈ SL d (Z/p n Z) be the permutation matrix such that E mn e i = e i for i = m, n, E mn e m = e n , E mn e n = − e m . Let H λ mn be the scaling matrix such that H λ mn e i = e i for i = m, n, H mn e m = λ e m , H λ mn e n = λ −1 e n . Any E ij , H λ mn can be written as a product of four (conjugates of) matrices produced from Step 2. This simply follows from that any 2 by 2 matrix can be written as a product
Step 4: We finally are able to prove the proposition. For a given γ ∈ SL d (Z/p n Z), we work in reverse order. We multiply γ on the left and on the right by matrices produced from previous steps to reach the identity matrix.
We first multiply γ by some permutation matrix E 1 so that E 1 · γ has (1,1) entry ≡ 0(p); if γ has (1, 1) entry ≡ 0(p), we may take E 1 = I. We then multiply
Indeed, one can take (1, z 2 , · · · , z n ) to be orthogonal to 2 nd , · · · , n th rows of E 1 ·γ. Iterating this for another d − 1 steps, we can find E 1 , · · · , E d , C 1 , · · · , C d such that
where M is upper triangular. We then multiply by d − 1 scaling matrices H 1 , · · · , H d−1 produced from Step 3, so that H d · · · H 1 M is unipotent and uppertriangular, which is then a conjugate of a lower-triangular unipotent matrix C d+1 produced from Step 2. We multiply H d · · · H 1 M by the inverse of this conjugate to retrieve the identity, and this completes the prof of the Proposition.
Proof of Theorem 1.6
In this section we prove Theorem 1.6.
Proof of Theorem 1.6. Without loss of generality we can assume q 2B−1 0 |q, where q 0 is the square free part of q and B is some fixed integer. Otherwise, the conclusion of Theorem 1.6 for q follows from the conclusion for q 2B−1 and taking the projection map of the Cayley graphs Cay(Λ/Λ(q 2B−1 ), π q 2B−1 (S)) → Cay(Λ/Λ(q), π q (S)). Case 1:
The group operation for the affine linear group θ((T, v) ) := T be the projection homomorphism.
The following identity, although elementary, is crucial in our argument for this case:
This identity implies that if we get a translation (I, v 0 ), we can quickly get lots of translations by conjugation.
We will apply Proposition 2.1 to a matrix A satisfying not only the condition at (1), but also the extra condition that
where q 0 is the square free part of q. This requires that we take m p at least 2 for each p.
In the Cayley graph Cay(Λ/Λ(q), π q (S)), we choose two vertices (T 1 , v 1 ) and (T 2 , v 2 ). We first choose (T 1 , v 1 ) so that v 1 ≡ 0(q 0 ), and T 1 satisfies the congruence condition for the matrix A in Proposition 2.1, which is a congruence condition mod q 2B−1 0 . We choose (T 2 , v 2 ) such that v 2 ≡ (1, 0, · · · , 0) t (mod q 0 ), so that v 2 is primitive, meaning p ∤ v 2 for any p|q, and T 2 ≡ I(mod q 2 0 ). Moreover, we require our choices of (T 1 , v 1 ), (T 2 , v 2 ) close to the identity: d((I, 0), (T 1 , v 1 )) ≤ C 1 log q, d((I, 0), (T 2 , v 2 )) ≤ C 1 log q, for some C 1 > 0 depending only on S but independent of q. Such choices are possible; this follows from applying Corollary 1.5 with M = 2B − 1 to the Cayley graph Cay(Λ/Λ(q 2B−1 0 ), π q 2B−1 0 (S)), and lifting back to Cay(Λ/Λ(q), π q (S)). By Proposition 2.1, there exists S 1 , · · · , S N (d) ∈ SL d (Z/qZ), and
Applying Corollary 1.4 to Cay(θ(Λ)/θ(Λ)(q), π q (θ(S))) and lifting back to Cay(Λ/Λ(q), S), we can find w 1 , · · · , w N (d) ∈ (Z/qZ) d , such that
for some C 2 > 0 independent of q. Then we have
for some primitive vector v 0 , and d((I, 0), (I, v 0 ))) ≤ C 3 log q,
It is known that SL d (Z/qZ) acts transitively on primitive vectors in (Z/qZ) d , and any vector in (Z/qZ) d can be written as a sum of two primitive vectors. Using (5), one can show for any v ∈ (Z/qZ) d , d((I, 0), (I, v))) ≤ C 4 log q,
Case 2: Zcl(Λ) = SL d (Q) m . We only work with the case m = 2. The idea for the general case is the same. We want to show that a general element (X, Y ) ∈ SL 2 (Z/qZ) × SL 2 (Z/qZ) has small distance to (I, I). Applying Corollary 1.5, we can find an element (X 0 , Y 0 ) ∈ SL 2 (Z/qZ) × SL 2 (Z/qZ) such that (X 0 , Y 0 ) ≡ (X, Y )(mod q 2B−1 0 ) and d((I, I), (X 0 , Y 0 )) ≤ C 5 log q.
Then
(X −1 0 X, Y −1 0 Y ) ≡ (I, I)(mod q 2B−1 0 ).
We choose (X 1 , Y 1 ), (X 2 , Y 2 ), such that X 1 , Y 2 satisfy the same congruence conditions for the matrix A in Proposition 2.1, Y 1 , X 2 ≡ I(q 2B−1 0 ), and d((I, I), (X 1 , Y 1 )) ≤ C 6 log q, d((I, I), (X 2 , Y 2 )) ≤ C 6 log q.
As in the previous case, we choose (X i ,Ỹ i ) such that d((I, I), (X i ,Ỹ i )) ≤ C 7 log q for some C 6 independent of q, and   1≤i≤N (d) i
for some Y 3 satisfying the congruence condition for A at in Proposition 2.1. We have d((I, I), (I, Y 3 )) ≤ C 8 log q, where C 8 = N(d)(C 6 + 2C 7 ) + C 6 Applying Proposition 2.1 to Y 3 , we get that d((I, I), (I, Y −1 0 Y )) ≤ C 9 log q, where C 9 = N(d)(2C 7 + C 8 ).
Similarly, for any X ∈ SL d (Z/qZ), d((I, I), (X −1 0 X, I)) ≤ C 9 log q. Therefore, for any (X, Y ) ∈ SL d (Z/qZ) × SL d (Z/qZ). we have d((I, I), (X, Y )) ≤ (C 5 + 2C 9 ) log q.
