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In the 19th century, James Clerk Maxwell postulated electromagnetism as a field theory
and predicted that the oscillations of electric and magnetic fields propagate as waves.
He found that the speed of electromagnetic waves equals that of light and concluded
that light itself is an electromagnetic wave. The existence of electromagnetic waves
was experimentally confirmed by Heinrich Rudolf Hertz. Since these discoveries, people
have applied them in various ways, such as radio communication, radar technology, and
traditional optics. Now, electromagnetic waves are playing a critical role in modern
society, e.g. information technologies.
Even though electromagnetism’s theoretical foundation was formulated more than
100 years ago, many complicated electromagnetic wave scattering problems remain.
The degrees of freedom for scatter are infinite; we can freely choose their materials,
geometrical shapes, and locations. Such infinite situations can provide various unusual
electromagnetic phenomena, which are completely different from our intuitions.
One such unusual phenomena was reported in 1998 by Ebbesen [1], who found
that the optical transmission of subwavelength periodic hole arrays (Fig. 1.1) is much
higher than single-hole transmission. This phenomenon, which is called extraordinary
optical transmission (EOT), cannot be explained by Bethe theory [2] and is considered
a cooperative phenomenon.
EOT has the same origins as the diffraction anomaly in gratings [3]. In the early
19th century, Wood reported anomalous light scattering by gratings [4, 5]: the drop
from maximum illumination to minimum occurred within a range of wavelengths. This
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is called Wood’s anomaly and is explained as follows [6]: (i) the lattice interaction shows
divergent behavior when a diffracted beam grazes the gratings, and sharp minima of
the spectra are observed, and (ii) a lattice resonance can occur at a wavelength to the
red of this condition, causing broad maxima of the spectra near the sharp minima. In
this theory, we must determine the interaction among the wires, because the lattice
resonances and the grazing conditions are modified by the interaction.
At the early stage of EOT research, researchers attributed EOT to coupling through
surface plasmon polaritons. However, further studies have revealed that the diffracted
field is not only a surface plasmon [7–9]. These researches show that it is hard to
understand the physical origin of the phenomena even for such simple hole arrays.
Figure 1.1: Hole array - Holes are periodically perforated in a metal film.
Periodic structures that resemble hole arrays have also been investigated from an-
other perspective. The spontaneous emission in dielectric periodic structures and the
energy bands for photons were studied in the 1970s and 1980s [10–13]. Around the same
time, strong localization in a disordered dielectric periodic structure was reported by
John [14]. After these publications, John and Yablonovitch discussed their ideas and
decided to use the word photonic crystal to describe such structures. Since the birth
of photonic crystals, the number of research papers on them has grown exponentially.
2
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The eigenmodes of photonic crystals with permittivity ε(r) that varies in space is







Θˆ = ∇× 1
ε(r)
∇×, (1.2)
where magnetic field H(r, t) is represented by H˜(r)e−iωt+ c.c. with angular frequency
ω and c0 is the vacuum speed of light. Here, c.c. means the complex conjugate. These
equations are analogous to the time-independent Schro¨dinger equation:
HˆΨ(r) = EΨ(r), (1.3)
Hˆ = − ~
2
2m
∆ + V (r), (1.4)
with eigenenergy E , mass m, and potential V (r). Comparing Eqs. (1.1) and (1.2) with
Eqs. (1.3) and (1.4), we can see that permittivity ε(r) plays a role similar to potential
V (r) of the Schro¨dinger equation. Periodic dielectric structures can be regarded as
“crystals for photons.” The terminology of photonic crystal is based on this analogy.
The concepts of reciprocal space, Brillouin zones, dispersion relations, Bloch wave
functions, and band gaps can be applied to the optical waves in photonic crystals.
The first try for experimental demonstration of the photonic band gap was done
by Yablonovitch, but it was a pseudogap, which means the forbidden frequency range
shrank to zero for certain directions of radiation [16]. The true band gap was realized
by Yablonovitch in 1991 [17]. These studies were performed in the microwave regime,
in which the wavelength of the electromagnetic waves is ∼ 30 cm, because fabricating
photonic crystals is easy. In 1996, Krauss made two-dimensional photonic crystals for
the optical regime utilizing a semiconductor industry technique [18].
If we introduce a point defect to a photonic crystal, we can realize a photonic
crystal cavity in which light is strongly confined. The sophisticated designs of photonic
crystal cavities enable us to realize very high quality factors [19]. The possibility of
photonic crystals with ultra high theoretical Q factors that range from 107 to 108




In the vicinity of the edge of the Brillouin zone, the group velocity of the photon
is greatly reduced [22]. This phenomenon is applicable to store light and leads to
enhanced light-matter interaction to increase the sensitivity of sensors.
Such artificial electromagnetic structures as metallic hole arrays and photonic crys-
tals lead to a new concept: metamaterial. In March 2000, an invited session called
“Metamaterials” was held at the APS meeting where M. Walser gave a talk about
the concept of metamaterials [23]. The session included topics on photonic crystals
[24], sculptured thin films [25], nanocrystal superlattices [26], artificial dielectric and
magnetic molecules [27]. Attendees discussed heterogeneous materials to realize new
responses precluded by physics constraints from occurring in the constituent materials1.
Seven months after the meeting, Smith et al. published a paper on negative refractive
indexes and used the phrase “left-handed metamaterial” to describe artificial materials
with a negative refractive index [28]. In this paper, he used the word metamaterial
only in title and abstract.
Negative refractive index materials were first introduced by Veselago in 1964 [29].
He theoretically investigated the electromagnetic wave propagation in a medium with






E = 0, (1.5)
where we use Gauss’s law ∇ ·D = 0. If εµ > 0 is satisfied, Eq. (1.5) corresponds to
a wave equation and electromagnetic waves can propagate. For εµ > 0, there are two
cases where both can be either positive or negative2. Using Faraday’s law and Maxwell-
Ampe`re’s law for the plane wave withE = Eˇei(k·x−ωt)+c.c. andH = Hˇei(k·x−ωt)+c.c.,
we have
k × Eˇ = µωHˇ, (1.6)
k × Hˇ = −εωEˇ. (1.7)
1The title of Yablonovitch’s talk was “Photonic Bandgap Structures as Meta-Materials” [24]. There-
fore, photonic crystals were considered metamaterials.
2We assume both ε and µ are real. When we allow them to have imaginary values, a positive and
negative imaginary pair can lead to wave propagation. If the loss and gain are balanced, the energy of
the waves does not increase or decrease in the propagation.
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Figure 1.2: Right-handed and left-handed triplets - Eˇ, Hˇ, and k in (a) usual
materials and (b) left-handed materials.
We assume that Eˇ and Hˇ are real vectors, whose components are real values. That
is, a wave with a linear polarization is considered. In the usual materials with ε > 0 and
µ > 0, Eˇ, Hˇ, and k form right-handed triplets [Fig.1.2(a)]. In materials with ε < 0 and
µ < 0, Eˇ, Hˇ, and k form left-handed triplet vectors [Fig.1.2(b)], so a medium with
both negative ε and µ are called “left-handed” materials. Compared with standard
“right-handed” materials, the phase velocity in a left-handed material points in the
opposite direction to Poynting vector Eˇ × Hˇ∗. This leads to anomalous refraction
between right-handed and left-handed materials. Consider a negative refractive index
material placed in y ≤ 0 (Fig. 1.3). The plane wave with wave vector ki is irradiated
from y ≥ 0. We set the x axis parallel to the projected vector of ki onto y = 0. It
is refracted through y = 0, and the wave vector of the transmitted wave in y ≤ 0 is
represented by kt. From the boundary condition, the x component of ki equals that
of kt. Because the y component of Poynting vector E ×H is negative in y ≤ 0, the y
component of kt must be positive. Then the wave is refracted at the interface in the
reverse sense to normal expectations. Here, the angle of incidence is denoted by θi.
The angle of refraction θt represents the angle between the Poynting vector and −ey
in y ≤ 0, where ey is an unit vector along the y axis. Therefore, the Poynting vector is
denoted by S = |S|(sin θt,− cos θt), where θt > 0 represents normal refraction. Snell’s
law is usually given by
n1 sin θi = n2 sin θt, (1.8)
where n1 is the refractive index in y ≥ 0 and n2 is that in y ≤ 0. If we assume Eq. (1.8)
for the refraction between the right-handed and left-handed materials shown in Fig. 1.3,
5
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n1 is positive and n2 must be negative because of θt < 0. The refractive index of a
left-handed material can be described as negative.
Figure 1.3: Negative refraction - Anomalous refraction occurs between right-handed
and left-handed materials.
In addition to the negative refraction, the reversal of the Doppler shift, the Cherenkov
radiation, and even the radiation pressure were also predicted in the left-handed ma-
terials by Veselago. Although some materials show µ < 0, no material with negative
permeability and low losses that coexist with a negative ε was found before the 21st
century. To resolve this problem, Smith et al. devised a new strategy that utilized two
artificial structures for tuning ε and µ.
Relative permittivity (ω) of a metal is described by the Drude model:





Here, ωp is the plasma frequency, which is in the ultraviolet frequency range in most
metals. In 1996, Pendry et al. showed that metallic wire arrays are an effective media
that obeys the Drude model in the long-wavelength regime [30]. These effective media
can have extreme low plasma frequency, and ωp can be tuned by their geometrical
parameters, such as the distance among wires.
Usually, the magnetic responses of materials are much smaller than the electrical
ones. For increasing the magnetic response, Pendry et al. proposed a novel metallic
structure called a split-ring resonator (SRR) [31]. An example of a metal SRR is
shown in Fig.1.4(a). SRRs are usually aligned periodically [Fig.1.4(b)]. An SRR can
6
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be considered an LC circuit composed of an inductor (part of a wire coil) and a capacitor
that is formed by two wires. It exhibits LC resonance at the resonant frequency when
a time-varying magnetic field is normally applied to the plane where the ring is placed.
The current induced by the oscillating magnetic field produces a magnetic moment.
Figure 1.4: Split ring resonators - (a) Example of split ring resonator (SRR); (b)
Typically, SRRs are aligned periodically.
SRRs that are isotropically aligned in 3-dimensional space can be described as effective
media with magnetic permeability µ in the long-wavelength regime. At a frequency
just above the resonance, the induced magnetic moment has the opposite direction to
the incident magnetic field, and µ < 0 is realized.
In 2000, Smith et al. combined SRRs with wire arrays and simultaneously realized a
metamaterial with ε < 0 and µ < 0 [28, 32]. By using a similar metamaterial, Shelby et
al. demonstrated negative refraction in 2001 [33]. These metamaterials were designed
to perform in the microwave frequency where their fabrication is much easier than in
other frequency ranges. In 2008, Valentine et al. demonstrated negative refraction at
an interface using a wedge prism at telecommunication wavelengths [34].
Veselago pointed out an application of negative refraction to a lens in his paper
[29]. He considered the left-handed material slab with negative refractive index n = −1
[Fig. 1.5]. The slab is placed in d1 ≤ z ≤ d1 +d2. The light emitted at z = 0 is refracted
by the first interface on the slab with width d2 and collected at z = 2d1. Then, since
the second refraction focuses the light at z = 2d2, the left-handed slab can act as a flat
lens.
Pendry theoretically investigated Veselago’s lens with ε = −ε0 and µ = −µ0, where
ε0 and µ0 are vacuum permittivity and permeability, respectively. Conventional imag-
7
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Figure 1.5: Veselago’s lens - Left-handed metamaterial slab with n = −1 acts as lens.
ing systems with a lens cannot collect high-spatial-frequency components with in-plane
wave vector k⊥ > ω/c because a wave having k⊥ on xy plane decays exponentially
along the optical axis (z axis). Pendry showed that the left-handed slab with ε = −ε0
and µ = −µ0 can “amplify” the evanescent components to realize a perfect lens [35].
Therefore, such a lens is called a “superlens.” In the microwave regime, Lagarkov et
al. experimentally demonstrated the superlens [36], and Aydin et al. achieved higher
resolution [37].
In the optical regime, it is hard to fabricate a superlens with both ε = −ε0 and
µ = −µ0. To resolve this problem, Pendry also proposed a feasible superlens using
only a silver. If the metamaterial slab is very thin, the electric and magnetic fields
can be decoupled. Therefore, only ε = −ε0 is sufficient for the particular polarization
of the incident wave. Similar experiments of optical superlens with ultraviolet (UV)
illumination were performed by Melville et al. [38–40] and Fang et al. [41], and Lee et
al. improved Fang’s result [42]. In the mid-infrared regime, Hillenbrand’s group used
SiC as the material with ε < 0 and realized a superlens [43, 44].
Pendry also considered the extension of a superlens slab to a cylindrical one using
conformal maps [45], and Pendry and Ramakrishna revealed that a cylindrical superlens
can magnify the image [46]. To realize cylindrical superlens, in 2006 two groups theoret-
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ically proposed an anisotropic layered metamaterial with hyperbolic dispersion [47, 48].
Such a cylindrical medium is called a “hyperlens” because it utilizes a hyperbolic dis-
persion. In the hyperlens, large transverse wave vectors are gradually compressed as
they propagate outwards. Then, the evanescent components are converted into prop-
agating waves. In 2007, Liu et al. fabricated a hyperlens, which consisted of a curved
periodic stack of Ag (35 nm) and Al2O3 (35 nm) deposited on a half-cylindrical cavity
on a quartz substrate, and demonstrated a magnifying effect [49]. A different approach
for a magnifying superlens for two-dimensional surface plasmons was demonstrated
using a concentric polymer grating placed on a metal surface [50].
As described above, researchers have found that there is a remaining degree of
freedom to control the electromagnetic waves beyond customary optics. In 2006, two
groups independently proposed a novel strategy based on transformation to realize
cloaking devices. Leonhardt constructed a cloaking devise based on the invariance of
the two-dimensional Helmholtz equation under a conformal map [51]. He utilized the
Zhukovski transform, which maps from the Riemann surface with two Riemann leaves
into the complex plane, and calculated the refractive index distributions for cloaking
[52]. On the other hand, the construction by Pendry et al. is based on the invariant
property of the Maxwell equations. First, we addressed light propagation in a vacuum.







r (r ≥ R2)
, (1.10)
θ′ = θ, (1.11)
φ′ = φ, (1.12)
where R1 is the radius of the cloaked region and R2(> R1) is the device’s radius. This
transformation is shown in Fig. 1.6. Under the coordinate transformation, Maxwell
equations are invariant if we appropriately choose second rank tensors ε and µ. Then
the region described by r′ < R1 is cloaked. In recent years, Pendry has also applied
transformation to subwavelength plasmonic structures which can lead to energy har-
vesting [53].
Pendry’s construction of cloaking devices can be clearly understood by the differential-
form approach [54]. Equations dD = 0, dH = ∂D/∂t, dB = 0, and dE = −∂B/∂t
are invariant under diffeomorphism. However, the metric is transformed as g → g˜
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Figure 1.6: Pendry’s construction of cloaking device - Red region is transformed.
under it. If we interpret constitutive equations with (ε0, µ0, g˜) as those with (ε, µ, g),
then transformed light propagation can be realized for materials with spatially varying
anisotropic (ε, µ).
In the microwave regime, Schurig et al. fabricated a two-dimensional cylindrical
cloaking device [55]. Although its invisibility is imperfect because of its practical real-
ization, a cloaking effect was confirmed. For the optical regime, Cai et al. theoretically
suggested a non-magnetic optical cloak with reduced material parameters [56]. Li et al.
proposed another approach called an optical carpet cloak, whose device is designed to
conceal an object placed under a curved reflecting surface that imitates the reflection
of a flat surface. This device is constructed by a quasi-conformal map and is only com-
posed of isotropic dielectric materials. The carpet cloak was first demonstrated in the
microwave regime [57] and subsequently in the short-wavelength infrared range [58].
As well as three-dimensional metamaterials, two-dimensional metamaterials called
metasurfaces have been extensively studied [59]. Similar periodic two-dimensional
structures that act as filters in the microwave regime have also been developed to
reduce the radar cross section of the large antenna of aircraft and are called frequency
selective surfaces [60].
In 2011, Yu et al. experimentally studied the generalized Snell’s law for metasurfaces
[61]. Snell’s law is usually written as Eq. (1.8). Here, we consider a metasurface placed
on the interface between two media. The metasurface is assumed to be composed
of elements spatially variant along the x axis. For this metasurface, Snell’s law is
generalized as follows:
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where Φ is the abrupt phase shift by the metasurface [61]. Yu et al. designed V-shaped
nanoantennas as meta-atoms to tune the full 2pi phase span. Using the metasurface
composed of these meta-atoms, they demonstrated the generalized Snell’s law for elec-
tromagnetic waves with wavelength of 8µm. Ni et al. fabricated a smaller structure and
demonstrated the generalized Snell’s law for wavelengths ranging from 1.0 to 1.9µm
[62]. In spite of these successes, their metasurfaces have large reflection. To reduce it,
Pfeiffer et al. proposed a new 2-dimensional structure with both designed electric and
magnetic polarizabilities and demonstrated its effectiveness in the microwave regime
[63]. Monticone et al. also proposed a feasible optical metasurface which leads to
bending and focusing of light with unprecedented efficiency [64]. Their structures are
composed of three layers, where each layer is composed of dielectric and plasmonic
materials.
So far, we have described metamaterials for electromagnetic waves. However, note
that the concept of metamaterials is not restricted to electromagnetism. Metamaterials
enable us to tailor acoustic wave propagation, heat flow, mechanical elasticity, and even
quantum matter wave propagation (for a review, see Ref. 65). These developments
suggest a promising future for metamaterials.
1.2 Purpose and Outline of Thesis
As in other fields of physics, such as crystallography and atomic or molecular spec-
troscopy, symmetry plays a fundamental role in artificial structures. The symmetry of
the shape or the alignment of meta-atoms affects the electromagnetic response of meta-
materials. Then, it is very important to study them from the perspective of symmetry.
A group-theoretical method of treating symmetry in metamaterials has been developed
and applied for designing and optimizing metamaterials [66–69]. This method has also
been utilized for designing metasurfaces [70, 71].
In this thesis, we study the role of symmetry for the electromagnetic response
of artificial structures from two standpoints. The schematic figure of the contents
is shown in Fig. 1.7. In Chap. 2, we investigate lattice symmetry with respect to
the alignment of metallic structures (or meta-atoms). In Chap. 4, we theoretically
study another symmetry called self-complementarity. The self-complementarity is the
symmetry under the replacement of elements. The research of self-complementary
11
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Figure 1.7: Contents - We study artificial electromagnetic structures from two stand-
points: symmetry of lattice and self-complementarity.
structures from experimental standpoints will be reported by my coworker. In the
following, we briefly describe each chapter.
Chapter 2: Tight-binding models in circuit theory
In this chapter, we consider a tight-binding model, which is often used in quantum
mechanics. It treats the transfer of the probability amplitude of electrons from one
nucleus to another. Coupling by hopping leads to such hybridization effects as multiple
modes and continuum bands. By using tight-binding models, we can easily calculate the
energy eigenvalues and eigenmodes. Energy bands critically affect the propagation of
electrons. For designing electromagnetic propagation, constructing an analogy between
tight-binding models and electromagnetic systems is very useful when we utilize lattice
symmetry of metamaterials. This is because the band structures of electrons tightly
bounded in various lattices have already been previously calculated. The analogy en-
ables us to realize artificial electromagnetic structures with similar dispersion relations
to quantum tight-binding models. To formulate the analogy, we consider electrical
circuits, which include the essence of electromagnetic phenomena. First, we describe
12
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the general framework to calculate the eigenvalues and the eigemodes in electrical cir-
cuits. Next, we propose two electrical circuits that obey the equations that resemble
tight-binding models in quantum mechanics. We discuss artificial structures that can
be described by our proposed circuit models. The band structures of several circuits
are calculated with this analogy. In particular, we investigate flat-band formation for
some specific lattices. This chapter is based on Ref. 72.
Chapter 3: Observation of flat band in metallic kagome´ lattice
In this chapter, we experimentally demonstrate an electromagnetic flat band. In flat
bands, the group velocity is slowed down in all directions. It is important to study
the flat bands in electromagnetic systems in terms not only of fundamental physics but
also from an application standpoint, such as slow light; however, there has been no
experimental demonstration of electromagnetic flat bands. The dispersion relation of
metallic kagome´ lattices can become flat, as shown in the previous chapter. Then we
focus on a metallic kagome´ lattice and realize a flat band in the terahertz regime. This
chapter is based on Ref. 73.
Chapter 4: Frequency-independent response of self-complementary metasurfaces
We theoretically study electromagnetic plane-wave scattering by self-complementary
metasurfaces. Using Babinet’s principle and extending it to metasurfaces with resistive
elements, we show that frequency-independent transmission and reflection are realized
for the normal incidence of a circularly polarized plane wave onto a self-complementary
metasurface, even if there is diffraction. Next, we consider two special classes of self-
complementary metasurfaces and show that those with rotational symmetry can act as
coherent perfect absorbers and those with translational symmetry compatible with their
self-complementarity can split the incident power equally, even for oblique incidences.








Although various unusual effects have been achieved in the field of metamaterials de-
scribed in Chap. 1, their properties are mainly based on the averaged effects of resonant
meta-atoms. That is to say, coupling effects were ignored in early researches of meta-
materials. If there exist couplings among meta-atoms, hybridization effects such as
multiple modes and continuum bands must be considered. Recently, hybridization ef-
fects in metamaterials have generated great interest (for a review, see Ref. 75). In this
chapter, we theoretically seek the coupling effects caused by the lattice symmetry after
describing the formulation.
For the dielectric photonic crystals, hybridization modes have been analyzed by
using the analogy of tight-binding models in quantum mechanics [76–84]. A tight-
binding model treats the transfer of electromagnetic energy from one resonator to
another as electron hopping in atomic lattices. Recently, the tight-binding method has
been applied to metallic systems such as metallophotonic waveguide networks [85], and
metamaterials with nontrivial ε and µ [86, 87]. These treatments of hybridization modes
in dielectric photonic crystals and metallic systems are based on eigenvalue problems of
electromagnetic field quantities extending over the whole space, e.g. shown in Eq. (1.1).
When considering a metamaterial with metallic meta-atoms behaving as LC res-
onators, such as SRRs, it is much simpler to just consider the electric current or po-
tential in the metallic structures as a basic quantity. This consideration leads to the
15
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approach based on circuit theory. At first, circuit-theoretical approach seems to be less
general than Eq. (1.1), but it can be derived exactly from the Maxwell equations [88].
Even optical devices can be designed by using the concept of circuits [89].
The first circuit model of a SRR was simply composed of an inductor and a con-
ductor [90]. Shamonin et al. introduced the more accurate model of a SRR by using
distributed circuits [91, 92], and it is very intriguing that the complex model can be
finally reduced to a simple model. Even the simple model extracts qualitative charac-
teristics. For the circuit-theoretical approach, we need not to look inside the detail if
we are interested in the quantitative behavior. Then, we focus on the simple circuit
models which can be implemented as metamaterials, and look for phenomena caused by
the lattice symmetry. In particular, we treat circuit models composed of inductors and
capacitors. Such networks are called inductor–capacitor circuit networks. The merit of
using these models is that we can intuitively understand the resonance properties by
using the circuit concepts such as inductance and capacitance, which are derived from
the geometry of the metallic structure.
In the following sections of this chapter, we formulate a method to calculate the
resonance condition of arbitrary inductor–capacitor circuit networks for analyzing hy-
bridization modes in metamaterials and apply it to several circuit networks. Then,
we establish an analogy between quantum-mechanical systems and electrical circuits.
This analogy enables us to design dispersion relationships for metamaterials similar to
those for quantum systems. By using this analogy, we can predict new phenomena in
metamaterials.
2.2 Analysis method of resonances in inductor–capacitor
circuit networks
In this section, we formulate general methods to analyze resonances in an arbitrary
inductor–capacitor network, which can model metamaterials. For this purpose, we
treat them in the frequency domain and describe all the variables by phasors (complex
amplitudes). For example, sinusoidal voltage is represented as v(t) = V˜ e−iωt+c.c. with
a phasor V˜ . Although the time dependence of the variables is assumed to be exp(−iωt),
for impedance we also use the imaginary unit j = −i, following the convention in
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electrical circuits. Here, the resonance condition is that there exists a nontrivial (non-
zero) distribution of current or voltage that satisfies Kirchhoff’s current law (KCL),
Kirchhoff’s voltage law (KVL), and all the voltage–current characteristics of the circuit
elements.
In order to formulate this condition, we can make two choices of basic variables.
The first choice is to use mesh currents satisfying KCL for the basic variables. The
second is to use electrical potentials satisfying KVL for the basic variables. We discuss
both methods, adapting the bra-ket notation. With this notation, we can perform
calculations using the familiar methods of quantum mechanics.
2.2.1 Example
Before presenting the general method for analyzing inductor–capacitor circuit networks,
we consider a simple example depicted in Fig 2.1. This example includes the essence
of our method.
In Fig 2.1, complex currents J˜1 and J˜2 circulate along the two directed meshes α1
and α2. We can represent them by the vector J˜ = [J˜1 J˜2]
T. The voltage drops along
α1, α2 are denoted by V˜ = [V˜1 V˜2]
T. The voltage drop vector V˜ and the mesh current
vector J˜ are related as
V˜ = Z(ω)J˜ . (2.1)
The impedance matrix Z(ω) is given by
Z(ω) =
[
jωL+ 1/ jωCt −1/ jωC ′
−1/ jωC ′ jωL+ 1/ jωCt
]
, (2.2)
where C−1t = C−1 +C ′−1. Due to the KVL, V˜ must be zero. At resonant frequencies,
J˜ 6= 0 is required. Then, we can formulate the resonance condition as follows:
detZ = 0. (2.3)
From Eq. (2.3), we obtain two modes: the in-phase mode of ω = ω0 with the eigenvector
[1 1]T and the anti-phase mode of ω = ω0
√
1 + 2η with the eigenvector [1 − 1]T, where
ω0 = 1/
√
LC, η = C/C ′.
We can solve the same problem by using electrical node potentials instead of mesh
currents. The node G is considered as the ground with zero potential. We denote
complex electrical potentials at P, Q, and R as φ˜P, φ˜Q, and φ˜R, respectively. They are
17
2. TIGHT-BINDING MODELS IN CIRCUIT THEORY
represented by the vector φ˜ = [φ˜P φ˜Q φ˜R]
T. Divergence of currents at P, Q, and R
are represented by D˜ = [D˜P D˜Q D˜R]
T. The vector D˜ is linearly dependent on φ˜ as
D˜ = Y (ω)φ˜. The admittance matrix Y (ω) is given by
Y (ω) =
 jωC + 1/( jωL) − jωC 0− jωC 2 jωC + jωC ′ − jωC
0 − jωC jωC + 1/( jωL)
 . (2.4)
The KCL demands that D˜ is zero. From detY (ω) = 0, we have two modes with ω = ω0
and ω = ω0
√
1 + 2η. These are the same modes which we have obtained.
Figure 2.1: A simple example of inductor–capacitor circuit network - P, Q, R,
and G are nodes and α1 and α2 are meshes.
2.2.2 Mesh current method
In this subsection, we firstly use mesh currents for the basic variables. A mesh current
is a current along a mesh (or loop) in an inductor–capacitor circuit network and always
satisfies KCL. All current distributions can be represented by the (complex) mesh
currents. We denote all independent directed meshes in the circuit network as {αi|i =
1, 2, · · · } and the mesh current along αi as J˜i. Introducing the Hilbert space H with
the orthonormal basis {|αi〉|i = 1, 2, · · · }, we can express the current distribution as
|Ψ〉 = ∑i J˜i|αi〉, which corresponds to the set of basic variables satisfying KCL.
Secondly, we consider the (complex) voltage drop V˜i along αi. Given a current
distribution |Ψ〉, the voltage distribution |Λ〉 = ∑i V˜i|αi〉 is determined. This rela-
tion is expressed as |Λ〉 = Zˆ(ω)|Ψ〉, where ω is the angular frequency and Zˆ(ω) is a
linear operator. Because we consider only metamaterials with perfect conductors and
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ignore resistances, Zˆ(ω) is skew-Hermitian. The impedance operator Zˆ(ω) contains
information on the characteristics of the circuit elements and circuit topology.
Finally, requiring that KVL be satisfied, we obtain the following equation:
Zˆ(ω)|Ψ〉 = 0. (2.5)
If there exists a non-zero solution |Ψ〉 6= 0, it represents a resonance of the circuit. We
note that there are no external current and voltage sources. The condition of resonance
is that Zˆ(ω) is singular. For circuits with a finite number of elements, det[Zˆ(ω)] = 0
must be satisfied for the resonant frequencies. The current distributions of the resonant
modes are the eigenvectors of Zˆ(ω) with eigenvalue zero.
2.2.3 Node potential method
In this subsection, we use electrical potentials for the basic variables. KVL is always
satisfied because the voltage drop is determined by the difference of the electrical poten-
tial. We can add any constant to the potential because the voltage drops do not change.
In order to remove this constant ambiguity of potentials, we assume the potential of
a node in each connected component is zero. The node with zero potential is called
ground. Here, we denote the electrical potential as φ˜i at pii, where {pii|i = 1, 2, · · · } are
all the nodes except for the grounds. Like in the mesh current method, we introduce
a Hilbert space K with the orthonormal basis {|pii〉|i = 1, 2, · · · } and represent the po-
tential distribution as |Φ〉 = ∑i φ˜i|pii〉, which corresponds to the set of basic variables
satisfying KVL.
Now, we consider the current divergence D˜i at pii. We define the current divergence
distribution |Ω〉 = ∑i D˜i|pii〉, and |Ω〉 is determined by |Φ〉 as |Ω〉 = Yˆ (ω)|Φ〉, where
Yˆ (ω) is a skew-Hermitian operator due to resistances being ignored. The admittance
operator Yˆ (ω) contains information on the characteristics of the circuit elements and
the circuit topology.
Finally, KCL requires |Ω〉 = 0, and we formulate the circuit problem as follows:
Yˆ (ω)|Φ〉 = 0. (2.6)
For a finite number of circuit elements, det[Yˆ (ω)] = 0 must be satisfied at the resonant
frequencies. The potential distributions of the resonant modes are the eigenvectors of
Yˆ (ω) with eigenvalue zero.
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2.3 Analysis method of resonances in periodic inductor–
capacitor circuits
In this section, we consider a periodic inductor–capacitor circuit network with transla-
tional symmetry like in a crystal. The symmetry can be described by lattice vectors
{a1, a2, a3}. The reciprocal lattice vectors {b1, b2, b3} satisfy ai · bj = 2piδij . Here,
we consider 3-dimensional symmetry for concreteness, but the extensions to the 1-
and 2-dimensional cases are very easy. We first apply the mesh current method. We
choose one unit cell of the circuit as the origin and denote the unit circuit displaced
by xlmn = la1 + ma2 + na3 from the origin as the (l,m, n)-unit, for (l,m, n) ∈ Z3.
We express the independent meshes in (l,m, n)-units as αs(l,m,n) (s = 1, 2, · · · , Smesh),
where Smesh is the number of independent meshes in a unit circuit. We introduce the
translation operators Tˆ(p,q,r):
Tˆ(p,q,r)|αs(l,m,n)〉 = |αs(l+p,m+q,n+r)〉, (2.7)
for (p, q, r) ∈ Z3. The translational symmetry of the lattice gives [Zˆ(ω), Tˆ(p,q,r)] = 0.
Therefore, we can diagonalize Zˆ(ω) and Tˆ(p,q,r) simultaneously. We first diagonalize






exp(ik · xlmn)|αs(l,m,n)〉, (2.8)
where k is a wave vector and VG is the volume of the first Brillouin zone. The or-






δss′δ(k − k′ − lb1 −mb2 − nb3). (2.9)
Because the impedance operator and translation operators commute with each other,
Zˆ(ω) acts separately on each k subspace spanned by {|ψsk〉}. Thus, it is sufficient to
solve Eq. (2.5) in each k subspace. Now, Eq. (2.5) is reduced to
Zˆk(ω)|Ψk〉 = 0, (2.10)
where Zˆk(ω) is the restricted operator of Zˆ(ω) in the k subspace, and |Ψk〉 is the state










2.4 Quantum tight-binding model analogy for electrical circuits
where 1st.B.Z. indicates the first Brillouin zone. Solving det[Zˆk(ω)] = 0, we can
obtain the dispersion relation of the circuit network. The eigenvectors of Zˆk(ω) with
zero eigenvalue represent the current distributions of the resonant modes.
Next we move to the node potential method. In this case, we exchange the roles of
the mesh currents and node potentials, and the same discussion can be applied. Then,
Eq. (2.6) reduces to
Yˆk(ω)|Φk〉 = 0, (2.12)
where Yˆk(ω) is the restricted operator of Yˆ (ω) in the k subspace, and |Φk〉 is the state






exp(ik · xlmn)|pis(l,m,n)〉, (2.13)
with s ∈ {1, 2, · · · , Snode}, where Snode is the number of nodes except for grounds in
a unit. Solving the equation det[Yˆk(ω)] = 0, we obtain the dispersion relation. The
eigenvectors of Yˆk(ω) with zero eigenvalue represent the potential distributions of the
resonant modes.
2.4 Quantum tight-binding model analogy for electrical
circuits
In this section, we present two examples of inductor–capacitor networks. These mod-
els are extensions of realistic systems experimentally investigated [93, 94]. For these
models, we formulate the resonance condition and show the analogy between electrical
circuits and quantum tight-binding models in solid-state physics.
2.4.1 Resonant circuits with mutual inductances
We consider resonant circuits, each composed of an inductance Li and a capacitance
C forming a mesh αi, as shown in Fig. 2.2(a). For simplicity, we assume that all
capacitors have the same capacitance C. The currents along αi and αj interact by a
mutual inductance Mij = Mji. Owing to the coupling, electromagnetic excitations can
propagate. This corresponds to magnetoinductive (MI) waves in metamaterials [95, 96]
which have been experimentally confirmed [93].
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Mij |αi〉〈αj |. (2.14)











κij |αi〉〈αj |, (2.16)
with ω0 = 1/
√
LC, ξi = Li/L, and κij = −Mij/L, where L is an inductance for
nondimensionalization. Equation (2.15) corresponds to the eigenvalue problem Hˆ|Ψ〉 =
~ω|Ψ〉 in quantum mechanics. Thus, Kˆ can be interpreted as a Hamiltonian; Kˆ(p) =∑




κij |αi〉〈αj | corre-
sponds to the hopping terms. Thus, Kˆ corresponds to the Hamiltonian of the quantum
tight-binding model. The difference between Eq. (2.15) and the quantum tight-binding
model is how the eigenvalues of Hˆ and Kˆ depend on ω (or E).
(a) (b)
Figure 2.2: (a) Resonant circuits with mutual inductances. (b) Resonant cir-
cuits with coupling inductances - These circuits are analogous to the tight-binding
models in quantum mechanics.
2.4.2 Resonant circuits with coupling inductances
We now consider resonant circuits, composed of an inductance Li and a capacitance C
connected in parallel to pii, as shown in Fig. 2.2(b). All capacitors are assumed to have
the same capacitance C. Each pair of resonant circuits is connected with a coupling
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inductance Lij = Lji between the nodes pii and pij . Such a circuit network has been
studied to simulate the Scro¨dinger equation in classical systems [94, 97].














(|pii〉〈pii| − |pii〉〈pij |) .
Introducing an inductance L for nondimensionalization, the equation jωLZˆ(ω)|Φ〉 = 0













κij |pii〉〈pij |, (2.18)
where ω0 = 1/
√
LC, κij = L/Lij , and ξi = L/Li+
∑
j 6=i κij . Thus, Kˆ can be interpreted
as a Hamiltonian with Kˆ(p) =
∑




κij |pii〉〈pij | representing
potential and hoppings. Then, Kˆ corresponds to the Hamiltonian of the quantum tight-
binding model. Unlike in Eq. (2.15), eigenvalues of Kˆ are dependent on ω quadratically.
Then, we must discuss both cases in parallel. The quadratic frequency dependence is
also different from that of the quantum tight-binding model.
2.5 1D propagation
In this section, we consider two examples of 1D periodic inductor–capacitor networks.
By deriving the dispersion relation, we can obtain information on the propagation, such
as the phase velocity and group velocity.
2.5.1 Resonant circuits with mutual inductances
In this subsection, we consider a 1D chain of circuits with mutual inductances shown
in Fig. 2.3(a). The resonant elements are spaced by ∆x. For simplicity, we assume
Li = L, and Mij = M = −κL only for the nearest neighbors. The impedance operator
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where 1ˆ is the identity operator. We rewrite the 1D version of Eq. (2.10) as follows:









1− 2κ cos k∆x. (2.20)
This dispersion relation is shown in Fig. 2.4(a) for κ = −0.1.
If |k|∆x  1 (long-wavelength approximation) and κ < 1/2 are satisfied, Equa-











Equation (2.21) is quadratic in k. The wave behaves like a massive particle. In partic-
ular, the group velocity vg = dω/dk is zero at the Γ point (Γ means k = 0).
(a)
(b)
Figure 2.3: 1D resonant circuits - (a) Each resonant circuit has an inductance L,
capacitance C, and mutual inductance M arranged at regular intervals of ∆x. (b) Each
resonant circuit has an inductance L′, capacitance C, and coupling inductance L arranged
at regular intervals of ∆x
2.5.2 Resonant circuits with coupling inductances
In this subsection, we consider a 1D chain of circuits with coupling inductances, shown
in Fig. 2.3 (b). For simplicity, we assume Li = L
















Figure 2.4: 1D dispersion relations - (a) 1D dispersion relation of resonant circuits
with mutual inductances in the first Brillouin zone. The coupling constant is given by
κ = −0.1. (b) 1D dispersion relation of resonant circuits with coupling inductances in the
first Brillouin zone. The cases with µ = 1 (massive) and µ = 0 (massless) are shown.
neighbors. Here, a dimensionless parameter µ2 is introduced to describe the ratio of L′
and L.













2|pii〉〈pii| − |pii〉〈pii−1| − |pii〉〈pii+1|
)
.
We rewrite the 1D version of Eq. (2.12) as follows:(



















This dispersion is shown in Fig. 2.4(b) for µ = 0 and 1.






µ2 + (k∆x)2. (2.24)
This is similar to the dispersion relation of the Klein–Gordon wave equation describing
a relativistic spinless free particle with energy E =
√
m2c4 + p2c2, where m and p
are the particle’s mass and momentum. Then, we can interpret µ~ω0/c2 as the mass.
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i.e., the dispersion relation for the Schro¨dinger wave equation except for the constant
term µ. This feature of dispersion is observed in Fig. 2.4(b) with µ = 1 near the Γ
point.
Another interesting case is µ→ 0 with keeping the inductance L constant. In this
case, L′ becomes open (L′ →∞) and the circuit behaves as a transmission line (an LC










This is a linear dispersion and we obtain massless (plasmonic) propagation. Our pic-
ture is valid for this system, which does not have tightly bound eigenmodes. For this
dispersion, the group velocity vg is not zero near the Γ point. This characteristic of
dispersion is observed in Fig. 2.4(b) with µ = 0 near the Γ point. This is critically
different from the case µ > 0. By using a massless propagation mode, efficient energy
transfer can be realized [98, 99].
2.6 Design of a heavy photon
In a solid state lattice with specific symmetries, a flat electron dispersion relation
independent of the wave vector is formed and is called a flat band. In the flat band, the
group velocity of an electron is slowed down for all wave vectors, and the mass becomes
very heavy. Therefore, the electron correlation energy exceeds the kinetic energies and
ferromagnetism can occur in the system. It is known that Lieb-type [100], Tasaki-
type [101], and Mielke-type [102] symmetries cause flat bands and ferromagnetism for
electron systems.
The presence of flat bands has already been predicted for some electromagnetic sys-
tems, such as two-dimensional photonic crystals [103, 104] and metallophotonic waveg-
uide networks [85, 105].
In this section, we consider the analogy for the heavy electron in an electromagnetic
system, namely, a heavy photon (strictly speaking, a heavy plasmon polariton) in meta-
materials. For this purpose, we use the 2D inductor–capacitor circuit networks treated
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in Sec. 2.4. The models can be expressed by the Hamiltonian Kˆ of Eq. (2.16) and
Eq. (2.18). We introduce three types of inductor–capacitor circuit networks with Lieb-,
Tasaki-, and Mielke-type symmetries, where the formation of flat bands is expected.
2.6.1 Lieb type
We consider a periodic graph with two groups of nodes, A and B. The nodes in A
are only connected to ones in B, and vice versa. Such a graph is called bipartite. We
denote the number of A or B nodes in a unit cell as |A| or |B|, and assume |A| > |B|
and introduce constant potentials ξi = ξ. By using the plane-wave basis Eq. (2.8) or
Eq. (2.13), the hopping Hamiltonian Kˆ
(h)












=” indicates matrix representation. Here, rankKAB < |B| is satisfied and then
rank Kˆ
(h)
k < 2|B|. Therefore, dim ker Kˆ(h)k > |A| − |B| and there exist at least |A| − |B|
zero eigenvalues of Kˆ
(h)
k . Then, the flat band is formed [100]. Next, we consider
the eigenvectors of the flat band. Because rankKBA < |B| leads to dim kerKBA >
|A| − |B|, there exist at least |A| − |B| eigenvectors with a zero eigenvalue of Kˆ(h)k .
These eigenvectors have zero amplitudes in B. Thus, we can say that the flat band is
composed of eigenvectors having non-zero amplitudes only in A.
For a concrete example, we consider a 2D periodic bipartite graph G1 shown in









 0 0 1 + eik·a10 0 1 + eik·a2
1 + e−ik·a1 1 + e−ik·a2 0
 . (2.29)
Solving the characteristic equation det(Kˆ
(h)






















Figure 2.5: (a) Example of Lieb-type lattice G1 (b) Localized eigenmode -
Lattice vectors are denoted as a1 and a2 and the resonator numbers in a unit cell are
indicated beside the corresponding circle for (a). The amplitudes of the mode are expressed
in the circles for (b).
Here, χk is identical to the eigenenergy of the quantum tight-binding model. χk = 0
corresponds to a flat band, which is composed of the localized eigenmodes shown in
Fig. 2.5(b). For this eigenmode, we can observe the destructive interference in hopping.
This mode, having zero amplitude in B, is constructed by excess degrees of freedom in
A.
We can then determine the band structure of the two types of circuit networks. For







By using Eq. (2.30) and Eq. (2.31), the band structures of resonant circuits with mutual
inductances are calculated and shown in Fig. 2.6(a) for κ = −0.2 and ξ = 1. We find










This dispersion relation has the same shape as that of the quantum tight-binding model.






ξ + χk. (2.33)
By using Eq. (2.30) and Eq. (2.33), the band structures of resonant circuits with cou-
pling inductances are calculated and shown in Fig. 2.6(b) for κ = 1 and ξ = 5. We can
28
2.6 Design of a heavy photon














Figure 2.6: Dispersion relations of Lieb lattices - (a) Dispersion relation of resonant
circuits with mutual inductances connected to form G1 for κ = −0.2 and ξ = 1 in the
first Brillouin zone. (b) Dispersion relation of resonant circuits with coupling inductances
connected to form G1 for κ = 1 and ξ = 5 in the first Brillouin zone.
2.6.2 Tasaki type
A construction of flat bands by Tasaki [101] starts with a three-site system with the
basis {|u〉, |v〉, |w〉} and the Hamiltonian
Kˆ = −κ(|u〉+ λ|v〉+ |w〉)(〈u|+ λ〈v|+ 〈w|), (2.35)
where λ ∈ R, λ 6= 0. The Hamiltonian Kˆ has a zero eigenvalue with eigenvectors
[0,−1/λ, 1]T, [1,−1/λ, 0]T [Fig. 2.7(a)]. For the construction of a flat band, we first
prepare two [0,−1/λ, 1]T and bond them at the site with amplitude 1 to make an
array of five sites [Fig. 2.7(b)]. Secondly, we prepare two five-site arrays, rotate one by
90◦ and connect them at the center site [Fig. 2.7(c)]. Finally, we align it periodically
[Fig. 2.7(d)]. This procedure ensures that Kˆ has localized eigenmodes and we can
obtain a flat band.
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Figure 2.7: Construction of the Tasaki-type flat band - Hopping probability
amplitudes are shown near the edges and the amplitudes of modes are expressed in circles.
Lattice vectors are denoted as a1 and a2 and the resonator numbers in a unit cell are
indicated beside the corresponding circle
For a concrete example, we calculate the band structure for the graph G2 shown
in Fig. 2.7(d). The diagonal terms of Kˆ are −4κ, −λ2κ, and −λ2κ with respect to
resonators 1, 2, and 3 [these are depicted in Fig. 2.7(d)]. They should be positive in
circuit networks. Therefore, we add a constant potential ξ and obtain Kˆk as
Kˆk
.
= −κA+ ξI, (2.36)
A =
 2(2 + cosk · a1 + cosk · a2) λ(1 + e−ik·a1) λ(1 + eik·a2)λ(1 + eik·a1) λ2 0
λ(1 + e−ik·a2) 0 λ2
, (2.37)
where I is the identity matrix. By calculating the eigenvalues χk of −κA, we obtain
χk = 0, −κλ2, −κ
(








The flat band with χk = 0 is created by the Tasaki-type localized eigenmodes, and the
band with χk = −κλ2 is formed by the Lieb-type localized eigenmodes [Fig. 2.5(b)]
because G2 includes G1.
Using Eq. (2.31) and Eq. (2.38), the band structure of resonant circuits with mutual
inductances is shown in Fig. 2.8(a) for λ = 2, κ = −0.2, and ξ = 1. The bands with the
second and third highest frequencies are flat. The second is the Lieb-type flat band,
and the third is the Tasaki-type flat band.
Using Eq. (2.33) and Eq. (2.38), the band structure of resonant circuits with cou-
pling inductances is calculated and shown in Fig. 2.8(b) for λ = 2, κ = 1, and ξ = 15.
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The bands with the second and third highest frequencies are flat. If ξ is very large,
these dispersions have the same shape as that of the quantum tight-binding model.
(a) (b)
Figure 2.8: Dispersion relations of Tasaki lattices - (a) Dispersion relation of res-
onant circuits with mutual inductances connected to form G2 for λ = 2, κ = −0.2, and
ξ = 1 in the first Brillouin zone. (b) Dispersion relation of resonant circuits with coupling
inductances connected to form G2 for λ = 2, κ = 1, and ξ = 15 in the first Brillouin zone.
2.6.3 Mielke type
The Mielke-type construction uses the notion of graph theory [102]. We first introduce
a simple graph G = (V,E), where V and E are the sets of vertices and edges that
connect the vertices. The modifier “simple” means that there are no multiple edges
between any vertex pair and no edge that connects a vertex (loop). We can express
how to connect edges between vertices by using the adjacency matrix A = [Aij ], where
Aij (0 or 1) is the number of edges between vertices vi and vj . We can also use the
incidence matrix X, where Xil is 1 if the edge el is connected to the node vi, and
otherwise is zero. The line graph L(G) = (VL, EL) of G is constructed as follows. Each
edge in G is considered to be the vertex of L(G). Two vertices of L(G) are connected
if the corresponding edges in G have a vertex in common. The adjacency matrix AL of
L(G) is represented as
AL = X
TX − 2I (2.39)
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Figure 2.9: Kagome´ lattice - (a) Mielke-type kagome´ lattice L(G3). Lattice vectors are
denoted as a1 and a2, and the resonator numbers in a unit cell are indicated beside the
corresponding circle. (b) Localized eigenmode. The amplitudes of the modes are expressed
by the color of the circles. The dotted line presents G3.
by using X and the identity matrix I. This follows from
∑
j XjkXjl = 2 for k = l, and∑
j XjkXjl = (AL)kl for k 6= l.
(a) (b)
Figure 2.10: Dispersion of kagome´ lattices - (a) Dispersion relation of resonant
circuits with mutual inductances connected to form L(G3) for κ = −0.3 and ξ = 1 in the
first Brillouin zone. (b) Dispersion relation of resonant circuits with coupling inductances
connected to form L(G3) in the first Brillouin zone. The left graph is for κ = 1 and ξ = 4.75
(massive). The right graph is for κ = 1 and ξ = 4 (massless).
Next, we consider the hopping Hamiltonian Kˆ(h)
.
= −κAL and its eigenvalue prob-
lem. To solve this problem, we introduce a closed walk. In a graph G = (V,E), a
walk is a sequence (v1, e1, v2, e2, · · · , en−1, vn) where vi ∈ V , ei = {vi, vi+1} ∈ E for
1 ≤ i ≤ n − 1 and n is the length of the walk. A walk satisfying v1 = vn is called a
closed walk. Given a closed walk c = (v1, e1, v2, e2, · · · , en−1, v1) in G, we can construct
a vector v(c) =
∑
(−1)iei. From Eq. (2.39), v(c) is the eigenvector of Kˆ(h) with the
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eigenvalue 2κ for even n. Therefore, if the periodic graph G has at least one closed
walk with even length, we can obtain the flat band.
As a concrete example, we calculate the band structure for a kagome´ lattice, which is









 0 1 + e−ik·a1 1 + e−ik·a21 + eik·a1 0 1 + eik·(a1−a2)
1 + eik·a2 1 + e−ik·(a1−a2) 0
 . (2.40)
The eigenvalues χk of Kˆ
(h)
k are








F (k) = cosk · a1 + cosk · a2 + cosk · (a1 − a2). (2.42)
The eigenvalue 2κ of χk corresponds to a flat band. The flat band is composed of the
localized modes shown in Fig. 2.9(b), where the corresponding closed walk of G3 is
depicted by the dotted line.
Then, we can determine the band structure of the two types of circuit networks with
the symmetry of the kagome´ lattice. For resonant circuits with mutual inductances,
the band structure is shown in Fig. 2.10(a) by using Eq. (2.31) and Eq. (2.41) for
κ = −0.3 and ξ = 1. The band with the third highest frequency is flat. For resonant
circuits with coupling inductances, we also use Eq. (2.33) and Eq. (2.41), and the band
structure can be calculated. The left graph of Fig. 2.10(b) is for κ = 1 and ξ = 4.75,
while the right graph is for κ = 1 and ξ = 4. We can observe the massless (plasmonic)
dispersion for κ = 1 and ξ = 4. This corresponds to the massless limit (Li →∞). For
both the massive and massless cases, we can realize flat bands. If ξ is very large, these
dispersions have the same shape as that of the quantum tight-binding models.
As a result, we realized Lieb-, Tasaki-, and Mielke-type flat bands in inductor–
capacitor circuit networks. This indicates that these three types of flat bands can be
realized in metamaterials.
2.7 Summary
In this chapter, we investigated circuit-theoretical analysis method for hybridization
modes in metamaterials. For this purpose, we employed circuit models of metama-
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terials. We formulated two general methods to calculate the hybridization modes in
arbitrary inductor–capacitor circuit networks: the mesh current method and node po-
tential method. In the first method, mesh currents are taken as the basic variables,
and we calculate the voltage drops along all meshes and apply the KVL. In the second
method, the node potentials are used as the basic variables, and we calculate the di-
vergences of currents at all nodes except for grounds and apply the KCL. We utilized
the bra-ket notation and formulated them as eigenvalue problems. Therefore, we can
perform calculations using the familiar methods of quantum mechanics. A periodic
inductor–capacitor circuit network was also considered. We used plane waves as basis
functions and formulated a method to calculate the dispersion relation.
Next, we analyzed two types of circuit networks: resonant circuits with mutual
inductances and resonant circuits with coupling inductances. Applying our theory
to these circuits, we determined the quantum-mechanical analogy for these circuits.
This analogy will enable us to realize metamaterials with similar dispersion relations
in quantum tight-binding models. To study the basics of these circuit networks, 1D
propagation was analyzed. We then revealed that massive and massless propagation
can be seen in these circuit networks.
Finally, by using the quantum-mechanical analogy for inductor–capacitor circuit
networks, we predicted heavy photons in metamaterials. We analyzed three types of
lattice symmetry: the Lieb-, Tasaki-, and Mielke-type lattices. Then, we showed that
flat bands can be formed in metamaterials with all these symmetries. The flatness of
the bands can be applied to frequency filters independent of incident angle. Slowing
down the group velocity of a photon can also lead to increased interactions with matter.
These results show the predictive power of our theoretical frameworks. Moreover,




Observation of flat band
3.1 Background
In Chap. 2, we theoretically revealed that flat bands are formed in circuits with Lieb,
Tasaki, and Mielke-type lattices. In this chapter, we experimentally demonstrate the
flat band formation for a metallic kagome´ lattice. Kagome´ lattices have attracted con-
siderable interest from the aspect of geometric frustration in condensed-matter physics
[106].
At first, we seek a simple system to implement the kagome´ lattice. In 2006, Liu
et al. theoretically analyzed the array of single split ring resonators (SSRRs) in the
optical regime. A SSRR is depicted in Fig. 3.1(a). This resonator acts as a simple LC
resonator modeled in the bottom of Fig. 3.1(a). When SSRRs are connected as shown
in Fig. 3.1(b), we obtain the array which can be modeled as a LC ladder. The LC
ladder leads to efficient energy transport as we have shown in Sec. 2.5.2. Zˆ(ω) of the























where αi is each loop, L is the inductance of a loop, and C is the capacitance between
two adjacent loops. Mutual inductance between adjacent loops are denoted by M ,
where we consider only the nearest mutual couplings. Note that we assume the current
distribution in a ring is represented by a loop current and variation of the current
distribution in a ring is ignored in this model.
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Now, we introduce adjacency matrix Aij , where Aij is 1 for j = i+ 1 or j = i− 1,



















For M = 0, we obtain the same dispersion as shown in Fig. 2.4(b) with µ = 0.
For the experimental confirmation of the band, Liu et al. proposed slit-hole res-
onators (SHRs) composed of slits and holes engraved on a thin metallic plate [99].
They fabricated the SHRs with equal-length slits and different-sized holes shown in
Fig. 3.2(a).
These SHRs have the band upper the light line (ω = c0k) like optical phonons,
while the dispersion curve of SSRRs is under the light line. Here, c0 is the speed of
light. Then, plane waves can couple the eigenmodes of SHRs. They experimentally
demonstrated that the excitation of eigenmodes leads to extraordinary transmission.
Zhu et al. also demonstrated EOT for SHRs with different-length slits and equal-sized
holes shown in Fig. 3.2(b) [107].
3.2 Kagome´-type bar-disk resonators
We consider SHRs with the kagome´ symmetry shown in Fig. 3.3. This structure is
called “kagome´-type slit-hole resonators” (KSHRs). KSHRs can be described by Z(ω)
of Eq. (3.2) with the adjacency matrix Aij of the kagome´ lattice. Then, the flat band
is formed as described in Chap. 2 if we ignore mutual inductances. However, this
structure is not free-standing, so it is impossible to fabricate without a substrate. In
order to resolve this problem, we exchange hole with metals, and obtain kagome´-type
bar-disk resonators (KBDRs). The KBDRs and KSHRs are complementary structures
related through the Babinet’s principle, and respond similarly (See Chap. 4 for details
of the Babinet’s principle).
For Eq. (3.2), we replace each parameters as Table 3.1 to modelize KBDRs. Now,
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Figure 3.1: Single split-ring resonators (SSRRs) - (a) Unit SSRR. (b) Array of
SSRRs. Circuit models are also shown in the bottom.
Figure 3.2: Slit-hole resonators - (a) Equal-length slits and different-sized holes. (b)
Different-length slits and equal-sized holes.
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Slit-hole resonator Bar-disk resonator
magnetic flux electric charge
loop αi node Pi
loop current J˜i node potential φ˜i
impedance Zˆ(ω) admittance Yˆ ′(ω)
inductance L capacitance C ′
mutual inductance M mutual capacitance C ′M
transmission coefficient reflection coefficient
































Aij |Pi〉〈Pj |, (3.3)
with the identity operator 1ˆ.
Then, eigenmode |Φ〉 satisfies
Aˆ|Φ〉 = 4− (ω/ω0)
2






j Aij |Pi〉〈Pj |, ω0 = 1/
√
L′C ′, and κ = C ′M/C.
We set y axis parallel to a bar of KBDRs as shown in Fig. 3.5(a). Owing to the
lattice symmetry, we can reduce Eq. (3.4) to an eigenvalue problem for a 3× 3 matrix








3 + 2(3 + F )κ± (1 + 4κ)√3 + 2F
1 + 2κ− 2(1 + F )κ2 , (3.5)
where F (k‖) = cosk‖ · a1 + cosk‖ · a2 + cosk‖ · (a1 − a2) with wavevector k‖ in the
xy plane and unit-lattice vectors {a1, a2} are shown in Fig. 3.5(a). The highest band
ω/ω0 =
√
6/(1− 2κ) is flat or independent of k‖ for C ′M 6= 0.
In particular, we focus on the case of k‖ = k‖ex. We define ϕ = k‖ · a1 = k‖ · a2.
In this case, the eigenvector corresponding the flat band is
[0 − 1 1]T. (3.6)
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This mode can be constructed by the localized modes shown in Fig. 2.9(b). The eigen-
vector of second highest band is given by−1 +
√




and that of lowest band is −1−
√




For ϕ ∼ 0, Eq. (3.7) and (3.8) are reduced to [−2 1 1]T and [1 1 1]T, respectively. These
modes are shown in Fig. 3.4.




We fabricate KBDRs on a stainless-steel plate by etching. The dimensions depicted in
Fig. 3.5(a) are as follows: period between bars l = 800µm, bar width d = 10µm, disk
radius r = 145µm, and metal thickness h = 30µm. The size of the area patterned
KBDRs is 1.1 cm × 1.1 cm. A photomicrograph of a fabricated sample is shown in
Fig. 3.5(b)
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Figure 3.4: Eigenmodes near the Γ point - (a) The eigenmode of the highest band.
(b) The eigenmode of the middle band. (c) The eigenmode of the lowest band.




Figure 3.6: Experimental setup for terahertz time-domain spectroscopy - Pho-
toconductive antennas are pumped by the fs laser, and signal is detected by the lock-in
amplifier.
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3.3.2 Terahertz time-domain spectroscopy
To investigate the dispersion relation experimentally, we use terahertz time-domain
spectroscopy (THz-TDS), which is shown in Fig. 3.6. A terahertz emitter and detector
(EKSPLA Ltd.) with dipole antennas attached to Si lenses are used. These antennas
are integrated on low-temperature-grown GaAs (LTGaAs) photoconductors, and driven
by a femtosecond fiber laser (F-100, IMRA America, Inc.) with a wavelength of
810 nm, a repetition rate 80.5 MHz, and pulse duration of 120 fs.
The emitter has two parallel metallic lines on the substrate. We apply the DC
voltage VDC = 45.8 V between these lines. Without pumping, two metallic lines are
charged up. If this optical pulse has energy ~ω which is higher than the bandgap of
LTGaAs, electron-hole pairs will be created by the optical pump. When the focused
femtosecond pulse laser is irradiated to the gap between the metallic lines, current





where r is the distance between the position of photocurrent and an observation point
[108]. Because rapid change of IPC is needed to create a terahertz pulse, LTGaAs is
often used as the substrate. LTGaAs has the ultrashort carrier lifetime resulting from
a high concentration of defects, at which carriers are trapped and recombined. The
generated terahertz beam is collimated with the Si lens near the emitter.
Similar structure is used for the detector. The terahertz beam is focused on the





σeffs (t− t′)ETHz(t′)dt′, (3.10)
where σeffs (t) is the effective transient surface conductivity depending on the pumping
femtosecond pulse, antenna shape, lens shape, and etc. For example, σeffs (t) includes
the diffraction effect which causes the low efficiency of focusing at the low frequency.
Then, we can see that photocurrent signal is not an exact replica of ETHz(t), but it is
smoothed by σeffs (t). In the frequency domain, we have
I˜(ω) = σ˜effs (ω)ETHz(ω). (3.11)
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The photocurrent of the detector is detected by lock-in technique. The internal oscilla-
tor of a lock-in amplifier (SR530, Stanford Research Systems) is used to modulate,
and its frequency is set to 80 kHz. The applied DC voltage of the emitter is modulated
by a switch synchronized with the oscillator. The photocurrent of the detector is pream-
plified by a current amplifier (Femto LCA-100K-50M), and detected by SR530. The
time constant of the lock-in amplifier is set to 1 ms. In order to measure the waveform
in the time domain, the displacement of the mirror is introduced to the laser path of
the detector by an optical delay line (ScanDelay 150, APE). To reduce the absorption
by water, the terahertz detector and the emitter are put in a box purged with dry air.
Wire grid polarizers are used to select the polarization of the terahertz beams. We set
the axes of two antennas are set as the same, and adjust the transparent axes of two
polarizers as being parallel to the photocurrent.
An example of the measured signal without any samples is shown in Fig. 3.7. The
pulse width of the terahertz beam is about 5 ps in time domain, and the band width is
about 1.5 THz. Small variation of the curve in the frequency domain could be due to
the astigmatism of collimating lenses [109].
Figure 3.7: Reference signal corresponding to the electric field - (a) Time-domain
signal. (b) Frequency-domain signal.
In order to obtain the band structure of KBDRs between the Γ point and the M
point, the sample is rotated by θ with respect to the y axis from normal incidence
(Fig. 3.8). The angles θ range from θ = 0◦ to θ = 65◦ with a step ∆θ = 2.5◦. The
magnitude of the wavevector k‖ on the sample plane is given by k‖ = (ω/c0) sin θ.
43
3. OBSERVATION OF FLAT BAND
Figure 3.8: Schematic view of the transmission experiment - The plane of a
sample is represented by the coordinate system (x, y) shown in Fig. 3.5(a).
We perform transmission experiments for two polarizations along the x′ axis (paral-
lel configuration) and y axis (perpendicular configuration). The transmission spectrum
T (ω) is obtained from |I˜(ω)/I˜ref(ω)|2, where I˜(ω) and I˜ref(ω) are Fourier transformed
signals with and without the sample, respectively. Here, it is noted that the frequency-
dependent σ˜effs (ω) is canceled out. We denote the electric field of the incident wave as
E, and the projection of E to the sample plane as E‖. For parallel or perpendicular
configurations, E‖ is parallel or perpendicular, respectively, to k‖. Wire-grid polarizers
near the emitter and detector are adjusted so that the emitted and detected fields have
the same polarization. The terahertz beam radius is about 3.7 mm, which covers a large
number of KBDRs.
3.4 Results
Figure 3.9(a) displays the transmission spectrum for parallel configuration. The wavevec-
tors are estimated as k‖ = (ω/c0) sin θ. Transmission spectrum minima are observed
from 0.21 THz to 0.28 THz. With an increase of wavenumber, the frequency of the trans-
mission minimum decreases from 0.28 THz at the Γ point and approaches 0.21 THz at
the M point.
For further investigation, we calculate the electromagnetic response of KBDRs for
parallel configuration. A commercial finite-element method solver (Ansoft HFSS) is
used. In the simulation, a plane terahertz wave is injected into perfectly conducting
KBDRs at an incident angle θ. By using periodic boundaries with some phase shifts, the
transmission and the electromagnetic fields in the unit cell are calculated for an oblique
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incident plane wave. The measured transmission spectra for θ = 20◦ are compared with
the simulation in Fig. 3.9(b). The frequency of the transmission minimum and shape of
the curve for the simulation are consistent with the experimental result, which confirms
the validity of the assumption of perfect conductors.
Figure 3.9(c) shows the calculated distribution of surface electric charges at a min-
imum (0.255 THz) for θ = 20◦. This mode corresponds to the middle band shown in
Fig. 3.4(b). Disks along the x axis are alternately charged. The in-phase currents along
a1 and a2 are excited by the electromotive force due to E. No resonance appears for
θ = 0 because the current flowing into a disk is balanced by the current flowing out of
it. For the excitation of this mode, a phase-shifted field in the x-direction is needed.
By using Eq. (3.5), the fitting parameters are obtained from experimental data as
ω0/(2pi) = 0.105 THz and κ = 0.103. The resultant dispersion curve is represented as
a dotted curve in Fig. 3.9(a). Positive charges on one disk induce negative charges on
the other; therefore, κ < 0 is ordinarily expected in the static limit (ω → 0). It seems
strange that κ would be positive. In our situation, it can be explained by a retardation
effect [110]. The phase shift between nearest disks is given by (ωc/c)× l/
√
3 ∼ 0.77×pi
at the center frequency ωc/(2pi) = 0.25 THz of the middle band. The near pi shift leads
to κ > 0. Although κ depends on frequency, we can approximately regard it as a
constant between 0.2 THz and 0.3 THz.
Figure 3.10(a) displays the transmission spectrum for perpendicular configuration.
Unlike in the case of parallel configuration, the flat band of the transmission minima is
observed around 0.28 THz.
In order to confirm that the flat band is due to the interference, we perform a
simulation for perpendicular configuration. A calculated transmission spectrum by
simulation for θ = 20◦ is shown in Fig. 3.10(b) with the experimental data. We see a
good agreement in the frequency of the transmission minimum and the shape of the
curve. The calculated distribution of surface electric charges at a minimum (0.278 THz)
for θ = 20◦ is shown in Fig. 3.10(c). The resonant mode has antisymmetric amplitudes
on the right two disks and there is no charge stored on the left disk. This mode
corresponds to the eigenmode in Fig. 3.4(a). Therefore, the flat transmission minima
are caused by the topological nature of the kagome´ lattice. The mode is excited by
anti-phase electromotive force caused by E along bars parallel to a1 and a2. The
electromotive force along vertical bars does not contribute to the storage of charges on
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Figure 3.9: Parallel configuration (E‖ ‖ k‖) - (a) Experimentally obtained trans-
mission diagram of KBDRs. Transmission minima between 0.21 THz and 0.28 THz are
observed and theoretically fitted by a dotted line. The experimental setup is also shown
in the right. The solid line corresponds to θ = 20◦. (b) Transmission spectrum for θ = 20◦
obtained by simulation and experiment. (c) Surface electric charge distribution obtained
by simulation at the transmission minimum 0.255 THz for θ = 20◦ in the unit cell.
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disks because the currents flowing into and out of a disk are balanced. In the case of
θ = 0, the current flowing into a disk is equal to the current flowing out of it and the
flat-band mode cannot be excited.
A dotted line in Fig. 3.10(a) represents the highest band given by Eq. (3.5) with the
previously derived parameters ω0/(2pi) = 0.105 THz and κ = 0.103. It fits well with
the minima experimentally obtained. The bend of the flat band caused by coupling to
second (or higher) nearest sites is negligibly small, so the assumption of only nearest
mutual disk coupling is appropriate.
3.5 Discussion
In Sec. 3.2, we derived the model of KBDRs through the model of KSHRs. Here, we
derive another model of KBDRs directly. The electric potential of φi at the i-th disk
can be described by charge qj at j-th one as follows:




where we only consider self and nearest neighbor couplings, and U−1 have the dimension




 1 [1 + e−ik‖·a2 ]η [1 + e−ik‖·a1 ]η[1 + eik‖·a2 ]η 1 [1 + eik‖·(a2−a1)]η




with η = U ′/U .
Next, we define current Iij flowing from the j-th disk to the i-th disk. We assume
that the bar between the i-th and j-th disks has only self-inductance L and ignore
mutual inductance. The charge and the current induce electric field Eij along Iij as
Eij ∝ φj − φi − LdIij
dt
. (3.14)





(φi − φj). (3.15)
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Figure 3.10: Perpendicular configuration (E ⊥ k‖) - (a) Experimentally obtained
transmission diagram of KBDRs. A flat transmission band is observed around 0.28 THz
and theoretically fitted by the dotted line. The solid line corresponds to θ = 20◦. The
experimental setup is also shown in the right. (b) Transmission spectrum for θ = 20◦
obtained by simulation and experiment. (c) Surface electric charge distribution obtained
by simulation at a transmission minimum of 0.278 THz for θ = 20◦ in the unit cell.
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Now, we consider charge conservation law. The charge conservation law at the i-th














Aij(φi − φj). (3.17)
For KBDRs, Eq. (3.17) is reduced to
1
L
 4 −[1 + e−ik‖·a2 ] −[1 + e−ik‖·a1 ]−[1 + eik‖·a2 ] 4 −[1 + eik‖·(a2−a1)]
















where H = SX, and ωo =
√
U/L. Here, S and X are defined as follows:
S :=
 1 [1 + e−ik‖·a2 ]η [1 + e−ik‖·a1 ]η[1 + eik‖·a2 ]η 1 [1 + eik‖·(a2−a1)]η
[1 + eik‖·a1 ]η [1 + eik‖·(a1−a2)]η 1
 , (3.20)
X :=
 4 −[1 + e−ik‖·a2 ] −[1 + e−ik‖·a1 ]−[1 + eik‖·a2 ] 4 −[1 + eik‖·(a2−a1)]
−[1 + eik‖·a1 ] −[1 + eik‖·(a1−a2)] 4
 . (3.21)









3 + 2F + 12η(η − 1) + 8η(η − 1)F . (3.22)
Although Eq (3.22) is different from Eq. (3.5), we can see the qualitative similarity
between them: (i) flat-band formation and (ii) coupling coefficients κ and η govern
the closeness between the second and third highest bands. We fit the reflection band
for parallel configuration by using Eq. (3.22), and obtain η = −0.143 and ω0 = 2pi ×
0.104 THz. The fitted curve is shown in Fig. 3.11.
Electromagnetic flat bands for all crystal directions have been reported for photonic
crystals with square symmetry, theoretically [111] and experimentally [112]. In this
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Figure 3.11: Another fitting for parallel configuration (E‖ ‖ k‖) - The transmission
minima are fitted by Eq. (3.22).
case, the flat bands are formed due to good lateral confinement (high Q factor) of the
quadropole modes, which lack preferential coupling directions, at defects of photonic
crystals. On the other hand, the flat band for KBDRs is not caused by highly confined
modes, but by the topological nature of the kagome´ lattice. The kagome´ lattice prevents
excited modes from propagating despite the existence of strong coupling. Thus, the
physical origin of the flat band on KBDRs differs from that for photonic crystals [111,
112]. We note that the flat band for propagating modes has been theoretically predicted
for square waveguide networks [105]. Our system is considered as an experimental
realization of the flat band for the propagating mode.
The flat band in the kagome´ lattice comes from local interference effects. The
global symmetry (i.e., periodicity of the lattice) is not necessarily required because
local symmetries can support the localized mode. The resonance independent of the
incident angle could be expected for the metallic structure having localized modes with




In this chapter, we studied theoretically and experimentally the electromagnetic flat
band on a metallic kagome´ lattice. Kagome´-type bar-disk resonators were proposed to
realize the flat band. A dispersion relation composed of three bands was theoretically
predicted for KBDRs. The highest band was flat for all wavevectors. Two bands
formed by transmission minima depending on the polarization of the incident terahertz
beams were observed experimentally. One of the bands corresponded to the flat band.
Theoretical fitting showed good agreement for these modes. By simulation, we revealed
that the flat band was caused by the topological nature of the kagome´ lattice.
The flat band can be applicable to slow light, which is useful for the control of
group velocity [113, 114], high sensitive sensing, and other applications. In the flat
band, the effective mass of photons becomes very heavy and their correlation has an
important role. Multiphoton correlation effects in kagome´ lattices are important in
terms of fundamental physics and should be studied in the future.
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In addition to isometric symmetry of metamaterials, the theory of electromagnetism
has another symmetry with respect to the interchange of electric and magnetic fields.
This symmetry is called the electromagnetic duality, and can be generalized to a contin-
uous symmetry with respect to internal rotations of electric and magnetic fields. This
continuous symmetry is directly related to a helicity conservation law [115–122]. We
note that these symmetries had been gradually discovered since the late 19th century
[123–125].
The electromagnetic duality is closely related to Babinet’s principle [126]. Given a
thin metallic metasurface, we can construct the complementary metasurface by using
a structural inversion to interchange the holes and the metals. Babinet’s principle re-
lates the scattering fields of the complementary metasurfaces to those of the original
one. This principle is based on the fact that the structural inversion is consistent with
electromagnetic duality. A rigorous Babinet’s principle for electromagnetic waves was
simultaneously formulated by several groups [127–132]. It was extended to absorbing
surfaces [133], impedance surfaces [134, 135], and surfaces with lumped elements [136].
It is important to note that the generalization for impedance surfaces was performed
by extending the structural inversion to the impedance one. Recently, several com-
plementary metasurfaces have been fabricated and tested in the microwave [137, 138],
53
4. FREQUENCY-INDEPENDENT RESPONSE OF
SELF-COMPLEMENTARY METASURFACES
terahertz [139], and near-infrared regions [140]. Near-field images of complementary
metasurfaces have been obtained in the terahertz range [141]. and switching of reflec-
tion has been realized by using a complementary metasurface with a twisted nematic
cell in the near-infrared region [142]. Babinet’s principle is also useful for designing
negative refractive index metamaterials [143].
Generally, the structure of a metasurface is not invariant under impedance inver-
sion. If a metasurface is identical to its complement, it is called a self-complementary
metasurface. As an application, such self-complementary artificial surfaces have been
used for efficient polarizers [144, 145]. In the field of antenna design, it is known that a
self-complementary antenna has a constant input impedance [146, 147]. Therefore, self-
complementary metasurfaces are expected to exhibit a frequency-independent response.
It has been shown that an almost self-complementary spiral terahertz metasurface has
a constant response only in the high-frequency range [148]. There have been some
efforts to achieve a frequency-independent response with self-complementary checker-
board metasurfaces [149, 150], but it is known empirically that such a metasurface
does not exist. Self-complementary metasurfaces have not been analyzed thoroughly
enough; for example, conditions for the frequency-independent response have not been
discussed thoroughly, and an elaborate theory is needed. In this chapter, we study
electromagnetic scattering by self-complementary metasurfaces more rigorously and
establish several useful theorems. In particular, we focus on the incidences of circu-
larly polarized plane waves onto self-complementary metasurfaces, because circularly
polarized light matches with electromagnetic duality.
4.2 Electromagnetic duality
The electric and magnetic fields are represented by a polar vector field E and an axial
vector fieldH, respectively. Under spatial inversion, polar vectors are reversed in direc-
tion, while axial vectors are invariant. If we fix the orientation of the three-dimensional
Euclid space E3, axial vectors are represented by two polar vectors corresponding to the
two orientations of E3, respectively [151]. Two types of vectors are required in order not
to assume specific orientation of space E3. An electromagnetic field is represented by
(E,H). The set of electromagnetic fields constitutes a vector space, namely, a direct
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sum of vector spaces, with the scalar product defined by s(E,H) := (sE, sH) for a
scalar s, and the sum (E1,H1) + (E2,H2) := (E1 +E2,H1 +H2).
Maxwell’s theory of electromagnetism has an internal symmetry between electric
and magnetic fields, but the symmetry operation is not a simple exchange. Maxwell’s
equations without sources and the vacuum constitutive relations (D = ε0E and B =
µ0H) are invariant under the following transformation:
E → Z0H, H → −E/Z0, (4.1)
D → B/Z0, B → −Z0D, (4.2)
with electric displacement D and magnetic flux density B. The permittivity, perme-
ability, and impedance of vacuum are represented by ε0, µ0, and the intrinsic impedance
of vacuum Z0 =
√
µ0/ε0, respectively. This internal symmetry is called the “electro-
magnetic duality.” Note that we need to fix an orientation of E3 to exchange polar and
axial vectors by using Eqs. (4.1) and (4.2). This is similar to considering an imaginary
number i as an anti-clockwise rotation by pi/2, which determines an orientation of the
complex plane. It is also valid to use j = −i as an anti-clockwise rotation (this is the
convention in engineering). In the rest of this work, we use the right-handed system
for internal transformations.
The electromagnetic duality extends to a continuous symmetry of electromagnetic
fields. The duality rotation by θ is defined by
Rθ(E,H) = (E cos θ + Z0H sin θ,−E
Z0
sin θ +H cos θ). (4.3)
This transformation is considered to be a rotation with respect to the internal de-
gree of freedom. The transformation given by Eqs. (4.1) and (4.2) corresponds to
the duality rotation by θ = pi/2. The duality rotation mixes the two linear polar-
ized plane waves. Here, we use tildes to represent the complex amplitudes for si-
nusoidally oscillating fields with angular frequency ω. For example, a sinusoidally
oscillating real-valued scalar field F is represented by F = F˜ e−iωt + F˜ ∗eiωt, where
F˜ is the complex amplitude and F˜ ∗ is its complex conjugate. With this notation,
we have Rθ(E˜LCP, H˜LCP) = e−iθ(E˜LCP, H˜LCP) for a left circularly polarized wave
(E˜LCP, H˜LCP) from the point of view of the receiver. For a right circularly polarized
wave (E˜RCP, H˜RCP), Rθ(E˜RCP, H˜RCP) = eiθ(E˜RCP, H˜RCP) is satisfied. Therefore,
circularly polarized plane waves are eigenstates of Rθ.
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4.3 Babinet’s principle for metasurfaces with resistive el-
ements
In this section, we derive Babinet’s principle for metasurfaces with resistive elements.
In deriving Babinet’s principle, we consider two scattering problems. We assume that a
metasurface is placed in a vacuum for each problem. In the first problem [problem (a)],
Figure 4.1: Two problems - These problems are related through Babinet’s principle.
an incident electromagnetic wave (Ein,H in) is scattered by the metasurface with a
surface impedance Zsurf on the surface z = 0 [see Fig. 4.1(a)]. Note that Zsurf is
a function of (x, y), but we omit the parameters for simplicity. The incident wave
radiates from the sources in z ≤ 0. If there was no metasurface, the source would
produce (Ein,H in) in z ≤ 0 and (ETT,HTT) in z ≥ 0. Here, TT represents a totally
transmitted wave. The incident wave is not restricted to plane waves and can even
include near-field components. If there is a metasurface, surface currents and charges
are induced by the incident wave. They radiate the following scattered fields: (E−s ,H
−
s )
in z ≤ 0 and (E+s ,H+s ) in z ≥ 0.
Next, we set up the second problem [problem (b)]. In this problem, an incident
wave (E′in,H
′
in) from sources in z ≤ 0 enters the metasurface at z = 0 with a surface




in) is defined in z ≤ 0.
If a perfect electric conductor (PEC) sheet is placed at z = 0, the incident wave is
totally reflected. This totally reflected wave in z ≤ 0 is represented by (E′TR,H ′TR).
The effect of the metasurface that differs from the PEC sheet emerges as the remaining
fields (E′±s ,H
′±
s ), where − and + represent the fields in z ≤ 0 and z ≥ 0, respectively.
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In general, these two problems are completely distinct. If we assume a specific
condition for the surface impedances, the scattering fields of the two problems are
related as described in the following theorem.
Theorem 1. We assume that the incident wave is (E′in,H
′
in) = R−pi/2(Ein,H in) =
(−Z0H in,Ein/Z0). If Zsurf and Z ′surf satisfy Zsurf Z ′surf = (Z0/2)2 at any point with
z = 0, the scattering fields of problem (b) are given by (E′±s ,H
′±
s ) = R±pi/2(E±s ,H±s ) =
±(Z0H±s ,−E±s /Z0) using the solution of problem (a).
Proof. Here, we define a unit vector ez parallel to the z axis, and the projection op-
erator P = −ez × ez×, which eliminates z-components of vectors. First, we consider
problem (a). The scattered fields (E±s ,H
±
s ) are symmetric with respect to z = 0.
Then, PE+s = PE−s and PH+s = −PH−s are satisfied on z = 0. The electric boundary
condition P(ETT +E+s ) = P(Ein +E−s ) on z = 0 is automatically satisfied. Another
boundary condition on z = 0 is given by P(Ein +E−s ) = Zsurf ez × (H+s −H−s ). With
PH+s = −PH−s , we obtain the following equation for z = 0:
P(Ein +E−s ) = 2Zsurf ez ×H+s . (4.4)
In problem (b), we show that the fields (E′±s ,H
′±
s ) defined by R±pi/2(E±s ,H±s )
satisfy all boundary conditions for the incident wave (E′in,H
′
in) = R−pi/2(Ein,H in).
The fields (E′±s ,H
′±
s ) = ±(Z0H±s ,−E±s /Z0) are also symmetric with respect to z = 0.
From PE′in = −PE′TR and PE′−s = PE′+s on z = 0, the electric boundary condition
P(E′in+E′TR+E′−s ) = PE′+s is satisfied. Additionally, the following boundary condition
should be satisfied on z = 0:
PE′+s = Z ′surf ez × (H ′+s −H ′−s −H ′in −H ′TR)
= −2Z ′surf ez × (H ′in +H ′−s ), (4.5)
where we use PH ′+s = −PH ′−s and PH ′in = PH ′TR on z = 0 (the derivation of
PH ′in = PH ′TR is shown in Appendix A.1). Operating with ez× on Eq. (4.5) and
comparing with Eq. (4.4), we have Zsurf Z
′
surf = (Z0/2)
2. Thus all boundary conditions
are satisfied for problem (b) with Z ′surf = Z0
2/(4Zsurf).
For the case of Zsurf =∞ (hole), the complementary surface is PEC with Z ′surf = 0,
and vice versa. Therefore, the above theorem includes the standard Babinet’s principle.
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The extensions for tensor impedances [134] and lumped elements [136] have also been
investigated.
Next, we discuss the relationship of the transmission and reflection coefficients in
problems (a) and (b). From here on, we assume that all fields oscillate sinusoidally
with angular frequency ω and are represented by complex amplitudes. We consider a
periodic metasurface with lattice vectors a1 and a2. Physically, a metasurface without
periodicity can be regarded as |a1|, |a2| → ∞. This corresponds to the transition from
box quantization to free space quantization in quantum mechanics. The reciprocal
vectors are represented by b1 and b2 satisfying ai · bj = 2piδij (δij is the Kronecker
delta). Additionally, we assume that the incident wave is a plane wave (E˜in, H˜ in) =
(Eˇ0e
ik0·x, Hˇ0eik0·x) with Hˇ0 = Z0−1k0 × Eˇ0/|k0| for a wave vector k0. Here we use
the checkmark symbol in order to express complex amplitudes for a plane wave with a
definite wave vector.




s ) on z = 0 has Fourier components
with the in-plane wave vector kpq := pb1 + qb2 + Pk0 for (p, q) ∈ Z2. In this chapter,
we focus on the 0th-order modes with (p, q) = (0, 0) in order to simplify the nota-
tion. The general case is summarized in Appendix A.2. We decompose the 0th-order
complex fields of problem (a) in z ≥ 0 as ∑α=1,2 tα(E˜+α , H˜+α ) with complex transmis-
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α ) with respect to z = 0. In z ≤ 0, the 0th-order field is represented by






α ) with complex reflection coefficients rα. For prob-



























α ) in z ≤ 0.
Now we formulate Babinet’s principle for complex coefficients as follows:
Theorem 2. The coefficients of the two problems are related as t1+t
′
1 = 1, r1+r
′
1 = −1,
and t2 + t
′
2 = 0, r2 + r
′
2 = 0.


















































where we use (E′+s0 ,H
′+
s0 ) = Rpi/2(E+s0,H+s0) and (E′+α ,H ′+α ) = R−pi/2(E+α ,H+α ). Com-
paring Eq. (4.8) with Eq. (4.6), we obtain t1 + t
′
1 = 1 and t2 + t
′
2 = 0. The remaining
equations are derived from a similar discussion for z ≤ 0.
4.4 Self-complementary metasurfaces
For a metasurface with a surface impedance Zsurf, we can create the complementary
metasurface with Z ′surf = Z0
2/(4Zsurf). This operation is called an impedance inversion
about Z0/2. Two metasurfaces are congruent if one can be transformed into the other
by a combination of translations, rotations and reflections. When a metasurface is con-
gruent to its complementary one, we say that it is self-complementary. We emphasize
that the self-complementarity is not the same as the point-group symmetry. Several
examples of self-complementary metasurfaces are shown in Fig. 4.2.
For a left circularly polarized incident wave, we define tLL := t1, tRL := t2, and
rRL := r1, rLL := r2. We also use tRR := t1, tLR := t2, and rLR := r1, rRR := r2 for a
right circularly polarized incident wave. From reciprocity and the mirror symmetry of
a metasurface with respect to z = 0, the following theorem is derived.
Theorem 3. In the case of normal incidence of a circularly polarized plane wave onto
a metasurface, tRR = tLL and rLR = rRL are satisfied.
Proof. We consider two situations. In the first, the incident wave is a left circularly
polarized wave (E˜in, H˜ in) = (Eˇ0e+,−iHˇ0e+)eik0z from z ≤ 0, where Hˇ0 = Eˇ0/Z0
and e± := (ex ± iey)/
√
2 with unit vectors ex and ey along x and y axes. The total
field is represented by (E˜f, H˜ f). In the second situation, an incident wave from z ≥
0 is (E˜in, H˜ in) = (Eˇ0e−, iHˇ0e−)e−ik0z, and the total field is denoted by (E˜b, H˜b).
If we perform the coordinate transformation z → −z, the second situation can be
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Figure 4.2: Examples of self-complementary metasurfaces - The class of self-
complementary metasurfaces includes two specific subclasses with (a) n-fold rotational
symmetry (n ≥ 3) and (b) translational self-complementarity.
transformed to the scattering problem for a right circularly polarized incident wave
from z ≤ 0, because of the symmetry between the front and back of the metasurface.
Then, t1 of the second situation is equivalent to tRR.
We represent the unit cell on z = 0 by U , and consider V = U × [h/2, h/2] with
h > 0. For the normal incidence, we can impose periodic boundary conditions on two
pairs of opposite faces of ∂U × [h/2, h/2]. From the Lorentz reciprocity theorem [152]∫
∂V
(E˜f × H˜b − E˜b × H˜ f) · dS = 0 (4.9)
and e+ × e− = −iez, we obtain tRR = tLL. Because electric fields are continuous on
z = 0, 1 + rLR = tRR and 1 + rRL = tLL are satisfied. Then, rLR = rRL is proved.
By using Theorems 2 and 3, we can arrive at the following theorem.
Theorem 4. In the case of normal incidence of a circularly polarized plane wave onto a
self-complementary metasurface, tRR = tLL = 1/2 and rLR = rRL = −1/2 are satisfied.
Proof. This situation is regarded as problem (a) shown in Fig. 4.1. Because the meta-
surface is self-complementary, its complement returns to the original metasurface by
the finite numbers of reflections. The product of these operations is denoted by X .
Problem (b) related to problem (a) through Theorem 1 is considered. Applying X to
all fields and structures of problem (b), we have problem (c) [See Fig.4.3]. Now, we
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consider the two cases where even and odd numbers of the reflections are involved in X .
In the even case, (E˜in, H˜ in) is an eigenmode for X . Therefore, problem (c) is identical
to problem (a) except for the total phase, and t′1 = t1 is satisfied, where the transmis-
sion coefficient t′1 of problem (b) is defined in Sec. 4.3. In the case of odd reflections,
the polarization is changed by X (for example, from LCP to RCP), but Theorem 3
assures t′1 = t1. Finally, we obtain t′1 = t1 = 1/2 from Theorem 2 for both cases.
Figure 4.3: Proof for normal incidence - Under χ, problem (b) is transformed to
problem (c) which is the same problem (a) without the total phase.
We note that the frequency-independent transmission of self-complementary meta-
surfaces is valid in the high-frequency range with diffraction. In the following, we
consider subclasses of self-complementary metasurfaces shown in Fig. 4.2.
If a metasurface has rotational symmetry in addition to self-complementarity [see
Fig. 4.2(a)], we have the following theorem.
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Theorem 5. For normal incidence of a plane wave with an arbitrary polarization onto
a self-complementary metasurface with n-fold rotational symmetry (n ≥ 3), t1 = 1/2,
r1 = −1/2 and t2 = 0, r2 = 0 are satisfied. Half the incident power is absorbed by the
metasurface in the frequency range without diffraction.
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from Theorem 4. Because τ is proportional to the identity matrix, t1 = 1/2, r1 = −1/2
and t2 = 0, r2 = 0 are satisfied for an incident plane wave with an arbitrary polarization.





with (p, q) 6= 0 are evanescent waves. For evanescent waves, the real part of the z-
component of Poynting vectors is zero; therefore, they do not carry energy out of z = 0.
The remaining power A = 1− |t1|2 − |r1|2 = 1/2 is absorbed in the metasurface.
From Theorem 5, we find that the metasurface can absorb total incident energy as
follows:
Theorem 6. If we excite a self-complementary metasurface with n-fold rotational sym-
metry (n ≥ 3) by two in-phase plane waves (Eˇ0, Hˇ0)eik0z from z ≤ 0 and (Eˇ0,−Hˇ0)e−ik0z
from z ≥ 0 with an arbitrary polarization (Eˇ0, Hˇ0), the incident power is perfectly ab-
sorbed in the frequency range without diffraction.
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Proof. In the case of one excitation (Eˇ0, Hˇ0)e
ik0z from z ≤ 0, half of the power is
absorbed in the frequency range without diffraction. If we excite from both sides in
phase, the electric field is doubled, and then absorption is quadrupled. Therefore, all
of the incident power is absorbed.
If we excite the above self-complementary metasurface by two antiphase plane
waves, there is no absorption. This is because boundary conditions at z = 0 are already
satisfied without induced currents and charges. The perfect absorption is only realized
when two beams have the correct relative phase and amplitude. This function is re-
ferred to as coherent perfect absorption [153, 154]. We note that self-complementarity
is not a necessary condition for the frequency-independent response described in Theo-
rem 7 because a similar frequency-independent response can be seen in other systems,
such as percolated metallic films [155–161] and two identical lamellar gratings [162].
There is another interesting class of self-complementary metasurfaces. If a meta-
surface returns to the original one by just a translation after the impedance inversion
about Z0/2, we say that it has translational self-complementarity [see Fig. 4.2(b)]. This
subclass of self-complementary metasurfaces has the following property.
Theorem 7. In the case of an oblique incidence of a circularly polarized plane wave
onto a metasurface with translational self-complementarity, tRR = tLL = 1/2 and rLR =
rRL = −1/2 are satisfied.
Proof. We regard this situation as problem (a) shown in Fig. 4.1. The metasurface
returns to the original position by a translation T together with the impedance inver-
sion. Problem (b) can be related to problem (a) through Theorem 1. We introduce
problem (c) in which the incident wave and the metasurface of problem (b) are trans-
lated by T [See Fig.4.4]. From the definition of T , the metasurface of problem (c)
is the same as that in problem (a). The incident field of problem (c) is written as
T R−pi/2(E˜in, H˜ in). Because (E˜in, H˜ in) is an eigenmode for T R−pi/2, the incident wave
of problem (c) is identical to that of problem (a) except for the total phase. In this
way, t′1 = t1 and r′1 = r1 are confirmed. From Theorem 2, we have t′1 = t1 = 1/2 and
r′1 = r1 = −1/2.
This theorem shows that self-complementary metasurfaces can be used as beam
splitters. The extension for general diffraction orders is discussed in Appendix A.3.
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Figure 4.4: Proof for an oblique incidence - Under T , problem (b) is transformed
to problem (c) which is the same problem (a) without the total phase.
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4.5 Examples: checkerboard metasurfaces
In this section, we apply the current theory for checkerboard metasurfaces [149, 150,
163–165] and confirm its validity by simulations. First, we consider an ideal checker-
board metasurface shown in Fig. 4.5(a). It is expected that the ideal checkerboard meta-
surface should exhibit a frequency-independent response due to its self-complementarity.
However, it is known that the ideal checkerboard metasurface cannot be realized. This
is explained as follows [150]. The electromagnetic response of the checkerboard meta-
surface drastically changes depending on whether the square metals are connected or
not. The transmittance and reflectance do not converge when the structure approaches
the ideal checkerboard metasurface. Furthermore, it has also been reported that there
is an instability in numerical calculations for the ideal checkerboard metasurface, and
the checkerboard metasurfaces exhibit percolation effects near the ideal checkerboard
metasurface [164].
Figure 4.5: Two checkerboards - (a) Ideal checkerboard metasurface (b) Resistive
checkerboard metasurface
By using our theory, we can give another explanation without relying on asymptotic
behaviors. From Theorem 5, the power transmission T = |t1|2 and reflection R =
|r1|2 should satisfy T = R = 1/4 for the ideal checkerboard metasurface with 4-fold
rotational symmetry. However, energy conservation means T +R = 1 in the frequency
range without diffraction, because there is no absorption in the perfect checkerboard
metasurface. This contradiction implies that the ideal checkerboard metasurface is
unphysical.
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The above explanation gives us another insight: we may realize the frequency-
independent response of a checkerboard metasurface if resistive elements are introduced.
We replace the singular contacts with tiny resistive sheets with a surface impedance
Zc and obtain a resistive checkerboard metasurface shown in Fig. 4.5(b). When Zc =
Z0/2 is satisfied, the resistive checkerboard metasurface is self-complementary and is
expected to exhibit a frequency-independent response.
For confirmation of our theory, we calculate the electromagnetic response of re-
sistive checkerboard metasurfaces on z = 0 by a commercial finite-element method
solver (Ansoft HFSS). In the simulation, normal incident x-polarized plane wave is
injected onto resistive checkerboard metasurfaces with d/a = 0.2, where a and d are
the side length of the square unit cell and that of impedance sheet, respectively. By
imposing periodic boundaries on four sides, the electromagnetic fields in the unit cell
are calculated for Zc = 0, Z0/2, and ∞. We take into account diffracted modes with
{(p, q, α)| − 1 ≤ p ≤ 1, −1 ≤ q ≤ 1, α = 1, 2} (18 modes), where (p, q) and α are
defined in Sec. 4.3 and Appendix A.2.
Figure 4.6(a) displays the spectra of power transmission |t1|2 for resistive checker-
board metasurfaces with Zc = 0, Z0/2, and ∞. The frequency in the horizontal axis is
normalized by f0 := c0/a (c0 is the speed of light in a vacuum). Above the frequency
f0, diffracted waves can propagate in free space. The checkerboard metasurfaces with
Zc = 0 and ∞ resonate at the same frequency f/f0 = 0.89. Babinet’s principle assures
that the sum of these transmission spectra equals 1 under the diffraction frequency1,
because the checkerboard metasurface with Zc = ∞ is complementary to that with
Zc = 0. This assure that the transmission at cross points of the two curves with
Zc = 0 and ∞ must be 0.5 for f ≤ f0. For the resistive checkerboard metasurface with
Zc = Z0/2, transmission equals to 1/4 independent of frequency, even when diffraction
takes place (f ≥ f0). This constant response seems very strange, because metasurfaces
made from metal usually exhibit a resonant response, but it can be explained by The-
orem 5. In addition to the magnitude of transmission, we also confirm the phase of t1.
For 0 < f/f0 ≤ 1.25, we have | Im[t1]/Re[t1]| < 1.2× 10−2. This result shows t1 = 1/2
expected by Theorem 5.
1Babinet’s principle leads to t1 + t
′
1 = 1. Energy conservation law is |t1|2 + |r1|2 = 1 for f ≤ f0.
Due to r1 = t1 − 1 = t′1, |t1|2 + |t′1|2 = 1 is satisfied.
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Figure 4.6: Simulation results for the normal incidence - (a) Power transmis-
sion and loss spectra for normally incident x-polarized plane waves entering into resistive
checkerboard metasurfaces with d/a = 0.2. (b) Power transmission spectra for resistive
checkerboard metasurfaces with Zc = 0, Z0/2, and ∞. The right graph shows the loss
spectrum calculated for the self-complementary resistive checkerboard metasurface with
Zc = Z0/2.
67
4. FREQUENCY-INDEPENDENT RESPONSE OF
SELF-COMPLEMENTARY METASURFACES
Figure 4.6(b) shows the spectrum of energy loss for the resistive checkerboard meta-
surface with Zc = Z0/2. The loss is calculated by integration of the Poynting vector
over the resistive sheets. In the frequency range f ≤ f0, we can see that half the incident
power is absorbed by the metasurface, while the electromagnetic energy is converted to
diffracted modes under the diffraction frequency1. These results agree with Theorem 5,
and coherent perfect absorption can be realized for the two-side excitations. Perfect
absorption occurs for any d/a. The resistive checkerboard metasurface with tiny resis-
tive sheets can absorb energy in very small regions. This property can be useful for the
enhancement of non-linearity of resistance.
Figure 4.7: Simulation result for an oblique incidence - The calculated spectra
of |t1|2 and |t2|2 for an oblique incident circularly polarized plane wave entering into the
resistive checkerboard metasurfaces with Zc = Z0/2 and d/a = 0.2. The incident wave has
a wave vector k0 = (k0 sin θ, 0, k0 cos θ) with θ = pi/4. In these simulations, the frequencies
are normalized by f0 = c0/a.
The resistive checkerboard metasurface with Zc = Z0/2 also has translational self-
complementarity. Then, it exhibits frequency-independent response for oblique incident
waves. By using HFSS, we calculated the response of the resistive checkerboard meta-
surfaces with Zc = Z0/2 for an oblique incidence of a circularly polarized plane wave
with incident angle 45◦ in the xz-plane. In this case, we obtain the same transmission
1We checked the validity of energy conservation law in f ≥ f0 by adding S parameters and the loss.
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spectra for the right and left circularly polarized incident waves 1. The obtained spectra
of |t1|2 and |t2|2 are shown in Fig. 4.7. We can see that |t1|2 = 1/4, while |t2|2 has two
non-zero resonant peaks at f/f0 = 0.58 and 1.02. Slight changes of |t1|2 are considered
numerical errors. For 0 < f/f0 ≤ 1.25, we have | Im[t1]/Re[t1]| < 1.7× 10−2. This re-
sult supports the validity of Theorem 7. The two peaks of |t2|2 are originated from the
interaction between lattice sites. Periodic systems exhibit such singular behaviors when
a diffracted beam grazes to the plane z = 0 (Rayleigh condition), [3] and in our system,
the Rayleigh condition is satisfied at f/f0 = 1 and f/f0 = 2 −
√
2 = 0.586. These
frequencies correspond to the peaks shown in the graph. Then, |t2|2 shows resonant
behaviors near these frequencies, while |t1|2 should be constant because of translational
self-complementarity.
4.6 Discussion
In order to increase the absorption, we consider the multilayer composed of self-
complementary metasurfaces with n-fold (n ≥ 3) rotational symmetry below the diffrac-
tion frequency. These metasurfaces are placed on z = 0, l, 2l, 3l, · · · . For normal
incidence from z < 0, the total complex reflection coefficient is denoted by r∞. We can






















where α = r∞e2ikl. Here, we define ϕ = 2kl. The calculated absorptionA(ϕ) = 1−|r∞|2
is shown in Fig 4.8. Minimum and maximum of absorption are A(0) = 1 − (−1 +√
5)2/4 = 0.618, and A(pi) = 1 − (3 − √5)2/4 = 0.854, respectively. For ϕ = pi,
multiple reflections are destructively interfered, then the reflection is minimized and
the absorption is maximized. Although the absorption is increased by using multilayer,
the frequency-independent response is vanished by the interference effects.
So far, we consider only metasurfaces without substrates. If substrates are intro-
duced, Babinet’s principle will not be valid. This is because Babinet’s principle is based
1The resistive checkerboard metasurfaces on z = 0 are invariant when we perform the rotation
by 180◦ about x axis after the mirror reflection z → −z. Because the helicity of an incident wave is
changed under this operation, tRR = tLL and |tRL| = |tLR| are derived.
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Figure 4.8: Absorption by multilayer self-complementary metasurfaces - The
absorption is calculated for multilayer self-complementary metasurfaces with n-fold (n ≥ 3)
rotational symmetry below the diffraction frequency.
on the mirror symmetry with respect to z = 0. It is empirically known that Babinet’s
principle can be approximately valid in low frequency range for a metasurface with a
substrate [166]. Therefore, it is expect that frequency-independent response of self-




2 should be modified.
Finally, we discuss the extension possibility to the acoustic waves. Scalar Babinet’s
principle is reviewed in Appendix A.4. The theorem correspond to Theorem 1 is given
in Appendix A.4.2. In this theory, two boundary (soft and hard) conditions are used.
Babinet’s principle relates scattering problems of a hard thin material, and the same-
shape aperture in a soft screen. Under the corresponding structural inversion, no surface
is invariant. Therefore, it may be difficult to realize the self-complementary acoustic
surfaces. Further studies are needed for acoustic theory.
4.7 Summary
In this chapter, we analyzed theoretically electromagnetic plane-wave scattering by self-
complementary metasurfaces. In order to study the response of self-complementary
70
4.7 Summary
metasurfaces, we first described the electromagnetic duality and Babinet’s principle
with resistive elements. Next, by applying Babinet’s principle, we obtained the relation
of scattering coefficients for a metasurface and its complement. Using this result, we
revealed that the frequency-independent transmission and reflection are realized for self-
complementary metasurfaces. In the case of normal incidence of a circularly polarized
plane wave onto a self-complementary metasurface, complex transmission and reflection
coefficients of the 0th-order diffraction must be 1/2 and −1/2, respectively. If a self-
complementary metasurface additionally has n-fold rotational symmetry (n ≥ 3), the
above result is valid for normal incidence of a plane wave with an arbitrary polarization.
Furthermore, we found that this type of metasurface acts as a coherent perfect absorber.
We also studied metasurfaces with translational self-complementarity. For an oblique
incidence of a circularly polarized plane wave to a metasurface with translational self-
complementarity, complex transmission and reflection coefficients of the 0th diffraction
order also equal to 1/2 and−1/2, respectively. These results are confirmed by numerical
simulations for resistive checkerboard metasurfaces.
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Conclusions and future work
This research studied the characteristics of metasurfaces in terms of lattice symmetry
and self-complementarity. In the following sections, conclusions are presented and
future work is discussed.
5.1 Conclusion
In Chap. 2, we investigated tight-binding models in circuit theory. We first presented
the circuit-theoretical framework by using bra-ket notation, which enables us to calcu-
late the response of circuits using a method analogous to quantum mechanics, which is
familiar to physicists. Next, we proposed simple circuit models, which are described by
similar equations to quantum tight-binding models. These models can be implemented
as metamaterials. Finally we looked for the phenomena caused by lattice symmetry. In
particular, we systematically discussed flat-band formation in circuits and showed that
flat bands are formed in circuits with the symmetry of Lieb-, Tasaki-, and Mielke-type
lattices. These flat bands lead to slow group velocities for all wave vectors.
In Chap. 3, we experimentally confirmed a flat band formation and studied metal-
lic kagome´ lattices. First, we theoretically showed that it has flat bands, which had
never been previously demonstrated experimentally in electromagnetism. Next, we
fabricated a sample by etching and experimented with it using terahertz time-domain
spectroscopy. Both the second and highest bands were observed as transmission min-
ima. The latter corresponds to the flat band. The flatness of the bands can be applied
to frequency filters that are independent of the incident angles. Slowing down the group
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velocity of a photon in the flat band also leads to increased interactions with matter.
Therefore, such a metallic structure can also be applied to sensors.
In Chap. 4, we investigated the general properties of self-complementary metasur-
faces. Under impedance inversion, which is the extension of exchanging apertures with
metals, self-complementary metasurfaces are invariant except for translations and ro-
tations. First, we discussed Babinet’s principle with resistive elements. Next, we used
it to prove that frequency-independent transmission occurs for a normal incidence of
circularly polarized plane waves to a self-complementary metasurface even if diffrac-
tion occurs. This means that the concept of self-complementarity can be utilized for
realizing broad band metamaterials. Second, we investigated the self-complementary
metasurfaces with n-fold rotational symmetry (n ≥ 3) and learned that they exhibit
frequency-independent transmission for the normal incidence of a plane wave with ar-
bitrary polarization. Half of the incident power is absorbed by such metasurfaces. If
we excite the metasurface from the double side in the phase, this class of metasur-
faces can act as coherent perfect absorbers. Third, we studied metasurfaces that are
self-complementary compatible with translation and revealed that the complex ampli-
tudes in the transmission are also 1/2 for the oblique incidence of circularly polarized
plane waves to metasurfaces with translational self-complementarity. This property is
applicable to beam splitters. Finally, we investigated the controversy of checkerboard
metasurfaces: whether they exhibit frequency-independent responses. Using our the-
ory, we shed new light on this problem. Replacing singular contacts with resistive
pads, we demonstrated frequency-independent responses by numerical simulation. We
also identified why ideal checkerboard metasurfaces show chaotic behavior. Such ideal
structures contradict energy conservation laws, so they cannot be realized.
5.2 Future work
In Chaps. 2 and 3, we used a simple-circuit theoretical model and experimentally con-
firmed its validity. However, simple models have not been derived rigorously from
concrete structures using a general circuit-theoretical method. This problem can be




In Chap. 3, we confirmed the flat band in the frequency domain. The measurement
gave the wavepacket’s group velocity through dω/dk. However, this is an indirect
method to study wavepacket dynamics. Standard terahertz time-domain spectroscopy
is not appropriate for investigating confinement in the time-domain because the ter-
ahertz pulse has a broad spectrum. Time-domain measurements using a narrower-
spectrum source should be performed to evaluate the wavepacket dynamics. Such an
experiment can be performed when we use a pulse generator, at least, in the microwave
regime [113].
Note that since flat bands can be realized in the optical regime, their demonstration
and application should be considered. In the optical regime, the loss of metals must
also be considered. Electron-beam lithography can be utilized to fabricate samples.
Multiphoton correlation effects in kagome´ lattices are also important in terms of
fundamental physics and should be studied. This can be realized by nonlinearity in
high intensity field excitation.
In Chap. 4, we developed the theory of plane-wave scattering for self-complementary
metasurfaces. Self-complementarity is a sufficient condition, but it is not a necessary
condition for frequency-independent responses. For example, frequency-independent
electromagnetic responses are also observed in percolated systems. The necessary con-
ditions should be theoretically investigated in the future.
Experimental confirmation of frequency-independent responses should also be per-
formed. Although it is hard to use perfect metals and tunable resistive sheets in the
optical regime, experiments are possible in the terahertz and microwave regimes. My
coworker (Mr. Urade) will report the experimental verification in the terahertz range.
For the terahertz regime, a standard photolithography technique is applicable to fabri-
cate samples on a substrate. Typically, Si is used for the substrate, but this invalidates
the standard Babinet’s principle because the mirror symmetry is broken with respect
to the interface. For metallic structures on the substrate, a controversy continues over
which value should be averaged, permittivity or the refractive index [166, 167]. So far,
since no theoretical framework exists that systematically treats the substrate effect, a
comprehensive theory should be formulated.
Furthermore, we must reconsider the sufficient conditions for Babinet’s principle.
Its extensions for metasurfaces with two dielectric components, ε1 and ε2, have been
developed by Marque´s’s group [168, 169]. Since such a metasurface has only dielectric
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components, it is applicable to the optical regime. In this theory, ε1 is exchanged with




2, but Marque´s showed that a similar relation to Babinet’s principle can be
formulated [168]. This suggests the realization of self-complementary metasurfaces in
optical regimes.
We should also consider Babinet’s principle beyond electromagnetism. As discussed
in Chap. 4, Babinet’s principle for acoustic waves is somewhat different from electro-
magnetic ones. In electromagnetism, electromagnetic duality plays an important role
in Babinet’s principle, but acoustic systems don’t have electromagnetic duality. This
poses a naive question: “What is the physical origin of Babinet’s principle?” Its true





A.1 The relation between totally transmitted and totally
reflected waves
We consider an incident wave (Ein,H in) in z ≤ 0 and the totally transmitted wave
(ETT,HTT) in z ≥ 0. If there is a surface made of PEC on z = 0, the incident wave
is totally reflected. This totally reflected wave is denoted by (ETR,HTR). We show
that (ETR,HTR) can be represented by (ETT,HTT) like the method of images used
in electrostatics. We define M as the mirror reflection with respect to z = 0. If we
assume
(ETR,HTR) = −(METT,MHTT), (A.1)
the boundary condition of perfect electric conductor is satisfied. This is because P(Ein+
ETR) = P(Ein −METT) = 0 for z = 0. Then, the definition of Eq. (A.1) is valid.
Because magnetic fields are axial vectors, PMHTT = −PH in is satisfied on z = 0.
From this equation and Eq. (A.1),
PHTR = PH in (A.2)
is satisfied for z = 0.
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A.2 Relation of scattering coefficients for all diffracted
components
We generalize Theorem 2 to include all diffracted modes. The two problems discussed




pq,1) := (E˜TT, H˜TT)













pq,2) that are two orthogonal polarized modes with
the factor eikpq ·xeikzz, where kz =
√



















with complex transmission coefficients tpq,α. In z ≤ 0, the field is given by


















pq,α). The fields in prob-
























in z ≤ 0. Now, we can generalize Theorem 2 as follows:
Theorem 8. t00,1 + t
′
00,1 = 1, r00,1 + r
′
00,1 = −1, and tpq,α + t′pq,α = 0, rpq,α + r′pq,α = 0
for (p, q, α) 6= (0, 0, 1).
The proof of Theorem 8 is similar to that of Theorem 2.
A.3 General order diffraction by metasurfaces with trans-
lational self-complementarity
We discuss the general scattering components of diffracted waves by metasurfaces with
translational self-complementarity. An oblique incidence of a circularly polarized plane
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wave is considered. We define W := {(p, q) ∈ Z2; |kpq| < |k0|}. For (p, q) ∈ W , the
waves with the wave vector kpq ±
√
k0





00,1) represents the totally transmitted plane wave with circular
polarization. For (p, q) ∈ W satisfying (p, q) 6= (0, 0), (E˜+pq,1, H˜
+
pq,1) are selected to





Theorem 7 is extended as follows:
Theorem 9. For the 0th-order modes, we have t00,1 = t
′
00,1 = 1/2 and r00,1 = r
′
00,1 =
−1/2. For (p, q) ∈ W satisfying (p, q) 6= (0, 0), we have tpq,1 = t′pq,1 = 0 and rpq,1 =
r′pq,1 = 0.
This theorem is proved in the same manner as Theorem 7. The latter part of this
theorem shows that helicities must be converted for propagating waves with (p, q) 6=
(0, 0) diffracted by metasurfaces with translational self-complementarity.
A.4 Babinet’s principle for scalar wave
Here, we review Babinet’s principle for scalar waves. At first, we show the simple
derivation through Huygens-Fresnel principle. Next, another formulation without any
approximation is shown.
A.4.1 Through the Kirchhoff approximation
We consider an opaque thin material placed on z = 0. The position of the material
is expressed as A. The remaining part of z = 0 except for A is denoted by B. Then,
A + B is the plane z = 0. The opaque thin material is illuminated by the incident wave
ψ˜in from z < 0, where ψ˜in is defined without screen. From Kirchhoff’s integral [170],





















where R = x− x′. Now, the following Kirchhoff approximation is assumed:
1. ψ˜ and ∂ψ˜/∂z are 0 except for A.
2. On B, ψ˜ and ∂ψ˜/∂z are given by those of incident waves in the absence of any
screen.
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Next, we consider the complementary problem (b). In problem (b), we consider the
aperture on z = 0 screen. The shape of aperture is the same shape as A. The total





















Then, we add these equations and obtain the Babinet’s principle for scalar waves:
ψ˜in = ψ˜ + ψ˜
′, (A.6)
in z ≥ 0. The above discussion depends on the validity of the Kirchhoff approximation.
This approximation has been criticized from various points of views. It is known that
this approximation is valid for an aperture in a black screen whose linear dimensions
are large compared to the wavelength [171].
A.4.2 Rigorous scalar Babinet’s principle
This subsection is based on Bouwkamp’s paper [172]. We introduce two boundary
conditions for surfaces:
• Soft boundary: ψ˜ = 0.
• Hard boundary: ∂ψ˜/∂n = 0, where n is the coordinate normal to the surface.
In acoustics [173], the normal component of velocity vector v˜ = −∇ψ˜ to the surface is
0 on the hard boundary (ψ represents the potential). The pressure is proportional to
ψ˜, so it is 0 on the soft boundary.
At first, we consider incident wave ψ˜(x, y, z) is illuminated from z ≤ 0 to the thin
planar soft boundary A on z = 0. This situation is called problem (a1), and shown in
Fig. A.1 (1). The other part of z = 0 except A is denoted by B. The incident wave can
be decomposed to symmetric component [ψ˜(x, y, z)+ψ˜(x, y,−z)]/2, and antisymmetric
one [ψ˜(x, y, z) − ψ˜(x, y,−z)]/2. For the antisymmetric component, the soft-boundary
condition is automatically satisfied and there is no scattered wave. The symmetric
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Figure A.1: Two problem with different boundary conditions - (1) problem with
the soft boundary. (2) problem with the hard boundary
incident component is scattered symmetrically as shown in Fig. A.1 (1). Then, the
total field in problem (a1) is given by
ψ˜ =
{
ψ˜in(x, y, z) + φ˜a1(x, y,−z) (z ≤ 0)
ψ˜in(x, y, z) + φ˜a1(x, y, z) (z ≥ 0)
. (A.7)
Boundary conditions on z = 0 are written as follows:
• On A: φ˜a1 = −ψ˜in (soft boundary).
• On B: ∂φ˜a1/∂z = 0 (continuity of ∂ψ˜/∂z).
If we assume the radiation boundary for φ˜a1 at infinity, the solution of the Helmholtz
equation can be solved uniquely1. Similarly, we can consider the scattering by the
same shape with the hard boundary [problem (a2)] as in Fig. A.1 (2). In this case,
symmetrical incident component creates no scattered waves. Therefore, antisymmetric




ψ˜in(x, y, z)− φ˜a2(x, y,−z) (z ≤ 0)
ψ˜in(x, y, z) + φ˜a2(x, y, z) (z ≥ 0)
. (A.8)
The boundary conditions on z = 0 are written as follows:
• On A: ∂φ˜a2/∂z = −∂ψ˜in/∂z (hard boundary).
1 Rigorously, some mathematical conditions are needed [172].
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• On B: φ˜a2 = 0 (continuity of ψ˜).
Here, we consider complementary problems in which the surface and aperture are
exchanged [See Fig. A.2]. In problem (b1), the total field is given by
ψ˜ =
{
ψ˜in(x, y, z)− ψ˜in(x, y,−z) + φ˜b1(x, y,−z) (z ≤ 0)
φ˜b1(x, y, z) (z ≥ 0)
. (A.9)
If we assume
φ˜b1(x, y, z) = −φ˜a2(x, y, z) (z ≥ 0), (A.10)
the following boundary conditions are automatically satisfied:
• On A: ∂φ˜b1/∂z = ∂ψ˜in/∂z (continuity of ∂ψ˜/∂z).
• On B: φ˜b1 = 0 (soft boundary)
In problem (b2), total field are given by
ψ˜ =
{
ψ˜in(x, y, z) + ψ˜in(x, y,−z)− φ˜b2(x, y,−z) (z ≤ 0)
φ˜b2(x, y, z) (z ≥ 0)
. (A.11)
If we assume
φ˜b2(x, y, z) = −φ˜a1(x, y, z) (z ≥ 0), (A.12)
the following boundary conditions are satisfied:
• On A: φ˜b2 = ψ˜in (continuity of ψ˜)
• On B: ∂φ˜b2/∂z = 0 (hard boundary).
As described above, problem (a1) and problem (b2) [problem (a2) and problem (b1)]
are related. These are rigorous version of scalar Babinet’s principle. However, the
practical implementation of ideal boundary conditions in acoustics may be difficult.
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Figure A.2: Four problems for scalar Babinet’s principle - Babinet’s principle are
formulated for (a1) ↔ (b2), and (a2) ↔ (b1).
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