Genetic algorithms have been used successfully to generate software test data automatically; all branches were covered with substantially fewer generated tests than simple random testing. We generated test sets which executed all branches in a variety of programs including a quadratic equation solver, remainder, linear and binary search procedures, and a triangle classifier comprising a system of five procedures. We regard the generation of test sets as a search through the input domain for appropriate inputs. The genetic algorithms generated test data to give 100% branch coverage in up to two orders of magnitude fewer tests than random testing. Whilst some of this benefit is offset by increased computation effort, the adequacy of the test data is improved by the genetic algorithm's ability to generate test sets which are at or close to the input subdomain boundaries. Genetic algorithms may be used for fault-based testing where faults associated with mistakes in branch predicates are revealed. The software has been deliberately seeded with faults in the branch predicates (i.e. mutation testing), and our system successfully killed 97% of the mutants.
INTRODUCTION
It is expensive and tedious to test software thoroughly and it is difficult, if not impossible, to generate manually test sets that cover a complex program completely. Although random testing is not generally recommended, it has achieved some success in test automation [1, 2] . The aim of this work is to define a genetic algorithm (GA) [3, 4] for automatically generating test sets that cover all branches [5] and support fault-based testing. In fault-based testing, a common programming mistake is identified and tests are designed to reveal those faults. We investigate the fault hypothesis that tests that fall close to a subdomain boundary are effective in revealing mistakes in the branch predicate.
Our first goal is to execute every branch in the software; we use test effectiveness ratio 2 (TER2) as a measure of the fraction of branches exercised expressed as a percentage. The second goal is to assess the effectiveness of GAs in fault-based testing. Beizer [6] has defined a taxonomy of bugs and gives an estimate of their frequency of occurrence. This taxonomy may be used as the basis of a strategy for fault-based testing in which the fitness function is designed to detect a particular class of bugs. This becomes the specific goal of testing, and test sets which satisfy that goal may be regarded as being of high quality. According to Beizer's taxonomy, the most common faults are structural and control flow bugs, together constituting about 25% of all bugs. Within this group, the largest subcategory relates to faults in the control flow predicates. Test sets near the subdomain boundary are generated to search for failures based on the hypothesis that mistakes in the branch predicates are common. The test effectiveness metric for this fault hypothesis is the percentage of program mutants killed.
Several workers have investigated the usefulness of random testing over the last ten years [1, 2, 7] and there is some evidence to suggest that random testing may be as effective as partition testing in the right circumstances [2] . Random testing may reveal faults more effectively than partition testing, especially when the failure rate is low (i.e. a probability of failure of less than one in a thousand). Weyuker and Jeng [8] are less enthusiastic about random testing; they show that partition testing is most successful when the subdomain definitions are fault based, by which they mean that the subdomains are refined in a way which increases the failure rate of test data chosen from that subdomain. The effort involved in random testing is often comparable to partition testing, especially when the work needed to define the partitions is taken into account [2] . A large amount of work is required to check the output from the random tests in the absence of an automated oracle. In practice, a suitable subset is normally chosen from the entire set of random tests, and therefore only a subset needs to be checked manually [7] .
A further advantage of random testing is that the program's reliability may be estimated using the approach of Thayer et al. [9] . They define the reliability of a GENETIC ALGORITHMS 99 program as the probability that it executes correctly when the input is chosen at random according to the operational distribution. The operational distribution is that which occurs during the real use of the program [10, 11, 12, 13 ]. An acceptable confidence can be specified in terms of the program's reliability to indicate a point at which testing may be discontinued. Tsoukalis et al. [10] suggest that partition testing is more effective than random testing if several test cases are chosen from each partition; the number of tests relating to each partition should be proportional to the product of the cost arising from failure and the cardinality of the partition.
Testing may thus be regarded as a search of the input subdomain for tests that cause a branch to be executed or reveal a fault. Genetic algorithms [3, 4] are a method of searching and optimization. Genetic algorithms (GAs) search a space x ∈ R n for a goal such as the minimization of a function, f (x), subject to constraints g(x) = 0 [14] , i.e.
The general techniques for solving such problems are almost always iterative; when the objective function, f (x), and the constraints, g i (x), are linear, the problem becomes one of linear programming. When GAs are applied to maximization problems, the function f (x) can become the fitness of the input population x, since f (x) increases as the goal is approached. In general the fitness is modified by penalty functions whose values are set according to whether the constraints are violated or satisfied. The inputs are adaptively changed in a way which favours those members of the population which are close to the goal and therefore have a high fitness.
GAs have been widely used in many areas to search for optimal designs, and they have shown their worth in solving problems where normal algorithms are too inefficient or ineffective. They have the property that under most circumstances GAs will find a good local optimum. GAs have been used to generate test patterns for VLSI circuits [15, 16] as well as input data for software [5, 17, 18, 19] .
INTRODUCTION TO GENETIC ALGORITHMS
GAs are very effective in searching or optimizing spaces that are not smooth and may even be discontinuous; under these circumstances, deterministic algorithms are inappropriate. As their name implies, GAs are based loosely on biological genetics and Darwinian evolution driven by the survival of the fittest. A group of guessed solutions form a population, whose first generation may be chosen at random. A second generation is formed by 'mating' pairs of the population to form 'offspring' solutions, and allowing a mixture of the parents and offspring to survive to form a new generation. Usually those solutions which are fittest have a better chance of surviving. Members of the population may mutate to introduce a diversity of characteristics and to provide the possibility of an improvement by serendipity. The crucial choices to be made are the definition of fitness and the representation of the search space vector, x. There are several ways of representing data for manipulation by GAs; one common approach is to use strings of binary elements. This seems to be appropriate for data structures which are stored naturally in a computer as bit strings. The bits are known as genes and the strings of genes as chromosomes. The chromosomes are manipulated using stochastic rather than deterministic operators.
The chromosomes are adapted by a number of basic operations which have many possible variants. Three of these operations are reproduction, crossover and mutation. Reproduction is used to select which chromosomes will survive unchanged into the next generation. The fitter chromosomes have a higher probability of survival. In crossover, pairs of chromosomes are selected and sequences of genes are exchanged to produce a pair of offspring which contain characteristics (short bit sequences) of each parent. Crossover merely shuffles bit sequences, and mutation operators are needed to introduce an element of diversity as the population approaches the goal, otherwise the population may stick at a suboptimal solution. Mutation operators choose a gene at random and switch its binary value. There is a probability associated with each process and as in biological systems the probability of crossover is much higher than that of mutation. A fitness function is defined so that a numeric fitness may be associated with each individual chromosome.
The algorithm may be summarized as follows (see Figure 1 ).
(i) Determine a representation for the test data sets; a binary representation is appropriate for program variables. (ii) Generate a population of input test data sets at random. (iii) Evaluate the fitness for each member of the population; in this work, this will relate to the execution of a specific branch in the software. (iv) Select members of the population for crossover and mutation to produce a population of children. (v) Select those test data sets that will survive and become the next generation; this may be at random, according to fitness or by allowing the 'elite' to survive. (vi) Repeat from stage (iii) until the branch under investigation is executed.
GAs may be implemented in parallel and considerable work has been done in designing appropriate algorithms (for example, Whitley and Starkweather [20] , Manderick and Spiessens [21] ).
A STRATEGY FOR APPLYING GENETIC ALGORITHMS TO SOFTWARE TESTING
The input domain of a sequential program is the set of all valid input data. The domain is split into a multitude of subdomains according to a pre-defined criterion such as ensuring that every branch is covered. In this case, the subdomains will not be disjoint but overlap. Deriving tests to cover every branch becomes a search of the input domain 100 B. F. JONES et al. to find test sets for every branch. Deriving tests to exercise our fault hypothesis that mistakes occur commonly near subdomain boundaries suggests that we should search for test sets that fall close to the boundaries. Our first aim is to cover every branch. The major decision is to formulate the fitness function which must relate to the specific goal of testing. The fitness may be equated to the reciprocal of the difference in values of the functions involved in the branch predicate that must be executed:
where h and g are functions of the numerical test set x i , and OP is a logical operator [5] . The power of genetic algorithms lies in the fact that the detailed form of h and g need not be known. They may be complicated functions of the test set which have been input much earlier in the code. Only the values of h and g need be known, and these are made available by instrumenting the code immediately before the predicate under investigation [5] . The fitness is then determined by running the program and passing the values of h and g to the genetic algorithm. A possible fitness, F, is the reciprocal of the distance between the two functions, i.e.
where n is an integer. The fitness is set to a small value if the control flow is forced away from this predicate via the sibling branch to another part of the code. The instrumentation also records when a predicate branch has been executed, and our system determines automatically which of the unexecuted predicates should be investigated next. The instrumentation was the same for all programs and depends only on the goal of testing, for example branch testing; it could be easily automated. This approach has been used on a variety of programs including systems of several procedures. A full description of the instrumentation and method of searching has been presented elsewhere [5] . Whatever logical operator is involved, this approach will assign higher fitness measures to boundary test sets. This fitness function (equation (3)) has been adapted to use n = 1, n = 3 or the Gaussian function. In general none of these performed better than the inverse square law (n = 2). Our second aim is to test our fault hypothesis by finding test sets close to the subdomain boundary; the test metric is based on mutation analysis. Mutation analysis should not be confused with the mutation of the genetic algorithms; in this sense it involves the deliberate introduction of a single, syntactically correct fault to the code, such as an alteration to the predicates. The quality of the test data relates to the probability with which such mutations are revealed and thus to checking our fault-based testing hypothesis. We seek test sets that are pivotal in the sense that small changes cause the predicate to switch from true to false and vice versa. This ensures that not only are the branches covered but the test sets also fall close to the subdomain boundaries.
The form of the fitness function is chosen to reflect the goal of testing. In addition a more general fitness function is based on the Hamming distance between the values of h and g, i.e. the exclusive OR of the two binary patterns. This fitness function is therefore suitable for predicates which rely on other than numeric variables (e.g. strings) or which involve variables of complex data structures (e.g. arrays and records) rather than primitive data types. In these cases the Hamming distance between any two bit patterns, irrespective of their semantic significance, is measured. Although the general applicability of Hamming distance is an obvious advantage, its performance with numeric functions was still poorer than a simple reciprocal. The reason for this is that the binary patterns for integers that differ by unity (e.g. 7 and 8) may have markedly different bit patterns.
AN ASSESSMENT OF THE GENETIC ALGORITHM LIBRARY FOR BRANCH TESTING
A series of experiments was devised to compare the effectiveness of different genetic algorithms in the context of branch testing. In each experiment, test sets are generated completely automatically and the run is stopped when either all branches have been executed or an arbitrary number of generations have evolved without success. Branch coverage is the measure of test effectiveness and the branch predicate is used as the basis for the fitness as described in the previous section. Conjoined and disjoined predicates are separated and nested; in this way, the fitness function can be used to ensure that every combination of predicate is tested. The programs are instrumented to detect when control passes through each branch and to set the fitness of the current test set to an appropriate value. When the branch under investigation is executed, attention passes to the remaining branches that have not been visited.
In some experiments, a square array of chromosomes, each of which is expressed as an array of bits, is produced at each generation. We use a DEC Alpha computer which stores integers in 32 bits; hence an input domain comprising three integers is described by an array with 96 elements each of which is 96 bits long. A maximum of 100 generations without success is usually allowed before a test run is abandoned. Two parameters are measured during the tests. The first parameter is the percentage of the test runs for which full branch coverage is obtained. The second parameter is the average generation number at which full branch coverage is obtained; unsuccessful test runs are taken into the calculation of the average generation number by using the maximum generation for this test run. This enables a minimum to be placed on the number of test sets required to obtain full branch coverage.
The first batch of experiments is based on coverage of a quadratic equation solver which has four predicates involving both linear and nonlinear functions of the input variables; the functions use both equality and inequality logical operators. The derivation of data to satisfy the predicate
where A, B and C are integer inputs proves to be a challenge for the system because solutions are few and far between. The solutions to this equation form a subdomain of single values that are sparsely distributed throughout the input domain; large numbers of tests are required to locate them. The variables are integers and therefore the use of a gradient operator to locate solutions could be misleading. Fortunately, the results from the tests are checked automatically using the post conditions that the sum of the solutions equals −B/A and their product equals C/A. For programs where manual checking of results is needed, a subset of tests that maximizes the total fitness subject to the constraint of full branch coverage is formed.
The three input integers for the quadratic are converted to chromosomes (binary arrays) by the Ada utility UNCHECKED CONVERSION.
Experiment 0. Comparison with random testing
In order to compare the effectiveness of GAs with random testing, a run with a population of 96 was made with a maximum of 100 generations before stopping. The results form a baseline for comparison and are summarized in Table 1 . The input test sets were generated across the range −100. .+100 with a uniform probability. A total of 7354 random tests were needed to obtain full branch coverage.
The poor performance of pure random testing on such a simple program arises because the predicate B 2 −4 * A * C = 0 is difficult to satisfy compared to the other inequalities. Within the range ±100, there are over 8 million possible combinations of A, B and C, but only 1104 (∼0.013%) will satisfy this predicate; the expected number of random tests is therefore 7356 which agrees closely with the above experimental result. As the input range increases, so the density of possible combinations decreases. This effect is mainly responsible for the increase in CPU time from 0.16 to 6.35 s required to achieve full coverage when the range of inputs is increased from ±100 to ±1000. The execution time increases as the subdomains corresponding to the satisfaction of a branch predicate become smaller and hence more difficult to find. This frequently happens with nonlinear predicates, or sequences of equalities which produce a filtering effect in the control flow. For example, consider three inputs A, B and C; even simple predicates such as A = B and B = C will result in a small subdomain which will increase the execution time.
The remaining experiments use genetic algorithms and are designed to compare the effectiveness of variations in the genetic algorithms such as population size, different crossover and mutation strategies, and different means of selecting parents and survivors to form the next generation.
Experiment 1. To determine the effect of population size on number of generations required
Two runs were performed with populations of 32 and 96.
The smaller population covers all branches in only 91% of runs and at an average generation of 31.8; this suggests a minimum value of 1214 for the number of test sets needed for full branch coverage. The larger population gives improved results in the sense that full coverage is obtained in all test runs after 13.4 generations (1286 tests) on average. Whilst small populations may find solutions quickly, they tend to converge prematurely onto a suboptimal solution; the reduced diversity effectively disables the search for the required goal. Larger populations allow the search space to be sampled more thoroughly and they are therefore less likely to be trapped by a suboptimal solution. The first few generations of the GAs are akin to random testing, since the adaptive nature of GAs does not take effect immediately. This is particularly so for large populations, when many branches are traversed at random in the first two or three generations. The penalty of increasing the population size or the allowed range of input data is increased processing effort. Hence the effort required by GAs may be greater than random testing even though the number of tests required is smaller. A typical run for the quadratic equation solver takes just under 0.46 s of CPU time (compared to 0.16 s for random testing) to obtain full branch coverage when the range of input data was restricted to ±100. However when this range was increased to ±1000, the computation time increased to 1.47 s (6.35 s for random testing). The increase in range of the inputs had a sublinear effect (a power of about 0.5) on the CPU time for GAs compared to a superlinear increase in CPU time (a power of more than 1.5) for random testing. The slow increase in the CPU time coupled with the factor of five fewer tests needed point to the relative power of GAs over random testing in generating structural tests from large subdomains. This suggests that GAs are scalable to large programs in contrast to random testing. A further disadvantage of random testing is that full branch coverage is rarely obtained. Covering the remaining few branches manually may be extremely difficult and time consuming.
Experiment 2. To determine an effective crossover strategy
During crossover, two chromosomes (parents) are selected and substrings are exchanged to produce two offspring that are eligible for inclusion in the next generation. The crossover operation searches for better building blocks within the genetic material; these may be combined to give fitter individuals. The crossover probability is normally set between 0.5 and 1.0. For single crossover, a point along the length of the two parent chromosomes is chosen at random, so dividing each chromosome into two parts. The two end sections are exchanged to produce new chromosomes.
The double crossover is similar except that two points in the length of the chromosomes are chosen at random, and the middle sections are exchanged.
In uniform crossover, every pair of bits along the length of the parent chromosomes may be exchanged according to the crossover probability.
These crossover strategies are compared (see Table 1 ) under conditions where the three input parameters are treated as a single-bit string. The single crossover (98% branch coverage after an average 1744 tests) performs slightly worse than the double crossover (99% branch coverage after an average of 1578 tests). The uniform crossover with a crossover probability of 0.5 gives better results for both parameters (100% branch coverage after an average 1286 tests).
Single and double crossover change either one or two variable values and shuffle the remaining value. Uniform crossover changes all three variables and leads to a more rapid and comprehensive coverage of the search domain.
Experiment 3. To determine the effect of mutation operators on number of generations required
Mutation means the occasional switching at random of one of the bits in a chromosome. Whilst the consequences of mutation are unpredictable, it is an important way of maintaining diversity in the population and preventing all of the chromosomes from converging onto the same suboptimal patterns. The mutation probability is usually very low at a value between 0.05 and 0.001. Mühlenbein et al. [22] suggest that the optimum mutation probability is the reciprocal of the chromosome length.
If the mutation probability is too low there will be insufficient global sampling to prevent convergence to a local optimum, whereas if the probability is too high the rate of convergence to the global optimum will be delayed. Spears and Anand [23] have demonstrated that, for small populations where diversity is limited, GAs using mutation without crossover can out-perform GAs with crossover. In our experiments, the best mutation probability is found to be 0.01 (see the results in Table 1 ) in agreement with Mühlenbein's suggestion.
Experiment 4. To determine an effective method for the selection of parents for reproduction
Two chromosomes are selected from the current population for submission to the crossover and mutation operators. The selection may be made in many ways, and typically it is made at random, but those chromosomes with a higher fitness have a better chance of being selected. An alternative approach is to select the pair completely at random. In agreement with Lucasius and Kateman [24] , we find that the best strategy is to select parents purely at random, especially under the present circumstances where there are many goals of equal value. This result is surprising at first sight, but on reflection random selection maintains a diversity in the population and this encourages healthy offspring. As has been shown in other experiments, inbreeding leads to convergence at suboptimal solutions.
Experiment 5. To determine an effective strategy for survival to the next generation
There are many strategies for selecting which of the parents and children survive to form the next generation; they include random survival and survival with a probability related to fitness. We find the latter to be the most effective. The best results are obtained with the uniform crossover with a crossover probability of 0.5, random selection of parents, a mutation probability of 0.01 and a limit of 100 generations before the test run was abandoned; the results are shown in Table 1 . The survival probability was 0.1 indicating that 10% of the surviving generation come from the children and 90% from the parents. The first generation was produced randomly with values lying between ±100.
One problem is that in seeking to satisfy the predicate B 2 − 4 AC = 0, the uniform crossover leads to 34% of all combinations having B = C = 0 (zero values for A were already filtered before this predicate; 200 or 17.6% out of the possible 1104 zero solutions have B = C = 0). The proportion of B = C = 0 solutions for double or single crossovers was 17% as expected. The reason for this is that smaller values for B and C naturally lead to smaller values for B 2 −4 AC, and therefore higher fitnesses based on the reciprocal (see equation (3)). This favours the perfectly correct but uninteresting case when B = C = 0. This problem is mitigated by introducing to the fitness function a penalty when B or C take zero values.
In summary, these experiments define an effective GA for branch testing with the following parameters which are used in subsequent experiments:
• a uniform crossover algorithm with a probability of 0.5;
• a maximum population size of 96;
• a mutation probability of 0.01; • a survival probability that increases with fitness.
THE APPLICATION OF GENETIC ALGORITHMS TO BRANCH TESTING
GAs have been used to generate test sets which cause every branch in a series of programs to be executed. A fitness function for the branch predicate shown in (2) may be based either on the reciprocal of the difference in values (equation (3)) if the functions are numeric or, more generally, on the Hamming difference between the functions. Hamming distances must be used for more complex data structures. The Hamming distance is implemented using the exclusive OR operator and equating the fitness to the reciprocal of the count of ones in the result, or the count of zeros. Test sets are derived both at random and using GAs for a variety of programs which declare integer, character and array variables, and use selection and iteration control structures.
A triangle classifier program
Experiments were conducted with a triangle classifier system comprising five procedures. The procedures are (i) to check that the three sides of the triangle are positive, (ii) to check for a scalene triangle, (iii) to check for an isosceles triangle, (iv) to check for an equilateral triangle and (v) to check for a right-angled triangle. The results are summarized in Table 1 , where the high number of tests reflects the presence of three nonlinear predicates involving three input integers a, b and c of the form a 2 + b 2 = c 2 and its permutations. Experiments were made to determine the fitness of this predicate using a fitness function based on the numerical value of
When the maximum number of allowed generations is set to 2000, a total of 100% of test runs achieved full branch coverage of the triangle system with a mean generation number of 185. This is equivalent to a mean of 17,760 tests. Out of over 8 million possible combinations of a, b and c, there are only 104 non-zero values which satisfy the predicate a 2 + b 2 = c 2 (i.e. 0.00128% and equivalent to 162,673 tests to satisfy all three predicates). As might be expected, only 69.5% of tests chosen at random achieved full coverage with an average generation number of 1187 (equivalent to a minimum of 163,296 tests). This is in accord with the expected number just quoted. GAs achieve branch coverage with seven times fewer tests than random testing.
A remainder calculation program
The remainder program accepts two integer inputs A and B and returns the integer remainder when A is divided by B. The remainder is calculated by repeatedly subtracting B from A until the result yields a negative number. The four cases arising from all possible combinations of positive and negative values for A and B must be catered for separately. The program therefore has four iterations; the iterations are treated in a similar way to branches and the aim is to execute the iteration never, once, twice and more than twice. The input subdomains for most branches including those causing no iterations are large, and the associated probabilities for random generation are approximately 0.5. The probabilities of executing the branches that filter the cases when A or B are zero are much lower. Given that inputs are selected between ±20,000, the probability for each is 2.5 × 10 −5 ; this probability dominates the number of random tests needed to achieve full branch coverage. Our experiments terminate after 1000 generations; the number of required tests is estimated to be at least 63,568, in reasonable agreement with the theoretical prediction which is based on the probability of satisfying each predicate. When the GAs are used to predict data, full branch coverage is achieved in 644 tests which is an improvement of a factor of 100 over random testing.
Linear search program
The linear search program searches for an input variable, X, in an array, A, of integers. The linear search was programmed in two ways using both a while loop and the loop exit statement. The results for complete coverage of the linear searches based on the while loop and exit when statement are shown in Table 2 .
The while-iteration is to be performed never, once, twice and more than twice. In the first experiment, the genetic 
Number of tests
Reciprocal Hamming Random Structure Array (1) Array (2) Array (3) Array (4) Array (5)  fitness  fitness  test   WHILE  1  1000  1000  1000  1000  212  183  40,576  10,000  1  1  1  1  1610  170  39,584  1  10,000  20,000  30,000  40,000  1460  749  76,733  GA  GA  GA  GA  GA  378  40,032   EXIT when  1  10,000  20,000  30,000  40,000  852  432  60,928 algorithms are applied only to the variable X, and the array elements are held constant throughout at ( A := (1 ⇒ 1, others ⇒ 10,000)). The range of the first generation of guesses for X is between ±20,000. The GAs achieve full coverage after 212 tests compared to 40,576 for purely random tests. However when the fixed values in the array are changed so that ( A := (1 ⇒ 10,000, others ⇒ 1)), the number of tests required increases to 1610 for the reciprocal fitness function
The degradation in performance in the second case is explained by the tendency of the reciprocal fitness function to favour smaller values for X. When the Hamming distance based on A(1) = X is used, this effect is not observed. This fitness function based on the Hamming distance of A(1) from X gave better results (170 tests) and is remarkably consistent with its performance in the previous case when A(1) was 1 (183 tests). These findings are confirmed by our results from pure random tests, when 41,152 tests are needed in one case (A(1) = 1) and 39,584 tests in the other (A(1) = 10,000). Using the Hamming distance to measure fitness also produces good results when a chromosome comprising both X and the array A is adjusted using GAs. For an array with five elements full branch coverage is always obtained and requires an average of 378 tests.
Normally the number of chromosomes per generation is kept equal to the number of bits per chromosome; hence as the array size, N, increases so the computation effort increases as N 2 . For an array with 10 elements, 4,541 tests are required on average and full coverage is always obtained. When this test is repeated with the number of chromosomes reduced from 352 (i.e. 11 × 32) to 192, slightly more tests are needed though full coverage is still obtained.
The results are improved by using selection of parents according to fitness because in this case there is a single global optimum.
Binary search program
A binary search program in which a variable, X, was sought in an ordered array, A, was investigated. The testing is extended by controlling the loop so that 1, 2, 3, . . . iterations are executed. The results are summarized in Table 3 .
In the first set of experiments, an array of 1000 integers was filled with random numbers in the range ±20,000 and sorted. The variable X is the only one to be adjusted by the GAs and therefore the population size was 32. For low numbers of iterations the Hamming distance comparing X with A(MID) worked better (493 tests and full branch coverage in all tests) than the reciprocal fitness based on (X − A(MID)) −2 which needed more than 757 tests and achieved full branch coverage in 94.5% of tests. As the number of iterations, N its , increases, so the number of possible matches increases as 2 N its −1 and some of the matches will move to the smaller values in the array. The Hamming distance is more effective in general. In Figure 2 the results of different test runs with values of 1 to 10 for N its are displayed. For random testing only values 5 and 10 for N its are presented for the sake of clarity.
The theoretical number of random tests needed for a single iteration is 40,000 which is in good agreement with the measured 40,160 random tests. The genetic algorithm's performance is almost two orders of magnitude better FIGURE 2. The number of tests required to control the number of iterations in a binary search using reciprocal and Hamming distance fitness functions and random testing. (Table 3 ). As the number of iterations increases so the number of possible matches increases, and the performance of random testing both in theory and in practice approaches that of genetic algorithms (see Figure 2 ). This is because the cardinality of the required subdomain increases.
For full loop testing (i.e. executed never, once and twice and more than twice), the number of tests required was 871 with GAs and 48,640 with random testing.
Full coverage has been achieved for both the linear and binary searches using arrays of characters. In this case, there is a population of eight chromosomes. For the linear search and one iteration for the binary search the genetic algorithm performs better than pure random testing, but as the probability of a hit increases so random testing becomes comparable. This confirms previous results with integers.
THE APPLICATION OF GENETIC ALGORITHMS TO FAULT-BASED TESTING
Certain types of mistakes are frequently made by programmers and result in predictable faults in the code. Tests designed to reveal a particular type of fault are termed fault-based testing. We describe an experiment to generate test sets that reveal faults arising from mistakes in branch predicates. This demands that the fitness function used by the GA should find test sets that are close to the input subdomain boundary at which the branch predicate switches between true and false. The fitness function in Section 3 achieves this since the fitness increases and is a maximum at this boundary. As for branch testing, each predicate in the program is instrumented and the system investigates each predicate in turn. Whereas branch testing stops as soon as all branches have been executed, testing for faulty predicates must continue until a test set brings the predicate to its pivot, i.e. to the subdomain boundary.
The quality of a test set is related to the probability that it will reveal the fault under investigation. We have assessed the quality of the test sets using mutation testing in which a single, syntactically correct alteration is made to the program, i.e. a fault is deliberately introduced. Different results should be obtained when the test sets obtained for the original program are applied to the mutated programs. If this is so, the mutant is said to have been killed and the quality of that test set is high. It is possible that a mutant does not change the program's output and these mutants are said to be equivalent. A mutation score, M S, is defined to be
where M is the number of mutants, K is the number killed and E is the number of equivalent mutants. DeMillo and Offutt [25] developed a mutation analysis system for testing software (MOTHRA) which applied mutation operations to the test program. They integrated a tool (Godzilla) which generated tests using the constraints on paths through the program. The system was used to test dozens of FORTRAN subprograms of up to a few hundred lines and an average mutation score of 0.97 was achieved. The run-time for a triangle classifier running on a DEC MicroVaxII was 30 min. Offutt [26] suggests that a mutation score of 0.95 or greater is an acceptable value that indicates thorough testing. We investigate the fault hypothesis that the programmer makes a mistake in the predicate and therefore we construct mutants by altering the predicate in some way. For example, the relational operator '>' in a predicate may be replaced by '≥' or the whole predicate may be replaced by true.
The quadratic equation solver has been mutated 70 times; each mutant has been compiled and executed in the GA test harness to cover every branch. Whereas any test which executed a branch is sufficient for branch coverage, in the fault-based testing experiments, the search continues until the mutant is killed. These test sets are then applied to the original program and compared with the outputs from the mutated program. A mutation score of 0.97 is obtained and is comparable with the results obtained by the Godzilla testing system [25] . This satisfies Offutt's criterion for adequate testing after a total of almost 20,000 tests and an execution time of a few seconds.
DISCUSSION
Throughout the experiments the number of purely random tests predicted to obtain full branch coverage of the software agrees with the experimental findings. On occasions the agreement is approximate because premature termination of the test run allows only a minimum estimate to be made. In every case the use of GAs to generate test data gives better results than random testing as measured by the achievement of full branch coverage with a lower average number of generations. Furthermore GAs are able to control closely the number of iterations used in a binary search procedure. The improvement factor over random testing varies considerably from problem to problem; the smallest improvement is a factor of about seven and the biggest is two orders of magnitude. This improvement does not take into account the important issue of computation effort which may be greater for GAs than with random testing.
GAs come into their own when searching for a member of a subdomain with a small cardinality such as satisfying an equality involving complicated functions of the input variables. The first three or four generations are mainly random in nature and we find that a large proportion of the branches with a large cardinality are exercised by chance. The effect of the GAs increases and the remaining stubborn branches are covered. The goal is thus achieved with minimum effort.
Obtaining full branch coverage is not the only issue. The adequacy of the test data sets is important for fault-based testing, and may be worth extra computational effort. The test data that are able to reveal faults most effectively are those near the subdomain boundary and therefore belong to a subset with small cardinality. GAs are certainly more effective than random testing at generating such tests.
Testing is thus an interesting and potentially fruitful area for the application of GAs to searching input domains for high-quality test sets.
There are many goals in the search space for test generation and possibly several global optima corresponding to subdomain boundary data identified above. This approach could be used to refine subdomains (corresponding to Weyuker and Jeng's [8] observation 12) if a suitable criterion can be defined.
The future work suggested by our investigation is exciting. Whilst our work is based on branch testing and fault-based testing defined by branch predicates, any other preferred test criterion may be used as the basis for the fitness function in guiding the GA to the desired goal.
For example, formal specifications written in mathematical notation may be used to generate functional tests. This will become more easy as GA tools become widely available [27] . Other stochastic techniques, such as simulated annealing [28] and tabu search are under investigation, and may prove equally fruitful.
CONCLUSION
GAs have been used successfully to predict test data which will give full branch coverage in software; they have required up to two orders of magnitude fewer tests than simple random testing to give full coverage. The advantage of GAs is most marked in covering branches which have small input subdomains. GAs may be used to generate highquality test data in the sense that they can probe regions of the subdomain where the failure rate is expected to be high or to pursue a given criterion of effectiveness for fault-based testing.
The best overall fitness function with general applicability is based on the Hamming distance for a predicate. When the predicate involves integer variables it is tempting to use a simpler fitness function based on the reciprocal of a numerical evaluation of a predicate. This tends to favour small numerical values for the variables and may cause convergence to local rather than global optima, or convergence onto trivial solutions where all the variables tend to zero.
GAs have the potential to be used in conjunction with many software properties that can be used as the basis of a fitness function. Such properties include formal functional specifications as well as the software structure.
