Abstract. We survey the various constructions of forward selfsimilar solutions (and generalizations of self-similar solutions) to the Navier-Stokes equations. We also include and prove an extension of a recent result from [7] .
Introduction
The Navier-Stokes equations are a system of partial differential equations that describe the evolution of a viscous incompressible fluid's velocity field v and associated pressure π. In three dimensional space they are (1.1)
and are supplemented with some initial data v 0 . If the nonlinearity v · ∇v is omitted, this becomes Stokes system. Leray proved in [32] that, if v 0 ∈ L 2 , then a global in time weak solution v to (1.1) exists. Hopf later generalized this to bounded domains (where the problem is supplemented with an appropriate boundary condition) in [20] . Leray's construction is based on the a priori bound (1.2) ess sup
Formally this is a result of testing (1.1) against a solution v and noting that the nonlinear term vanishes due to incompressibility. This energy inequality is identical to that satisfied by solutions to the Stokes system. Neither Leray nor Hopf were able to say much more about these weak solutions; this remains true of researchers today. In particular, we still do not know if Leray's weak solutions are unique or if they are smooth, even with smooth, compactly supported v 0 (partial and conditional results are available, but the general questions remain open). 1 Leray noticed that solutions to (1.1) satisfy a special scaling property: given a solution v of (1.1), and λ > 0, it follows that (1.3) v λ (x, t) = λv(λx, λ 2 t),
is also a solution with associated pressure (1.4) π λ (x, t) = λ 2 π(λx, λ 2 t), and initial data (1.5) v λ 0 (x) = λv 0 (λx). When weak solutions to a system are not clearly regular, irregular behavior can sometimes be found by considering special solutions. Along these lines Leray realized that solutions which are invariant to the above scaling, if defined for negative times, would necessarily develop a singularity at time t = 0.
We say a solution is self-similar (SS) if it is scaling invariant with respect to the above scaling, i.e. if v λ (x, t) = v(x, t) for all λ > 0. Hence, Leray's proposed singular solutions would be self-similar. If this scale invariance holds for a particular λ > 1, then we say v is discretely selfsimilar with factor λ (i.e. v is λ-DSS). Similarly v 0 can be SS or λ-DSS. The class of DSS solutions contains the SS solutions since any SS v is λ-DSS for any λ > 1.
Self-similar solutions can be forward (i.e. defined for t > 0) or backward (i.e. defined for t < 0, like Leray's proposed solutions), and both classes are interesting as sources of irregular behavior such as singularity formation and non-uniqueness.
For the backward case, as mentioned above, Leray [32] proposed the SS solutions as candidates for singularity formation. His original problem on the existence of a nontrivial solution v(·, t) in W 1,2 (R 3 ) ⊂ L 3 (R 3 ) for every t < 0 was excluded in Nečas, Růžička, andŠverák in [35] . Escauriaza, Seregin, andŠverák [23] gave another proof of the result in [35] as a consequence of their L ∞ L 3 regularity criteria. Tsai proved a localized non-existence result in [38] for solutions v satisfying v(t) ∈ L q (R 3 ), 3 < q ≤ ∞ for any t < 0, or v ∈ L 10/3 (B 1 × (−1, 0)). These results were recently generalized to Lorentz spaces by Chae and Wolf in [13] and by Guevara and Phuc in [22] . Chae and Wolf also proved the non-existence of non-trivial backward discretely selfsimilar solutions [14] where the scaling factor λ is close to 1, (with N = sup x,t (x 2 − t) 1/2 |v(x, t)| < ∞ and λ − 1 ≤ δ for some sufficiently small δ > 0 depending on N), by reducing the problem to the selfsimilar case via a contradiction argument. There are still several important open problems concerning the existence of backward solutions in larger classes. For example, solutions that are self-similar modulo a rotation (these will be introduced formally later in this article) do not
) (this follows from the result of [23] ), but this is not known under the weaker assumption
even though this assumption does exclude backward self-similar solutions [38] . This is surprising because, at face value, rotated selfsimilar solutions appear very similar to self-similar solutions (e.g. they both have stationary ansatzes). Additionally, backward DSS solutions haven't been ruled out under any condition when λ is significantly larger than one. For the forward case, it has been conjectured that forward selfsimilar solutions are a good place to look for non-uniqueness of Leray weak solutions to the Navier-Stokes equations [24, 25] . Self-similar solutions are decided by their behavior at a single time and can therefore be determined by an ansatz which satisfies a stationary system resembling the stationary Navier-Stokes equations. It is known for certain large data and appropriate forcing, that solutions to the stationary Navier-Stokes boundary value problem are non-unique [40, 41, 15, 37] . In [24] , Jia andŠverák speculate that similar non-uniqueness results might hold for the stationary profiles of forward self-similar solutions, provided the initial data is large in a borderline space such as L 3 w . Strong numerical evidence has recently been given by Guillod anď Sverák in [21] supporting the non-uniqueness conjecture in these spaces.
Until recently, existence results for forward self-similar and DSS solutions were only known for small data (for small data existence of forward self-similar solutions see [18, 26, 3, 11, 28] ). Such solutions are unique and, therefore, the scale invariance of the solution follows from that of the initial data. For large data there is no uniqueness result. Thus, an existence theory of scale invariant solutions for large data is needed. This article will survey recent advances toward a robust existence theory for forward self-similar and discretely self-similar solutions with large data. As we will see, the problem is largely solved, but several important outstanding cases remain open.
This article is structured as follows. In Section 2 we will introduce and discuss several classes of solutions to the Navier-Stokes equations with special symmetries (self-similar solutions being an example of such a class). In Section 3 we introduce classes of solutions to the NavierStokes equations, including ones for initial data that is uniformly locally square integrable or belongs to scaling invariant function spaces. In Section 4 we will give an overview of the various constructions of solutions with special symmetries that are presently available. In Section 5 we will focus on the construction from [5, 6, 7] and use it to prove Theorem 4.2, which is an improvement of the existence result in [7] .
In particular, Theorem 4.2 establishes a local energy inequality for the SS/DSS solution constructed by the method from [5, 7] for initial data in Besov spaces of negative order.
Properties of scaling invariant solutions
Recall that v is self-similar (SS) if v(x, t) = λv(λx, λ 2 t) for all λ > 0 and v 0 is SS if v 0 (x) = λv 0 (λx) for all λ > 0. If this holds for a particular λ > 1, then v (or v 0 ) is λ-DSS. Clearly, if v is SS then it is λ-DSS for all λ > 1. Of course, a solution can also be strictly discretely self-similar.
Self-similar solutions have a stationary quality in that there exists an ansatz for v in terms of a time-independent profile u, namely,
The above applies to forward solutions, and we replace t by −t for backward solutions. The profile u solves the Leray equations
in the variable y = x/ √ t. Note that these equations closely resemble the stationary Navier-Stokes equations.
Discretely self-similar solutions on the other hand are determined by their behavior on time intervals of the form λ k ≤ t ≤ λ 2+k . Thus they have a periodic quality. To make this more precise consider the ansatz
Then, the vector field u is T -periodic in s with period T = 2 log λ and solves the time-dependent Leray equations
where ∇ = ∇ y and ∆ = ∆ y . Note that the similarity transform (2.3)-(2.4) gives a one-to-one correspondence between solutions to (1.1) and (2.5).
A rotational correction can be added to self-similar and discretely self-similar symmetries. For ease of notation, we will only consider rotations around the x 3 -axis with matrices
Note R(s)R(τ ) = R(τ )R(s) for any s, τ ∈ R, and
A vector field v(x, t) is said to be rotated self-similar (RSS) if, for some fixed α ∈ R and for all λ > 0, x ∈ R 3 , and t > 0,
The constant α will be called the angular speed, and is understood relative to the new time variable s to be defined in (2.11 ). An RSS vector field is always DSS with any factor λ > 1 such that 2α log λ ∈ 2πZ. When α = 0 it becomes SS. Hence SS RSS DSS.
for all x ∈ R 3 and t > 0. Thus the value of v is determined by its value at any fixed time, and given any profile at a fixed time we can construct an RSS vector field. Hence RSS solutions have the same stationary quality as SS solutions.
A vector field v(x, t) is said to be rotated discretely self-similar (RDSS) if, for some λ > 1 (not necessarily all λ > 1) and some φ ∈ R,
for all x ∈ R 3 and t > 0. We call λ the factor and φ the phase. When φ ∈ 2πZ we recover λ-DSS vector fields. If nφ = 2πm for some integers n > 0 and m, then v is DSS with factor λ n . If
i.e., v is decided entirely by its values on t ∈ [1, λ 2 ). Note that an RSS vector field with angular speed α is always RDSS for any factor λ > 1 with phase φ = 2α log λ.
In summary, the inclusions between these classes are SS RSS DSS RDSS.
For initial data, we say a vector field v 0 (x) : R 3 → R 3 is RSS if, for some α ∈ R and all x ∈ R 3 and λ > 0,
and is RDSS if for some λ > 1 and some φ ∈ R,
for all x ∈ R 3 . Note that, like SS initial data, if v 0 is RSS then it is determined by its values on the unit sphere. Similarly, if v 0 is RDSS, then it is determined by its values on {x : 1 ≤ |x| < λ}.
RSS and RDSS solutions also have ansatzes which are stationary or time-periodic. Indeed, let (2.11)
for some function θ(s). Then u satisfies
is an RSS solution of (1.1) satisfying (2.6), then u(y, s) is a stationary solution of (2.12) with constantθ = α, if we take θ(s) = αs. For any RDSS solution v(x, t) of (1.1) satisfying (2.8) with factor λ > 1 and phase φ, let (2.13)
for an arbitrary integer k ∈ Z. Then v(x, t) corresponds to a periodic solution u(y, s) of (2.12) with constantθ = α k and period T . To be definite we will take α = α 0 = φ T .
Solution classes
In this section we introduce various function spaces and classes of solutions to the Navier-Stokes equations. These will be highly relevant to our subsequent discussion of self-similar solutions and their generalizations.
3.1. Weak solutions. As mentioned in the introduction, Leray constructed weak solutions to the Navier-Stokes equations in [32] . His solutions satisfied the global energy inequality (1.2). In honor of Leray's contribution, any weak solution with data in L 2 satisfying (1.2) is called a Leray weak solution.
Lemarié-Rieusset introduced a local analogue of Leray's solutions in [30] called local Leray solutions. We recall the definition in full. For
for all cylinders Q compactly supported in R 3 × (0, ∞) and all non-negative φ ∈ C ∞ 0 (Q), we have
In [30] Lemarié-Rieusset constructed global in time local Leray so- [27] for more details. In particular, condition 3 justifies a formula of the pressure π in terms of the velocity v, see [27, (1.9) ] and [24, (3. 3)].
Local Leray solutions are known to satisfy a useful a priori bound. Let N (v 0 ) denote the set of all local Leray solutions with initial data v 0 . The following estimate is known for local Leray solutions (see [24] ): for allṽ ∈ N (v 0 ) and r > 0 we have (3.2) ess sup
where (3.3)
A r = sup
for a small universal constant c 0 . Local Leray solutions are currently only defined on the whole space because the pressure formula breaks down on domains possessing boundaries.
Mild solutions.
There is a rich literature about the global well-posedness of solutions to the Navier-Stokes equations when the data belongs to a scaling invariant function space (see [30] for a review of this). Note that X is scaling invariant if u X = u λ X for any λ. Since we are working over R 3 , the most obvious example of a scaling invariant function space is
for small data. But, L 3 does not include non-trivial self-similar data because any such data will look like |x| −1 on rays emanating from the origin.
The weak Lebesgue space L 3 w is slightly larger than L 3 and includes |x| −1 , making it a natural space to study self-similar initial data. Recall
and m(f, s) is the distribution function of f given by
Here |S| denotes the three dimensional Lebesgue measure of a given set S. Let L and u 0 L 3 w < ǫ 0 for a universal, small constant ǫ 0 , then there exists a global in time mild solution u which is also a strong (i.e. classical) solution and is unique among solutions belonging to L ∞ (0, ∞; L 3 w ) [3, 30] . By mild solution we mean a solution to (1.1) satisfying an integral formulation. Such solutions are nonlinear perturbations of e t∆ v 0 . Note that L 3 w (R 3 ) embeds continuously into the space of uniformly locally square integrable functions L 2 uloc (R 3 ). Thus, for any initial data in L 3 w,σ , one may construct a global-in-time local Leray solutions in the whole space. However, this solution may not be unique for large data, and hence is not necessarily self-similar.
Analogous wellposedness results for small data can be formulated in the Besov spacesḂ
(1 < p < ∞) and the Koch-Tataru space BMO −1 , which we now introduce. Besov spaces can be defined using the Littlewood-Paley decomposition. Fix an inverse length scale λ > 1. Let B r denote the ball of radius r centered at the origin in
Then, u can be written as
For s ∈ R, 1 ≤ p, q ≤ ∞, the non-homogeneous Besov spaces include tempered distributions modulo polynomials for which the norm
is finite, while the homogeneous Besov spaces include tempered distributions modulo polynomials for which the norm
is finite. Note that the partition of unity can be taken to be λ-adic for any λ > 1. The resulting Besov norm is equivalent to any dyadic norm [7] . For 3 ≤ p < ∞, a small data global well-posedness theory exists for data inḂ
whenever p > 3, this generalizes the result of [3] .
The Koch-Tataru space BMO −1 is the largest critical function space in which the Navier-Stokes equations are globally well-posed for small data and consists of distributions which are derivatives of elements of BMO, the class of functions with bounded mean oscillation. The existence of global in time mild strong solutions was proved by Koch and Tataru in [28] . Note thatḂ
We have observed that small data well-posedness holds for the first two spaces; it fails for the third: In For small data, self-similar solutions were studied in the eighties and nineties by [18, 26, 3, 11, 28] . Giga-Miyakawa [18] constructed solutions to the vorticity equations assuming the initial vorticity is in a critical space of measures. Kato gave the construction in [26] assuming the initial velocity was small in a critical Morrey space. In 1996, Barraza [3] constructed solutions for small data in L 3 w , as did Cannone and Planchon [11] for small data inḂ . Because uniqueness is not known in these classes, it is unclear if the solutions constructed in [27, 30, 2] inherit the scaling properties of the initial data. Thus, for large data in L 3 w , we do not get the existence of self-similar solutions for free by these methods.
It was thus surprising when, in 2014, Jia andŠverák constructed a forward self-similar solution for large −1-homogeneous initial data which is locally Hölder continuous away from the origin [24] . Their proof used Leray-Schauder degree theory, the main ingredient of which are a priori bounds for self-similar solutions, existence and uniqueness for small data, and global compactness. Most of the work lies in establishing Hölder estimates for the solutions, which depend on the fact that the solutions live in the local Leray class.
In [39] , Tsai gave a similar result for λ-DSS solutions with factor close to one where closeness is determined by the local Hölder norm of v 0 away from the origin. It is also shown in [39] that the closeness condition on λ can be eliminated if the initial data is axisymmetric with no swirl. The approach is similar to [24] . In [29] , Korobkov and Tsai constructed self-similar solutions on the half space (their approach also works on the whole space) for appropriately smooth initial data. The approach here differs from [24] and [39] in that the existence of a solution to the stationary Leray equations (2.2) is established directly. It also gives a second proof of the main result of [24] . A new approach is necessary in [29] due to lack of spatial decay estimates, which gives global compactness needed for the Leray-Schauder theorem in [24] and [39] . 4.3. Weak self-similar solutions for large, rough data. The constructions in [24, 39, 29] necessarily produce strong solutions; this is why they require the initial data to be Hölder continuous. If we instead use construction methods which only necessarily yield weak solutions, then we can weaken the assumptions imposed on the initial data. Indeed, this idea is the main motivation for the sequence of papers by the authors, [5] , [6] , and [7] , where SS/RSS/DSS/RDSS solutions are constructed for large, possibly rough data. In [5] and [6] we considered data in L 3 w and arrived at the following theorem (which is an amalgam of the results of [5, 6] ). 
for any t ∈ (0, ∞) and some constant C 0 = C 0 (v 0 ). The above statement is also true with "SS" replaced by any of the following:
• "RSS for any given α ∈ R", • "DSS for any given λ > 1", • "RDSS for any given α ∈ R and λ > 1".
This result is more general than all earlier results. In particular, the initial data can be discontinuous or even singular away from the origin. Furthermore, it is valid for any choice of available parameters. The price paid for this generality is a loss of a priori regularity of the solutions; the solutions from [5] are not guaranteed to be smooth by their construction. In the SS and RSS cases, smoothness follows after the fact using Grujić's result which implies that any SS local Leray solution is smooth [19] (that proof also works in the RSS case). In the DSS and RDSS cases, smoothness is not known generally, but is expected for values of λ close to 1.
An analogous result can be formulated on the half space, as is shown in [6] . Adapting the proof of [5] to that case requires several technical modifications. In particular, the solution class is weakened, and we do not impose the local energy inequality. In comparison, self-similar solutions for smooth data on R 3 + were constructed in [29] but strictly discretely self-similar solutions had not been constructed prior to [6] .
Because existence of SS solutions is known for small data in spaces larger than L 3 w , in particular the Besov spacesḂ 3/p−1 p,∞ , it is natural to try to extend Theorem 4.1 in that direction. Partial progress was made in [7] to the Besov spacesḂ 3/p−1 p,∞ for 3 < p < 6 for SS and DSS data. The following theorem is a slight refinement of the main result of [7] . • a and b are self-similar, • b is a global strong solution to (1.1) for initial data b 0 having associated pressure p b , • there exists a distribution p a so that a and p a solve
in the sense of distributions, • a(t) converges to a 0 in the sense that
for some constant C r (v 0 ) with 
for some constant C r , • v = a + b and π = p a + p b satisfy the local energy inequality (3.1) for any non-negative
The above statement is also true with "self-similar" replaced by "DSS for any given λ > 1".
We will prove Theorem 4.2 in Section 5.
Comments on Theorem 4.2:
(a) Theorem 4.2 improves the main result of [7] in that it includes the local energy inequality (3.1). It is however restricted to the whole space setting, not for R
, possibly non-zero at t = 0, we can replace φ in (3.1) by φθ(t/ǫ), where θ(t) = 1 for t > 1 and θ(t) = 0 for t < 1/2, and take limits ǫ → 0 + to get the usual form of local energy inequality Theorem 4.1 has also been generalized in a different direction by Lemarié-Rieusset in [31] and by Chae and Wolf in [12] , both working on the whole space. In [31] , Lemarié-Rieusset uses the Leray-Schauder approach to first construct self-similar solutions for initial data v 0 satisfying |v 0 (x)| |x| −1 . This construction is more general than that in [24] but less general than that in [5] . But, Lemarié-Rieusset also noticed that provided v 0 is self-similar, then v 0 ∈ L . These solutions live in the class of "local Leray solutions with projected pressure," which means they satisfy a modified local energy inequality instead of the classical local energy inequality of [9] . We expect this result can be refined slightly; in particular, it seems possible to construct distributional solutions to (1.1) for any SS/DSS data (or RSS/RDSS data) which satisfy the local energy inequality in the sense of [9] . This will be addressed in the future.
Next directions. Theorem 4.
2 is the strongest available in the scale of critical spaces at the time of writing this survey. We expect that solutions exist for SS/DSS data inḂ 3/p−1 p,∞ for any 3 < p < ∞, that is, the assumption that p < 6 is likely not needed. Indeed, using a lemma from [7] (see Lemma 5.1 in the next section), it is possible to show that any DSS datum inḂ
can be approximated by data in L 3 w . Each approximate data then gives rise to a DSS solution to (1.1) by Theorem 4.1. It seems that these solutions should converge to a DSS solution to (1.1) provided some presently unknown a priori bound holds for data in spaces larger than L 2 uloc , but we have not found a proof of this.
Although we constructed RSS/RDSS solutions for data in L Recall that for small data existence is also known in BMO −1 . Thė B because, it appears, Lemma 5.1 breaks down for v 0 ∈ BMO −1 . This is because BMO −1 is an L ∞ based space whileḂ
is an L p based space (p < ∞) -i.e. · BM O −1 is computed by taking the supremum over quantities computed on dyadic cubes of (and above) a fixed scale while
is computed by taking the l p norm over quantities computed on dyadic cubes of a fixed scale (at least, in the wavelet characterization of norms). In l p , the tail of a convergent series can be made small if p < ∞ -this is the idea behind Lemma 5.1 and clearly fails in an l ∞ based space. Thus we expect that a totally new approach is needed to address the existence of large data SS/RSS/DSS/RDSS solutions for data in BMO −1 .
Constructing DSS/SS solutions: a case study
In this section we will follow the procedure of [7] to construct forward SS/DSS solutions with data in the Besov spacesḂ
We will use the following function spaces:
Let X * (R 3 ) denote the dual space of X(R 3 ). Let (·, ·) be the L 2 (R 3 ) inner product and ·, · be the dual product for H 1 and its dual space H −1 , or that for X and X * . Denote by D T the collection of all smooth divergence free vector fields in R 3 × R which are time periodic with period T and whose supports are compact in space.
We treat the DSS and SS cases separately, starting with the former.
Proof of Theorem 4.2, DSS case.
Elements of this proof are identical to those in [7] and some details are omitted here. The local energy estimate (3.1) was not considered in [7] and is therefore our main focus.
Step 1: formulation of an auxiliary problem. Recall that if v is a DSS solution for some initial data v 0 , then u defined by (2.3)-(2.4) satisfies (2.5), i.e.
and, furthermore, u is time periodic with period T = 2 log λ. Therefore, it suffices to construct u and then show the corresponding vector field v satisfies the properties in the statement of Theorem 4.2. Let ǫ 0 > 0 be small enough that there exists a global strong solution to the Navier-Stokes equations for any data inḂ
with norm smaller than ǫ 0 . In [7] we proved the following lemma.
Lemma 5.1 ([7, Lemmas 2.2, 5.2]). Let f be a λ-DSS, divergence free vector field in R 3 , and belong toḂ
for some λ ∈ (1, ∞) and p ∈ (3, ∞). For any ǫ > 0, there exist divergence free λ-DSS distributions a ∈ L w . Let b be the strong mild solution to the Navier-Stokes equations for the initial data b 0 and let p b denote its pressure. By uniqueness in the class of strong mild solutions, b is DSS. Therefore, there exists an ansatz B for b which is time-periodic with period T = 2 log λ, divergence free, and which satisfies
Letting a(x, t) be the image of A(y, s) under (2.3)-(2.4), we see that a satisfies (4.1) and (formally) converges to a 0 as t → 0 + . Thus, constructing A (in some specific context) will, after changing variables, give us the desired solution v = a + b to the Navier-Stokes equations.
To be more specific, we will construct a solution A of (5.1) subjected to the spatial boundary condition
and which is T -periodic, i.e.
A(·, s)
for a given T -periodic divergence free vector fields B and U 0 . Here, B is as above and U 0 is defined to be
Thus, U 0 serves as the boundary value of the system for A and encodes information about a 0 as boundary data. It can be shown that U 0 satisfies the following assumption (see [6] ):
is continuously differentiable in y and s, periodic in s with period T > 0, divergence free, and satisfies
and sup
for some q ∈ (3, ∞] and Θ :
When we say that A solves (5.1)-(5.3), we mean it is a periodic weak solution in the following sense. 
and if
4)
holds for all f ∈ D T . This latter condition implies that A(0) = A(T ).
In the above, A − U 0 is in the energy class. This hints that we will use energy estimates and compactness arguments to construct A − U 0 . Attempting to do so, we hit a roadblock when trying to obtain the formal bound
where γ is a prescribed, small parameter. Basically, U 0 isn't small and we therefore need to replace it with something that is both small and asymptotically comparable to U 0 . This is possible because a 0 has some decay at spatial infinity. This allowed us to prove the following lemma in [5] .
Lemma 5.4. Fix q ∈ (3, ∞] and suppose U 0 satisfies Assumption 5.2 for this q. Fix Z ∈ C ∞ (R 3 ) with 0 ≤ Z ≤ 1, Z(x) = 1 for |x| > 2 and Z(x) = 0 for |x| < 1. For any α ∈ (0, 1), there exists R 0 = R 0 (U 0 , α) ≥ 1 so that letting ξ(y) = Z(
) and setting
where
we have that W is locally continuously differentiable in y and s, Tperiodic, divergence free,
, and
and (5.9)
where c(R 0 , U 0 ) depends on R 0 and quantities associated with U 0 which are finite by Assumption 5.2.
For the proof, see [5] (a more technical but more robust proof is given in [6] which is also valid on the half-space).
It is now clear that we should seek a solution of the form
A bit of calculus reveals that the weak formulation for U is: for all f ∈ V and a.e. s ∈ (0, T ),
In [5] , the solution, which evolves from data in L 3 w , satisfies the local energy inequality. It turns out that the same is true of a in the present context, although this was not pursued in [7] . In order to prove this, we modify the formulation of the problem by mollifying the drift velocity. To this end, for ǫ > 0, let η ǫ (y) = ǫ −3 η(y/ǫ) where η ∈ C ∞ 0 is fixed and satisfies R 3 η dy = 1. The mollified U equation becomes
Step 2: Auxiliary problem -approximation. We use the Galerkin method as in [5] . Let
and its span be dense in X. For a fixed k, we look for an approximation solution of the form U k (y, s) = k i=1 b ki (s)a i (y). We first prove the existence of and a priori bounds for T -periodic solutions b k = (b k1 , . . . , b kk ) to the system of ODEs
for j ∈ {1, . . . , k}, where
We will show that, for any k ∈ N and ǫ > 0, the system of ordinary differential equations (5.13) has a T -periodic solution b k ∈ H 1 (0, T ). Letting
it is possible to show that
where C is independent of k and ǫ. We sketch the proof: First, we solve the problem (5.13) for an arbitrary U 0 ∈ span(a 1 , . . . , a k ) in a possibly short time interval [0, T ′ ] (this is a classical ODE problem for which smooth solutions exist) and obtain energy estimates for the solution using Gronwall's inequality. In particular, by applying the estimates from [ 
for all s ∈ [0, T ′ ]. Using this inequality, we can extend the existence time to T ′ = T and choose ρ > 0 (independent of k and ǫ) so that
is the closed ball of radius ρ in R k , is continuous. Thus T has a fixed point by the Brouwer fixed-point theorem, i.e. there exists some
Finally, the uniform bound (5.14) follows from the energy estimate.
Step 3: Auxiliary problem -convergence. We have two limiting parameters, ǫ and k. We first take a limit in k to obtain a solution U ǫ from the sequence {U k,ǫ }. Standard arguments (e.g. those in [37] ) imply that, for T > 0 and for any ǫ > 0, there exists T -periodic U ǫ ∈ L 2 (0, T ; H 1 (R 3 )) (with norm bounded independently of ǫ) and a subsequence of {U k,ǫ } (still denoted by U k,ǫ ) so that
The weak convergence guarantees that U ǫ (0) = U ǫ (T ). The limit U ǫ is a periodic weak solution of the mollified perturbed Leray system. The variational problem made no mention of the pressure. Since we want to prove a satisfies the local energy inequality, we need to construct the pressure explicitly. To do this note that B · ∇W + W · ∇B ∈ L ∞ (H −1 ). Then, the argument of [5, Proof of Theorem 2.4] applies essentially verbatim and we conclude that there exists p ǫ so that U ǫ and p ǫ are a classical solution to the mollified, W -and B-perturbed, T -periodic Leray equations and, furthermore,
with norm bounded uniformly in ǫ. Because these are classical solutions, they satisfy local energy equalities.
We finally let ǫ → 0. Because U ǫ are bounded independently of ǫ in
and U ǫ is a weak solution of (5.12) with W bounded by Lemma 5.4, there exists a vector field
) and a sequence {U ǫ k } of elements of {U ǫ } so that
and this convergence is strong enough to ensure that (U, p U ) solves (5.1) in the distributional sense.
We now prove that A = U + W satisfies a local energy inequality. Earlier we noted that A ǫ = U ǫ + W satisfies a local energy equality. Indeed, if ψ ∈ C As in the discussion following [9, (A.51)], the left hand side of the above equality is lower semi-continuous as ǫ → 0, while each term on the right-hand side converges to the corresponding A term. Therefore, after several cancellations, A satisfies 
Step 4: Loose ends At this point we have constructed a solution A and associated pressure p A to (5.1). Since B is prescribed, this gives us a solution u = A+B of (2.12), and this corresponds to a solution v = a + b of the NavierStokes equations. Except for the local energy inequality (3.1), all the conclusions of the theorem follow identically to [ This completes the proof of Theorem 4.2 in the DSS case.
Proof of Theorem 4.2, SS case.
The SS case can be proved directly by constructing stationary solutions to (2.2). Alternatively, they can also be obtained as a limit of DSS solutions. We give a sketch of the proof of Theorem 4.2 using the limit approach since it illustrates the usefulness of the a priori bound (3.2) satisfied by local Leray solutions. This approach was also used in [5, Proof of Theorem 1.3] to obtain SS solutions as a limit of DSS solutions.
Proof. Assume v 0 is SS and belongs toḂ is λ k -DSS with λ k = 2 2 −k . Thus, by the DSS case, there exists a λ k -DSS solution v (k) = a (k) + b to the Navier-Stokes equations. Moreover, each a (k) satisfies (3.2) but where the constant σ is modified (in comparison to (3.3)) to also depend on b (we omit a proof of this but it follows from the fact that a satisfies a linear perturbation of the Navier-Stokes equations and the argument from [24] ). Since b is independent of k, this gives a uniform bound on the sequence a (k) and allows us to apply a convergence argument to obtain a SS solution to the Navier-Stokes equations satisfying the properties listed in the statement of Theorem 4.2 -see [5, Proof of Theorem 1.3] for details.
