Abstract. We give a mathematical framework for temperature accelerated dynamics (TAD), an algorithm proposed by M.R. Sørensen and A.F. Voter in [23] to efficiently generate metastable stochastic dynamics. Using the notion of quasistationary distributions, we propose some modifications to TAD. Then considering the modified algorithm in an idealized setting, we show how TAD can be made mathematically rigorous.
1. Introduction. Consider the stochastic dynamics X t on R d satisfying (1.1)
called Brownian dynamics or overdamped Langevin dynamics. Here V : R d → R is a smooth function, β = (k B T ) −1 is a positive constant, and W t is a standard ddimensional Brownian motion [20] . The dynamics (1.1) is used to model the evolution of the position vector X t of N particles (in which case d = 3N ) in an energy landscape defined by the potential energy V . This is the so-called molecular dynamics. Typically this energy landscape has many metastable states, and in applications it is of interest to understand how X t moves between them. Temperature accelerated dynamics (TAD) is an algorithm for computing this metastable dynamics efficiently. (See [23] for the original algorithm, [17] for some modifications, and [21] for an overview of TAD and other similar methods for accelerating dynamics.)
Each metastable state corresponds to a basin of attraction D for the gradient dynamics dx/dt = −∇V (x) of a local minimum of the potential V . In TAD, temperature is raised to force X t to leave each basin more quickly. What would have happened at the original low temperature is then extrapolated. To generate metastable dynamics of (X t ) t≥0 at low temperature, this procedure is repeated in each basin. This requires the assumptions:
(H1) X t immediately reaches local equilibrium upon entering a given basin D; and (H2) An Arrhenius law may be used to extrapolate the exit event at low temperature. The Arrhenius (or Eyring-Kramers) law states that, in the small temperature regime, the time it takes to transition between neighboring basins D and D ′ is
where δV is the difference in potential energy between the local minimum in D and the lowest saddle point joining D to D ′ . Here ν is a constant (called a prefactor) depending on the eigenvalues of the Hessian of V at the local minimum and at the saddle point, but not on the temperature. In practice the Arrhenius law is used when k B T ≪ |δV |. We refer to [1, 2, 9, 15] for details.
TAD is a very popular technique, in particular for applications in material sciences; see for example [3, 10, 16, 24, 25, 26, 27] . In this article we provide a mathematical framework for TAD, and in particular a mathematical formalism for (H1)-(H2). Our analysis will actually concern a slightly modified version of TAD. In this modified version, which we call modified TAD, the dynamics is allowed to reach local equilibrium after entering a basin, thus circumventing assumption (H1). We note that modified TAD can be used in practice and, since it does not require the assumption (H1), may reduce some of the numerical error in (the original) TAD.
To analyze modified TAD, we first make the notion of local equilibration precise by using quasistationary distributions, in the spirit of [13] , and then we circumvent (H2) by introducing an idealized extrapolation procedure which is exact. The result, which we call idealized TAD, yields exact metastable dynamics; see Theorem 3.5 below. Idealized TAD is not a practical algorithm because it depends on quantities related to quasistationary distributions which cannot be efficiently computed. However, we show that idealized TAD agrees with modified TAD at low temperature. In particular we justify (H2) in modified TAD by showing that at low temperature, the extrapolation procedure of idealized TAD agrees with that of modified TAD (and of TAD); see Theorem 4.1 below.
In this article, we focus on overdamped Langevin dynamics (1.1) for simplicity. The algorithm is more commonly used in practice with the Langevin dynamics dq t = M −1 p t dt dp t = −∇V (q t ) dt − γM
The overdamped case is simpler to study from a mathematical viewpoint, as the ellipticity of the underlying infinitesimal generator simplifies the definition and properties of the quasistationary distribution.
The paper is organized as follows. In Section 2, we recall TAD and present modified TAD. In Section 3, we introduce idealized TAD and prove it is exact in terms of metastable dynamics. Finally, in Section 4, we show that idealized TAD and modified TAD are essentially equivalent in the low temperature regime. Our analysis in Section 4 is restricted to a one-dimensional setting. The extension of this to higher dimensions will be the purpose of another work.
Throughout the paper it will be convenient to refer to various objects related to the dynamics (1.1) at a high and low temperature, β hi and β lo , as well as at a generic temperature, β. To do so, we use superscripts hi and lo to indicate that we are looking at the relevant object at β = β hi or β = β lo , respectively. We drop the superscripts to consider objects at a generic temperature β.
2. TAD and modified TAD. Let X lo t be a stochastic dynamics obeying (1.1) at a low temperature β = β lo , and let S : R d → N be a function which labels the basins of V . (So each basin D has the form S −1 (i) where i ∈ N.) The goal of TAD is to efficiently estimate the metastable dynamics at low temperature; in other words:
• Efficiently generate a trajectoryŜ(t) t≥0 which has approximately the same distribution as S(X lo t ) t≥0 . The aim then is to get approximations of trajectories, not time marginals or averages with respect to invariant distributions.
At the heart of TAD is the problem of efficiently simulating an exit of X lo t from a generic basin D, since the metastable dynamics are generated by essentially repeating this. To efficiently simulate an exit of X lo t from D, temperature is raised to β hi < β lo and a corresponding high temperature dynamics X hi t is evolved. The process X hi t is allowed to search for various exit paths out of D until a stopping time T stop ; each time X hi t reaches ∂D it is reflected back into D, the place and time of the attempted exit is recorded, and the Arrhenius law (1.2) is used to extrapolate a low temperature exit. After time T stop the fastest extrapolated low temperature exit is selected. This exit is considered an approximation of the first exit of X lo t from D. The original algorithm is described in Section 2.1 below; a modified version is proposed in Section 2.2 below.
2.1. TAD. In the following, we let D denote a generic basin. We let x 0 be the minimum of V inside D, and we assume there are finitely many saddle points, x i (i ≥ 1), of V on ∂D. The original TAD algorithm [23] The nudged elastic band method [12] consists, starting from a trajectory leaving D, of computing by a gradient descent method the closest minimum energy path leaving D, with the end points of the trajectory being fixed. This minimum energy path necessarily leaves D through a saddle point.
This equation comes from the
TAD is typically used with the second order Langevin dynamics (1.3). With overdamped Langevin dynamics (1.1) there are some practical difficulties. In particular, because of recrossing events in overdamped dynamics, in Step 10 the process must be evolved for a small time so that it leaves the vicinity of ∂D before going back to Step 1. This is not a problem with the dynamics (1.3) because there the process passes into a new domain with a positive velocity. A practical advantage of modified TAD is that, since the process is allowed to reach local equilibrium in some basin after each exit event, this problem does not arise at all.
Below we comment on the equation (2.1) from which low temperature exit times are extrapolated, as well as the stopping time T stop .
• Low temperature extrapolation. TAD uses the following kinetic Monte Carlo (KMC) framework [28] . For a given basin D, it is assumed that the timeT i to exit through the saddle point x i of V on ∂D is exponentially distributed with rate 1/κ i given by the Arrhenius law (1.2):
where we recall ν i is a temperature independent prefactor and x 0 is the minimum of V in D. An exit event from D at temperature β is obtained by sampling the timesT i for all the saddle points x i on ∂D, then selecting the smallest time and the corresponding saddle point. In TAD, this KMC framework is used for both temperatures β lo and β hi . That is, it is assumed that the high and low temperature exit timesT hi i and T lo i through each saddle point x i satisfy:
Observe that thenT
has the same probability law asT lo i . This leads to the extrapolation formula (2.1).
The assumption of exponentially distributed exit times T hi i and T lo i is valid only if the dynamics at both temperatures immediately reach local equilibrium upon entering a basin; see (H1). In modified TAD, described below, we circumvent this immediate equilibration assumption by allowing the dynamics at both temperatures to reach local equilibrium. In particular, in modified TAD the low temperature assumption is no longer needed to get exponential exit distributions as in (2.3). On the other hand, to get the rate constants in (2.4) -and by extension the extrapolation rule (2.1); see (H2) -a low temperature assumption is required. We will justify both (2.3) and (2.4) in the context of modified TAD, the former at any temperature and the latter at low temperature.
• Stopping time.
The stopping time T stop is chosen so that if the high temperature exit search is stopped at time T stop , then with probability 1 − δ then smallest extrapolated low temperature exit time will be correct. Here δ is a user-specified parameter.
To obtain a formula for the stopping time T stop it is assumed that, in addition to the above, there is a minimum, ν min , to all the prefactors in equation (2.4). Let T be a deterministic time. If a high temperature first exit time through
> T , extrapolates to a low temperature time less than T lo min , then from (2.1),
In TAD it is required that this event has a low probability δ of occuring, that is,
Using (2.5) in (2.6), one sees that it suffices that
Solving this inequality for T , one obtains
The stopping time T stop is then chosen to be the right hand side of the above:
(It is calculated using the current value of T lo min .) The above calculation shows that at simulation time T stop , with probability at least 1 − δ, T lo min is the same as the smallest extrapolated low temperature exit time which would have been observed with no stopping criterion. For TAD to be practical, the stopping time T stop must be (on average) smaller than the exit times at low temperature. The stopping time of course depends on the choice of ν min and δ. In practice a reasonable value for ν min may be known a priori [23] or obtained by a crude approximation [21] . For a given δ, if too large a value of ν min is used, the low temperature extrapolated times may be incorrect with probability greater than δ. On the other hand, if the value of ν min is too small, then the extrapolated times will be correct with probability 1 − δ, but computational efficiency will be compromised. The usefulness of TAD comes from the fact that, in practice, ν min and δ can often be chosen such that the correct low temperature exit event is found by time T stop with large probability 1 − δ, and T stop is on average much smaller than the exit times which would be expected at low temperature. In practical applications, TAD has provided simulation time scale boosts of up to 10 [2] .)
The advantage of TAD over this saddle point search method is that in TAD, there is a well-defined stopping criterion for the saddle point search at temperature β hi , in the sense that the saddle point corresponding to the correct exit event at temperature β lo will be obtained with a user-specified probability. In particular, TAD does not require that all the saddle points be found.
Modified TAD.
Below we consider some modifications, (M1)-(M3), to TAD, calling the result modified TAD. The main modifications, (M1)-(M2) below, will ensure that the exponential rates assumed in TAD are justified. We also introduce a different stopping time, (M3). (See the discussion below Algorithm 2.3.) We note that some of these features are currently being used by practitioners of TAD [30] . Here are the three modifications:
(M1) We include a decorrelation step in which an underlying low temperature dynamics (X lo t ) t≥0 finds local equilibrium in some basin D before we start searching for exit pathways at high temperature; (M2) Before searching for exit pathways out of D, we sample local equilibrium at high temperature in the current basin D, without advancing any clock time; (M3) We replace the stopping time (2.7) with (2.8)
where C is chosen so that C ≤ min e
where the minimum is taken over all the saddle points, x i , of V on ∂D. The modified algorithm is as follows; for the reader's convenience we have boxed off the steps of modified TAD which are different from TAD. 
advance the low temperature clock by τ : T tad = T tad + τ , then go back to Step 1, where D is now the new basin. Otherwise, set
advance the low temperature clock by T corr : T tad = T tad + T corr , and initialize the exit step by setting T sim = 0 and T stop = ∞. Then proceed to the exit step. 
If an exit at x i has already been observed, go to Step 8. If an exit at x i
has not yet been observed, set T hi i = T sim and
Update the lowest extrapolated exit time:
and the (index of ) the corresponding exit point:
(2.10)
) and the minimum is taken over all the saddle points,
Step 1 of the exit step; otherwise, proceed to Step 9. 9. SetŜ
and advance the low temperature simulation clock by T lo min : • Local equilibrium in D: (M1) and (M2).
We introduce the decorrelation step -see (M1) -in order to ensure that the low temperature dynamics reaches local equilibrium in D. Indeed, for sufficiently large T corr the low temperature dynamics reaches local equilibrium in some basin. See [22, 13] for details, and in particular a discussion of the choice of T corr . We remark that local equilibrium will in general be reached at different times in different basins, so we allow T corr to be basin dependent. In TAD, this decorrelation step is not used because it is assumed -see (H1) in the introduction -that the dynamics immediately reaches local equilibrium after entering a generic basin. Notice that a decorrelation step is actually used in another accelerated dynamics proposed by A.F. Voter, the Parallel Replica Dynamics [29] . The counterpart of the addition of this decorrelation step is that, from (M2), in the exit step we also start the high temperature dynamics from local equilibrium in the current basin D. Again, this is not done in the original TAD since it is assumed that once the high temperature dynamics has been reflected back into D, it instantaneously finds local equilibrium in D. To sample local equilibrium in D, one can for example take the end position of a a sufficiently long trajectory of (1.1) which does not exit D. See [13, 22] for some algorithms to efficiently sample local equilibrium; we remark that this is expected to become more computationally demanding as temperature increases.
To extrapolate the exit event at low temperature from the exit events at high temperature, we need the dynamics at both temperatures to be in local equilibrium. We note that the changes (M1)-(M2) in modified TAD are actually a practical way to get rid of the error associated with the assumption (H1) in TAD.
• Stopping time: (M3).
In (M3) we introduce a stopping T stop such that, with probability 1, the shortest extrapolated low temperature exit time is found by time T stop . (Recall that with the stopping time of TAD, we have only a confidence level 1 − δ.) Note that for the stopping time T stop to be implemented in (2.10), we need some a priori knowledge about energy barriers, in particular a lower bound
, where x i ranges over the saddle points on the boundary of a given basin. If such a minimum is known we can choose C accordingly so that in equation (2.10) we obtain (2.11)
A simple computation then shows that any high temperature exit time occuring after T stop cannot extrapolate to a low temperature exit time smaller than T lo min . To see that (2.11) leads to an efficient algorithm, recall that TAD is expected to be correct only in the regime where β hi ≫ E min , which since β hi ≪ β lo means the exponential in (2.11) should be very small. As the computational savings of TAD comes from the fact that the simulation time of the exit step, namely T stop , is much smaller than the exit time that would have been observed at low temperature, the choice of stopping time in TAD is of critical importance. Both of the stopping times (2.7) and (2.8) are used in practice; see [21] for a presentation of TAD with the stopping formula (2.8), and [18] for an application. Compared to (2.8), the TAD stopping time (2.7) does not require any assumptions about minimum energy barriers, but it does require a lower bound for the prefactors in the Arrhenius law (2.4) (see the remarks following Algorithm 2.1). The formula (2.8) may be preferable in case minimum energy barriers are known, since it is known to scale better with system size than (2.7). The formula (2.7) is advantageous if minimum energy barriers are unknown but a reasonable lower bound for the prefactors value ν min is available. Our analysis of the exit step in Section 3.3 below does carry over to the TAD stopping time (2.7), modulo the error δ. We nonetheless will use the stopping time (2.8) for ease of analysis, in particular to get exact metastable dynamics in the next section. We comment that modified TAD is an algorithm which can be implemented in practice. One practical advantage of modified TAD is that it circumvents the error associated with (H1), since we allow both the high and low temperature dynamics to reach local equilibrium. Furthermore the stopping time of modified TAD is deterministic, in the sense that we are sure to find the smallest extrapolated low temperature exit time before T stop .
3. Idealized TAD and mathematical analysis. In this section we show that under certain idealizing assumptions, namely (I1)-(I3) and (A1) below, modified TAD is exact in the sense that the simulated metastable dynamicsŜ(t) t≥0 has the same law as the true low temperature metastable dynamics S(X lo t ) t≥0 . We call this idealization of modified TAD idealized TAD. Our analysis will show that idealized TAD and modified TAD agree in the limit β hi , β lo → ∞ and T corr → ∞. Since idealized TAD is exact, it follows that modified TAD is exact in the limit β hi , β lo → ∞ and T corr → ∞.
In idealized TAD, we assume that at the end of the decorrelation step and at the start of the exit step of modified TAD we are in exact local equilibrium; see (A1) and (I1). We formalize this using the notion of quasistationary distributions, defined below. We also assume that the way in which we exit near a given saddle point x i in the exit step does not affect the metastable dynamics in the decorrelation step; see (I2). The remaining idealization, whose relation to modified TAD is not as clear, is to replace the exponential exp[−(β hi − β lo )(V (x i ) − V (x 0 ))] of (2.1) with a certain quantity Θ i depending on the flux of the quasistationary distribution across ∂D; see (I3). In Section 4 we justify this by showing that the two agree asymptotically as β hi , β lo → ∞ in a one-dimensional setting.
Notation and quasistationary distribution. Here and throughout, D is an (open) domain with C
2 boundary ∂D and X x t represents any dynamics evolving according to (1.1) starting at X x 0 = x (we suppress the superscript where it is not needed). We write P(·) and E[·] for various probabilities and expectations, the meaning of which will be clear from context. We write Y ∼ µ for a random variable sampled from the probability measure µ and Y ∼ E(α) for an exponentially distributed random variable with parameter α.
Recalling the notation of Section 2, we assume that ∂D is partitioned into k (Lebesgue measurable) subsets ∂D i containing the saddle points x i of V , i = 1, . . . , k (see Fig 3. 1):
We assume that any exit through ∂D i is associated to the saddle point x i in Step 3 of TAD. In other words, ∂D i corresponds to the basin of attraction of the saddle point x i for the nudged elastic band method.
Essential to the analysis below will be the notion of quasistationary distribution, which we define below, recalling some facts which will be needed in our analysis. Consider the infinitesimal generator of (1.1):
and let (u, −λ) be the principal eigenvector/eigenvalue pair for L with homogeneous Dirichlet (absorbing) boundary conditions on ∂D:
It is known (see [13] ) that u is signed and λ > 0; we choose u > 0 and for the moment do not specify a normalization. Define a probability measure ν on D by
The measure ν is called the quasistationary distribution (QSD) on D; the name comes from the fact that ν has the following property: for (X t ) t≥0 a solution to (1.1), starting from any distribution with support in D,
The following is proved in [13] , and will be essential for our results: Theorem 3.1. Let X t be a solution to (1.1) with X 0 ∼ ν, and let
Then: (i) τ ∼ E(λ) and (ii) τ and X τ are independent.
We will also need the following formula from [13] for the exit point distribution: Theorem 3.2. Let X t and τ be as in Theorem 3.1, and let σ ∂D be Lebesgue measure on ∂D. The measure ρ on ∂D defined by
is a probability measure, and for any measurable A ⊂ ∂D,
As a corollary of these two results we have the following, which will be central to our analysis: Corollary 3.3. Let X t , τ and ρ be as in Theorems 3.1-3.2. and define
to be the exit probability through ∂D i . Let I be the discrete random variable defined by: for i = 1, . . . , k,
and (iii) τ and I are independent.
Throughout we omit the dependence of λ, ν, and ρ on the basin D; it should be understood from context.
Idealized TAD.
In this section we consider an idealized version of modified TAD, which we call idealized TAD. The idealizations, (I1)-(I3) below, are introduced so that modified TAD can be rigorously analyzed using the mathematical formalisms in Section 3.1.
(I1) At the start of the exit step, the high temperature dynamics is initially distributed according to the QSD in D: X and the formula for updating T stop is:
where C is chosen so that C ≤ min 1≤i≤k Θ i . We state idealized TAD below as an "algorithm", even though it is not practical: in general we cannot exactly sample ν hi or the exit distributions ρ lo ∂D For the reader's convenience we put in boxes those steps of idealized TAD which are different from modified TAD. 
Update the lowest extrapolated exit time and corresponding exit spot:
7. Update T stop :
If T sim ≤ T stop , go back to Step 1 of the exit step; otherwise, proceed to
Step 9. 9. SetŜ 
Let
X lo T tad ∼ ρ lo ∂D I lo min −1 ρ lo | ∂D I lo min .
Then go back to the decorrelation step, the basin D now being the one obtained by exiting through
Below we comment in more detail on idealized TAD.
• The quasistationary distribution in D: (I1) and (A1).
In idealized TAD the notion of local equilibrium from modified TAD is replaced by the precise notion of the QSD ν. So in particular we start the high temperature exit search at the QSD ν hi ; see (I1). We will also assume the low temperature dynamics reaches ν lo at the end of the decorrelation step: (A1) After the decorrelation step of idealized TAD, the low temperature dynamics is distributed according to the QSD in D: X lo T tad ∼ ν lo . This will be crucial for extrapolating the exit event at low temperature. Assumption (A1) is justified by the fact that the law of X lo t in the decorrelation step approaches ν lo exponentially fast in T corr ; see [13, 22] for details. We also refer to [13, 22] for a presentation of algorithms which can be used to sample the QSD.
• The exit position: (I2).
To get exact metastable dynamics, we have to assume that the way the dynamics leaves D near a given saddle point x i does not affect the metastable dynamics in the decorrelation step; see (I2). This can be justified in the small temperature regime by using Theorem 3.2 and some exponential decay results on the normal derivative of the QSD away from saddle points. Indeed, the conditional probability that, given the dynamics leaves through ∂D i , it leaves outside a neighborhood of x i is of order e −cβ as β → ∞ (for a constant c > 0); see [11] .
• Replacing the Arrhenius law extrapolation rule: (I3).
In idealized TAD, we replace the extrapolation formula (2.1) based on the Arrhenius law by the idealized formulas (3.6)-(3.7); see (I3). This is a severe modification, since it makes the algorithm impractical. In particular the quantities λ lo and p lo i are not known: if they were, it would be very easy to simulate the exit event from D; see Corollary 3.3 above. It is the aim of Section 4 below to explain how the small temperature assumption is used to get practical estimates of the ratios Θ i . For simplicity we perform this small temperature analysis in one dimension. We will show that Θ i is indeed close to the formula exp[−(β hi − β lo )(V (x i ) − V (x 0 ))] used in the original and modified TAD; compare (3.9) with (2.1) and (2.9). We expect the same relation to be true in higher dimensions under appropriate conditions; this will be the subject of another paper. In the analysis below, we need idealizations (I1) and (I3) to exactly replicate the law of the low temperature exit time and pathway in the exit step; see Theorem 3.6 below. With (I1) and (I3), the inferred low temperature exit pathways are exact in the sense that the correct exit region ∂D i is found, given that the low temperature dynamics is distributed according to ν lo when we start the high temperature exit search, as in (A1). In principle the dynamics in the decorrelation step depends on the exact exit point in ∂D i , which is why we also need (I2) to get exact metastable dynamics; see Theorem 3.5 below.
Idealized TAD is exact. The aim of this section is to prove the following result:
Theorem 3. 
LetŜ(t) be the metastable dynamics produced by Algorithm 3.4 (idealized TAD), assuming (A1), and let idealized TAD have the same initial condition as
X lo t . Then: S(t) t≥0 ∼ S(X lo t ) t≥0 , that
is, the metastable dynamics produced by idealized TAD has the same law as the (exact) low temperature metastable dynamics.
Due to Corollary 3.3, (A1), (I2), and the fact that the low temperature dynamics is simulated exactly during the decorrelation step, it suffices to prove that the exit step of idealized TAD is exact in the following sense: Proof. We want to show that without ever advancing to Step 10, the exit step of idealized TAD produces the same random variable (T and so, comparing with (3.10),
Thus, if T sim > T stop , any escape event will lead to an extrapolated time T lo i which will be larger than T , I (j) ) j≥1 be independent and identically distributed random variables such that τ (j) is independent from I (j) , τ (j) ∼ E(λ hi ) and for i = 1, . . . , k, I (j) is a discrete random variable with law
Then we have the following equality in law:
Proof. The equality (3.12) follows from Corollary 3.3, since in the exit step of idealized TAD, the dynamics restarts from the QSD ν hi after each escape event. Let us now consider the statement (i). Observe that the moment generating function of an exponential random variable τ with parameter λ is: for s < λ,
So, dropping the superscript hi for ease of notation, we have: for i ∈ {1, . . . , k}, and for s < λp i ,
. Before turning to the proof of the statement (ii) in Proposition 3.8, we need the following technical lemma:
Lemma 3.9. Let a 1 , a 2 , . . . , a n be positive real numbers, and let S n be the symmetric group on {1, 2, . . . , n}. Then
Proof. Note that (3.13) is of course true for n = 1. Assume it is true for n − 1, and let
By induction (3.13) is valid for all n.
We are now in position to prove statement (ii) of Proposition 3.8.
Proof. (Proof of Proposition 3.8 part (ii).)
In this proof, we drop the superscript hi for ease of notation. To show that the T i 's are independent, it suffices to show that for s 1 , . . . , s k in a neighborhood of zero we have
We saw in the proof of part (i) that: for s i < λp i ,
Consider then the left-hand-side of (3.14). We start with a preliminary computation. Let m 0 = 0, m 1 = 1, and 17) where in the last step we have used Lemma 3.9. Comparing (3.14) with (3.15) and (3.17), we are done.
To complete the proof of Theorem 3.6, we finally need the following Lemma. Lemma 3.10. Let T 1 , . . . , T k be independent random variables such that
and (iii) T and I are independent.
Proof. Since the T i 's are assumed to be independent, it is well known that T = T I = min i T i is an exponential random variable with parameter i λp i = λ. This proves (i). Turning to (ii) and (iii), note that min j =i T j is an exponential random variable independent of T i with parameter
Thus,
(3.18)
Setting t = 0 we obtain P(I = i) = p i , which proves (ii). Now (iii) follows from (3.18).
We are now in position to prove Theorem 3.6. Proof. (Proof of Theorem 3.6.) First, by Lemma 3.7, we can assume that T stop = ∞ so that all the T 4. Estimates for the Θ i 's at low temperature in one dimension. In the last section we showed that modified TAD (Algorithm 2.3) is exact with the idealizations (I1)-(I3) and the assumption (A1); see idealized TAD (Algorithm 3.4). In this section we justify (I3). In particular, we show in Theorem 4.1 below how the ratios Θ i (see (3.6)) can be approximated by explicit practical formulas in one dimension. Compared to Theorem 3.6, the proof of Theorem 4.1 will require the additional assumption that temperature is sufficiently small.
Statement of the main result.
We recall that the ratios Θ i , i = 1, . . . , k are unknown in practice. In TAD these ratios are approximated using the Arrhenius law. The main result of this section, Theorem 4.1, gives precise asymptotics for Θ i as β hi , β lo → ∞. In particular, we show that
Throughout this section we assume that we are in a one dimensional setting. Moreover, we assume that D is the basin of attraction of the gradient dynamics dy/dt = −V ′ (y) associated to a local minimum of V (this is what is done in practice by A.F. Voter and co-workers). Finally, the potential V is assumed to be a Morse function, which means that the critical points of V are non-degenerate. Under these assumptions, we may assume without additional loss of generality that (see 
′ (1) = 0 and V ′′ (1) > 0. We also normalize u (see (3.1)) so that (B4) u(1) = 1. In particular, the location of the minimum of V and the value of V at 0 are chosen for notational convenience and without loss of generality. In the following, we write {0} = ∂D 1 and {b} = ∂D 2 .
We will prove the following: Theorem 4.1. Under the assumptions stated above, we have the formula: for i = 1, 2, Throughout this section, we write c to denote a positive constant, the value of which may change without being explicitly noted. To begin, we will need some asymptotics for λ and u, Lemma 4.2 and Lemma 4.3 below. The contents of both lemmas are found in or implied by [4] , [7] , and [8] (see also [6] and [5] ) in the case where V ′ · n > 0 on ∂D, with n the normal to ∂D (in our setting n = 1 on ∂D 2 and n = −1 on ∂D 1 ). Here, we consider the case of characteristic boundary, where from (B2) V ′ · n = 0 on ∂D, so we adapt the classical results to this case. 
where
and similarly for λ ′ . Since every function vanishing on R \ D ′ also vanishes on R \ D, we have 
where, by definition,
Observe that for any t > 0 and
Since ∂D ′ is disjoint from 1 we can conclude that for z ∈ ∂D ′ , I z,t ≥ c > 0 uniformly in t > 0, for a positive constant c. Thus,
which, combined with (4.3) and (4.4), implies the result. Next we need the following regularity result for u: Lemma 4.3. The function u is uniformly bounded in β, that is,
λt and set
Setting t = T ∧ τ x and taking expectations gives
Recall that u is bounded for fixed β. We show in equations (4.11) below that E[e λτ x ] is finite, so we may let T → ∞ in (4.6) and use the dominated convergence theorem to obtain
where we have recalled u(0) = 0 and, from (B4), u(1) = 1. The idea is then to compare τ x to the first hitting time of 1 of a Brownian motion reflected at zero. Define for each x ∈ (0, 1) and t ≥ 0. Thus,
(4.8)
We will bound from above the last line of (4.8). Let v(t, x) solve the heat equation v t = β −1 v xx with v(0, x) = 1 for x ∈ (−1, 1) and v(t, ±1) = 0. An elementary analysis shows that
(The Fourier sine series for v(t, x − 1) on [0, 2] at x = 1 is an alternating series, and its first term gives the upper bound above.) We claim that for fixed t and x ∈ [0, t],
To see this, let w(s, x) = v(t − s, x) and observe that
w(s, B By taking expectations and setting s = t ∧ σ x we obtain
From (4.8), (4.9) and (4.10), for x ∈ [0, 1)
By Lemma 4.2, λβ → 0 as β → ∞. So for all sufficiently large β,
. Now recalling (4.7),
Using Lemma 4.2 we see that the right hand side of (4.12) approaches 1 as β → ∞. An analogous argument can be made for x ∈ (1, b] , showing that u is uniformly bounded in β as desired. Next we define a function which will be useful in the analysis of (3.6). For x ∈ [0, 1] let
We compare u and f in the following lemma:
With f defined by (4.13), we have, in the limit β → ∞,
Proof.
Multiplying by βe −βV (x) in (4.14) leads to
Integrating (4.15) and using g(0) = 0, (4.16) g(x) = λβ where k 2 is a β-independent constant coming from the second term in the Laplace expansion. Thus with a different but still β-independent k 2 . This takes care of the fourth term in the product in (4.20) . Observe that in the limit β hi , β lo → ∞, β lo /β hi → c we have:
Reintroducing the superscripts hi and lo and using as desired.
Conclusion.
We have presented a mathematical framework for TAD which is valid in any dimension, along with a complete analysis of TAD in one dimension under this framework. We hope to extend the latter to high dimensions, using techniques from [14] ; the analysis seems likely to be technically detailed. We hope that our framework for TAD will be useful in cases where the original method is not valid. Indeed, we have shown that TAD can be implemented wherever accurate estimates for the ratios in (3.6) are available. This fact is important for transitions which pass through degenerate saddle points, in which case a pre-exponential factor is needed on the right hand side of (4.1). For example, in one dimension, a simple modification of our analysis shows that if we consider degenerate saddle points on ∂D, then a factor of the form (β hi /β lo ) α must be multiplied with the right hand side of (4.1).
