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Abstract
5G networks will be characterized by a wide variety of use cases, as well as orders-
of-magnitude increase in mobile data volume per area, number of connected de-
vices, and typical user data rate, all compared to current mobile communication
systems. In particular, they are expected to offer 1000 times higher mobile data
volume per unit area, 10-100 times higher number of connecting devices and user
data rate, 10 times longer battery life and 5 times reduced latency. With such
high number of connected devices, scalability and reduction of signalling overhead
become important issues, as well as minimization of total energy consumption to
enable green and affordable cost for network operation. In this thesis, we argue
how location information can be exploited to address some of the aforementioned
challenges. The thesis aims at bridging the gap between the research topics of
positioning and communication, and understand how and to what extent loca-
tion information with uncertainty may aid communication capabilities across the
different layers of the protocol stack in 5G networks.
In the first part of thesis, we review the basics of the wireless channel and its
predictability and describe various traditional resource allocation schemes. We
discuss the channel characteristics of wireless propagation channel and then show
how location information is related to predicting the long-term channel compo-
nents such as path-loss and shadowing. We then present statistical channel mod-
els based on location information for cellular and ad-hoc networks. The statistical
channel models are complemented with channel measurements for validation pur-
poses, carried out for both cellular and ad-hoc networks. Upon the establishment
of the relationship between the location and channel, we then describe a machine
learning framework called Gaussian processes (GP) and show how it can be used
for spatial channel prediction for cellular and ad-hoc networks with perfect loca-
tion information. The framework can be used to predict different channel quality
metrics (CQM) such as received signal strength, root-mean-square (RMS) delay
spread, and interference levels.
Location information can be used in two types of resource allocation schemes,
namely reactive and proactive resource allocation. In reactive networks, the re-
source allocation starts when a user requests for a service, whereas in proactive
networks, the resource allocation is planned before the user requests for a service.
We first show the drawbacks with the traditional resource allocation schemes and
then show how location information can be used to mitigate these. The location
information can either be used directly or through predicted CQM for reactive
and proactive resource allocation. Specifically, we show the potential of location
information for various resource allocation schemes for the 5G candidate tech-
nologies such as: (i) scheduling and routing in device-to-device communications
and show how location information can be used to reduce signalling overhead and
latency; (ii) initial access is a challenging problem for millimeter wave communi-
cations due to its high directivity, we review works where location information is
used to speed up the initial discovery phase; (iii) location information can also be
used for interference management in heterogeneous networks with low signalling
overhead; (iv) interference mitigation through location-aided pilot allocation in
i
massive multiple-input and multiple-output (MIMO) systems; (v) efficient utiliza-
tion of network resources with location-aware proactive caching and long-term
predictive resource allocation.
The second part of the thesis includes six research papers based on location-
aware communications. Paper A discusses the challenges of 5G networks, which
include an increase in traffic and number of devices, robustness for mission-critical
services, and a reduction in total energy consumption and latency. We argue how
location information can be leveraged in addressing several of the key challenges in
5G with location-aware channel prediction by maintaining a channel database. We
provide a broad overview of using location-aware channel prediction in addressing
the aforementioned challenges across different layers of the protocol stack. In Pa-
per B, we first show a location-aware channel prediction framework with perfect
location information using the GP tool from machine learning. We then discuss
its weakness in poor quality channel predictions when location uncertainty is not
considered. Finally, we propose a new framework based on GP to handle location
uncertainty that enhances the channel quality predictions for cellular networks.
Paper C extends the framework from Paper B to ad-hoc networks. Paper D
studies the use of location information for reactive resource allocation in massive
MIMO systems. Specifically, a location-based approach to mitigate the pilot con-
tamination problem for uplink MIMO is described. We show that the proposed
pilot assignment strategy offers improved channel estimation performance as well
as enhanced downlink sum rate even when the number of antennas is finite. Pa-
per E and Paper F concentrate on the use of location information for proactive
resource allocation. In Paper E, we develop optimal proactive strategies based on
the predictable user demand preferences and channel characteristics for content
prefetching at the user terminal. We demonstrate that the designed proactive
schedulers offer better performance in terms of cost and load, in contrast to a
baseline reactive scheduler. In Paper F, we propose and evaluate a location-aware
user-centric proactive resource allocation approach, in which the users are proac-
tive and seek good channel quality by moving to locations where the signal quality
is good. The approach utilizes the GP framework for channel prediction from Pa-
per B. We show that the proposed method improves the number of satisfied users
and the overall network throughput.
Keywords: 5G, Gaussian processes, resource allocation, reactive resource alloca-
tion, proactive resource allocation, millimeter wave communications, initial access,
massive MIMO, pilot contamination, proactive caching, heterogeneous networks.
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Chapter 1
Introduction
1.1 Motivation
Location-awareness has received intense interest from the research community, in
particular with respect to cognitive radio [1], where radio environment map (REM)
enabled databases are being used to exploit TV white spaces [2]. REM provides
various network and user-related context information such as geo-location data,
propagation models, interference maps, spectral usage regulations, user and ser-
vice policies [3]. REM has been applied to various problems such as interference
management in two-tier cellular networks [3], coverage hole detection and predic-
tion [4], and compensating time-varying Doppler spread for railways [5] to name
a few. However, recent studies have revealed that location information (part of
context information) can be harnessed in not only cognitive networks, but also
cellular and ad-hoc configurations [6]. In particular, location-aware resource allo-
cation techniques can reduce overheads and delays due to their ability to predict
channel quality beyond traditional time scales. In [7], it was demonstrated that a
communication system can benefit from location information if it can exploit not
only short-term channel coherence, but also mid-term/long-term coherence of the
users’ location and movement. This is achieved by the mobile devices reporting
back their current location and their navigation routes and destinations to base
stations (BSs). The concept of location-aware communication is shown in Fig. 1.1,
where a user provides its up-to-date location to the BS, which, based on a spatial
channel model, can allocate resources among users.
5G networks will be the first generation to benefit from location information
that is sufficiently precise to be leveraged in wireless network design and optimiza-
tion. 5G networks will be characterized by a wide variety of use cases, as well as
orders-of-magnitude increase in mobile data volume per area, number of connected
devices, and typical user data rate, all compared to current mobile communication
systems. In particular, they are expected to offer 1000 times higher mobile data
volume per unit area, 10-100 times higher number of connecting devices and user
data rate, 10 times longer battery life and 5 times reduced latency [8]. Moreover,
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Figure 3. System throughput for four routing strategies, as a function of
the shadowing variance: the gain-based SRRA solution (s∗GB), the location-based SRRA solution (s∗LB,out), the location-based SRRA solution with ratebackoff (s∗LB), and greedy geographic routing.
The impact of these outages, and a comparison of the
different approaches is offered in Fig. 3, which shows the total
flow from source to destination, as a function of the shadowing
variance. Four cases are considered: (i) gain-based SRRA
(leading to solution s∗GB, which serves as an upper bound);
(ii) location-based SRRA (leading to solution s∗GB,PL); (iii)
location-based SRRA with rate backoff (leading to solution
s∗LB); and (iv) greedy geo-graphic routing (labeled as “geo-
routing” in Fig. 3), whereby the source node 2 allocates all
power to the link with a destination closest to the destination
node 1. In this case, this is node 8, which in turn will allocate
all resources to the link (8, 1). Case (i) leads to a flow
of around 16, very slightly decreasing with the amount of
shadowing. This in itself is surprising, and can be explained
due to the averaging effect of the Monte Carlo simulation.
The location-based SRRA case (ii) yields outages for σ2z > 0
(reported in Fig. 2), which have a dramatic impact on the total
flow, reducing it to around 4. Even a few links in outage can
disrupt parts of the flow, this significantly reducing overall
throughput. The solution with rate backoff (s∗LB, case (iii))
degrades much more gracefully with σ2z , with only a 25%
loss in flow, even in the severest shadowing condition. This
loss can be further reduced by more aggressive rate increase
on underutilized links for which x∗l < φl(r∗l , hl). Hence, the
ability for nodes to locally estimate channel gains toward their
neighbors (without reporting this information to the central
planner) and adapt their rate accordingly, is an attractive low-
complexity solution to combine good performance with low
overheads. Finally, geo-routing has poor performance, but is
(on average) not very sensitive to the amount of shadowing.
The poor performance is due the lack of path diversity, so that
the poorest link in the path between source and destination
determines the flow.
V. CONCLUSIONS
In this paper, we have investigated to what extent it is possi-
ble to rely on location information (i.e., geographic position of
nodes) when solving the simultaneous optimization of routing
and power allocation. It turns out that frequent link outages
limit the performance. We have proposed an heuristic based
on which nodes can adjust their rate by locally estimating
the CSI only toward their neighbors. Our numerical results
show that the proposed heuristic, while significantly reducing
the overhead in the network, can achieve a near-optimal
flow in the network, under different shadowing conditions. A
comparison with greedy geographic routing reveals that our
proposed heuristic can achieve superior performance due to
path diversity.
Future work will consider myopic versions of the simul-
taneous routing and power allocation problem, which are a
more fair comparison to geographic routing. Based on [4],
it can be conjectured that a two-hop view will achieve good
performance with only localized processing.
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Figure 1.1: Location-aware communication: the main idea. The user has an expected
navigation path. The background shows the long-term average channel
quality, including BS specific path-loss, and a spatial field for shadowing.
The BSs can adjust their transmission strategy (at different levels of the
protocol stack) if accurate and up-to-date location information is available.
scalability and reduction of signalling overhead must be accounted for, as well as
minimization of (total) energy consumption to enable affordable cost for network
operation [9].
Location-information can be the key to address this challenge, and complement
existing methods at time and space scales that are currently not considered. We
envision that context information in general, and location information in particular
can be utilized by these networks across all layers of the communication protocol
stack, since location and communication are tightly coupled (see Fig. 1.2). This vi-
sion is based on two assumptions: (i) the availability of location information; (ii)
the possibility for the network operator to collect and store geo-tagged channel
quality information. The first assumption is met by the introduction of sophis-
ticated network localization methods (see [10] and references therein) and new
localization technologies (such as Galileo [11], 5G localization [12]), which enable
sufficient resolution to capture path-loss and shadowing. The second assumption
is based on minimization of drive test (MDT) feature in 3GPP Release 10 [13].
In MDT, users collect radio measurements and associated location information in
order to assess network performance.
The geo-tagged channel quality metrics (CQM) (received signal strength, RMS
delay spread, interference levels etc.) from users enables the construction of a dy-
namic database, and this allows the prediction of CQM at arbitrary locations
and future times. In order to predict the CQM in locations where no previous
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Figure 1.2: The figure is based on [9]. Communication systems are tied to location
information in many ways, including through distances, delays, velocities,
angles, and predictable user behavior. The notations are as follows (starting
from the top left downward): x is the user location, xs is the BS or sender
location, η is the path-loss exponent; xi and xj are two user locations, dc is
a correlation distance; φ(.) is an angle of arrival between a user and a BS, h
is a multi-input multi-output (MIMO) channel; c is the speed of light and
τ a propagation delay; fD is a Doppler shift, x˙(t) is the user velocity, λ is
the carrier wavelength; R is a communicate range, Rint is an interference
range; xd is a destination; p(x(t)) is a distribution of a user location at a
future time t.
CQM was available, a flexible location-aware predictive engine is needed. How-
ever, localization is subject to errors as the algorithms need to cope with harsh
propagation conditions, delays, receiver dynamics and is also highly dependent on
the environment. The accuracies of various common localization technologies are
as follows: the global positioning system (GPS) is the most widely used localiza-
tion technology in outdoor scenarios, whose accuracy is around few meters [14];
ultrawide bandwidth (UWB) systems provide sub-meter accuracy and are mainly
used in indoor scenarios [15]; WiFi-based positioning gives accuracy on the or-
der of few meters [15]. Undoubtedly, the uncertainty in the localization must be
accounted for when developing the location-aware predictive engine. The location-
aware CQM predictions can be utilized in several areas such as in handling proac-
tive caching strategies [16–18] and in anticipatory networks for predictive resource
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allocation [19–28].
1.2 Scope and Aim of the Thesis
The thesis aims in bridging the gap between the interaction of the research top-
ics of positioning and communication, and understand how and to what extent
location information with uncertainty may aid communication capabilities across
the different layers of the protocol stack in 5G networks. In particular, we an-
alyze statistical channel models, which tie locations to channels. Furthermore,
we develop a framework for spatial prediction of wireless channels with uncertain
location information for cellular and ad-hoc networks. We also investigate the
role of location information in reactive as well as proactive resource allocation for
5G networks. Specifically, we study the use of location information in various use
cases, such as location-aided pilot allocation methods to reduce uplink interference
in massive MIMO systems, optimal proactive strategies based on the predictable
user demand preferences and channel characteristics for content prefetching, and
location-aware predictive resource allocation for media streaming.
1.3 Organization of the Thesis
There are two choices for a doctoral student to write the PhD thesis: one is mono-
graph and the other is a collection of papers. This thesis is written as collection
of papers and is divided into two parts. Part I gives an introduction and motiva-
tion to the topic and necessary background material to understand the appended
papers in part II of the thesis. Part I is structured as follows. In Chapter 2, we
introduce basics of wireless channels and provide statistical channel models for
cellular and ad-hoc networks. We also provide the channel measurements that
are obtained as part of a measurement campaign to support the channel models.
Later, in Chapter 3, we use Gaussian processes, a regression tool from machine
learning, and show its use in predicting channel gain based on location information
for cellular and ad-hoc networks. In Chapter 4, we demonstrate the potential of
location information to reduce the drawbacks in the traditional reactive resource
allocation schemes. In Chapter 5, we investigate the use of location information
for various proactive resource allocation methods. Finally, the contributions of
this thesis are summarized in Chapter 6.
1.4 Notation
The following notation is used in the introductory part of the thesis.
• Vectors and matrices are written in bold (e.g., a vector k and a matrix K);
KT denotes transpose of K; |K| denotes determinant of K; [K]ij denotes
entry (i, j) of K.
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• I denotes identity matrix of appropriate size; 1 and 0 are vectors of ones
and zeros, respectively, of appropriate size.
• ‖.‖ denotes L2-norm unless otherwise stated.
• ‖.‖F denotes the Frobenius norm.
• E[.] denotes the expectation operator.
• Cov[.] denotes covariance operator (i.e., Cov[y1,y2] = E[y1yT2 ]−E[y1]E[y2]T).
• N (x; m,Σ) denotes a Gaussian distribution evaluated in x with mean vector
m and covariance matrix Σ and x ∼ N (m,Σ) denotes that x is drawn from
a Gaussian distribution with mean vector m and covariance matrix Σ.
• A sequence of elements {a1, a2, . . .} is written in short as {aj}j .
• The positive operator is denoted as (x)+ = max(0, x).
• The cardinality of a set A is denoted by |A|.
• The sets of real and complex numbers are denoted by R and C, respectively;
the n-dimensional Euclidean and complex spaces are denoted by Rn and Cn,
respectively.
• x  y means that xi ≤ yi, ∀i.
• {}t denotes a collection of elements, and ()t denotes a sequence of elements.
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Chapter 2
Wireless Channel
Propagation Models
2.1 Introduction
In this chapter, we review the basics of wireless propagation channels. The char-
acteristics of wireless radio channels have been studied quite extensively in the
literature ([29–33] and references therein). A common way to model the wireless
propagation channel is as a stochastic process with three major dynamics which
occur at different length scales namely path-loss, shadowing, and small-scale fad-
ing. On a larger length scale, path-loss captures power attenuation of the radio
signal with distance, which decays linearly with the logarithm of the distance from
the transmitter 1. Shadowing captures the medium length scale power variations
of the signal around the path-loss, which occur due to obstacles in the propagation
environment such as hills, buildings, trees, etc. Path-loss and shadowing vary over
longer distances and are hence called large-scale fading. Finally, small-scale fading
captures power fluctuations on a shorter (typically in the scale of the wavelength
of the carrier) length scale due to multi-path propagation effects of the signal
in the environment. The large-scale fading allows to model the average channel
characteristics whereas small-scale fading allows to capture instantaneous channel
characteristics. In the rest of the chapter, we introduce the statistical channel
models for cellular and ad-hoc networks. Furthermore, we exemplify these models
with the measurements we have collected as part of a measurement campaign.
1Under the assumption of omnidirectional receivers embracing the transmitter.
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2.2 Statistical Channel Model with Static Trans-
mitter
Consider a geographical region A ⊂ R2, where a transmitter is located at xTX ∈
R2 and is static (usually the case for BSs in cellular networks) and transmits a
signal with power PTX to i-th receiver located at xRX,i ∈ R2 through a wireless
propagation channel. The received power PRX(xTX,xRX,i, t) at receiver i and time
t can be expressed as [29]
PRX(xTX,xRX,i, t) = PTX g0 ||xTX − xRX,i||−η ψ(xTX,xRX,i, t) |h(xTX,xRX,i, t)|2,
(2.1)
where g0 is a constant that captures antenna and other propagation gains, η is
the path-loss exponent, ψ(xTX,xRX,i, t) is the location-dependent shadowing and
h(xTX,xRX,i, t) is the component from small-scale fading.
In this thesis, we assume measurements are averaged over small-scale fading,
either in time (measurements taken over a time window) or frequency (measure-
ments represent average power over a large frequency band). Therefore, the re-
sulting received signal power from the transmitter to receiver i can be expressed
in dB scale as
PRX(xTX,xRX,i)[dBm] = L0 − 10 η log10(||xTX − xRX,i||) + Ψ(xTX,xRX,i), (2.2)
where L0 = PTX[dBm]+G0 with G0 = 10 log10(g0) and Ψ(xTX,xRX,i) = 10 log10(
ψ(xTX,xRX,i)). The log-normal distribution is a common choice for modeling
shadowing in wireless systems in which it is assumed that the received power in
dB is Gaussian distributed. Thus, shadowing in logarithm domain follows a zero
mean Gaussian distribution with variance σ2Ψ i.e., Ψ(xTX,xRX,i) ∼ N (0, σ2Ψ). Spa-
tial correlations of shadowing are studied extensively and well-established models
exist in the literature (see [34] for an overview). The Gudmundson model [35] is
a widely used shadowing correlation model in cellular communications, where the
transmitter is static. According to this model, the spatial auto covariance func-
tion of the shadowing between receivers at locations xRX,i and xRX,j follows an
exponential decay function as
C(xRX,i,xRX,j) = E[Ψ(xTX,xRX,i),Ψ(xTX,xRX,j)|xRX,i,xRX,j ] (2.3)
= σ2Ψ exp
(
−||xRX,i − xRX,j ||
dc
)
,
where dc is the correlation distance. Later in this chapter, we will describe the
covariance function for ad-hoc networks.
A typical one dimensional simulated channel realization using (2.2) is depicted
in Fig. 2.1. The transmitter is fixed and receiver is moved along a straight line.
It can be observed that received power decays with distance and also the mea-
surements vary slowly with distance indicating spatial correlation. Thus, it is
possible to predict the large-scale fading component (path-loss and shadowing) of
the wireless channel from the location. In Chapter 3, we show how this can be
8
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Figure 2.1: A typical one dimensional channel realization with fixed transmitter placed
at origin. The received signal power experienced by a receiver moving along
a straight line from the transmitter. The following parameters are used to
generate the channel realization, L0 = −10, η = 2.5, dc = 30 m, σΨ =10.
achieved using a spatial regression framework when perfect location information is
available. Furthermore, to understand the validity of the statistical channel model
on real measurements we have conducted a measurement campaign, which we will
detail in the next section.
Channel Measurement Campaign
In this section, we describe the outdoor measurement campaign we have con-
ducted in Gothenburg, Sweden during spring of 2016 [36]. The measurements are
performed with off-the-shelf smartphones. The application on the smart phone
provides a noisy observation of received power
y(xTX,xRX,i) = PRX(xTX,xRX,i) + n, (2.4)
where n ∼ N (0, σ2n) and σ2n is the measurement variance.
For the channel measurement campaign, we have considered two different sce-
narios (see Fig. 2.2 for the maps of the routes). The first one is a route stretching
from Korsva¨gen to Wavrinskys Plats. This is a tram route and the reason to chose
this track is that it involves passing through a tunnel. The second one is a pedes-
trian path along the Gibraltargatan street, which is a street that runs parallel to
Chalmers Johanneberg Campus. This route was chosen mainly as there are many
tall buildings on one side of this road which block the signals from a cellular BS.
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(a)
(b)
Figure 2.2: Maps of the routes for the measurement campaign. (a): Korsva¨gen to
Wavrinskys Plats, (b): Pilb˚agsgatan to La¨raregatan.
This scenario helps to capture the shadowing behavior of the channel. The length
of the street is 1.2 km from bus stop Pilb˚agsgatan till the end of the street towards
La¨raregatan.
Methodology
In this section, we describe how the measurements were collected as part of the
campaign. The measurements were gathered using a Google Nexus 5X smartphone
and data was logged using GNet Track Pro application by Gyokov solutions. The
application allowed logging of the received signal received power (RSRP), GPS
location and many other parameters including Cell ID of the serving BS and a
heat map to show the variation of received signal strength along a route. This
10
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made the application an excellent choice to perform the measurements. For the
two scenarios, the measurement iterations were carried out during various times
of the day to collect sufficient data to extract statistics. This was done until the
characteristics, the mean and variance, for each location could be assumed to be
approximated from the measurements. These measurements were then mapped
to a one dimensional space with the distance from a fixed point as one of the pa-
rameters. The starting and ending points are located at known fixed geographical
locations, allowing the same track to be recorded several times.
Measurement Results
Fig. 2.3 shows the RSRP values along the two considered routes. We observe large
variations of the RSRP, depending on the position. We also see that over the span
of multiple days, the RSRP at a given position is relatively stable, with variations
due to environmental factors as well as GPS location errors. Peaks in the RSRP
are due to a direct line of sight (LOS) connection with BSs, while valleys are due
to shadowing by large buildings and other structures which block the signal. To
complement these measurements, we have also analyzed the channel statistics af-
ter removing the mean from the RSRP measurements. In Fig. 2.4, we show the
autocorrelation function and probability density function (pdf) of shadowing. We
see that the RSRP values decorrelate around 160 meters for the pedestrian path
and 250 meters for the tunnel route. The measurements confirm the strong corre-
lation of shadowing and also concurs with similar suburban measurement results
for shadowing in the literature [29]. The mean-removed RSRP measurements are
approximated with a Gaussian distribution and we can observe clearly that they
follow this distribution. The estimate of the standard deviation of shadowing is
3.6 dB for the pedestrian path and 5.7 dB for the tunnel route.
We experience a problem with the tunnel scenario, as the application could not
get GPS signals. Once smartphone enters the tunnel the GPS is lost and goes to
an indoor mode, where location is tracked by means of some tracking algorithm.
In this thesis, we only considered the pedestrian path as the GPS measurements
were of good quality throughout the path.
We can conclude from the measurement findings, that the received power is
spatially correlated and hence it can be predicted provided the user path is known.
2.3 Statistical Channel Model with Mobile Trans-
mitter
In the case of cellular networks, the BS is static and the receiver is moving, whereas
for ad-hoc networks, both transmitter and receiver can be moving [37]. The power
relation (2.2) between the transmitter and receiver still holds as the path-loss only
depends on the relative distance between the transmitter and receiver. However,
(2.3) is only suitable for networks with static transmitter. In the following, we
describe a couple of models of the shadowing for ad-hoc networks. The first model
is similar to the Gudmundson model but modified to account for the mobility
11
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Figure 2.3: We have conducted channel measurement campaign using a smartphone,
where the RSRP are measured for two different scenarios. Inset (a): the
user is moving in tram (Korsvg¨en-Wavrinskys plats) involving a tunnel.
Inset (b): the user is walking along a pedestrian path (Pilb˚agsgatan-
Lr¨aregatan). The solid line is the mean RSRP with measurements averaged
over different times of the day and at different days. The shaded region cap-
tures the standard deviation of the measurements. We can clearly observe
in both the scenarios that the RSRP is correlated due to shadowing.
12
2.3. Statistical Channel Model with Mobile Transmitter
Lag distance in m
0 50 100 150 200 250
A
u
to
co
rr
el
a
ti
o
n
fu
n
ct
io
n
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Kors-Wav
Pil-Lar
(a)
-30 -20 -10 0 10 20 30
Residual PRX after mean removal in dBm
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
P
ro
b
ab
il
it
y
d
en
si
ty
fu
n
ct
io
n
Kors-Wav: meas.
Kors-Wav: N () fit
Pil-Lar: meas.
Pil-Lar: N () fit
(b)
Figure 2.4: Inset (a): autocorrelation function, (b): pdf function, of the RSRP mea-
surements after removing the mean.
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Figure 2.5: The figures are taken with permission from [43]. Inset (a) The received
power in shown w.r.t. to the distance between transmitter and receiver.
The measurements are shown in black dots and and a simple linear fit with
distance is shown in red solid line. Inset (b) shows pdf function of the
measurements after removing the mean and a Gaussian fit to the measure-
ments.
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Figure 2.6: The figure is taken with permission from [44]. The received power mea-
surements from the indoor campaign for different transmitter and receiver
locations. The measurements are averaged out spatially to remove the
small-scale fading component from the channel.
of both transmitter and receiver. This model relies on the assumption that the
channel between transmitter and receiver is reciprocal. This assumption is valid
for the scenarios with static propagation conditions and homogeneous transmitter
and receiver devices using the same frequency band [38]. The channel reciprocity
holds when Ψ(xTX,xRX) = Ψ(xRX,xTX).
The traditional Gudmundson model can be extended for ad-hoc networks to
include the mobility of transmitter and receiver. Under the assumption that the
relative distance between transmitter and receiver is much larger when compared
to the displacements of the transmitter and receiver, we can write the spatial
covariance of the shadowing as [39,40]
15
Chapter 2. Wireless Channel Propagation Models
C(xTX,i,xRX,i,xTX,j ,xRX,j) (2.5)
= E[Ψ(xTX,i,xRX,i),Ψ(xTX,j ,xRX,j)|xTX,i,xRX,i,xTX,j ,xRX,j ]
= σ2Ψ exp
(
−||xRX,i − xRX,j ||
dc
)
exp
(
−||xTX,i − xTX,j ||
dc
)
.
This model has been applied for robot communication [37], where transmitter
and receiver do not share a common end node.
Another spatial channel model for ad-hoc networks is proposed in [41], in which
it is assumed that shadowing experienced on the links in a network are due to
an underlying spatial loss field Φ(x). Under this model, the covariance function
between arbitrary locations xi and xj is defined as
E{Φ(xi),Φ(xj)} = σ
2
Ψ
dc
exp(−||xi − xj ||2
dc
).
Then shadowing for a link between a pair of nodes is obtained as a weighted line
integral of the spatial loss field Φ(x) as
Ψ(xi,xj) =
1
||xj − xi||1/2
∫ xj
xi
Φ(x) dx.
The construction of spatial loss field Φ(x) based on the measurements of arbi-
trary link pairs between nodes using radio tomographic imaging is demonstrated
in [42], and [41] details the learning of the parameters of the loss field Φ(x).
Channel Measurement Campaign
A measurement campaign of channel measurements for the ad-hoc networks has
been carried out in [43]. The indoor measurements were performed in a hallway
at the Department of Signals and Systems of Chalmers University of Technology.
Methodology
For the channel measurements, the receiver is placed at several locations on a
straight line on the hall way. The transmitter is also placed at several locations on a
straight line perpendicular to the hall way. Then, for each receiver and transmitter
position, the received signal power is measured using commodity hardware radio
of type Netgear N150 Wireless adapter. The floor plan and the measurement
parameters can be found in [43].
Measurement Results
In Fig. 2.5 (a), we depict the received power w.r.t. to the distance between trans-
mitter and receiver locations. A simple linear curve fitting is done against mea-
surements. It was found that the deterministic path-loss component L0 = −19.88
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dB and the path-loss exponent η = 3.65. The measurements after removing the
path-loss component are approximated with a Gaussian distribution. From Fig. 2.5
(b) we can observe clearly that shadowing measurements follow Gaussian distri-
bution but with some positive skewness. The standard deviation σΨ of shadowing
was estimated to be 6.88 dB. In Fig. 2.6, the channel measurements for different
transmitter and receiver locations are shown.
2.4 Summary
In this chapter, we reviewed the basics of the wireless channel and its predictabil-
ity. We discussed the channel characteristics of the wireless propagation channel
and then showed how location information is related to predicting the long-term
channel components such as path-loss and shadowing. We then presented statisti-
cal channel models based on location information for cellular and ad-hoc networks.
The statistical channel models were complemented with channel measurements for
validation purposes, carried out for both cellular and ad-hoc networks.
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Wireless Channel Prediction
using Gaussian Processes
In this chapter, we describe Gaussian processes (GP), a tool for spatial regression
from the machine learning field. Spatial regression tools generally comprise a
training/learning phase in which the underlying parameters are estimated based on
the available training database and a testing/prediction phase in which predictions
are made at the test inputs using learned parameters and a training database. GP
is one of the powerful and commonly used spatial regression frameworks, since it
is generally considered to be flexible and provides confidence information on the
predictions [45]. First, we give a brief introduction on how to make predictions
using GP, after that we connect it to location-aware channel prediction for large
scale fading component of the wireless channel.
3.1 Gaussian Processes Basics
Definition 1 A GP is a collection of random variables, any finite number of which
have a joint Gaussian distribution [45].
Let f(x) be a stochastic process, for x ∈ RD with mean function µ(x) = E[f(x)]
and covariance function C(xi,xj) = E[(f(xi)− µ(xi)) (f(xj)− µ(xj))]. We write
a GP f(x) as
f(x) ∼ GP(µ(x), C(xi,xj)). (3.1)
Let yi be the noisy observation of f(xi), which is written as yi = f(xi) + ni,
where ni is a zero mean additive white Gaussian noise with variance σ
2
n. We in-
troduce X = [xT1 ,x
T
2 , . . . ,x
T
N ]
T as the collection of N measurement inputs and
y = [y1, y2, . . . , yN ]
T be the vector of noisy observations at those inputs. The
resulting training database is thus {X,y}. Due to the GP model, the joint distri-
bution of the N training observations exhibits a Gaussian distribution [45]
p(y|X,Θ)=N (µ(X),K), (3.2)
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where µ(X) = [µ(x1), µ(x2), . . . , µ(xN )]
T is the mean vector and K is the covari-
ance matrix given as
K =

C(x1,x1) + σ
2
n C(x1,x2) · · · C(x1,xN )
C(x2,x1) C(x2,x2) + σ
2
n · · · C(x2,xN )
...
...
. . .
...
C(xN ,x1) C(xN ,x2) · · · C(xN ,xN ) + σ2n
 , (3.3)
with entries [K]ij = C(xi,xj) +σ
2
n δij , where δij = 1 for i = j and zero otherwise.
There are many choices for a covariance function of which squared exponential is
the most widely used in machine learning, and is written as [45, Chapter 4]
C(xi,xj) = σ
2
f exp
(
−‖xi − xj‖
2
2 l2
)
, (3.4)
where l is the correlation length and σ2f is the variance of the process.
3.1.1 Learning
The objective during learning is to infer the model parameters Θ = [σn, σf , l] from
observations at known inputs. The model parameters can be learned through
maximum likelihood estimation, given a training database, by minimizing the
negative log-likelihood function with respect to Θ:
Θˆ = arg min
Θ
{− log(p(y|X,Θ)} (3.5)
= arg min
Θ
{N
2
log(2pi) +
1
2
log |K|+ 1
2
(y − µ(X))T K−1 (y − µ(X))
}
The likelihood function is usually not convex and can contain multiple local max-
ima/minima, even though they might explain the measurements, the predictions
will be poor. Once Θ is estimated from {X,y}, the training process is complete.
3.1.2 Prediction
Once Θˆ is obtained, we can determine the predictive distribution of f(x∗) at new
and arbitrary test input x∗, given the training database {X,y}. We first form the
joint distribution as [45, Chapter 2][
y
f(x∗)
]
∼ N
([
µ(X)
µ(x∗)
]
,
[
K k∗
kT∗ k∗∗
])
, (3.6)
where k∗ is the N × 1 vector of cross-covariance C(x∗,xi) between x∗ and the
training inputs xi, and k∗∗ is the prior variance, given by k∗∗ = C(x∗,x∗) = σ2f .
Conditioning the joint Gaussian distribution (3.6) on the observations y, we ob-
tain the Gaussian posterior predictive distribution p(f(x∗)|X,y, Θˆ,x∗) ∼ N (f¯(x∗),
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f˜(x∗)) for a test input x∗. The mean and variance of this distribution turn out to
be [45, Chapter 2]
f¯(x∗) =µ(x∗) + kT∗ K
−1 (y − µ(X), (3.7)
f˜(x∗) =k∗∗ − kT∗ K−1 k∗. (3.8)
Fig. 3.1 demonstrates an example of regression using a GP. Observe the de-
crease in predictive variance for test inputs which are closer to the training inputs.
Figure 3.1: Example of a GP regression [46]: marked in (+) are 5 training inputs, solid
line depicts the predictive mean and shaded area represents the point wise
predictive mean plus and minus two times the predictive standard deviation
for each input value.
3.2 Channel Prediction for Static Transmitter us-
ing GP
As large-scale fading component of the wireless channel is spatially correlated over
tens of meters for outdoor scenarios [29], spatial regression tools such as GP can be
utilized for its prediction. In the following, we show the steps for a location-aware
channel prediction framework for cellular networks using GP.
1. Model PRX(x) as PRX(x)∼ GP(µ(x), C(xi,xj)) GP with input x:
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(a) µ(x) = L0 − 10 η log10(||xTX − xRX||),
(b)
C(xi,xj) = E[Ψ(xTX,xRX,i),Ψ(xTX,xRX,j)|xRX,i,xRX,j ]
= σ2Ψ exp
(
−||xRX,i − xRX,j ||
dc
)
.
2. Data collection:
(a) y(xTX,xRX,i) = PRX(xTX,xRX,i) + ni, ni ∼ N (0, σ2n),
(b) y = [y(xTX,xRX,1), y(xTX,xRX,2), . . . , y(xTX,xRX,N )]
T and
X = [xTRX,1,x
T
RX,2, . . . ,x
T
RX,N ]
T .
3. Training:
(a) Learn the channel parameters Θ = [σn, dc, L0, η, σΨ] for {X,y}.
4. Prediction at new location x∗:
(a) P¯RX(x∗) = µ(x∗) + kT∗ K
−1 (y − µ(X)),
(b) P˜RX(x∗) = k∗∗ − kT∗ K−1 k∗.
Fig. 3.2 demonstrates an example of radio channel prediction using a GP [9].
A BS is placed in the center and a 2D radio propagation field is simulated with
sampling points on a square grid of 200 m × 200 m and a resolution of 4 m. Based
on measurements at marked locations, the mean and standard deviation of the
prediction are obtained for any location. Observe the increased uncertainty in the
right panel of Fig. 3.2 in regions where few measurements are available. In the
next section, we show the channel prediction using GP for ad-hoc networks.
3.3 Channel Prediction for Mobile Transmitter
using GP
Let us denote the locations of transmitter and receiver pair as x = [xTTX,x
T
RX]
T.
The following steps show the use of GP as a tool for location-aware channel pre-
diction for ad-hoc networks.
1. Model PRX(x) as PRX(x)∼ GP(µ(x), C(xi,xj)) GP with input x:
(a) µ(x) = L0 − 10 η log10(||xTX − xRX||),
(b)
C(xi,xj) = E[Ψ(xTX,i,xRX,i),Ψ(xTX,j ,xRX,j)|xTX,i,xRX,i,xTX,j ,xRX,j ]
= σ2Ψ exp
(
−||xRX,i − xRX,j ||
dc
)
exp
(
−||xTX,i − xTX,j ||
dc
)
.
2. Data collection:
(a) y(xi) = PRX(xTX,i,xRX,i) + ni, ni ∼ N (0, σ2n),
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Figure 3.2: Radio channel prediction in dB scale, with hyperparameters Θ = [σn =
0.1, dc = 70 m, L0 = 10 dB, η = 3, σΨ = 9 dB], N = 400 measurements (+
signs). The channel prediction is performed at a resolution of 4 m. Top
panel: the true channel field. Middle panel: the mean of the predicted
channel field P¯RX(x∗). Bottom panel: the standard deviation (obtained
from the square root of (P˜RX(x∗)) of the predicted channel field.
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(b) y = [y(x1), y(x2), . . . , y(xN )]
T and X = [xT1 ,x
T
2 , . . . ,x
T
N ]
T .
3. Training:
(a) Learn the channel parameters Θ = [σn, dc, L0, η, σΨ] for {X,y}.
4. Prediction at new location x∗:
(a) P¯RX(x∗) = µ(x∗) + kT∗ K
−1 (y − µ(X)),
(b) P˜RX(x∗) = k∗∗ − kT∗ K−1 k∗.
Remark on channel reciprocity
As mentioned in Section 2.3, for the ad-hoc channel model to be valid, it should
hold channel reciprocity. This condition is not inherently considered by the GP
framework, as x = [xTTX,x
T
RX]
T and x = [xTRX,x
T
TX]
T are two different inputs. To
incorporate the channel reciprocity in to the GP framework, we add additional
channel measurement (by interchanging the role of transmitter and receiver) to
the database for every measurement associated transmitter and receiver pair.
3.4 Channel Prediction with Location Uncertainty
It is clear that while GP are flexible, but they have some limitations. The first
limitation of GP is its computational complexity. The prediction step of GP
requires inversion of the N × N covariance matrix K, whose complexity scale as
O(N3). To alleviate the computational complexity, various sparse GP techniques
have been proposed in [47–49]. While in [50] the connection between GP and
Kalman filtering is studied.
Another limitation of GP is that they cannot handle well the uncertainty in the
inputs. The works in [51, 52] study the impact of input uncertainty, which show
that GP is adversely affected, both in training and testing. Some approaches
tackle this through linearizing the output around the mean of the input [53, 54],
but they are limited to mildly non-linear scenarios. The input uncertainty to GP
in our case translates to location uncertainty. In Paper B, we demonstrate that
not considering location uncertainty in GP leads to poor learning of the channel
parameters and poor prediction of channel gain values at other locations. We
then discuss how to handle this location uncertainty in the GP channel prediction
framework both for cellular networks and ad-hoc networks. In Paper B and C,
we develop channel prediction frameworks based on GP that incorporate location
uncertainty for cellular and ad-doc networks respectively.
3.5 Summary
In this chapter, we described the basics of the GP tool and showed how it can be
utilized for spatial channel prediction for cellular and ad-hoc networks with perfect
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location information. We also discussed the limitations of the GP especially the
computational complexity and its incapability to handle the uncertainty in location
information.
In the next chapter, we focus on the use of location information for reactive
resource allocation in 5G networks.
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Location-aware Reactive
Resource allocation
In this chapter, we describe resource allocation (RA) in wireless communications
for 5G. We then discuss how location information has been exploited in the liter-
ature for various RA applications. In particular, we provide a case study on the
use of location information in medium access control (MAC) layer link scheduling
and pilot decontamination in massive MIMO systems.
4.1 5G and Resource Allocation
As mentioned in Section 1.1, 5G networks will be characterized by a wide variety of
use cases and high requirements on data rate, number of connected devices, latency,
and battery life. To meet these highly ambitious requirements, 5G networks need
a mixture of new concepts and technologies. The following are some potential
candidate solutions to meet these requirements in 5G [55].
• Device-to-device (D2D) communications offer devices in proximity to com-
municate with each other directly rather than hopping through a BS.
• Massive MIMO, where a large number of antenna elements at the BS are
incorporated to achieve higher data rates, improved coverage, and energy
efficiency.
• Millimeter wave (mmWave) communications, where new multi-GHz frequency
bands in the mmWave spectrum are considered to further boost the data
rates on the order of Gbps.
• Network densification with coordination and cooperation techniques between
various kinds of network elements in an ultra-dense heterogeneous network
(HetNet).
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These candidate technologies should exploit the available resources in the network
in the best possible way to achieve target requirements. RA is one of the main
ingredients in wireless communications because it optimizes available resources at
the network to improve overall quality of service (QoS) of the user. Resources
include time, frequency, power, rate (modulation and coding), pilot sequences,
and beamforming (BF) codebooks. Typical RA applications would include power
control, rate control, and multiple access [29].
RA can be classified mainly into two categories, reactive RA (RRA) and proac-
tive RA (PRA). A RRA system is described in [56] as follows “The Reactive
Resource Allocation design pattern maintains the performance of a computing sys-
tem within required bounds by observing when the system’s performance is close to
crossing, or has crossed, a threshold; determining how best to reallocate the avail-
able resources to prevent or correct any requirement violation; and then directing
that resource reallocation”. In RRA, the RA starts when the user requests for
a service. Typically, RRA schemes are employed in traditional wireless commu-
nication systems. Traditional RA methods rely on instantaneous CSI (path-loss,
shadowing, and small-scale fading), demand, interference, etc (see Fig. 4.1). In this
chapter, we review RRA based on location information and, in the next chapter,
PRA schemes based on location information are explored.
The RA schemes that are challenging and need new approaches to tackle them
for the aforementioned 5G candidate technologies are:
• Link scheduling and routing are important RA problems for D2D communi-
cations due to large numbers of connected devices in 5G. In link scheduling,
multiple links are scheduled in the same time slot as long as they do not
cause much mutual interference to each other. For perfect link scheduling,
we need the complete CSI between the links to be scheduled and choose
the best possible links to schedule to avoid outages. Routing is a procedure
where data packets are transferred from source to destination via multiple
intermediate nodes through a wireless communication channel. Again to find
the best possible route, we need to estimate the CSI between all the nodes
in the network. The main drawbacks with traditional CSI-based methods
are signalling overhead and feedback delay [9].
• Massive MIMO offers numerous advantages and its main limitation is in-
terference during uplink channel estimation. Pilot sequences are a scarce
resource and they are reused in the surrounding cells for channel estima-
tion, thereby leading to interference. Therefore, there is a need to carefully
assign the pilots to users in order to limit the interference during channel
estimation. Pilot allocation due to random assignment will lead to pilot
contamination [57].
• Initial access (IA) is the procedure to synchronize transmitter and receiver,
and to establish a connection, before starting to communicate. IA is a
big concern in mmWave due to very narrow transmitter beams. In tra-
ditional methods, the transmitter sweeps through the entire angular space
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with beams to discover the receiver. Therefore, they take larger discovery
time for IA [58].
• HetNets offer advantages such as increased system capacity and coverage.
However, managing interference among cross-tier networks is a challenge.
Traditionally, cooperation and coordination among different networks ele-
ments is applied to mitigate the interference. The drawbacks of these meth-
ods are large signalling overhead and the need for fast and low latency back-
haul links [59].
Utilizing location information is a possible approach to address the aforementioned
challenges of various RA schemes. In location-aware RA, location information of
various network entities is utilized for RA. The location information can be used
either directly or can be used to predict other CQM (CQI, interference, angle-of-
arrival (AoA)). The predicted CQM are utilized in the RA through a database (see
Chapter 3). Location-aided RA methods are based on path-loss and shadowing
since small-scale fading is relatively difficult to capture through location. Location-
aware RA techniques can reduce overheads and delays due to their ability to
predict channel quality beyond traditional time scales. Location information can
be harnessed to reduce interference and signalling overhead, to avoid penalties
due to feedback delays, or to synchronize coordinated communication schemes
[9]. In the rest of the chapter, we review location-aware RA schemes for: MAC
layer scheduling and routing in D2D communications, pilot allocation in massive
MIMO networks, IA in mmWave communications, and interference management
in HetNets.
4.2 Location-aware D2D Communications
4.2.1 Background
D2D communications is one of the important promising technologies for 5G, which
exploits the proximity of the devices to communicate with each other [60,61]. The
device here refers to a user mobile, laptop, tablet etc. D2D communications offer
three advantages [61]: (i) due to close proximity, devices can communicate with
low power, low latency, and can achieve higher data rates, this is called proximity
gain; (ii) since same resources can be used both by the cellular users and D2D
users, D2D communications provide reuse gain; (iii) such communications also
offer hop gain, since the devices can communicate directly rather than via a BS.
D2D communications are facilitated in the licensed or unlicensed spectrum
(see Fig. 4.2). D2D communications under unlicensed spectrum is a well stud-
ied research area. Ad-hoc and personal area networks fall into this category. In
this case, there is no need of support from the network. D2D communication for
the cellular networks under licensed spectrum is recently proposed, as this offer
better spectrum utilization and provides energy efficiency. For D2D communica-
tion in the the licensed band, network assistance is necessary in providing node
synchronization and assisting security procedures.
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Figure 4.1: Comparison of reactive and proactive resource allocation. The green line
path is the traditional RRA based on instantaneous CSI. The blue line path
is the location-aware RRA and red line path is the location-aware PRA.
RA in D2D is divided in two modes, namely network-scheduled and autonomous
D2D [61]. In the network-scheduled D2D, the BS acts as a centralized controller
and optimizes and configures the resources to be used by the devices. On the other
hand, in autonomous D2D mode, the devices themselves select resources from the
pool without interacting with the BS. We review the main location-aware RA
schemes, i.e., scheduling and routing for D2D communications. Since scheduling
and routing for D2D under licensed spectrum is a fairly recent topic, we instead
concentrate on matured D2D RA under unlicensed spectrum. The traditional
D2D scheduling and routing rely on the assumption of complete knowledge of the
channels between the device pairs. This assumption in practice is realized via ad-
ditional signalling overhead and latency. We now show how location information
can be leveraged to find low-latency data paths for routing as well as how it can be
harnessed to reduce signalling overhead in link scheduling for network-controlled
D2D communication under unlicensed spectrum.
4.2.2 Location-aware Scheduling for D2D
With more and more devices communicating with each other, scalability, efficiency,
and latency are important challenges while designing efficient protocols for MAC.
In this section, we provide an overview of some of the existing works on the usage
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D2D scenario: no network D2D scenario:  network assisted
Figure 4.2: D2D communication comparison in unlicensed spectrum (inspired from
[61]).
of location information at the MAC layer to address the main design challenges.
In particular, multicasting, scheduling, and selection protocols are considered. We
can make a distinction between approaches that tie locations to channel and ap-
proaches where locations are exploited in a different way.
In the first group, we find works such as [6, 62–64]. In [6], a location-aided
round-robin scheduling algorithm for fractional frequency reuse is proposed, where
allowing temporary sharing of resources between cell-center and cell-edge users is
shown to achieve higher total throughput with less and less frequent feedback than
the conventional method. In [62], location-based multicasting is considered, as-
suming a disk model, and is shown to both reduce the number of contention phases
and increase the reliability of packet delivery, especially in dense networks. Time
division with spatial reuse is considered in [64], which investigates location-aware
joint scheduling and power control for IEEE 802.15.3, leading to lower latencies and
higher throughput compared to a traditional round-robin type scheduling mecha-
nism. Location information is also beneficial in reducing the overhead associated
with node selection mechanisms (e.g., users, relays), by allowing BSs to make de-
cisions based solely on the users’ locations [6]. Finally, location information is a
crucial ingredient in predicting interference levels in small/macro cell coexistence,
in multi-cell scenarios, and in all cognitive radio primary/secondary systems. For
example, [6,65] demonstrate that the use of location information significantly im-
proves inter-cell interference coordination techniques. These works indicate that
significant gains in terms of throughput and latency can be reaped from location-
aware MAC in wireless networks, provided appropriate channel models are used.
In the second group, we find approaches that utilize location information in a
different way [63,66,67]. These works relate to vehicular networks. In [63], a fam-
ily of highly efficient location-based MAC protocols is proposed, whereby vehicles
broadcast information to other vehicles only when they pass through specified,
predetermined transmission areas. When the traffic flow rate increases, the pro-
posed location-based protocols have a smaller message delivery time, compared to
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conventional random access schemes. A similar idea is proposed in [66], where a de-
centralized location-based channel access protocol for inter-vehicle communication
is studied. Channel allocation is done based on vehicles’ instantaneous geographic
location, and unique channels are associated to geographic cells. Communication
delay is bounded and fairness among the vehicles is maintained as each vehicle gets
a channel regularly to transmit. Finally, [67] introduces the concept of geocasting,
whereby multicast regions are formed based on geographical location of the nodes
and packets are sent to all the nodes in the group. Specialized location-based
multicasting schemes are proposed to decrease the delivery overhead of packets
when compared to the multicast flooding mechanisms.
In what follows, we show how location information is used in the robust
link scheduling problem (RLSP) based on spatial time division multiple access
(STDMA) [68]. STDMA is a collision-free scheme in which links are allocated
time slots, and concurrent transmissions are allowed as long as they do not cause
significant mutual interference [69].
Case Study: Robust Link Scheduling [70]
We consider a wireless network of N nodes, represented by a communication graph
G = (V,E) consisting of a set V of vertices (nodes) and a given set E ⊆ V × V
representing the links between nodes, which are to be scheduled. The objective
is to find the minimum number of time slots required to schedule all the links in
the network using STDMA. We introduce xijt ∈ {0, 1}, with xijt = 1 if time slot
t is assigned to link (i, j) ∈ E, and yt ∈ {0, 1}, where yt = 1 indicates that time
slot t is used. Let T be a feasible set of T time slots i.e., T = {1, 2, 3, . . . , T}.
Following [71], the RLSP can be written as binary integer programming (BIP)
problem as
minimize yT1 (4.1a)
subject to
∑
(i,j)∈E
xijt ≤ yt |E| (4.1b)
∑
t∈T
xijt = 1 (4.1c)
SINRij(g˜,x) ≥ γ (4.1d)
g−  g˜  g+ (4.1e)∑
j:(i,j)∈E
xijt +
∑
k:(k,i)∈E
xkit ≤ 1 (4.1f)
xijt ∈ {0, 1}, yt ∈ {0, 1}, (4.1g)
where g− and g+ are vectors of pessimistic and optimistic channel gains respec-
tively, which will be discussed shortly, and
SINRij(g˜,x) =
g˜ijxijtP + (1− xijt)Mij∑
(m 6=i,n) g˜mjxmntP +W
, (4.2)
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where we tacitly assume that g˜ij = 0, when a link is not available to the scheduler,
gij is the channel gain between nodes i and j, P is the fixed power transmitted by
node i, W is the noise power at the receiver, and γ is the target SNR requirement.
The scalar Mij is introduced to enable a BIP formulation of the RLSP.
We note the following: (4.1a) aims to minimize the total number of time slots
required to schedule all the links in E; (4.1b) specifies that the number of links
scheduled in one slot should not be more than the total number of links |E|;
(4.1c) states that every link must be assigned a slot in the schedule; (4.1d) is the
SINR requirement for successful transmission; (4.1e) states that the channel gains
lie between1 pessimistic and optimistic values; (4.1f) states that a node cannot
transmit and receive at the same time; and (4.6c) imposes the integer requirements
on the optimization variables.
Observe that links for which SNRij(g
−
ij) < γ are not feasible, where SNRij(gij) =
gijP/W . Therefore, problem (4.1) becomes infeasible. These links are removed
from (4.1) to obtain a feasible problem and have them scheduled in a pure TDMA
fashion. We denote the number of removed links by tT. Note that due to hidden
node problems, only a subset of channel gains are accounted in (4.1d) and (4.2).
Let y∗ and x∗ be a solution to the RLSP, and the optimal value be tS = (y∗)
T
1.
The length of the schedule is tT +tS, which we normalize with the number of links,
so that tnorm = E {(tT + tS)/|E|} , is the expected normalized number of time
slots, where the expectation is over shadowing realizations and location/channel
estimates. As the actual channel gains are not known, certain scheduled links
may not meet the SINR condition. We collect these links in a set L. The outage
probability is defined as Pout = p (SINRij(g,x
∗) < γ) = E
{
|L|
|E|
}
. To capture the
trade-off between schedule length and outage, we further introduce the normalized
effective schedule length, which assumes that links in outage will be scheduled in
a TDMA fashion as
teff = E
{
tT + tS
|E| +
|L|
|E|
}
= tnorm + Pout. (4.3)
We now describe two ways to obtain pessimistic (g−) and optimistic (g+)
channel gain values. The first approach is based on direct channel estimation
using beaconing signals called gain based scheduler (GBS). In GBS, nodes use
Ntr unit-energy symbols to obtain channel estimates. Provided enough beaconing
resources are available, GBS can rely on accurate channel information. However,
it has two drawbacks: (i) certain links may be too weak to estimate, thus leading
to hidden node problems. Channel estimation is only possible for links for which
the SNR exceeds the so-called sensing threshold γsense ≤ γ; (ii) for a network with
N nodes, O (N2) channel gains may need to be estimated, which is prohibitive
for large-scale networks. To mitigate these problems, our second approach to the
RLSP is based on location information and leads to the location based scheduler
(LBS). Using positioning systems, each node can localize itself with an accuracy
1Observe that, equivalently, pessimistic gain values are used for transmitting link and opti-
mistic gains are considered for interfering links in (4.1d).
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of σpos, expressed in meters. Here, the scheduler collects the locations of all the
nodes, which scales as O(N), and computes g− and g+ for every pair of nodes.
To have a consistent way to compare LBS and GBS, we introduce a robustness
parameter q ∈ [0, 1], such that
p(g−ij ≤ gij ≤ g+ij |observation) = q, (4.4)
where the “observation” may be either a channel estimate or the locations of
nodes i and j, as well as any available side information. When q = 0, there is
no robustness and we revert to a traditional non-robust STDMA scheduler; when
q = 1, all links in (4.1e) become infeasible, and as a result, they will be scheduled
in TDMA, which is maximally robust.
Numerical Results and Discussion We consider a random network with 30
nodes and 38 links in a square area of 1250 m × 1250 m as shown in Fig. 4.3 (a).
We set γsense to −6.5 dB such that Pout ≈ 0.1. Fig. 4.3 (b) shows, as a function
of q, the normalized effective schedule length teff , which describes the trade-off
between schedule length (as provided by the LBS or GBS) and the corresponding
outages. We observe that for GBS (resp. LBS), teff is around 17% (resp. 12%)
larger than tnorm when using the actual channel gains (resp. distances). In the
presence of uncertainty an increase in q leads to an initial reduction in teff due to
a reduction in outages. Further increase in q leads to an increase in teff , due to
the dominating effect of an excessively long schedule. For example, in GBS, it can
be noticed that there is an optimal robustness parameter q ≈ 0.2 for Ntr = 5 and
q ≈ 0.7 for Ntr = 200. Interestingly, GBS tends to favor large values of q, while
LBS prefers low values of q, indicating the LBS is inherently more robust. While
overall, LBS is outperformed by GBS, the gap between the two will shrink when
γsense is increased.
We have seen that link scheduling using channel gains suffers outage due to its
limited sensing capability of interfering links, even when robustness is considered
in the schedule. Such hidden node problems can be mitigated using location-
based scheduling. Moreover, location information scales only linearly with number
of nodes, whereas channel state information scales quadratically. However, the
performance of LBS is limited by the amount of shadowing in the channel. The
LBS performance can be improved by taking into consideration the uncertainty of
shadowing.
4.2.3 Location-aware Routing for D2D
At the network layer, location information has been shown to improve scalability
and reduce overhead and latency. A full-fledged location-based network archi-
tecture is proposed in [1] for cognitive wireless networks, dealing with dynamic
spectrum management, network planning and expansion, and in handover. In
particular, a location-aided handover mechanism significantly reduces the number
of handovers compared to the signal strength-based methods [72].
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Figure 4.3: Inset (a) random network topology with 30 nodes and 38 bidirectional links
(marked in red). The grey shaded links correspond to the links that can
be sensed based on a threshold γsense = 0 dB. Inset (b) effective schedule
length for GBS (solid) and LBS (dashed) as a function of the robustness
parameter q.
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Most other works at the network layer have focused on the routing problem.
A well-known technique in this area is geographic routing (geo-routing), which
takes advantage of geographic information of nodes (actual geographic coordi-
nates or virtual relative coordinates) to move data packets to gradually approach
and eventually reach their intended destination. In its most basic form, given a
destination d, a node i with neighbors Ni will choose to forward data to a neighbor
j∗ = arg minj∈Ni ‖xj − xd‖ . Recently, geo-routing has gained considerable atten-
tion, as it promises a scalable, efficient, and low latency solution for information
delivery in wireless ad-hoc networks. For a comprehensive survey of the exist-
ing literature on geo-routing, investigating how location information can benefit
routing, we refer to [73].
Geo-routing is mainly limited due to two factors: it is sensitive to localization
errors and it does not exploit CQM, favoring latency (measured in this context
in terms of progress towards the destination) over throughput. The first issue is
investigated in [74], where it is shown that geo-routing quickly degrades as location
information becomes imprecise. More robust routing mechanisms are proposed,
combining progress towards the destination with an error measure in the locations.
The second issue is treated in [75, 76]. In [75], where locations are mapped to
a CQM, a centralized routing algorithm aims to maximize end-to-end flow. The
mismatch between the estimated and true channels is mitigated using a distributed
algorithm, whereby nodes locally adjust their rate, but not the routes. While [75]
no longer directly optimizes progress towards the destination, [76] considers both
throughput and latency in a fully distributed manner.
The focus in [74–76] is on relatively static networks, where there are no drastic
topology changes. In certain applications, such as vehicular networks, this as-
sumption is no longer valid, as is treated in [77, 78]. In [77], the use of mobility
prediction to anticipate topology changes and perform rerouting prior to route
breaks is considered. Routes that are the most stable, i.e., they do not become
invalid due to node movements, and stay connected longest are chosen by utilizing
the mobility prediction. The mobility characteristics of the mobile nodes are taken
into account in [78], and a velocity-aided routing algorithm is proposed, which de-
termines its packet forwarding scheme based on the relative velocity between the
intended forwarding node and the destination node. The routing performance
can further be improved by the proposed predictive mobility and location-aware
routing algorithm, which incorporates the predictive moving behaviors of nodes in
protocol design. The region for packet forwarding is determined by predicting the
future trajectory of the destination node.
4.3 Location-aware Massive MIMO Communica-
tions
In this section, we show how location information is utilized for pilot allocation to
improve the uplink channel estimation in massive MIMO systems.
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4.3.1 Background
The use of very large antenna arrays at BS is considered as a promising technology
for 5G communications in order to cope with the increasing demand of wireless
services [55]. Such massive MIMO systems provide numerous advantages [79–84]
including: (i) increase of spectral efficiency by supporting a higher number of users
per cell; (ii) improvement of energy efficiency by radiating focused beams towards
users; and (iii) averaging out small-scale fading resulting in the channel hardening
effect. Furthermore, under the assumption of perfect channel estimation, massive
MIMO provides asymptotic orthogonality between vector channels of the target
and interfering users.
Pilot sequences are a scarce resource due to the fact that the length of pilot
sequences (the number of symbols) is limited by the coherence time and bandwidth
of the wireless channel. As a result, the number of separable users is limited by the
number of the available orthogonal pilot sequences [81, 82]. Therefore, in multi-
cell massive MIMO systems, the pilot sequences must be reused, which leads to
interference between identical pilot sequences from users in either neighboring cells
or even the same cell; this effect is known as pilot contamination [57]. The pilot
contamination effect is explained in Fig. 4.4.
Figure 4.4: A 2-cell scenario is depicted with cell index j = 1 and j = 2. BSs (k = 1, 2)
in each cell serve only one user. The uplink channels of the user i in cell-1
and cell-2 are hi11 and hi22 respectively (shown in green solid arrows). For
uplink channel estimation, the channels hi11 and hi22 generate interfering
channels hi12 and hi21 at BS-2 and BS-1 respectively (shown in red dotted
arrows) leading to pilot contamination.
Pilot contamination is known to degrade the quality of channel state informa-
tion at the BS, which in turn degrades the performance in terms of the achieved
spectral efficiency, BF gains, and cell-edge user throughput. Mitigation strategies
for pilot contamination have been well studied in the literature. A comprehensive
survey on pilot contamination in massive MIMO systems is provided in [85]. The
existing pilot decontamination methods for time division duplex (TDD) MIMO
systems are broadly grouped into two categories: pilot-based and subspace-based
approaches. In pilot-based approaches, each BS takes turns in sending pilots in
a non-overlapping fashion [86–90]. In these works, the frame structure is mod-
ified such that the pilots are transmitted in each cell in non-overlapping time
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slots [87,88], or pilots are transmitted in consecutive phases in which each BS keeps
silent in one phase and repeatedly transmits in other phases [89], or combination
of downlink and uplink scheduled training, where the frequency response obtained
through downlink pilots is used to predistort the signal in uplink training [90].
In subspace-based approaches, methods exploit second-order statistics and utilize
covariance-aided channel estimation [83,91–98]. Second-order statistics of desired
and interfering user channels are exploited in [83,91–93], the works in [57,91–93,99]
considered spatial correlated fading, while earlier works assumed uncorrelated fad-
ing. In [94–96], blind channel estimation with power and power-controlled hand-off
is studied with singular value decomposition of the received signal matrix. Blind
channel estimation using eigenvalue-decomposition is described in [97].
4.3.2 Location-aware Pilot Contamination Avoidance
Location information is used for pilot allocation schemes to reduce interference
in [100–102]. In [100], a location-aided channel estimation method is described
to mitigate the inter-cell interference. The work employed a FFT-based post-
processing step after the pilot-aided channel estimation. In [101], a location-aware
novel pilot assignment algorithm is proposed for heterogeneous networks. The
method ensures that users that are assigned to the same pilot sequence have dis-
tinguishable AoAs at the macro BSs, while maintaining large distances for the
interfering users to the corresponding small BSs. The work in [102] proposed a
location-aware pilot assignment scheme for Rician channel models and exploited
the location-dependent LOS channel component during the pilot assignment pro-
cedure.
Case Study: Location-Aided User Selection for Pilot Contamination
Reduction [103]
We considered L arbitrary users that were assigned the same pilot sequence. We
further considered that BSs are elevated and rarely obstructed, therefore the prop-
agation can be dominated by scatterers in the vicinity of the users, giving rise a
limited AoA spread [99, 104–108]. Therefore, each user’s uplink channel is deter-
mined by AoA distribution [θmin, θmax], where θmin and θmax are the minimum
and maximum angle of the AoA distribution respectively. Finally, we assumed
that a map exists in the BS, associating the user’s location to the support of the
AoA distribution.
The uplink channel of user i from cell j to BS k equipped with M antennas is
denoted by hijk ∈ CM . We note that the channel depends only on user i and BS
k, but the use of the additional index j allows us to distinguish in which cell the
users belong to. We consider the scenario of a given target user in cell 1, say user
n, with desired channel hn11 determined by AoA distribution [θ
min
n11 , θ
max
n11 ]. Our
objective is to find L− 1 users in the surrounding cells and assign them the same
pilot sequence as user n. These users have AoAs in the ranges {[θminij1 , θmaxij1 ]}j 6=1 for
the corresponding channels {hij1}j 6=1. It has been shown in [93, Theorem 1] that
when the intervals {[θminij1 , θmaxij1 ]}j 6=1 are strictly non-overlapping with [θminn11 , θmaxn11 ],
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then
lim
M→∞
hˆn11 = hˆ
no-int
n11 , (4.5)
where hˆn11 is the channel estimate of the desired signal and hˆ
no-int
n11 denotes the
channel estimate of the desired channel in the presence of no interfering pilot
signals from other cells. We now consider two approaches for user assignment:
random and location-based, both of which are detailed below.
Random user assignment In the random assignment, a single user is chosen
randomly in each cell and assigned the same pilot sequence. A random assignment
cannot always guarantee that {[θminij1 , θmaxij1 ]}j 6=1 does not overlap with [θminn11 , θmaxn11 ],
so that limM→∞ hˆn11 6= hˆno-intn11 , which in turn implies that in the large-antenna
regime, the estimate of the channel will be limited by interference.
Location-based user assignment We assume each cell comprises K users. Let
us introduce the variables y
(1)
ij ∈ {0, 1}, y(2)ij ∈ {0, 1}, where they take on the value
1 if i-th user in j-th cell has been selected and 0 otherwise. The variables y
(1)
ij
and y
(2)
ij distinguish whether the support of the interfering user’s AoA is either to
the left or right of the support of the desired user’s AoA respectively. The user
assignment can be written as an integer linear program:
maximize
{y(1)ij , y(2)ij }j=2,...Li=1,...K
L∑
j=2
K∑
i=1
((
θminij1 − θmaxn11
)
y
(1)
ij + +
(
θminn11 − θmaxij1
)
y
(2)
ij
)
(4.6a)
subject to
K∑
i=1
y
(1)
ij + y
(2)
ij = 1, ∀j (4.6b)
y
(1)
ij ∈ {0, 1}, y(2)ij ∈ {0, 1}. (4.6c)
We note the following: (4.6a) maximizes the distance between the AoA sup-
ports of the desired and the interfering users; (4.6b) guarantees that only one user
is selected from each cell; and (4.6c) imposes the binary integer requirements on
the optimization variables.
To maximize the objective, (4.6) selects the interfering users in such a way
that it provide minimal overlap with the support of the desired signal AoA. A toy
example is given in Fig. 4.5 to show the user assignment based on (4.6).
Numerical results and discussion We consider a 7-cell network with the
center cell being the target cell, i.e., cell 1. The performance metric considered
for the numerical results is the normalized channel estimation error E , which is
defined in dB scale as
E [dB] = 10 log10
(
‖hˆn11 − hn11‖2F
‖hn11‖2F
)
. (4.7)
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Figure 4.5: A 3-cell scenario is considered for demonstration, where cell-1 consists of
UE1, and other two cells consist of two users each (shown in left panel).
The objective is to find one user in each of the surrounding cells and assign
them the same pilot sequence as user UE1. The AoAs of all desired and
interfering users at BS-1 is depicted in the right panel. Of the AoAs of UE4
and UE5, UE5 AoA is non-overlapping therefore the optimization problem
will select UE5. In the case of UE2 and UE3, both of them have non-
overlapping AoA with UE1. In this case, the optimization problem will
select the UE with maximal difference of AoA, so UE3 is selected.
In Fig. 4.6, the estimation error E as a function of the number of BS antennas
is illustrated. It can be observed that E decreases with the increase in number of
antennas M at the BS. In the random assignment, E decreases initially and then
saturates in the large antenna array regime. This is because it is not guaranteed
that the AoA support of the interfering users is strictly non-overlapping with the
AoA support of the desired user. On the other hand, in the location-based user
assignment, the overlap between the desired and interfering users is minimized. As
a consequence, E decreases rapidly and approaches the interference-free scenario
channel estimation performance in the large antenna regime.
Now we discuss the limitations of the random and location-based assignments.
First, we note that both the random and location-based assignments consider one
user in target cell. Hence, after a set of users has been assigned a certain pilot,
the process is repeated for a second user in the target cell, and so forth. This
is a greedy approach, which provides the most benefit for the first user, and less
benefit for later users, as there will be fewer users from the other cells to choose
from. Hence, a one-shot joint assignment of all users in the target cell could lead
to better performance. Second, we also note that the assignment aims to reduce
the interference seen by the target cell users, with no regard to the interference
that users in cells other than the target cell experience with respect to each other.
Hence, a joint design across multiple cells is needed to benefit from the proposed
scheme for all users in the system. Third, in practice, that the number of antennas
can be limited such that the pilot contamination effect does not vanish. In Paper D,
we address the aforementioned issues by considering a joint design across multiple
cells for all users in the system when the number of BS antennas is not very large.
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Figure 4.6: Comparison of normalized average channel estimation error E as a function
of number of antennas for random and location-based user selection meth-
ods. For each value of M , the results of E are averaged over 200 channel
realizations.
4.4 Location-aware mmWave Communications
In this section, we show how location information can aid during IA in mmWave
communications.
4.4.1 Background
mmWave communications is one of the candidate technologies for 5G that has the
vast potential to offer extremely high data rates which are needed for 5G networks
[55]. mmWave communications can be utilized for multiple applications in 5G
such as cellular access, wireless backhaul, and in small-cell networks. The range
of frequencies from 30 GHz to 300 GHz constitute the mmWave band since the
corresponding wavelengths are on the order of 10 to 100 mm [109]. The numerous
advantages of mmWave communications are [110]: (i) offers data rates up to several
Gbps due to the availability of extremely large bandwidth; (ii) provides very high
spatial reuse of spectrum, same frequencies can be utilized over small distances
due to very high signal attenuation; (iii) gives less form factor to bundle many
antennas, the antennas size operating on mmWave tend to become small, thereby
large number of antennas can be packaged within less area; (iv) offers better
privacy and security due to narrow bandwidth and limited transmission range.
However, it also possess several limitations [111]: very high attenuation of the
signal due to high path-loss and atmospheric absorption of oxygen and water
vapour; scattering due to rain; susceptible to blockages (buildings, trees, human
body, etc.). Deafness is another blockage problem that occurs due to misalignment
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of transmitter and receiver beams. Due to these limitations coordination between
transmitter and receiver becomes challenging during IA.
IA is the procedure to synchronize transmitter and receiver, and to establish a
connection before starting to communicate. When compared to existing technolo-
gies such as LTE, IA search using mmWave communications could be challenging
due to high directivity, high attenuation, and sensitivity to blockages. IA involves
three steps [58]: cell search, extraction of system information, and random access.
In the first step, the cell search phase, the UE searches for the BS that has the
strongest signal. Then in the second step, the UE exchanges information (such as
frequency band, cell ID etc.) with the detected BS. Finally, in the last step, the
UE requests for a channel with the detected BS using a procedure called random
access.
For the BS and UE to communicate, their transmitted beams must be aligned.
Initially, the BS sends a beam in all possible directions, then the UE measures
the received power of the transmitted beam and computes the SNR. For the es-
tablishing a link between BS and UE, the computed SNR should be more than
a predefined threshold. The process of aligning beams between BS and UE takes
time and there exist different beam alignment techniques. There are mainly four
types of beam alignment algorithms available: namely, exhaustive, iterative, hy-
brid, and context-based. These methods differ on how the beams are constructed
and how they are utilized for searching the UE. In the exhaustive method, based on
the beam width the whole angular region is divided into many search sectors and
then the BS sequentially sends beams in each search sector until the UE is found.
Iterative method is an iterative procedure in which the beam width is reduced
in each iteration to find the UE. There are also other iterative methods, without
assuming reduced beam width in each iteration (see [112, 113] and the references
therein). The hybrid method is a combination of iterative and exhaustive methods,
where some stages of iterative procedure followed by exhaustive search with nar-
row beams. Lastly, the context-based method exploits context information such
as UE location to aid in the beam alignment procedure [114]. The different search
methods are shown in Fig. 4.7.
Exhaustive method offers finding UE at relatively larger distances from BS,
therefore it is suitable for cell-edge users. However, exhaustive method takes more
time to discover the UE [114]. Iterative method is limited to find UE at larger
distances but takes less time to discover the UE. Iterative method is not suitable for
cell-edge users [114]. Hybrid method performs in between exhaustive and iterative
methods. Finally, context-based method needs low discovery time. It works only
in LOS conditions due to availability of GPS.
The construction of beam patterns can be done in multiple ways. Mainly three
architectures exist for BF namely: analog, digital, and hybrid. In analog BF, the
transmitter and receiver consist of only one RF chain, and it uses one beam per
time slot for searching. Due to the presence of only one RF chain, analog BF
offers less complexity and also lower power consumption. However, it takes more
time to discover the devices as only one beam is used for searching per time slot.
In digital BF, each antenna element is connected to one RF chain. Therefore, it
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Exhaustive search Hybrid search
Iterative search Context based search
Figure 4.7: Comparison of different beam alignment search schemes (inspired from
[114]).
offers greater flexibility and can create multiple beams in a time slot and use them
to search simultaneously in multiple directions. As a result, the discovery time in
digital BF is less compared to analog BF. Due to the presence of many RF chains,
digital BF consumes more power and also involves high complexity. Lastly, hybrid
BF provides the balance between analog and digital BF with a few RF chains, but
less than the number of antennas. The transmitter and receiver chain of analog
and digital BF is shown in Fig. 4.8.
As we have seen, IA is a very important issue in mmWave communications.
This is a fairly recent topic and many researchers are investigating this issue. An
overview of random access in mmWave BF is given in [116] and critical issues in
random access and possible approaches to address them are discussed. The main
drawback of the traditional methods is that they take more time to determine
the beam alignment. In the next section, we review the latest works on beam
alignment using location information.
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Figure 4.8: Transmitter and receiver chain of digital and analog BF (inspired from
[115]).
4.4.2 Location-aware Beam Alignment in mmWave Com-
munications
Context information has been exploited to point the beams to confined areas where
the UE is located to speed up the beam alignment procedure. Mainly location
information is used in the literature to compute the BF vectors [117, 118] and to
preselect some transmitting beams [119–121].
Transmitter and receiver BF weights are computed based on AoD and AoA
using location information in [117]. They consider an urban environment with
connected-car scenario with vehicular speeds. The AoA and AoD information
needed for the BF are tracked based on location information using an Extended
Kalman filter. The proposed method reduces the uplink reference signals and
provide very high throughput compared to traditional BF with full CSI. Beam
alignment using location information for the backhaul in fixed networks in studied
in [118]. Backhaul is the major bottleneck for small-cell networks. In small-cell
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networks, the nodes can be placed on lamp posts owing to displacement due to
wind and disturbances which lead to uncertain location information. They consider
analog BF and again location information is exploited in designing the BF vectors.
Another line of work is to preselect some beams using location information at
BS and UE that maximizes the transmission rates. In [119], uncertain location
information is used to preselect beams. First, an estimate of AoD and AoA is done
based on the shared location information of BS and UE exchanged mutually. Then,
the estimated AoD and AoA can be used to find a closer BF codebook that directs
to the UE and BS, respectively. The beam alignment is cast as a team decision
problem, wherein the beam is selected based on the node’s location information
and also the expected quality of the other node location information. In [121], UE
location is used to guide the directional transmissions for synchronization. They
argue that other context information can also be used for this purpose such as,
channel gain predictions and UE spatial distribution. A fingerprint database with
channel propagation knowledge tied to location is used to preselect some beams
at the BS to direct towards the UE in [120].
Other works include faster adaptive channel estimation for vehicular commu-
nications [122]. The location information is used to compute the AoD and AoA
based on geometry. This prior information is used then to discard AoD and AoA
ranges that do not include the true AoD and AoA. Most of the works treat IA and
localization separately. However, for IA, the location information is beneficial and
vice versa. A joint location and beam selection procedure for mmWave is studied
with in-band location information [123].
4.5 Location-aware HetNet Communications
In this section, we first introduce the basics of HetNets. Then we review various
methods to mitigate one of the challenges of HetNets, interference management
(IM). We showcase the shortcoming of the traditional methods and how it can be
alleviated using location information.
4.5.1 Background
System capacity and coverage can be greatly increased by means of network den-
sification. Network densification can be achieved by deploying more and more cell
sites. Densifying macro cells might not be enough and it should be complemented
by small-cell networks, such as WiFi, pico-, and femto-, cells, and these consti-
tute a HetNet. Small-cells are low power, low cost, and low coverage BSs. The
small-cells can be classified into pico- and femto-, cells based on their character-
istics such as size, power and backhaul connections. HetNets is the combination
and coexistence of macro and small-cells (see Fig. 4.9). Femtocells [124] are part
of HetNets that are usually bought and deployed by users at offices and homes
to increase the wireless connectivity. Furthermore, they are backhauled over the
Internet to a femtocell gateway and then the core network. A survey on femtocells
is presented in [125].
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Figure 4.9: HetNets: network comprising of macro and small-cells serving their respec-
tive users. Solid line corresponds to the desired signal and the dotted line
corresponds to interference signal.
HetNets have emerged as one of the promising technology to meet 5G require-
ments. Small-cells are usually deployed at dense locations to improve the coverage
and to meet peak user data rates such as in hotspots. The small-cells and macro
cells in HetNets can share the same channels, thereby leading to cross-tier co-
channel interference. Furthermore, the small-cells can either be deployed by an
operator or by an user. The user-deployed small-cells are done in ad-hoc fashion
and this inefficient deployment can have a significant impact on the interference
for the macro cell users and deteriorate the performance of the whole system [59].
Another reason for interference in HetNets is due to closed subscriber group cell
association, wherein the UE is not allowed to connect to small-cell BS, even when
the signal power to the UE from it is higher than the macro cell BS. Therefore,
proper IM schemes are necessary to fully capitalize the benefits offered by the
HetNets.
The main IM techniques for HetNets can be grouped into two categories;
namely, coordination and cooperation [59]. In coordinated IM techniques, the
BSs only share signaling information among the BSs. The main methods in co-
ordinated schemes are inter-cell interference coordination (ICIC) and enhanced
ICIC (eICIC). ICIC method performs scheduling of users on different frequency
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bands between macro and small-cell to mitigate the interference. The frequency
reuse pattern could be static or dynamic based on the network load. Furthermore,
some sub-bands are attenuated and some bands are boosted. Also, there are hard
and soft frequency reuse schemes based on how much is the transmitted power in
the attenuated sub-bands. In the hard frequency reuse, the power transmitted in
the attenuated sub-band is zero. Users experiencing high interference are assigned
boosted bands. The boosted sub-bands are chosen such that they do not overlap
in the neighboring cells to minimize the interference. eICIC is an enhancement of
ICIC, where the IM and resource partition is done in the time domain. eICIC in-
troduces the concept of almost blank sub-frames (ABS). The ABS consists of vital
information to maintain the connection and the remaining part of the ABS are left
blank to minimize the interference. ABS are used by small-cells to communicate
to vulnerable users who suffer alot of interference.
The other IM technique is a cooperative method called coordinated multipoint
(CoMP) transmission [126, 127]. In cooperative IM techniques, the UE is allowed
to connect to multiple BSs at the same time and macro and small-cells cooperate
for data and signal transmission. There are variants in CoMP: in joint transmis-
sion all the connected BSs send data simultaneously at the same time to a UE
to mitigate the interference; in coordinated scheduling and beamforming only the
serving BS sends data to the UE but other BSs use beamforming to transmit data
to spatially separated UEs. For the joint transmission both the data and signaling
information be shared across BSs, on the other hand for coordinated scheduling
and beamforming requires CSI and scheduling information.
The ICIC and eICIC techniques need limitedly coordination among BSs and
need low signaling overhead, therefore backhaul is not constrained. However, for
the cooperative IM schemes, signaling is higher and require fast and low latency
backhaul links [59]. One way to decrease the exchange of signaling information in
cooperative schemes is to use context information. The context information could
be location, time, identity. In the next section, we review the literature where
location information is exploited for IM in HetNets.
4.5.2 Location-aware Interference Management in HetNets
We find approaches [3, 128–130] that utilize location information for IM through
REMs. REMs have been used for power, frequency and time controlled IM in
HetNets [130].
The works in [3, 128] utilize REMs to manage interference in cross-tier net-
works through a power control mechanisms. In this power control mechanisms,
the transmitter adjusts its power levels in order to meet the target SINR at the
receiver. In [3] managing interference from femtocell AP (FAP) to the macro cell
user (MUE) is considered. The FAP controls the power levels based on its distance
from the macro BS. FAP uses higher power levels when it is close to the MBS and
lower when it is on the cell edge. The femtocell measures the signal power and
SINR from macro BS and other FAPs. The method assumes known location in-
formation about FAP, macro BS, and MUE. Then, based on the availability of
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REM consisting of path-loss and shadowing information, the expected SINR can
be computed.
Table 4.1: Summary of location-aware references for RRA in 5G technologies.
Technology Selected location-aware references Remark
D2D [6,62–64] Location infor-
mation is used
in scheduling to
achieve lower
latency, higher
throughput, re-
ducing signalling
overhead.
massive MIMO [100–102] Location informa-
tion is used for pilot
allocation schemes
to reduce inter-cell
interference.
mmWave [117–121] Location infor-
mation is used
to compute the
BF vectors and
to preselect some
transmitting beams
for IA.
HetNet [3, 128–130] Location infor-
mation is used to
manage IM in Het-
Nets through power
control and time
scheduling.
Downlink interference at femtocell is severe if the macro BS is close to a FAP
and the downlink interference at MUEs will be severe for the users at the cell-
edge. Interference from macro BS to femtocell user is studied in [128]. In order to
estimate the spatio-temporal interference they use the spatial Kriging interpolator
followed by the temporal auto-regressive method.
In [130], how to chose different sub-bands based on REMs at macro BS and
FAP for frequency controlled IM is discussed. FAP uses one sub-band, whereas
macro cells use two sub-bands: one for the inner part of the cell and the other
for the outer part of the cell. REM can also be used for muting period in macro
cells to allow small-cell transmissions for time controlled IM. While in [129], REMs
are used for deployment of small-cells such that the transmitting power of these
small-cells do not interfere with the primary receivers.
48
4.6. Summary
4.6 Summary
In this chapter, we showed the use of location information as in RRA for various
RAs in 5G. We reviewed the works from the literature where location information
has been used for various RAs in 5G candidate technologies. We have provided
two use cases on the use of location information for RRA: scheduling in D2D
communications in unlicensed spectrum, and pilot allocation in massive MIMO
networks. Table 4.1 summarizes the main location-aware references and how lo-
cation information has been utilized in various 5G candidate technologies.
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Chapter 5
Location-aware Proactive
Resource allocation
In this chapter, we give a detailed introduction of PRA. First, we introduce the
basic components necessary for a PRA. We then discuss how PRA strategies are
utilized in the literature for various applications. In particular, we provide a
case study on media streaming and proactive caching in which we showcase the
advantage of PRA using the channel measurements detailed in Chapter 2.
5.1 Background
A PRA system is described in [56] as “The Proactive Resource Allocation design
pattern maintains the performance of a computing system within required bounds
by anticipating critical changes in the system state, pre-planning resource alloca-
tions appropriate to those changes, monitoring the system state for those changes,
and implementing the appropriate pre-planned resource allocation when the sys-
tem state changes.” For example, the system could be a network provider serving
the users, the state of the system could be network load, user trajectories and
their CQMs, and user traffic demand. In this case, the system resources could be
time, frequency, power, and the system performance can be measured by means
of network load, throughput, and QoS.
The difference between PRA and RRA is as follows. In RRA, the RA starts
when a user requests for a service, where as in PRA, the RA is planned before the
user requests for service. Specifically, a proactive network system, can track, learn,
and then predict the user service requests ahead of time, and hence offers more
flexibility in scheduling these requests before their actual time of arrival [131].
Moreover, PRA can only be applied for delay tolerant services where users can
wait for the service [131]. The main disadvantage of RRA is that it allocates
resources without consideration to the user’s future channel conditions. Instead
of waiting for better channel conditions of the user, it continues to serve the users
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even though their current channel conditions are poor. This translates to a high
operating cost during peak network load [28]. The other disadvantage is that the
reactive systems must be designed for very high network capacity in order to be
able to satisfy all the users during the peak period. On the other hand, PRA
schemes exploit users’ future channel conditions, thereby are capable of sending
bulk transmissions when the channel conditions are good. Scenarios where PRA
could be beneficial are [22, 132]: (i) a user moving towards a BS can delay the
transmission until getting closer; (ii) a user approaching a poor coverage will be
pre-allocated additional content to make smooth playback of the media streaming;
(iii) BS can prioritize users that are heading towards poor channel conditions such
as a cell-edge or a tunnel. From these examples, we can infer that the three key
ingredients necessary for PRA are mechanisms to predict the user mobility, CQM
along the navigation path, and user traffic demands.
Four proactive approaches are discussed in [25], where location information
can be utilized for providing better QoS, namely: (i) adaptive video planning; (ii)
in-network caching; (iii) content prefetching; (iv) long-term predictive RA.
• In adaptive video planning, the video quality is adjusted based on network
conditions, and users’ location information is exploited to adjust the video
quality levels based on predicted future transmission rates.
• It is a known fact that a popular content is requested by many users. There-
fore, instead of requesting the content every time from the server, it is stored
temporarily closer to the end user. This is called in-network caching (see
Fig. 5.2). User mobility and their trajectories might help in deciding where
the content needs to be cached. The in-network caching helps to reduce the
content server and core network load.
• Content prefetching is an extreme form of caching, wherein the content is
directly downloaded at the UE storage for its consumption (see Fig. 5.3).
The main challenge here is, which content needs to be cached. The main
difference compared to in-network caching, is that prefetching requires in-
sights on user specific consumption preferences. Moreover, there could also
be wastage of resources as the user might not consume the downloaded con-
tent. For cases where it is not important to distinguish whether the content
is cached at the network provider or at the user we simply call it proactive
caching.
• Long-term predictive RA (see Fig. 5.6) optimizes the radio resources to min-
imize the streaming interruptions by exploiting the users future CQM. The
main advantage is that it intelligently utilizes the available resources so that
users are given more resources during their peak channel conditions.
From the aforementioned methods, we can infer that a PRA system benefits from
user predictability, i.e., user mobility, user demand preferences, and user channel
conditions. The next section is dedicated to user predictability, which is the main
ingredient of PRA. In the later sections, we discuss how the user predictability is
utilized in various location-aware PRA strategies.
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5.2 Components of User Predictability
People’s behavior is highly predictable. For example, most people generally take
the same route to work every day. Furthermore, users mostly read and watch
content from the same sources, such as for news (BBC, CNN, etc.) and video
(Netflix, YouTube, etc.). In the following, we review works on the user mobility,
user demand, and channel prediction which are necessary for PRA.
5.2.1 Mobility
User mobility is highly predictable, and both long-term and short-term user mobil-
ity have been studied extensively [27,133–135]. In [134], an algorithm is developed
that can predict a vehicle’s end-to-end route. The work is based on Microsoft
Multiperson Location Survey (MSMLS), which is a measurement campaign where
drivers volunteer to record their GPS traces for a couple of weeks. The database
contains about 2.2 million GPS locations from 252 drivers. The proposed algo-
rithm tries to match the first part of the driver’s current trip with that of the
recorded GPS traces from the database. The main focus of the algorithm is to
predict the entire trip rather than predicting near term road segments. From the
numerical results, it was found that for some trips the algorithm completely pre-
dicts with 100% accuracy within first two miles of the trip. In another work [133],
a study is conducted to know where exactly a user will be based on historical
data. The study is based on Four square application, wherein users check-in their
geographical location. For the study, 5 million geo-tagged check-in points are used
to extract features such as historical visits and social ties. Using these features, an
algorithm is proposed to predict the user’s next check-in place. Short-term route
prediction of vehicles is described in [135]. The basic idea is to construct Markov
models based on user driving paths and then use it for route prediction. For ex-
ample, a 2nd order Markov model will use two previous road segments to predict
the next road segment. As expected, the accuracy of the prediction is improved
as the order of the Markov model is increased. Another measurement campaign
to predict the user location along with their channel strength is presented in [27].
The campaign is conducted on a public transport along a bus route of 23.4 Km in-
volving urban and suburban areas of Kingston, Canada. Based on the 33 repeated
bus trips, an analysis is provided on the impact of location and signal strength
errors on the signal strength predictability. Moreover, today’s smart phones are
equipped with plenty of applications that allow for reporting user’s current loca-
tion and destination. The above studies indicate that it is possible to predict user
future navigation path based on database consisting of historic vehicle drive paths.
5.2.2 Demand
User demand predictability is another important ingredient necessary for successful
application of PRA. To be able to provide the necessary content to the user in
advance, the network needs to estimate the user content preferences. The demand
prediction depends on the type of location-aware proactive strategy. For example,
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in in-network caching the ratings of the content are needed and the network stores
the highly popularity content. On the other hand, for the content prefetching,
content that is very specific to the user is to be predicted. Lastly, for long-term
predictive RA the network should be aware of user multimedia traffic, but it can
only be served on a real time basis.
Recommendation system is a filtering system which is used to predict rating of
a content. Collaborative filtering [136–138] is the most widely used recommenda-
tion system for in-network caching to predict the popular contents. A collaborative
recommendation system rates user content based on other people who have similar
content preferences liked in the past. Other recommendation systems apart from
collaborative filtering are content-based and hybrid recommendation systems. In
content-based recommendation systems, the ratings are based on the user prefer-
ences in the past and hybrid recommendation systems combine content-based and
collaborative methods. For further details on recommendation systems, the reader
is referred to [139], which provides a comprehensive survey of the recommendation
systems and their extensions.
There is growing evidence that user specific content can be predicted with
the advent of Google Instant and from the findings of predictable user mobility
patterns [140]. As it is hard to predict perfectly the demand of the user, we consider
that network can only know with a certain probability whether a user will request
demand in a specific time slot. So, the service provider is only probabilistically
aware of user demand characteristics. The probabilistic demand characteristics
with time-invariant statistics for proactive caching is treated in Paper E and a
case study is described in Section 5.3. We also consider the case where the service
provider is perfectly aware of the user multimedia demand, a long-term predictive
RA with perfect user demand is described in Section 5.4.
5.2.3 Channel
The third ingredient of PRA is channel prediction. We know from Chapter 2 that
the wireless propagation channel is predictable and in Chapter 3 we presented a
GP framework for channel prediction. In the following, we review various channel
prediction methods from the literature. In [37], GP was shown to model spatially
correlated shadowing to predict shadowing and path-loss at any arbitrary location.
In [141], a cognitive network setting was evaluated, in which the transmit powers
of the primary users were tracked with cooperation among the secondary users.
For this purpose, a distributed radio channel tracking framework using a Kriged
Kalman filter was developed with location information. A study on the impact
of underlying channel parameters on the spatial channel prediction variance using
GP was presented in [142]. The work [143], extends [142] to include the effect of
localization errors on spatial channel prediction. In [41], location information is
used to predict the spatial correlation between the links of a multi-hop network.
A channel gain predictor using a Kalman filter in combination with expectation
maximization is proposed in [144]. The proposed method performs better than the
Auto regressive integrated moving average (ARIMA) and polynomial approxima-
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tion methods. A Bayesian approach is considered in [145] for channel prediction
by exploiting the spatial and temporal correlation properties of the channel. Two
methods are studied for predicting signal strength in robotic networks using few
channel measurements [146]. The first one is a model based on a GP framework
and the second one, which is sparsity-based, utilizes the compressibility feature
in the frequency domain. An algorithm to reconstruct a complete channel map
based on sparse measurements of channel coverage data is given in [147]. Predict-
ing wireless channel quality based on path-loss values using street and coverage
maps is described in [148]. From these works, we can conclude that long-term
channel prediction is possible with location information.
We have considered two types of channel models in this thesis. In the first
model, we have considered complete knowledge of the channel values including
uncertanties (see Fig. 5.1 (a)). This model is used in Paper B and in the case
study in Section 5.4. In the second model, we quantize the channel values and
probabilities of the channel states are considered (see Fig. 5.1 (b)). We can clearly
observe channel state probabilities varying with the location. Depending on the
velocity of the user, the channel state probabilities can be mapped to time. This
time-variant channel statistics model (see Fig. 5.1) is used for proactive caching
in Paper E and also in the case study in Section 5.3.
Proactive caching and long-term predictive RA are well studied topics in PRA
and are detailed next.
5.3 Location-aware Proactive Caching
Proactive caching is the combination of in-network caching (see Fig. 5.2) and
content prefetching (see Fig. 5.3).
Background
A comprehensive survey on proactive networking is provided in [149]. The basic
three ingredients of a proactive network namely context, prediction, and opti-
mization are discussed. Context defines the type of information considered for the
prediction. The prediction mechanism predicts the context based on current and
past context information. Finally, the optimization utilizes the predicted context
to meet the network objectives. As an example, context could be CQM, prediction
could be GP, and optimization could be a simple linear programming problem to
enhance user QoS.
Most of the works on in-network caching assumes that backhaul is the bot-
tleneck [16–18]. In these works, the user predictability is exploited to reduce the
backhaul load by caching the popular content at the network edge. Ideally, the ca-
pacity of the backhaul should be of the same order as the wireless links. However,
deploying backhaul is very expensive. Therefore, to satisfy the user demand the
content is cached at the edge of the network [18]. Furthermore, all the data content
cannot be stored at network edge possibly due to storage constraints. Therefore,
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Figure 5.1: Inset(a): RSRP measurements of a user walking along a pedestrian
path (Pilb˚agsgatan-La¨raregatan). The solid line is the mean RSRP with
measurements averaged over different times of the day and on different
days. The shaded region captures the standard deviation of the mea-
surements. Inset (b): The channel measurements of the left panel are
categorized in four channel states namely, excellent (RSRP ≥ −80 dBm),
good (−80 dBm < RSRP ≤ −90 dBm), mid-cell (−90 dBm < RSRP ≤
−100 dBm), and cell-edge (RSRP ≤ −100 dBm). The figure depicts the
channel state probabilities along the path.
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Figure 5.2: In in-network caching, popular content is stored temporarily at the BSs, so
that when the user requests for the specific content, it is served from the
local cache of BS rather than requesting it every time from the server.
there is a necessity to devise algorithms which smartly store the most popular con-
tent until capacity is achieved. An algorithm is proposed in [17], which offers 85%
higher user satisfaction than random caching and also reduces the backhaul usage
by 10%. Based on the popularity matrix of the contents, the proposed algorithm
caches content with high probability until the storage capacity is reached. The
traditional reactive networks do not possess any intelligence and hence they just
act upon user demand request. On the other hand, proactive networks are smart,
so they track, learn and then predict the user demand requests before they occur.
As a result, they have a greater flexibility in deciding which content to store. In
another work [16], the backhaul load is reduced by proactively caching the users’
content during off-peak demands based on the content popularities. The proposed
architecture exploits social networks, where the files are cached at the influential
users and D2D communications is used for content sharing. From the above works,
we can conclude that user predictability can be harnessed to alleviate the backhaul
load by in-network caching.
The other approach in location-aware proactive caching is content prefetching.
In content prefetching, the user content is pushed into the UE storage before its
actual request. When the user requests for the content, the application directly
pulls the data from the UE local memory rather than accessing it from the network
provider. In [150], a novel PRA paradigm that exploits the user predictability is
introduced. The basic assumption is that UE terminals predict future data re-
quests T slots in advance. It is shown that the outage probability decreases with
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Figure 5.3: Content prefetching: the user content is pushed into the UE storage before
its actual request. When the user requests for the content, the application
directly pulls the data from the UE local memory rather than accessing it
from the network provider.
prediction window T . The works [131, 151] studied content prefetching under the
knowledge of user demand and channel statistics. While the work [131] devel-
oped optimal proactive policies under time-invariant and time-varying demand
statistics, the work [151] included the predictable channel statistics of the users
and studied its effect on the proactive scheduling. However, [151] assumes time-
invariant channel statistics for the users. In the following, we give a brief case
study on proactive content prefetching with the inclusion of time-varying channel
statistics of the users and show its effect on the proactive scheduling. In Paper
E, we develop stationary and cyclostationary asymptotically optimal proactive
service policies based on demand and channel statistics.
Case Study: Location-aware Content Prefetching (Paper E)
We consider a network equipped with a service provider (SP) and consisting of a
set of N users, n ∈ N = {1, 2, . . . , N}. The network operates on time slots basis
indexed by t. We denote gn,t ∈ R+ to capture the user experienced channel quality
and dn,t ∈ {0, 1} to capture the data request generation at time t. The system is
further described by the statistics of dn,t and gn,t. In addition, we assume time-
invariant demand statistics, i.e., E[dn,t] = p¯in, where pin,t = p(dn,t = 1), and denote
demand profile for all users p¯i = {p¯i1, . . . , p¯iN}. User demand requests cannot be
delayed but can be serviced beforehand and S amount of resources are utilized
to serve the request. The channel gain gn,t is from a finite set Cn = {g(k)n , k =
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1, . . . ,Kn} with statistics described by ψn,t = {ψ(k)n,t , k = 1, . . . ,Kn}. The channel
is considered to be cyclo-stationary, so that the ψn,t is periodic in t with period
Q, which is assumed to be the same for all users. Hence, the channel statistics of
all users are determined by ΨQ = {Cn, ψn,0, . . . , ψn,Q−1}Nn=1 . The time-invariant
demand statistics and time-varying channel statistics model is shown in Fig. 5.4.
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Figure 5.4: Inset (a): demand statistics model. A user request dn,t is proactively
served T (proactive service window) slots ahead, where pin,t is the proba-
bility of request dn,t being realized at time t. Inset (b): channel statistics
model. Time-varying channel statistics, wherein channels exhibit a cyclo-
stationarity behavior with period Q.
We denote the cost associated with load L ≥ 0 as Cd(L). The load L is a
function of the amount of service S that is provided to each user n, as well as the
channels gn for each user. In particular, L =
∑N
n=1 Ln, where
Ln = S Cc(gn), (5.1)
in which Cc(g), Cc : R+ → R+, is the channel cost function for utilizing the
channel g ≥ 0 in a time slot.
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Reactive network model
We consider a reactive network as the baseline scenario in which the requests are
served upon their arrival. The load of a user n in time slot t for a reactive network
under channel realization gn,t, (5.1) is written as
LRn,t(gn,t) = S dn,t Cc(gn,t). (5.2)
The time-averaged expected cost of all users under reactive operation is
cR(p¯i,ΨQ) = lim sup
t→∞
1
t
t−1∑
l=0
E
[
Cd
( N∑
n=1
LRn,t(gn,t)
)]
, (5.3)
where expectation is over the demand and channel statistics of the users.
Proactive network model
We assume the SP is aware of the demand p¯i and channel ΨQ profile of the users,
and aims to spread out the load over the T time-slot proactive service window. To
this end, we denote by un,t(τ) the amount of proactive service applied to a user n
at time slot t for a possible request τ slots in the future, i.e., at time t+ τ , where
1 ≤ τ ≤ T .1 The proactive service at time t − τ for a future request at time t
cannot exceed the total demand of S units of service, i.e.,
∑T
τ=1 un,t−τ (τ) ≤ S
and the proactive service can never be negative, i.e., un,t(τ) ≥ 0. With the total
proactive service at time t denoted by un,t = [un,t(1), . . . , un,t(T )], the load of
user n is written as
LPn,t(un,t, gn,t) =
(
(S −
T∑
τ=1
un,t−τ (τ))dn,t +
T∑
τ=1
un,t(τ)
)
Cc(gn,t), (5.4)
in which
∑T
τ=1 un,t−τ (τ) corresponds to the past applied proactive services for user
n and
∑T
τ=1 un,t(τ) captures the proactive service to be applied at time t for user
n, over the next T slots. The goal of the proactive controller is to determine the
optimal online proactive service policy that minimizes the time averaged expected
cost while delivering the content on time:
min
{un,t(τ)}n,t,τ
lim sup
t→∞
1
t
t−1∑
t′=0
E
[
Cd
( N∑
n=1
LPn,t′(un,t′ , gn,t′
))]
(5.5a)
s.t.
T∑
τ=1
un,t−τ (τ) ≤ S, (5.5b)
un,t(τ) ≥ 0, (5.5c)
1The notation of the proactive service un,t(τ) can best be understood with an example.
Consider the case with t = 1 and τ = 2, then un,1(2) indicates the proactive service applied in
time slot 1 for a future possible request in time slot 3, i.e., two slots ahead of the current time
slot.
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the optimal value of which is denoted by cPT (p¯i,Ψ
Q). In Paper E, we establish a
global lower bound for the proactive scheduler and develop an optimal proactive
service policy that approaches such a bound as the proactive service window size
T grows. Note that the reactive model is recovered when un,t(τ) ≡ 0.
Numerical results and discussion
We consider N = 2 users and we set demand probability p¯i1 = 0.42, p¯i2 = 0.42. for
this scenario in the system. For the time-varying channel statistics, we consider
Q = 14 different channel state probability levels for each state. We consider two
channel states and set {g(1)n = 0.5, g(2)n = 2}. We use channel probabilities of the
channel state g
(1)
n as (0.4,0.55,0.7,0.8,0.9,0.7,0.55,0.4,0.25,0.36,0.53,0.67,0.7,0.78).
We compare the proactive scheduler for various proactive service window sizes
(T = 14, 168, 672) against the reactive on-time service and the asymptotically op-
timal lower bound. We can observe in Fig. 5.5 (a), that the cost of the reactive
service varies considerably with changing statistics over time. The reactive ser-
vice does not possess the flexibility and has to offer service irrespective of the
channel conditions. However, it can be observed that the average cost offered by
the proactive scheduler is constant. This is due to the fact that the proactive
scheduler exhibits flexibility in scheduling and shifts the loads based on the chan-
nel conditions. This can be seen in Fig. 5.5 (b) where the load for the proactive
scheduler is less when the channel conditions are worse (i.e., channel time periods
q = 1, 2, 3, 4, 5). It can be seen that the load curves of the proactive schemes look
like upside down version of reactive load. Furthermore, the load and cost levels
of the proactive scheduler approach to the corresponding asymptotically optimal
limits with increase in T . For T = 672, the proactive scheduler load and cost
approach to that of the asymptotically optimal (see Fig. 5.5)
5.4 Location-aware Long-term Predictive RA
In this section, we review the works on long-term predictive RA (see Fig. 5.6) that
optimizes the radio resources to minimize the streaming interruptions by exploiting
the users’ future CQMs. A case study will be provided later for a media streaming
application using the real channel measurements that are collected as part of a
measurement campaign (see Section 2.2).
Background
As video constitutes a major chunk of the load carried out by a BS, most of the
works in the literature about media streaming concentrate on methods to enhance
the user experience by providing an uninterrupted video streaming [19–22, 24, 26,
28, 132,152,153]. For uninterrupted video streaming, user terminals are equipped
with a buffer which stores the data content that needs to be played. When the
users move to places with low available data rates, this will degrade the video
quality and video stalls occur as there is insufficient data available at the user
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Figure 5.5: Inset (a): average cost levels under reactive and proactive services for time-
varying channel statistics. Inset (b): average load levels under reactive and
proactive services for time-varying channel statistics.
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Radio map indicates 
future signal strength will 
be low.
The UE is prioritized and 
granted extra resources 
for smooth media 
streaming.
User buffer
During poor channel 
conditions, the buffered 
contents are played for 
smooth playback.
The radio map indicates that 
the channel conditions will 
be better in future, so the BS 
waits until the channel gets 
better to send more data.
The buffer is again filled up 
once the channel conditions 
are good.
Radio map
Figure 5.6: Long-term predictive RA optimizes the radio resources to minimize the
streaming interruptions by exploiting the users future transmission rates.
The BS exploits the users’ peak channel conditions to fill up the user data
buffer for streaming.
terminal to play due to buffer underruns. Therefore, a lot of research has been
done on how to utilize the user mobility and to exploit the REMs. The methods
perform long-term RA on the order of seconds to minutes.
Most of the works employ multi-user and multi-cell long-term RA strategies
to overcome video quality degradation [19–21]. In [19], users’ future transmission
rates, based on REMs, are utilized for pre-allocation to fill up the user buffers.
Usually, the rate predictions involve uncertainty and therefore the RA based on
the predicted data rates will lead to buffer overruns (more data is downloaded than
necessary) and buffer underruns (less data is downloaded than needed). Both cases
should be avoided and it is the study of the work in [152]. The trade-off between
BS power consumption and video quality degradation is studied in [28]. The power
consumption can be reduced by half and video degradation can be improved up
to 40% in comparison to traditional schemes when the BS exploits users future
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transmission rates and transmit more data when the user has better channel condi-
tions. In [20,21], methods for long-term fairness in multi-cell networks are studied.
When the users move from one cell to another cell, the rates that are allocated to
users in the previous cell are not known to the next cell. Therefore, all the users
are treated equally, although some users might have got good data rates when
compared with some users who had low data rates. In [20], a proportional fair
scheduling algorithm is proposed in which it keeps track of average rates received
by each user while traversing the cells. A generic proportional fairness algorithm
is proposed in [21] and different utility functions can be obtained based a single
parameter.
An interesting study is done in [153], where they quantify the performance of
current existing streaming algorithms when the bandwidth is known for the full
video session. They report that existing methods only achieve 69%-86% of opti-
mal quality and have proposed to incorporate both rate predictions as well as rate
stability functions to improve the performance. Since the rate predictions involve
uncertainty, [132] proposed a fuzzy based resource allocation for video streaming.
A triangular fuzzy membership function is used to model the uncertainty of the
REM measurements. In [24], an optimization problem is proposed to minimize
both the network wide video degradation as well as each individual user video
degradation. The algorithm tracks the users’ allocated accumulated rates and
then finds the users who will experience video degradation and then allocates the
resources accordingly. The intuition of this allocation metric is to prioritize users
with both a high current channel quality and a high future video degradation. Fi-
nally, in [26] a framework is implemented on a simulator using the rate predictions
for LTE networks.
We have seen from the aforementioned works that users’ future transmission
rates can be exploited to minimize the video quality degradation experienced by
the users when they are in bad channel conditions. In this section, we show a
location-aware long-term predictive RA for media streaming application using the
real channel data that is collected as part of the physical campaign by a smart
phone (Section 2.2).
Case Study: Location-aware long-term Predictive RA for
Media Streaming [154]
We consider a network which consists of a set of N users, n ∈ {1, 2, . . . , N} and a
set of K BSs, k ∈ {1, 2, . . .K}. Time slots have a fixed duration of size τ and are
indexed by t. We further assume that the users’ video streams are available at the
BS and are ready to be served to users. Let Ut,k denote the set of users associated
to BS k at time t and assume that it is known for all times. The received power
at time t at user n is denoted by PRX,t,n. We assume that the BSs know the
received powers of the users for the next T slots, known as the prediction window.
Therefore, at time t = 1, the received powers {PRX,t,n}n=1,...Nt=1,...T of all users are
known for T time slots in the future. The supported rate of user n at time t in
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bits/sec/Hz can be computed as
rt,n = τ B log2
(
1 +
PRX,t,n
N0B
)
, (5.6)
where B is the bandwidth and N0 is the noise power spectral density.
The rates of user n at time t = 1 and for next T slots are collected in rLA1,n =
[rt,n]
T
t=1 and r
LA = [rLA1,n]
N
n=1 holds the rates of all the users. The superscript
stands for long term allocation. We further introduce x, of same dimensionality as
r, with xt,n ∈ [0, 1] denoting the fraction of airtime that user n is assigned from a
BS in time slot t. Hence, for an allocation x, the predicted rate of user n at time
t is given by xt,n rt,n.
All users request video content at time t = 1, with the same streaming rate
A (bps). Hence, the minimum video content available in the buffer of user n,
expressed in bits, at each time slot t, required for smooth streaming is calculated
to be Dt,n = Aτt. For smooth playback, we require
∑t
t′=1 xt′,nr
LA
t′,n ≥ Dt,n. We
define the video degradation (VD) experienced by user n at time t as
degt,n(x) = max
(
Aτt−
t∑
t′=1
xt′,nr
LA
t′,n, 0
)
. (5.7)
Resource Allocation and Performance Metrics
Our goal is to find x to provide good QoS to each user. To this end, we use three
resource allocation methods: equal share and rate proportional are traditional
resource allocation schemes, whereas PRA is a proactive resource allocation scheme
which exploits the future channel knowledge. The performance of the methods are
compared in terms of video degradation, power consumption and throughput of
the network. First, the three resource allocation methods are described.
1. Equal share: each user gets the same amount of time in each time slot.
This can be written as xt,n = τ/T .
2. Rate proportional: each user gets an amount of time in each time slot,
proportional to its rate: xt,n = τ/T × rLAt,n/(
∑
n r
LA
t,n ).
3. PRA: the allocation accounts for the QoS of each user. For one formulation
[28] of this, we have
min.
N∑
n=1
T∑
t=1
( 1
Dtot
degt,n(x) +
λ
NT
xt,n
)
(5.8a)
s.t.
∑
n∈Ut,k
xt,n ≤ 1,∀t, k (5.8b)
t∑
t′=1
xt′,nr
LA
t′,n ≥ Aτt, t ∈ {1, . . . , T}, (5.8c)
xt,n ∈ [0, 1],∀t, n (5.8d)
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in which λ is a trade-off parameter that indicates the importance of minimizing air
time over video degradation. Both components of the objective are normalized,
where Dtot = NAτT (T +1)/2 is the total cumulative demand. We note that (5.8)
is a linear program, which can be solved efficiently.
Second, three performance metrics are considered, based on the solution x∗ of
(5.8), i.e., throughput, degradation, and power consumption. These are defined as
follows:
• Throughput, defined as
throughput =
N∑
n=1
T∑
t=1
x∗t,nrt,n, (5.9)
in which rt,n is the actual rate supported by the channel (which may be
different from the predicted rate, due to location errors).
• Average video degradation, defined as [28]
degradation =
1
TN
N∑
n=1
T∑
t=1
degt,n(x
∗). (5.10)
• Time-averaged BS power consumption, defined as
Pavg =
1
T
T∑
t=1
K∑
k=1
(
Pmin + (Pmax − Pmin)
∑
n∈Ut,k
x∗t,n
)
(5.11)
where we recall that Ut,k is the set of users assigned to BS k at time t. Pmin
and Pmax are the power consumption under no load and under maximum
load, respectively. Here Pmin is set to zero, so that the degradation simplifies
to
Pavg =
1
T
T∑
t=1
N∑
n=1
Pmaxx
∗
t,n. (5.12)
We set Pmax to 1000 W. This yields a power consumption of K × 1000 W if
all K BSs are transmitting during an entire time slot.
Numerical results and discussion We evaluate the performance of the three
resource allocation methods using the data described in Section 2.2. We use the
Pilb˚agsgatan-La¨raregatan path for the evaluation. The average received power is
used for the evaluation. Users are randomly placed along the path and they move
independently with different user velocities for 35 seconds. The user velocities are
drawn uniformly between 1 m/s and 10 m/s. To study the impact of location
errors in the PRA method, we generate a uniformly distributed location error
between 1 m and 10 m and shift the initial location of the user. The parameters
used in the simulation are given in Table 5.1.
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Figure 5.7: Throughput comparison as a function of the number of users for equal share,
rate proportional and predictive resource allocation. For PRA, λ1 < λ2.
Table 5.1: Simulation parameters.
Parameter Value
T 35 sec.
B 1Hz
A 0.055
Parameter Value
λ1 1.3
λ2 2.5
N0 -80 dBm
In Fig. 5.7, we show the throughput performance of the three resource alloca-
tion schemes with a varying number of users. We can clearly observe that PRA
offers higher throughput, which grows approximately linearly with the number of
users. However, for a fewer number of users, PRA offers similar throughput as
equal share and rate proportional schemes, as the system is under-utilized. The
throughput offered by the equal share scheme gets saturated after 15 users. The
rate proportional scheme fares better than the equal share scheme, however the
rate of increase of throughput decreases after 10 users. As expected, the location
uncertainty degrades the performance of the PRA scheme, especially when there
are more users.
Fig. 5.8 shows the average power consumption of the BS for the three resource
allocation schemes. The PRA scheme uses less BS power for transmission com-
pared to other schemes. This is due to the fact that PRA exploits future channel
knowledge to satisfy user data demands. The equal share scheme consumes high-
est BS power and after 15 users it consumes the maximum available BS power.
The power consumption of Rate proportional scheme is in between equal share
and PRA schemes. The location uncertainty has a negligible impact on the power
consumption for the PRA scheme.
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Figure 5.8: BS power consumption for different number of users for equal share, rate
proportional and predictive resource allocation. For PRA, λ1 < λ2.
In Fig. 5.9, we depict the video degradation performance. In contrast to
throughput and power consumption, PRA does not always offer the best per-
formance. For a lower number of users, equal share and rate proportional schemes
have lower video degradation. However, when the number of users is increased,
both the schemes suffer and the video degradation increases very quickly. On the
other hand, for a higher number of users, video degradation increases slowly for
PRA scheme. When the system has a light load, PRA can obtain a lower objec-
tive function by reducing the airtime which translates to lower power consumption.
Recall λ, which represents the trade-off between video degradation and power con-
sumption. For the case with a maximum number of users (i.e., 40 users), we can
see that PRA has a significant gain compared to other schemes while PRA with
location error offers a somewhat reduced gain. Also for more number of users,
there is not much difference between λ1 and λ2.
5.5 Summary
In this chapter, we focused on the role of location information for PRA. We first
described the three basic ingredients necessary for PRA namely prediction of user
demand, mobility, and channel. We then reviewed four proactive strategies where
location information can be utilized for PRA. Specifically, we had provided two use
cases where in location information is useful in the context of content prefetching
and long-term predictive RA.
68
5.5. Summary
Figure 5.9: Video degradation comparison for varying number of users for equal share,
rate proportional and predictive resource allocation. For PRA, λ1 < λ2.
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Chapter 6
Contributions and Future
Work
This chapter summarizes the contributions of the appended papers which fall under
the category of location-aware communications.
Paper A: “Location-aware Communications for 5G
Networks”
5G networks will be the first generation to benefit from location information that
is sufficiently precise to be leveraged in wireless network design and optimization.
In this paper, we argue that location information can aid in addressing several
of the key challenges in 5G, complementary to existing and planned technologi-
cal developments. These challenges include an increase in traffic and number of
devices, robustness for mission-critical services, and a reduction in total energy
consumption and latency. We first present technologies providing seamless and
ubiquitous location awareness for 5G devices, identify associated signal processing
challenges, and describe at a high level how location information can be utilized
across the protocol stack. We then zoom in on each layer of the protocol stack,
and provide an overview of recent and relevant research on location-aware commu-
nications. We conclude the paper by identifying a number of issues and research
challenges that must be addressed before 5G technologies can successfully utilize
location information and achieve the predicted performance gains.
Paper B: “Spatial Wireless Channel Prediction un-
der Location Uncertainty”
In this paper, we develop a spatial wireless channel prediction framework incor-
porating the location uncertainty of the terminals. We show that not considering
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location uncertainty leads to poor learning of the channel parameters and poor pre-
diction of CQM values at other locations, especially when location uncertainties
are heterogeneous. We investigate two channel prediction frameworks, classical
Gaussian processes (cGP) and uncertain Gaussian processes (uGP), and analyze
the impact of location uncertainty during learning/training and prediction/testing,
for scenarios where measurements uncertainty are dominated by large-scale fad-
ing. We observe that cGP generally fails both in terms of learning the channel
parameters and in predicting the channel in the presence of location uncertainties.
In contrast, uGP explicitly considers the location uncertainty. Using simulated
data, we show that uGP is able to learn and predict the wireless channel. We also
demonstrate the use of the proposed framework for a spatial resource allocation
application.
Paper C: “Channel Gain Prediction for Multi-agent
Networks in the Presence of Location Uncertainty”
The channel prediction framework in Paper B is mainly for cellular networks. In
this paper, we extend the channel prediction framework for ad-hoc networks. We
present a GP framework to learn channel parameters and predict the channel
between arbitrary transmitter and receiver locations. We explicitly incorporate
location uncertainty in both learning and prediction phases. Our framework is
able to deal with channel measurements recorded at uncertain locations and to
incorporate this location uncertainty into the predictive distribution of the wireless
channel at a given (possibly uncertain) test location.
Paper D: “Location-aided Pilot Contamination Avoid-
ance for Massive MIMO Systems”
In this paper, we exploit location for a reactive resource allocation in massive
MIMO systems. One of the key limitations of massive MIMO systems is pilot
contamination, which is defined as the interference during uplink channel estima-
tion due to reusing the same pilot sequences in surrounding cells. We propose a
location-based approach to mitigating the pilot contamination problem for uplink
MIMO systems. Our approach makes use of the approximate locations of mobile
devices to provide good estimates of the channel statistics between the mobile
devices and their corresponding BSs. Specifically, we aim at avoiding pilot con-
tamination even when the number of BS antennas is not very large, and when
multiple users from different cells, or even in the same cell, are assigned the same
pilot sequence. First, we characterize a desired angular region of the target user
at the serving BS based on the number of BS antennas and the location of the
target user, and make the observation that in this region the interference is close
to zero due to the spatial separability. Second, based on this observation, we pro-
pose pilot coordination methods for multi-user multi-cell scenarios to avoid pilot
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contamination. In particular, we propose multi-cell multi-user joint optimization
problems such that it takes into consideration during the pilot assignment the
mutual interference seen by the target users at their respective BSs. We also pro-
pose a heuristic approach for assigning users to BSs to decrease the computational
complexity of the proposed joint optimization schemes. We show proposed pilot
assignment strategies offer improved channel estimation performance as well as
enhanced downlink sum rate even when the number of antennas is finite.
Paper E: “Proactive Resource Allocation with Pre-
dictable Channel Statistics”
In this paper, we utilize location information for proactive resource allocation.
This work falls in the category of location-aware content prefetching. Since the
data demand patterns and channel qualities of mobile users along their navigation
paths are largely predictable, this work aims at fusing the statistically predictable
demand and channel patterns in devising proactive resource allocation strategies
that alleviate network congestion. Specifically, we establish global lower bounds
on the proactive scheduling cost that capture the impact of demand and channel
uncertainties. Driven by insights from the obtained lower bounds, we develop sta-
tionary and cyclostationary asymptotically optimal proactive service policies that
approach such bounds as proactive service window size grows. We demonstrate
the designed proactive schedulers offer better performance in terms of cost and
load, in contrast to a baseline reactive scheduler.
Paper F: “LAPRA: Location-aware Proactive Re-
source Allocation”
In this paper, we show another application of location information for proactive re-
source allocation. We treat a very specific use case of large crowded areas (airports,
conferences), where networks get congested and users may suffer from poor QoS.
To mitigate this, we propose and evaluate a location-aware user-centric proactive
resource allocation approach (LAPRA), in which the users are proactive and seek
good channel quality by moving to locations where the signal quality is good. In
particular, we evaluate a spatial user-in-the-loop resource allocation method that
utilizes GP for channel prediction by exploiting user location information. We
formulate a decentralized binary integer optimization problem for the user assign-
ment. Each user decides where to move by solving an optimization problem. We
analyze the performance of the proposed method, compared to a network-centric
reactive approach and baseline network-centric proactive approach. We show that
our proposed method improves the number of satisfied users and the overall net-
work throughput.
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Future work
• An important challenge which is not covered in this thesis is to identify the
right tradeoff between relying on location-based information and on pilot-
based CQM information.
• In PaperB, we mentioned one of the drawbacks for GPs is its computational
complexity. It is worth studying the sparse approximations as well as online
learning of GPs along with location uncertainty.
• In Paper D, we formulated several centralized pilot assignment schemes to
address the pilot contamination issue in massive MIMO. It would be inter-
esting to focus on developing distributed implementations based on local
information. Distributed implementations for pilot contamination avoid-
ance under a game theoretic framework have been proposed using coalition
games [49] and non-cooperative games [27]. However, none of the aforemen-
tioned approaches exploits the location information.
• In Paper E, we have studied optimal proactive policies under the time-
varying channel statistics keeping the demand statistics being time-invariant.
However, it would be interesting to extend the case to time-varying demand
and channel statistics case. In that case, one should develop optimal proac-
tive policies that run on a more longer time periods such on a day basis.
• In Paper F, we have considered the availability of perfect location infor-
mation during channel prediction for the LAPRA scheme. The analysis of
uncertain location information is left as future work. Furthermore, tools
from game theory can be utilized to study the behaviour of the users for the
proactive schemes.
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