A dual modality tomographic system is described for material classification in a simulated multi-component flow regime. It combines two tomographic modalities, electrical current and light, to image the interrogated area. Derived image parameters did not allow material classification. PCA analysis was performed on this data set producing a new parameter set, which allowed material classification. This procedure reduces the dimensionality of the data set and also offers a pre-processing technique prior to analysis by another classifier.
Introduction
Dual-modality tomography is a technique that uses two modalities to produce two separate tomographic images of the same interrogated area or object. Since, in principle, each modality produces a mapping or image of the distribution of separate or different object properties, dual-modality tomography produces two (complementary) images of an object which show the distribution of two separate object properties. This paper describes preliminary work that demonstrates that it is possible to combine the output from these two modalities to enable classification of the materials flowing through that interrogated area.
There is also an increasing amount of work into spectroscopic methods. These are best classed as quasi-multimodal systems; only one modality is used but at different excitation modes in order to differentiate between the various components within an object or interrogated area. Multispectral work has been used in remote sensing, medicine and process tomography [1] [2] [3] .
One rather interesting application of this type of work is the use of a range or spectrum of x-ray energies, along with principal component analysis (PCA), to identify materials in baggage handling [4] . Relatively little work has been carried out on multimodal tomography [5] [6] [7] [8] [9] and as such it is difficult to comment on exactly which is the better method for material classification.
In principal, dual modality tomography should allow classification without the need to characterize each material over a spectrum of excitations for a single 1 Please address all correspondence to Dr I Basarab. modality. However, there are situations where only one modality can be easily applied-e.g. electrical impedance tomography (EIT) in medical/physiological measurementsand hence spectroscopic techniques have a larger role in these applications.
An example of multi-component flow is the flow of materials in sewers. Typically, the materials flowing in sewers, in addition to water, are Perspex, plastic, gas bubbles, rubber products and paper. These materials cannot be distinguished from one another using a single modality other than to determine whether they are good or bad electrical conductors or to determine the degree to which they allow light to pass through them. Thus material identification cannot be carried out with a single modality in such an environment although it is possible to perform rather crude classification. Dual-modality tomography should, given a suitable choice of modalities, permit the classification of these materials.
Method
The materials chosen for this experimental work were Perspex, opaque plastic, paper and rubber [10] . Because the objective of this work was only to demonstrate the principal of dual modality tomography, the experimental work was carried out in a tank with no movement of the materials. The materials were in the form of cylinders; a bubble was simulated using an acetate sheet rolled into a cylinder of the appropriate dimensions and sealed at both ends. The normalised radius of each cylinder of material relative to the radius of the tank was 0.25, i.e. a normalized area of 0.0625. Measurements were also made on combinations of these materials-three combinations were chosen: rubber and paper, Perspex and rubber and also Perspex and paper. There was therefore a total of eight different materials or combinations of materials and therefore eight measurements or images for each modality, giving a total of 16 images.
The two modalities chosen to interrogate a 'model' pipeline or phantom were electrical current to determine the electrical impedance distribution within the pipe and infra-red (IR) to determine the 'optical' transmission distribution or IR opacity. The electrical impedance system used was a standard adjacent-pair 16 electrode system operating at 8 kHz. The IR system consisted of two arrays of eight LEDs, positioned so as to be mutually orthogonal to each other and to the central axis of the pipe. The experimental arrangement illustrated in figure 1 shows a side view of the phantom and a plan view of half the cross-section of the phantom viewed along its vertical axis; both figures show the position of the electrodes and IR sensors.
Images of the distribution of electrical impedance were produced using a back-projection algorithm [11] . Similarly, images of the IR transmittance distribution were constructed using a sensitivity coefficient algorithm [12] . The IR image can be used to accurately place the object or objects in the pipeline in one or more of 64 square pixels. The images cannot be combined sensibly using logical or arithmetic functions [10] . One particular method is to treat corresponding pixel values from the two images as elements in a 2D vector, that is, as if the electrical and IR images were orthogonal to each other. In fact, each material and material combination did produce its own unique scatter diagram. Unfortunately, material combinations did not have a scatter plot that was a combination of the scatter plots of the separate materials. Thus cluster analysis could be applied to the dual modality scatter plots of individual materials but not to combinations of materials. Also, it was clear that a scatter plot of a material combination was not a convolution or cross-correlation of the scatter plots of the individual materials. These effects are due to the nonlinearity of a soft modality such as EIT, where the image is not material independent, that is, not independent of the resistance distribution. Thus the statistics chosen to analyse the images had to be material invariant. The method chosen to analyse the images was to first construct the histogram of grey scale amplitudes for both images and then to perform an analysis on these histograms [1] . Seven measures were calculated for each of the histograms from the two images; the mean, variance, dispersion, mean square value (or energy), skewness, kurtosis and median. There was therefore a total of 14 measures representing the two images for every one of the eight materials. Again, there was little correlation in terms of material properties between any of these measures. One method used to look at possible correlations between the measures was to plot each of the seven measures for each image (a total of eight sets of 14 numbers; one set for each material) against the corresponding values of another measure. There appeared to be no material classification taking place.
Theoretical background
A set of uncorrelated variables that can describe the images better can be obtained from the original set of measures using principal component analysis (PCA). PCA transforms a data set of several correlated measurements for each of several individuals or objects into a set of uncorrelated variables. In most cases the effect is to reduce the dimensionality of a problem and to bring out structure in the data [13, 14] . PCA has also been used to look at tomographic images from mixing vessels and this has been correlated with impeller speeds with a view to adjusting impeller speeds [15, 16] . In the work described here the eight sets (one for each material combination) of 14 variables (seven variables per image) used to describe the 16 images are replaced, after PCA, with a smaller number of variables that are uncorrelated. Ideally it is desirable to only have two or three resulting variables since the relationship between these new variables is then relatively easy to understand graphically.
The singular value decomposition of the data matrix D gives D = URV T , where U and V are both columnorthogonal matrices and R is a (square) diagonal matrix of singular values [17] of the data matrix. The normalised transformed data are given by [14] 
where B here is an 8×8 matrix, each row being the transformed data for a particular material or combination of materials. The amount of information contained in each column (element) is related to the magnitude of the corresponding (diagonal) element in the matrix R since the variance in the data 'explained' by any eigenvector is proportional to the root of the corresponding eigenvalue. The eigenvector associated with the largest eigenvalue accounts for the maximum variance in the data in a least squares sense and so on in a decreasing fashion for decreasing values of eigenvalue.
Results
The results of the analysis were stored in the B matrix. The first four eigenvalues, from the R matrix, were 2.43, 1.38, 1.09
Image analysis in dual modality tomography and 0.74 and the magnitudes of the eigenvalues continued to decay virtually exponentially. However, it is interesting to note that column B 1 , the first column in the B matrix, which corresponds to the largest eigenvalue, does not allow sorting or classification of the materials. Combinations of other columns do however allow classification. Figure 2 shows a plot of the third and fourth columns of the B matrix, referred to as B 3 and B 4 . These columns correspond to the third and fourth largest eigenvalues of the C matrix. It can be seen in this projection that there is classification in the B 3 , B 4 plane. Plastic and rubber (opaque, non-conducting) lie in the B 3 < 0, B 4 < 0 quadrant while Perspex and the bubble lie in the B 4 < 0, B 3 > 0 quadrant (transparent, non-conducting).
Paper is virtually on the B 4 = 0 line (B 3 ≈ 0). Interestingly, paper will absorb water and becomes weakly conducting and partially transparent. The B 3 < 0, B 4 > 0 quadrant contains the combinations of Perspex/paper and rubber/paper while the Perspex/rubber combination is located in the B 3 > 0, B 4 > 0 quadrant. It is important to note that these classifications or groupings are not apparent in the raw data. Figure 3 shows the B 2 and B 4 columns plotted against each other. Here again, it can be seen that the materials have been classified, albeit with a different classification from that in the B 3 , B 4 plane.
Discussion and conclusions
This analysis technique has shown that there are some data invariant statistics present in the images produced by a 'simple' back-projection algorithm. This method of analysis is able to produce classification-but it has to be shown that these are the same co-ordinates for the same material in each experiment. Although the hard field modalities will produce the same local image for each embedded object within the interrogated area this cannot be true by definition for the soft field modalities. This makes PCA sensitive to the details of the data. There may well be image parameters that are only material dependent but not 'soft-field' dependent. Unfortunately, PCA is not image invariant and will thus produce a different set of results for the same materials if the materials are distributed differently within the interrogated area, i.e. the images are different. However, there is also a problem in that if each material were represented by a direction in space one would expect combinations of materials to lie between the pure materials. For example, given a direction for rubber and another for paper then one would expect a rubber/paper combination to lie on or close to the plane joining them. It is interesting to note from these results that this is not the case. However, it has been shown in this work that a factor analysis technique such as PCA performed on image-derived data reduces the dimensionality of the data set and can be used as a crude classifier of materials.
What these results do indicate is that the classifier statistics are not, counter-intuitively, some linear combination of the basic image parameters, that is, resistivity/conductivity or IR transparency/opacity. These results also show that this method of analysis can also be used as a pre-processing technique prior to analysis by some other classifier, such as neural networksthe results presented here are linearly separable and as such are amenable to analysis by relatively simple nets.
