Abstract. We study the propagation of a three-dimensional weakly nonlinear wavefront into a polytropic gas in a uniform state and at rest. The successive positions and geometry of the wavefront are obtained by solving the conservation form of equations of a weakly nonlinear ray theory. The proposed set of equations forms a weakly hyperbolic system of seven conservation laws with an additional vector constraint analogous to the scalar solenoidal condition in the equations of ideal magnetohydrodynamics. The new divergence-free type constraint is termed as geometric solenoidal constraint. The analysis of a Cauchy problem for the linearised system shows that when this constraint is satisfied initially, the solution does not exhibit any Jordan mode. For the numerical simulation of the conservation laws we employ a high resolution central scheme. The second order accuracy of the scheme is achieved by using MUSCL type reconstructions and Runge-Kutta time discretisations. A constrained transport technique is used to enforce the geometric solenoidal constraint. The results of several numerical experiments are presented which confirm the efficiency and robustness of the proposed numerical method and the control of Jordan mode.
Introduction
The propagation of a curved nonlinear wavefront exhibits a very complex phenomenon of possessing curves of discontinuity (singularities), called kinks [29] , across which the normal to the front and the amplitude distribution on it are discontinuous. Such a wavefront, say one from the succession of wavefronts produced by a piston, may interact with a shock front and disappear from the flow field. However, there will always be a continuous train of wavefronts behind the shock front and we strongly believe that the geometry of a nonlinear wavefront is qualitatively similar to that of a weak shock. Experimental observations due to Sturtevant and Kulkarny [37] and analytical and numerical investigations due to Whitham and his collaborators [18, 34, 35, 38, 39] using geometrical shock dynamics (GSD) show that a moderately weak shock front becomes non-smooth with kinks during its evolution.
The differential equations of evolution of a nonlinear wavefront or a shock front in a gaseous medium in terms of rays and propagation laws have been available for a long time [28] , see also [29, 30] for historical details. However, the formation of singularities on these fronts necessitates the conservative formulation of the governing equations. The conservation form of the equations of evolution of a surface in any space dimensions is known as kinematical conservation laws (KCL). The KCL is a pure geometric result, and hence, it does not take into consideration any dynamics of the propagating surface. This makes the KCL an incomplete system. The closure relations for KCL can be derived by considering the dynamical conditions of the propagating surface. The KCL for a curve evolving in two-dimensional (2-D) space R 2 , known as 2-D KCL, was first obtained by Morton, Prasad and Ravindran [26] . Later, Prasad and his collaborators extensively used the 2-D KCL along with suitable closure equations derived on physical considerations to solve several interesting problems, see [6, 7, 8, 25, 30, 31] for more details. The three-dimensional (3-D) KCL, a system of six conservation laws, for a surface evolving in 3-D space R 3 were first derived by Giles, Prasad and Ravindran [17] and later on analysed by Arun and Prasad [3, 4] . The closure relation for 3-D KCL for a weakly nonlinear wavefront, representing the energy propagation along the rays of a weakly nonlinear ray theory (WNLRT) [28, 29] , was put in an appropriate conservation form by Arun and Prasad [3] . The 3-D KCL with the transport equation of WNLRT gives a complete set of seven equations in conservation form governing the evolution of a 3-D nonlinear wavefront in a polytropic gas.
The system of seven conservation laws obtained by appending the transport equation of WNLRT to 3-D KCL has been referred to as the conservation laws of 3-D WNLRT. This system also contains a vector constraint, each of whose three components is analogous to the solenoidal constraint in the equations of ideal magnetohydrodynamics. We shall refer to this new divergence-free type condition as 'geometric solenoidal constraint'. It has been proved in [3, 4] that the system of conservation laws of 3-D WNLRT is only weakly hyperbolic, in the sense the system has a multiple eigenvalue with an incomplete eigenspace. The appearance of δ-waves, δ-shocks and Jordan modes in the solution of such systems generally makes the numerical approximation of weakly hyperbolic systems very complex, see [12, 14, 23] . Another major challenge in the numerical modelling of 3-D WNLRT is that a numerical approximation of the system of conservation laws may not respect the geometric solenoidal constraint.
The goal of the present work is to analyse a Cauchy problem for the conservation laws of 3-D WNLRT and present the results of extensive numerical simulations of the conservation laws. It is well known from the literature that the solution to a Cauchy problem for a weakly hyperbolic system typically contains a mode which grows polynomially in time. This mode, the so called Jordan mode, is in the direction of the generalised eigenvector. However, such a mode does not arise in the case of certain systems with stationary differential constraints, see [9, 10, 11, 27] for more details. Due to the complexity of the system of equations of 3-D WNLRT, it is difficult to establish this result for the full nonlinear system. Therefore, we first linearise the equations of 3-D WNLRT and show that if the geometric solenoidal constraint is satisfied at t = 0, then the Jordan mode of this weakly hyperbolic system (which grows linearly with t) does not appear in the solution of the linear system. We strongly believe this to be true also for the full nonlinear equations of the 3-D WNLRT. In [2] we have reported some preliminary numerical investigations on 3-D WNLRT using staggered central schemes. The results in [2] clearly show the efficacy of 3-D WNLRT to produce several geometrical features of nonlinear wavefronts. However, it well known that the staggered central schemes suffer from a large amount numerical diffusion and they have a lesser stability range, see [22] . Therefore, in this paper we employ the high-resolution central scheme of Kurganov and Tadmor (KxT) [22] for the numerical simulation of the conservation laws of 3-D WNLRT. A main advantage of the KxT scheme is that it admits a semi-discrete formulation, and hence it is very easy to achieve any high order accuracy in space and time using standard recovery procedures and TVD Runge-Kutta time stepping procedures. Like other central schemes, the KxT scheme also has the advantage that it does not require complicated and time consuming Riemann solvers. This is particularly important, as the conservations laws of 3-D WNLRT are not strictly hyperbolic and system is in multi-dimensions, where there is no exact Riemann solver. However, the high resolution central scheme need not respect the geometric solenoidal constraint and therefore we use a constrained transport technique to enforce it. Our numerical experiments confirm the efficiency and robustness of the numerical method and we verify that constrained transport technique preserves the constraint up to machine round off error. The numerical results reveal many fascinating geometrical features of 3-D nonlinear wavefronts and the non-appearance of Jordan mode.
Governing Equations
Consider a one parameter family of surfaces in (x 1 , x 2 , x 3 )-space such that it represents the successive positions of a moving surface Ω t as time varies. Associated with the family, we have a ray velocity χ at any point (x 1 , x 2 , x 3 ) on the surface Ω t . We consider only the isotropic evolution of Ω t so that we take χ to be in the direction of the unit normal n to Ω t , i.e. χ=mn, where m is the normal velocity of propagation of Ω t . We introduce a ray coordinate system (ξ 1 , ξ 2 , t) such that t = const is Ω t with ξ 1 , ξ 2 as the surface coordinates. Further, ξ 1 = const, ξ 2 = const represent the rays, i.e. a two parameter family of curves orthogonal to Ω t . Let u and v be unit tangent vectors to the curves ξ 2 = const and ξ 1 = const on Ω t , respectively and let n be the unit normal to Ω t . Then we have
Let an element of distance along a curve ξ 2 = const, t = const be g 1 dξ 1 . Analogously, denote by g 2 dξ 2 , the element of distance along a curve ξ 1 = const, t = const and by mdt, the element of distance along a ray ξ 1 = const, ξ 2 = const. Based on geometrical considerations we can derive the 3-D KCL [3, 17] (
For many important properties of (2.2)-(2.4) we refer the reader to [3] . From (2.2)-(2.3) we can show that the quantity (g 2 v) ξ 1 − (g 1 u) ξ 2 does not depend on t. Existence of coordinates ξ 1 and ξ 2 on Ω 0 guarantees that the condition (2.4) is satisfied at t = 0. Clearly, (2.2)-(2.3) imply that (2.4) is satisfied for all t. In other words, this constraint is inherent to the set of equations (2.2)-(2.3), i.e. once fulfilled at the initial time, it is fulfilled for all times. It is very interesting to note that the constraint (2.4) is analogous to the solenoidal condition in the equations of ideal magnetohydrodynamics. To see this, let us introduce three vectors
Using this definition of B k , (2.4) can be recast in an equivalent form
Therefore, we infer that all the three vectors B k are divergence-free at any time t if they are so at time t = 0. Note that there are three scalar constraints in (2.6) analogous to the solenoidal condition in the equations of two-dimensional ideal magnetohydrodynamics. We shall refer to (2.4) (or (2.6)), as 'geometric solenoidal constraint'. The 3-D KCL is a system of six scalar evolution equations (2.2)-(2.3). It has to be, however, noted that u = v = 1 and there are seven dependent variables in (2.2)-(2.3): two independent components of each of u and v, the front velocity m of Ω t and g 1 and g 2 . Thus, KCL is an under-determined system and can be closed only with the help of additional relations or equations, which would follow from the nature of the surface Ω t and the dynamics of the medium in which it propagates. Following [2, 3] we use the closure equation by considering the energy propagation along rays of WNLRT, see [29] for a comprehensive treatment of WNLRT. The energy transport equation of WNLRT for a polytropic gas initially at rest and in uniform state can be written in the conservation form [3] (2.7)
where χ is the angle between the vectors u and v. 
where
T . The expressions for the matrices A, B (1) and B (2) are given in [3] . We would like to point out that the eigenvalues of the system (2.8) are λ 1 , λ 2 (= −λ 1 ), λ 3 = · · · = λ 7 = 0, where
It is also to be noted that there are only four independent eigenvectors for the eigenvalue zero, see [3, 4] for more details. From (2.9) we see that λ 1 is real for m > 1 and purely imaginary for m < 1. The goal of this paper is to consider the case m > 1.
Numerical Approximation
In this section we proceed to the numerical approximation of the conservation laws of 3-D WNLRT to study the evolution of a weakly nonlinear wavefront Ω t in three space dimensions and the formation and propagation of curves of singularities on it. Note that the system of conservation laws (2.2)-(2.3) and (2.7) can be recast in the usual divergence form
where the vector of conserved variables W and the flux-vectors F 1 (W ) and F 2 (W ) in the ξ 1 -and ξ 2 -directions respectively, are given by
3.1. Semi-discrete Central Scheme. In order to numerically solve (3.1), we first discretise the given domain. In our computations we use a rectangular grid with mesh sizes h 1 and h 2 respectively in ξ 1 -and ξ 2 -directions. We will denote by C i,j , the cell centred around the point (ξ 1i , ξ 2j ), i.e.
Let ∆t be the time step and denote by W i,j , the cell average of W at time t taken over C i,j , i.e.
From the given the cell averages W n i,j at time t n = n∆t, a piecewise linear interpolant is reconstructed, resulting in
where 1 i,j is the characteristic function of the cell C i,j and W ′ i,j and W i,j are respectively the discrete slopes in ξ 1 -and ξ 2 -directions. A possible computation of these slopes which results in an overall non-oscillatory scheme is given by a smooth central weighted essentially non-oscillatory (CWENO) limiter [19] (3.5)
where the CWENO function is defined by
Using the reconstruction (3.4) we compute the extrapolated values on the boundary
The starting point for the construction of the numerical scheme is a semi-discrete discretisation of (3.1). An integration of the balance law (3.1) over the cell C i,j yields
where the quantities F i+1/2,j and F i,j+1/2 are respectively the numerical fluxes at the cell interfaces i + 1/2, j and i, j + 1/2. In a Riemann solver based upwind scheme, these fluxes are obtained by solving local Riemann problems. The central type schemes we employ here completely avoid the solving of Riemann problems. In [22] , Kurganov and Tadmor first derive a fully discrete central scheme by constructing an intermediate mesh of variable cell length, making use of the local speeds a i+1/2,j , a i,j+1/2 of propagation at the cell interfaces, defined by (3.9)
.
where ρ(A) = max i |λ i (A)|, λ i (A) being the eigenvalues of the Jacobian matrix A. By letting the time-step tends to zero, i.e. ∆t → 0, the fully discrete scheme yields the semi-discrete formulation (3.8) which is very simple and robust, see [22] for the derivation. The numerical flux functions F i+1/2,j and F i,j+1/2 in (3.8) can be obtained as
Note that the numerical fluxes F i+1/2,j and F i,j+1/2 depends only on the local speeds of propagation a i+1/2,j and a i,j+1/2 and, due to its simple and general form, it can be implemented and extended to any spatial order straightforwardly.
To improve the temporal accuracy and to gain second order accuracy in time we use a TVD Runge-Kutta scheme [36] to numerically integrate the system of ODEs in (3.8) . Denoting the right hand side of (3.8) by L i,j (W ), the second order Runge-Kutta scheme updates W through the following two stages (3.11)
3.2. Constrained Transport. The geometric solenoidal constraint (2.6) of 3-D KCL needs special attention, because if it is not fulfilled exactly, it can produce non-physical solutions. Especially near the discontinuities, the error due to numerical discretisation can produce very large divergences of B k . To avoid this, three additional transport equations have been introduced to the central scheme, by means of which the geometric solenoidal constraint can be enforced. This additional equations are relations for three potential functions A k , k = 1, 2, 3 which can be derived as follows.
We convert the six evolution equations (2.2)- (2.3) of the 3-D KCL system into three equations for the potentials A k . The existence of the potentials A k follow from the fact that the divergence of B k is equal to zero, i.e.
Therefore, it follows that (3.13)
In the light of (3.13), the 3-D KCL system (2.2)-(2.3) reads (3.14)
and thus, we obtain
From the definition (2.1) of the unit normal n it follows that
Note that here we have denoted A = (A 1 , A 2 , A 3 ). Hence, (3.15)-(3.16) yields the equations for
Thus, (3.17)-(3.19) form the evolution equations for the three potential functions A 1 , A 2 , A 3 . It is interesting to note that (3.17)-(3.19) forms a coupled system of three fully nonlinear PDEs, each of them is of the Hamilton-Jacobi type. The basic idea behind the constrained transport is to make use of A 1 , A 2 , A 3 to get the values of g 1 u and g 2 v. These corrected values should fulfil a discrete version of the geometric solenoidal constraint.
In each time step the system of conservation laws (3.1) is approximated by the central scheme (3.8) . Using the solution thus obtained we compute the updated values of A 1 , A 2 , A 3 . The corrected values of g 1 u and g 2 v are then obtained from (3.13) . It is the discretisation of the derivatives in (3.13) enforces the geometric solenoidal constraint. The decisive point is how to approximate this derivatives. We follow the procedure described by Rossmanith [32] . He proposes to use a staggered grid and to arrange the variables on the grids as depicted in Figure 1 .
original grid staggered grid data stored on original grid:
data stored on staggered grid: Figure 1 . Arrangement of the variables on the grids.
• The potentials A 1 , A 2 , A 3 are computed at the midpoints of the staggered grid which coincide with the corners of the original grid.
• The vector g 1 u lies at the east and west edges of the staggered grid, which are the north and south edges of the original grid.
• The vector g 2 v lies at the north and south edges of the staggered grid, which are the east and west edges of the original grid.
With this arrangement, the derivatives of A 1 , A 2 , A 3 in the equation (3.13) can be approximated by central differences and the corrected values of the vectors g 1 u and g 2 v are obtained as
We now consider a cell of the original grid. The corrected values of g 1 u and g 2 v lie on the edges of that cell. In the discrete formula for the geometric solenoidal constraint (2.6), the derivatives are approximated by central differences of g 1 u and g 2 v values on the edges to get
Replacing the values of g 1 u k and g 2 v k on the cell edges by the expressions in (3.20) , it can be seen that the right hand side of (3.21) vanishes. Thus, we have devised a method to get the corrected values of g 1 u and g 2 v so that a discrete version of the geometric solenoidal constraint is satisfied. It remains to be discussed how to get the updated values of A 1 , A 2 , A 3 . There are several different approaches for the constrained transport in the MHD literature, see [5, 13, 32, 33] and the references therein. As it can be seen from (3.17)-(3.19), the evolution equations for A 1 , A 2 , A 3 form a coupled system of nonlinear equations. Hence, directly discretising them could be tedious and time consuming. The decisive step is to use instead, the equation (3.15) to get the staggered update for A 1 , A 2 , A 3 . Integrating and averaging (3.15) over a staggered grid yields the semi-discrete approximation
,j+
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Using (3.23) in (3.22) and discretising the resulting system of ODEs using the same Runge-Kutta method (3.11) gives the staggered updates for A 1 , A 2 , A 3 . Thus, we have devised a way to compute the values of g 1 u and g 2 v so that the discrete divergence of the three vectors B k equals zero. An algorithm, in which the solution of the 3-D WNLRT equations calculated using the central scheme (3.8) is corrected accordingly in each time step, can be written in the following form.
(1) The system of conservation laws (3.1) is solved using the central scheme, giving the values of the conserved variable W . The vectors B k are not yet divergence free, it will be corrected in the next steps. 
n+1 i+ 1 2 ,j .
Formulation of Initial and Boundary Conditions.
To complete the algorithm, the initialisation of the data on the respective grids and the implementation of appropriate boundary conditions are to be done. The initial data for the system (3.1) can be formulated as follows.
Let the initial position of a weakly nonlinear wavefront Ω t be given a parametric form
Given the representation (3.25), the initial values of the metrics g 1 and g 2 and the unit tangent vectors u and v can be taken as
Therefore, we see that the geometric solenoidal constraint (2.6) is satisfied by the initial values of g 1 u and g 2 v. The unit normal n 0 of Ω 0 is given by
so that the three vectors (u 0 , v 0 , n 0 ) forms a right handed system. Let the distribution of the front velocity be given by
Given the initial values of g 1 , g 2 , u, v and m, the initial value of the conserved variable W can be easily calculated. The potentials A 1 , A 2 , A 3 need to be initialised on the staggered grids. Here care has to be taken, because the relation (3.13) has to be fulfilled. It is easy to check that the choice (3.31)
will serve the purpose. Hence, formulation of the initial data is completed. We now proceed to the discussion of the boundary conditions. Firstly, we note that the data in the boundary cells of the staggered cells needs special attention. The staggered grid at each side is half a cell larger than the original grid. Therefore, some sort of boundary condition has to be implemented in order to be able to calculate the data in the boundary cells of the staggered grid.
There are two ways of proceeding. In the first method, a ghost cell layer boundary boundary condition for the potentials A k could be implemented. In this case, the values of g 1 u and g 2 v are calculated according to (3.13) in all points where they are needed. This has the advantage that the discrete geometric solenoidal constraint is satisfied at the boundary cells too. However, when a ghost cell layer boundary condition is implemented, the values in the boundary cells are the copies of the values in the neighbouring cells. As a result, the spatial derivatives of A k in (3.13) vanishes at the boundary cells. This in turn lead to zero values for g 1 u and g 2 v at the boundary, independently of their physically exact values. This can produce oscillations in the solution.
We can alternatively implement a boundary condition for the variables g 1 u and g 2 v. This can be done by a ghost cell boundary condition or a periodic boundary condition depending on the problem. In this case the potentials A k need not be calculated in the boundary cells. Moreover, the boundary values of g 1 u and g 2 v will be much more conform with those that are physically correct. Only now (3.13) is no longer used and the discrete geometric solenoidal constraint is not enforced at the boundary. However, the constraint is satisfied in the interior cells and there are no oscillations in the solution if this alternative is chosen. 3.4. Method of Construction of Successive Fronts. We now proceed to explain the method of calculation of the successive positions of the nonlinear wavefront Ω t . At any time t, given the values of g 1 , g 2 , u, v and m, we first compute the value of the conserved variable W . Using these values we numerically solve the system (3.1) to get the updated value of W at time t + ∆t. Since u = v = 1, from the first six components of W the values of g 1 , g 2 , u and v can be computed very easily. The unit normal n is then given by (2.1). To get the updated value of the normal velocity m we proceed as follows. Notice that, say,
We now solve the nonlinear equation
for m using Newton-Raphson method. The monotonicity of the function ϑ in (1, ∞) ensures the uniqueness of the solution of (3.33).
At any time t, we approximate the front Ω t by a discrete set of points x i,j (t), where
To get the successive positions of Ω t , we numerically solve the system of ODEs
where m i,j (t) and n i,j (t) are the corresponding values of m and n obtained from W i,j (t). A pictorial representation of our time-marching scheme is depicted in Figure 2 . For the numerical integration of the system of ODEs in (3.35), we have employed the same TVD Runge-Kutta time stepping scheme given in (3.11) . Using this procedure, we obtain the updated values of (x 1 , x 2 , x 3 ) and this gives the successive positions of the front Ω t .
Analysis of Linearised Cauchy Problem
It is well known from the literature [15, 20, 21, 24, 40] that weakly hyperbolic systems give rise to a Jordan mode. The solution to a Cauchy problem for such a system typically contains a mode which grows linearly in time. This component, the so called Jordan mode is in the direction of the corresponding generalised eigenvector. However, the numerical solution of the 3-D WNLRT system does not exhibit any such component. The reason for the disappearance of this mode is the geometric solenoidal constraint (2.6), which is inherent to the system of equations. Due to the nonlinearity and complexity of the equations, we are unable to prove this result for the full nonlinear system. Nonetheless, to support our assertion, we prove the result for the linearised 3-D WNLRT system. We strongly believe the same result to hold also for the full nonlinear system.
For convenience in this section 1 we denote U = g 1 u, V = g 2 v. The 3-D WNLRT system (2.2)-(2.3) and (2.7) with this new notation reads
Let us consider a planar wavefront given by (4.4) Ω t :
where we assume m 0 > 1. The unknown variables U , V and m assume constant values on Ω t and they can be easily obtained to be 
The linearised system (4.6) can then be recast in the usual matrix form (4.7) 
Consider (ν 1 , ν 2 ) ∈ R 2 with ν 2 1 + ν 2 2 = 1. The matrix pencil A = ν 1 A 1 + ν 2 A 2 has the eigenvalues (4.9)
We note that like the original system (4.1)-(4.3), the linearised system (4.6) is also degenerate as the eigenvalue zero has multiplicity five but the associated eigenspace is only four-dimensional. We now proceed to solve a Cauchy problem for (4.6). Let an initial data for (4.6) be given by 
is satisfied at t = 0.
Proof. The solution of the Cauchy problem (4.6) and (4.10) can be obtained using the Fourier transform method. The Fourier transform of W with respect to the space variables ξ 1 , ξ 2 is defined via
Taking the Fourier transform of (4.7) yields (4.13)
The initial data for (4.13) is obtained by taking Fourier transform of (4.10) (4.14)
The solution of the Cauchy problem (4.13)-(4.14) is given by Notice that p 2 is the generalised eigenvector. After algebraic computations we obtain the transformation matrix
The matrix exponential in the equation (4.15) can be computed as
Using (4.20) in (4.15) we obtain the final solution 
Had we taken the base state in (4.5) asŨ = (0, 1, 0),Ṽ = (0, 0, 1) (orŨ = (0, 0, 1),Ṽ = (1, 0, 0)), then the condition (4.28) would have been replaced by V 1ξ 1 − U 1ξ 2 = 0 at t = 0 (or V 2ξ 1 − U 2ξ 2 = 0 at t = 0).
Numerical Case Studies
In order to illustrate the applicability of 3-D KCL for the modelling of evolution of nonlinear wavefronts, in this section we present a few illustrating examples. These examples reveal several genuinely three-dimensional geometrical features of nonlinear wavefronts. In all the test problems considered, we have used the CFL condition
where ρ 1 and ρ 2 are respectively the maximum of the absolute values of the eigenvalues of the flux Jacobian matrices in ξ 1 -and ξ 2 -directions and ν is the CFL number. In (5.1), the maximum is taken over all mesh cells. We have set ν = 0.9 in all our numerical experiments.
5.1. Propagation of a Non-axisymmetric Nonlinear Wavefront. We choose initial wavefront Ω 0 in a such a way that it is not axisymmetric. The front Ω 0 has a single smooth dip. The initial shape of the wavefront is given by
where the parameter values are set to be κ = 1/2, α = 3/2, β = 3. The ray coordinates (ξ 1 , ξ 2 ) are chosen initially as ξ 1 = x 1 and ξ 2 = x 2 . Therefore, using (5.2), the initial wavefront can be represented in a parametric form
With the aid of (5. In Figure 3 we plot the initial wavefront Ω 0 and the successive positions of the wavefront Ω t at times t = 2.0, 6.0, 10.0. It can be seen that the wavefront has moved up in the x 3 -direction and the dip has spread over a larger area in x 1 -and x 2 -directions. The lower part of the front moves up leading to a change in shape of the initial front Ω 0 . It is very interesting to note that two dips appear at the centre of the wavefront, which are clearly visible at t = 6.0 and t = 10.0. These two dips are separated by an elevation almost like a wall parallel to the x 2 -axis. There is a pair of kink lines, which are also parallel to the x 2 -axis and are more clearly seen in Figure 4 .
To explain the results of convergence of the rays we also give in Figure 4 the slices of the wavefront in x 2 = 0 section and x 1 = 0 section from time t = 0.0 to t = 10.0. Due to the particular choice of the parameters α and β in the initial data (5.2), the section of the front Ω 0 in x 2 = 0 plane has a smaller radius of curvature than that of the section in x 1 = 0 plane. This results in a stronger convergence of the rays in x 2 = 0 plane compared to those in x 1 = 0 plane as evident from Figure 4 . In the diagram on the top in Figure 4 , we clearly note a pair of kinks at times t = 3.0 onwards in the x 2 = 0 section. However, there are no kinks in the bottom diagram in Figure 4 in x 1 = 0 section.
We give now the plots of the normal velocity m in (ξ 1 , ξ 2 ) plane along ξ 1 -and ξ 2 -directions in Figure 5 . It is observed that m has two shocks in the ξ 1 -direction which correspond to the two kinks in the x 1 -direction.
We plot the divergence of B 1 at time t = 10.0 computed using the formula (3.21) in Figure 6 . It is evident that the geometric solenoidal condition is satisfied with an error of 10 −15 . The divergences of B 2 and B 3 also show the same trend.
The analysis of the linearised Cauchy problem for 3-D WNLRT in section 4 shows that when the geometric solenoidal constraint (2.6) is satisfied, the Jordan mode does not appear in the solution. More precisely, the results of section 4 show that the linearly growing terms appearing in the components of the vectors g 1 u and g 2 v vanish under the constraint at time t = 0. Note that the choice of the initial values in section 3.3 is such that the geometric solenoidal constraint is satisfied at t = 0. Moreover, with the aid of the constrained transport technique, we are able to preserve the geometric solenoidal constraint at any time up to machine round-off error, see for e.g. Figure 6 . We now proceed to give an evidence of the disappearance of the linearly growing Jordan with the aid of our numerical experiments. For this, we compute the L 1 and L 2 norms of the components of the vectors g 1 u and g 2 v as functions of time t, for a long time. If there is any Jordan mode present, the numerical values of these norms would exhibit a linear growth with time. For any grid function ω, the norms are computed using the formulae Here K 1 and K 2 respectively denote the number of mesh points in ξ 1 -and ξ 2 -directions. In Figure 7 we give the plots of L 1 and L 2 norms of the components of the vectors g 1 u and g 2 v up to time t = 200. It is clear from the figure that there is no linear growth with time for any of these quantities. This is in conformity with the results obtained in section 4 that the Jordan mode does not appear when the geometric solenoidal constraint is satisfied.
Corrugation Stability of a Nonlinear Wavefront.
By corrugational stability, we mean the stability of a plane front. The corrugational stability of plane shock fronts was first discussed by Gardner and Kruskal [16] in the context of magnetohydrodynamics. Whitham [39] used his theory of shock dynamics to study this problem. Anile and Russo [1] obtained an exact stability criterion for plane relativistic shock waves. The WNLRT is a very powerful method to study the corrugational stability of a nonlinear wavefront. It should be possible to use it to obtain some theoretical results, but the system being highly nonlinear, this appears to be too difficult. Therefore, we take help of numerical computations to establish the results. The extensive numerical computations by Prasad and Sangeeta [31] with 2-D WNLRT show that a planar nonlinear wavefront in 2-D is corrugationally stable, see also [25] for a related discussion of corrugation stability of a 2-D shock front.
Here we intent to study the corrugation stability of a 3-D nonlinear wavefront using WNLRT. We give two illustrations showing corrugation stability. In the first case we choose the initial front to be of a periodic shape In Figure 8 we give the surface plots of the initial wavefront Ω 0 and the wavefronts Ω t at times t = 20, 40, 60. The front Ω t moves up in the x 3 -direction and has developed several kink lines. At time t = 20 we can observe eight kink lines on the wavefront, of which four of them are parallel to x 1 -axis and remaining four parallel to the x 2 -axis. Further, we can also observe the interaction of the kink lines and the front developing complex patterns. It is to be noted that during its time evolution, the elevations and depressions on the front decrease, which shows that the wavefront tends to become planar leading to corrugational stability. In can be noted from Figure 8 that the wavefronts at times t = 40 and t = 60 show a very complex pattern of kink lines. To get a better feeling of this phenomenon, in Figure 9 we plot a zoomed portion in one period of the wavefront at time t = 40.
During its time evolution, the elevations and depressions on the front diminish, and as a result its height decreases. In order to quantify the reduction of height, we compute the maximum height of the wavefront at any time in the following way. Let us consider (5.6) x 3max (t) = max i,j
The maximum height h is defined via
In Figure 10 (a) we give the plot of height versus time, which shows that h reduces with time. Hence, it can easily be seen that the wavefront tends to become planar leading to corrugational stability.
Moreover, this test also shows the efficiency of the central scheme to continue the computations for During the evolution of the wavefront Ω t , the normal velocity m decays to the initial mean value 1.2 along each ray. In order to show this decay, we calculate the maximum and minimum of m taken over (ξ 1 , ξ 2 ) at any time t, i.e.
In Figure 11 (a) we plot the distribution of m max (t), m min (t) with respect to time t. It can be noted that m max (t) attains a maximum value greater than m max (0) = 1.2 at time t = 7 almost, which is approximately the time when the kinks first appear. Similarly, m min (t) attains its first minimum value at t = 5 just before the kinks form. The Figure 11 (a) shows that m max (t) and m min (t) both tend to 1.2 asymptotically. From Figure 11 (b) we observe that m max (t) − m min (t) → 0 as t → ∞, confirming corrugational stability. We give another illustration of corrugation stability as follows. In Figure 7 we have given the plots of L 1 and L 2 norms of the components of the vectors g 1 u and g 2 v for the problem in section 5.1. The plots in Figure 7 show that these norms tend to a constant value as time t → ∞. This is because, as t → ∞, the front becomes planar and as a result g 1 u and g 2 v assume constant values.
5.3.
Converging Wavefront Initially in the Shape of a Circular Cylinder. Next we present the results of simulation of a cylindrically converging wavefront. The motivation for this test problem is the one considered by Schwendeman [34] . The initial geometry of the wavefront is a portion of a circular cylinder of radius two units, i.e.
Initially the ray coordinates (ξ 1 , ξ 2 ) are chosen as ξ 1 = x 3 and ξ 2 = θ, where θ is the azimuthal angle. Therefore, the initial wavefront Ω 0 given in (5.9) can be expressed in a parametric form (5.10)
where the range of variation of ξ 1 and ξ 2 are taken as
The formulation of the initial values of the unknown variables is done using the representation (5.10). As a result of this particular choice of the ray coordinates (ξ 1 , ξ 2 ), the unit normal to Ω 0 is n 0 = (− cos ξ 2 , sin ξ 2 , 0), which points inward and hence the front converges. Further, if we choose a uniform distribution of m on Ω 0 , the front Ω t at any successive time t will remain as a circular cylinder with no interesting geometrical features for t > 0. Hence, the initial distribution of the normal velocity m is taken as In Figure 12 we give the plots of the initial wavefront Ω 0 and the successive wavefronts Ω t at times t = 0.2, 0.4, 0.6, 0.8, 1.0. The wavefronts are coloured using the variation of the normal velocity m with the colour-bar on the right indicating the values of m. Note that the initial normal velocity m 0 in (5.12) has a periodic variation with respect to ξ 2 with a maximum value 1.25 and a minimum value 1.15. Those portions of the front where m 0 has maximum value moves inwards faster and it results in a distortion of the circular shape of Ω 0 . Vertical kink lines are starting to form on the wavefront at time t = 0.8, and as a result the front finally tends to assume the shape of a polygonal cylinder.
In order to show the rate of convergence with respect to time t, we compute the maximum and minimum radius r and velocity m at a section of the wavefront cut off by the plane x 3 = 0. In Figure 13(a)-(b) we give the plots of these quantities versus time. From the figure we can notice a sudden increase in the maximum velocity after t = 0.6. On the other hand, the minimum of the normal velocity shows a gradual increase with time in Figure 13(a) . It is to be noted that we should not continue the computations indefinitely as m − 1 becomes too large for the WNLRT to be valid. From the plot in Figure 13 (b) we can infer a linear decay of the maximum and minimum radial distance over time.
Finally, in Figure 14 (a) we give the plot of the distribution of m with respect to ξ 2 from t = 0 to t = 1.0 with a time step of 0.1 and in Figure 14 (b), the discrete divergence of B 1 . Due to symmetry, in Figure 14 (a) we have plotted m only in the range [0, π/2]. We notice that the difference m max (t) − m min (t) oscillates significantly. However, this oscillation is quite small at time t = 0.8 due to the fact that m max decreases and m min increases. We can see that four shocks are trying to form in m at t = 1.0 in the interval [0, π/2]. These shocks in turn corresponds to the kink lines on the wavefront. The plot in Figure 14(b) gives the divergence of B 1 at time t = 1.0. The discrete divergence is zero value up to machine round-off error, despite a very strong convergence of the rays.
Spherically Converging Wavefront.
In this test problem we consider the propagation of a spherically converging wavefront. The motivation for this problem is an analogous case studied by Schwendeman in [34] . The initial geometry of the wavefront is a sphere of radius 2. The ray coordinates are chosen to be ξ 1 = π − φ, ξ 2 = θ, where θ is the azimuthal angle and φ is the polar angle. The parametric representation of the initial wavefront Ω 0 is (5.13) x 1 = 2 sin ξ 1 cos ξ 2 , x 2 = 2 sin ξ 1 sin ξ 2 , x 3 = −2 cos ξ 1 .
In order to avoid the singularities at φ = 0 and φ = π, we remove this points. Therefore, our computational domain is [π/15, 14π/15] × [0, 2π]. We choose the initial velocity distribution as (5.14) m 0 (ξ 1 , ξ 2 ) = 1.2 + α cos(ν 1 ξ 1 ) cos(ν 2 ξ 2 ) with α = 0.05, ν 1 = 4, ν 2 = 8. We divide the computational domain into 301 × 601 mesh points. The computations are done up to time t = 0.85. We have applied absorbing boundary conditions at ξ 1 = π/15 and ξ 1 = 14π/15 and periodic boundary conditions at ξ 2 = 0 and ξ 2 = 2π.
The plots of the wavefronts at times t = 0.0, 0.5, 0.75, 0.85 are given in Figure 15 . The wavefronts are coloured using the variation of the normal velocity m with the colour-bar on the right indicating the values of m. It can be observed from the figure that as the front starts focusing it develops several kink curves and its shape gets distorted. The final shape of the wavefront is a polygon with facets.
To show the intensity of wavefront focusing we compute the maximum and minimum radial distance r of the points on Ω t from the centre (0, 0, 0) as a function of time. We also calculate the maximum and minimum of the normal velocity m with respect to time. Here we take the maximum and minimum over the whole surface of the wavefront Ω t . In Figure 16 (a)-(b) we give the plots of these quantities versus time. From the plot in Figure 16 (a) we can observe that the radial distance r reduces almost linearly in time. The maximum and minimum radii reduce to more than half of their initial value 2 at t = 0. The plot of normal velocity in Figure 16 (b) shows a sharp increase in the maximum m at around t = 0.6, indicating the formation of kinks. The minimum m has a gradual increase. The variation of minimum and maximum m are qualitatively similar to those of the cylindrically converging wavefront problem in section 5.3. 
