Abstract. In this article, we study sufficient conditions for existence and uniqueness of positive solutions to the following coupled system of fractional order differential equations with antiperiodic boundary conditions
Introduction
The study of fractional differential equations has attracted the attention of many researchers, because of their applications in various fields of science and engineering. Fractional differential equations arise in the field of physics, electrochemistry, viscoelasticity, Control theory, image and signal processing.
Recently, the study of existence and uniqueness of solutions to boundary value problems for fractional order differential equations has attracted the attentions of many scientists and a number of research articles are available in the literature, we refer to [1, 2, 3, 4, 5, 6, 7, 8, 9] and the reference therein for some of the recent development in the theory. The study of fractional differential equations with periodic boundary conditions has also attracted some attention, we refer to [8, 10] .
In [10] , the authors have studied existence and uniqueness of solutions for the following anti-periodic boundary value problem where c D α , 1 < α 2 is the Caputo fractional derivative and f : J × R × R → R is continuous function. Many problems in applied sciences can be modeled as coupled system of differential equations with different type of boundary conditions. Boundary values problems for coupled systems with ordinary derivatives are well studied, however, coupled systems with fractional derivatives have attracted the attention quite recently. For example Su [11] developed sufficient conditions for existence of solutions for the coupled system with two point boundary conditions of the form [12] extended the results of [11] to a three-point boundary value problem for the following coupled system of fractional differential equations 
t, v(t), D μ v(t)), D β v(t) = g(t, u(t), D v v(t)
where 1 < α, β < 2, 0 a, b 1, 0 < ξ < 1, f , g : I × R × R → R are continuous and D is the standard Riemann-Liouville fractional derivative. Motivated by the above work, we study existence as well as non-existence of positive solutions to boundary value problems for the coupled system with anti-periodic boundary conditions of the type
are continuous and c D is the Caputo fractional derivative. We apply Banach fixed point theorem, Leray-Schauder fixed point theorem and fixed point theorems of cone expansion, to obtain sufficient conditions for existence and non-existence of positive solutions of (1.1). We also provide some examples to illustrate our main results.
Preliminaries
We recall some basic definitions and lemmas from fractional calculus [14, 15, 17] .
provided that the right side is point wise defined on (0, ∞).
The following results needed in the sequel. 
Then A has at least one fixed point in P ∩ (Ω 2 \ Ω 1 ).
has a unique solution
Proof. In view of Lemma (1), we obtain
Using the boundary conditions u(0) = −u (1) and
. Thus, we have
where
is the Green's function corresponding to the system of BVP (1.1). It is easy to verify the following lemma:
LEMMA 5. The Green's function G(t, s) has the following properties
• (P 1 ) G(t, s) 0 for all t, s ∈ [0, 1] and G(t, s) > 0 for all t, s ∈ (0, 1); • (P 2 ) max 0 t 1 G(t, s) = G(s, s), s ∈ [0, 1]; • (P 3 ) min 1 4 t 3 4 G(t, s) γ(s)G(s, s) for s ∈ [0, 1].
Existence of positive solutions
In this section we investigate the existence of positive solution for boundary value problem (1.1). Let us define X = {u(t) :
The product space X ×Y is a Banach space under the norm
] and subsets
In view of Lemma (4), we can write the system of BVP (1.1) as an equivalent system of integral equations
where f and g are continuous, then (u, v) ∈ X ×Y is a solution of BVP (1.1) if and only if (u, v) ∈ X ×Y is a solution of the above integral equations. Define T : X ×Y → X ×Y as follows
Then the fixed point of operator T coincide with the solution of system BVP (1.1).
Proof. From the continuity of f , g , it follows that T is continuous. Let D ⊆ P be bounded set, that is, there exist a positive constant l > 0 such that
Then we have 
It follows that
Similarly, we have
which implies that T (P) is equi-continuous. By Arzela Ascoli's theorem, T : P → P is completely continuous.
THEOREM 2. Let there exist two positive constants K α and K β such that the following hold for t
Then the system (1.1) has a unique positive solution if
Proof. Before proving the above result, since f , g are continuous and
which implies that
Further, using the following relation
we obtain
then from (3.3) and (3.4), it follows that 5) which implies that T 1 is a contraction as ρ 1 < 1 . Similarly we can show that
and
that is, T 2 is a contraction. From (3.5) and (3.6), we have
where L = max(ρ 1 , ρ 2 ) < 1 . By Banach contraction theorem T has a unique fixed point which is unique positive solution of system of BVP (1.1).
THEOREM 3. Assume that f and g are continuous on
Then the system (1.1) has at least one positive solution (u, v) in
Proof. Choose r = min
and define
For (u, v) ∈ S , we have consider
Similarly, we obtain T 2 u r . Hence, T (u, v) r which implies that
then, we have
which implies that u < r . Similarly, v < r . Hence, (u, v) < r which implies that (u, v) / ∈ ∂ S . Thus T has a fixed point in S . Now, we introduce the following assumptions and notations.
THEOREM 4. In addition to the assumptions (B 1 ) and (B 2 ), suppose that one of the following conditions holds.
exist four constants a, A, b, B with 0 < a A and 0 < b B such that f (t, v(t), c D α−1 v(t)) and g(t, u(t), c D α−1 u(t)) are non decreasing on
Then the boundary value problem (1.1) has at least one positive solution.
Proof. Case 1: Assume that (C 1 ) holds. Since,
it follows that there exists
Hence, for (u, v) ∈ ∂ S r , we have
Similarly, we obtain T 2 u(t) u . Hence,
On the other hand for (
Similarly we have T 2 u(t) < A, that is
Case 2: In view of (C 2 ) for (u, v) ∈ S and from the definitions of S , we obtain that
u(t) γ α u and min
. From (C 2 ) we have
Similarly, we obtain T 2 u(t) b , which implies that
On the other hand for (u, v) ∈ ∂ K B , we have that (u, v) = B and using (C 2 ), we get
Similarly, T 2 u(t) B, hence,
Thus (1.1) has at least one positive solution.
THEOREM 5. Suppose that (B 1 )-(B 2 ) hold and let the following conditions are satisfied:
Proof. The proof is similar to that of Theorem 4 and we omit it.
THEOREM 6. Suppose (C 1 )-(C 3 ) holds and also let the following two conditions are satisfied:
, and max
Then boundary value problem (1.1) has at least two positive solution (u 1 , v 1 ) and
Proof. Case 1:
Then we have
Case 2: From (C 6 ) and (u, v) ∈ ∂ S b we have
REMARK 1. By applying lemma (3) to (3.8) and (3.9) or (3.10) and (3.11) which yields that T has a fixed point
Thus BVP (1.1) has a positive solution (u, v) which complete the proof of Theorem 4. REMARK 2. By applying lemma (3) to (3.8) and (3.12) or (3.13) and (3.15) yields that T has a fixed point (u 1 , v 1 ) ∈ ∂ S a,b and a fixed point (u 2 , v 2 ) ∈ ∂ S b,A .
Thus BVP (1.1) has at least two positive solutions (u 1 , v 1 ) and (u 2 , v 2 ) . By assuming (u 1 , v 1 ) = b and (u 2 , v 2 ) = b holds, and thus proof of Theorem 6 is completed.
Going on above fashion we have the following result as in [16] . THEOREM 7. Let (B 1 ) and (B 2 ) holds and suppose that the following condition hold.
There exist E > 0 constant such that:
Then the BVP(1.1) has at least two positive solutions (u 1 , u 2 ) and (u 2 , v 2 ) which obey
Then the BVP (1.1) has at least n positive solutions
Some examples
. Clearly (B 1 ) and (B 2 ) holds as f 0 = g 0 = 0 and f ∞ = g ∞ = ∞. Thus by (C 3 ) and using Theorem 6, the BVP (3) has a positive solution.
