Random sampling is an essential tool in the processing and transmission of data. It is used to summarize data too large to store or manipulate and meet resource constraints on bandwidth or battery power. Estimators that are applied to the sample facilitate fast approximate processing of queries posed over the original data and the value of the sample hinges on the quality of these estimators.
INTRODUCTION
Random sampling had become an essential tool in the handling of data. It is used to accommodate resource constraints on storage, bandwidth, battery power, and processing power. Massive data sets can be too large to be stored for long term or transmitted. Sensor nodes collecting measurements are subject to energy limitations. Even if the data is available, but dispersed across locations, computation of exact aggregates may require gleaning information across different times and locations.
The sample is used as a summary of the original data sets that is small enough to store, transmit, and manipulate in a single location. It is used to approximate aggregates defined over the original data and is suitable also when queries are not a priori known. [22, 28, 4, 3, 7, 18, 19, 1, 16, 1, 20, 10, 17, 8, 11] .
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Commonly, data has the form of multiple instances which are dispersed in time or location. Each instance corresponds to an assignment of values to a set of identifiers (keys). The universe of key values is shared between instances but the values change. This data can be modeled as a numeric matrix of instances × keys. Instances can be snapshots of a database that is modified over time, measurements from sensors or of parameters taken in different time periods, or number of requests for resources processed at multiple servers. Clearly, any scalable summarization algorithm of dispersed data must decouple the processing of different instances: the processing of one instance must not depend on values in other instances.
An important class of query primitives are functions with arguments that span values assumed by a key in multiple instances, such as quantiles (maximum, minimum, median) or the range (difference between maximum and minimum). Sum aggregates of such primitives over selected subsets of keys [23, 15, 6, 14, 12] include difference norms such as the L1 distance and are used for change or anomaly detection, similarity-based clustering, monitoring, and planning. See example in Figure 1 .
Common sampling-based summarization methods of a single instance are Poisson -where keys are sampled independently, bottomk (order) [25, 9, 17, 10, 11] -where keys are assigned random rank values and the k smallest ranked keys are selected (as in weighted sampling without replacement and priority sampling), and VAROPT [8, 5] . Samples of multiple dispersed instances can be independent or coordinated. Coordination, achieved using random hash function, means that a key getting sampled in one instance is more likely to get sampled in another. Coordination was proposed in the Statistics [2, 26, 24, 25] and CS literature [4, 3, 7, 18, 19, 1, 10, 20, 11, 12] and can boost estimation quality of multi-instance functions [12, 13] .
The Horvitz Thompson (HT) estimator [21] , based on inverseprobability weights, is a classic method for estimating subset-sums over a single instance: The estimate on the weight of a key is 0 if it is not included in the sample and the ratio of its true weight and the inclusion probability otherwise. The estimate on the weight of a subset of keys is the sum of estimates over sampled keys that are members of the subset. This estimator is unbiased and has minimum variance amongst unbiased nonnegative estimators. A variant of HT is used for bottom-k sampling [17, 27, 12] .
Previous estimators we are aware of for multi-instance functions are based on an adaptation of HT: a positive estimate is provided only on samples that revealed sufficient information to compute the exact value of the estimated quantity. We observe that such estimators may not be optimal for multi-instance functions. The reason is that samples which provide partial information on the estimated value are not exploited. We aim to understand the form and potential performance gain of better estimators.
Contribution:
A key idea behind our design of better estimators is the use of partial information, which we motivate by the following simple scenario. Consider estimating the maximum of two values, v1 and v2, sampled independently with respective probabilities p1 and p2. We can be certain about the value max(v1, v2) only when both values are sampled, which happens with probability p1p2. The inverse-probability weight is max(v1, v2)/(p1p2) when both values are sampled and 0 otherwise and is an unbiased estimate. We now observe that when exactly one of the values is sampled, we know that the maximum is at least that value, that is, we have meaningful partial information in the form of a positive lower bound on the maximum. We will show how to exploit that and obtain a nonnegative and unbiased estimator with lower variance than the inverse-probability weight.
Our work broadly applies to all common sampling methods. The sample of each instance can be Poisson, VAROPT, or bottom-k. Sampling can be weighted (inclusion probability in the sample depends on the value)) or weight-oblivious. Samples of different instances can be independent or coordinated.
Our main contribution is a principled methodology for the derivation of optimal estimators. For multi-instance functions, there may not be a single estimator with minimum variance on all data and we therefore consider dominant estimators which are such that any other estimator with lower variance on some data must have higher variance on some other data. Our methods also apply to queries for which inverse-probability weighting is not applicable.
We explicitly derive dominant estimators for basic aggregations over common sampling distributions and demonstrate significant gain, in terms of lower variance, over state-of-the-art estimators.
We capture the limitations on sampling dispersed instances by characterizing all joint sample distributions that can be realized under the constraint that sampling of one instance may not depend on values of another. Our characterization is general in that we do not limit the size of the representation of random hash functions.
We distinguish between two models of independent weighted samples according to the "reproducibility" of the randomization used in the sampling. Known (unknown) seeds model a situation where the random hash functions used in sampling each instance are (are not) available to the estimator. We show that there is a gap between the power of the estimator in these two models. When seeds are unknown, there is no nonnegative unbiased estimator for basic primitives including the maximum of two values. With known seeds, any query that has an unbiased nonnegative estimator over some sample distribution over instances can be estimated over independent samples. Overview. Section 2 characterizes all sample distributions that are consistent with the constraints on summarization of dispersed values. Our model covers common sample distributions: Independent and coordinated sampling of instances, weighted versus weightoblivious, and known versus unknown seeds. Section 3 proposes methods to obtain dominant estimators.
Sections 4-6 focus on independent (Poisson) sampling of instances. We provide example derivations of dominant estimators and evaluate their performance. Weight-oblivious sampling is studied in Section 4, weighted sampling with known seeds in Section 5, and finally, negative results are established in Section 6 for weighted sampling with unknown seeds.
SAMPLING DISPERSED VALUES
In terms of an instances × keys data matrix (top table of 
Figure 1: Example data set with 3 instances and 6 keys.
the selected keys. For example, to estimate the L1 difference, we apply a range estimator for each key and sum these estimates. The data is represented by a vector v = (v1, . . . , vr) where vi ∈ Vi and V = V1 × · · · × Vr. We are interested in a function f (v) of the data such as ith entry value: vi, quantiles: maximum max(v) = max i∈ [r] vi, minimum min(v) = min i∈ [r] vi, and th largest entry
We see a random sample S ⊂ [r] of the entries of v. The sample distribution is subjected to the constraint that the inclusion of i in S is independent of the values vj for j = i. This is formalized as follows: There is a probability distribution T over a sample space Ω of predicates σ = (σ1, . . . , σr), where σi has domain Vi. The sample S ≡ S(σ, v) is a function of the predicate vector σ and the data vector v and includes i ∈ [r] if and only if σi(vi) is true:
To simplify presentation, we treat Ω as finite and T as a discrete distribution. The extension to infinite domains (which we also use here) is straightforward.
Weighted and weight-oblivious sampling. Sampling is weightoblivious when inclusion of i in S is independent of vi, that is, σ is a boolean vector and entry i is sampled if and only if σi = 1, which happens with probability pi = E[σi]. Sampling is weighted if i is more likely to be sampled when vi is larger. In particular, if vi = 0 then i ∈ S. Weighted sampling is important when summarizing sparse datasets, as dominant "0" entries need not be processed or represented in the sample. It is also critical for accuracy when functions increase with the data values. With weighted sampling, the random predicate vector σ can be replaced with a random numeric threshold vector τ such that 
Estimators
An estimatorf of a function f (v) is a function applied to the outcome S. The outcome contains {i | σi(vi)} and their values. The estimator can use knowledge of the domain V and the distribution T . When sampling is weight-oblivious, σ is a boolean vector that can be inferred from the sample. Otherwise, we say that seeds are (not) known when the random predicate vector σ is (not) available to the estimator (included with the outcome). When inclusion of an entry depends on its value, knowing σ allows us to obtain information on values of entries that are not included in the sample:
With an outcome S, we associate a set V * (S) ⊂ V of all data vectors consistent with this outcome: We seek estimators with some or all of the following properties:
dominance: We say that an estimatorf (1) dominatesf (2) if for
is dominant if there is no other unbiased nonnegative estimatorf that dominatesf .
monotone: Nonnegative and non-decreasing with information. If
Unbiasedness is particularly desirable when estimating sums (summing estimates). When unbiased and independent (or non-positively correlated) estimates are combined, the relative error decreases. Nonnegativity is desirable when estimating a nonnegative function f ≥ 0, ensuring an estimate from the same domain as the estimated quantity. Dominance is a notion of optimality. If there is an estimator that dominates all others, it is the optimal one and the only dominant one. If there isn't, we instead aim for a dominant estimator. Monotonicity is an intuitive smoothness requirement.
Horvitz Thompson estimator
Suppose we are interested in estimating a function f (v) ≥ 0 of a single entry (r = 1). When the entry is sampled, we know the value v and from the distribution T , we can obtain the probability p = E[σ (v) ] that the entry is sampled. The HT estimator [21] f (HT ) of f (v) applies inverse probability weighting:f = 0 if the entry is not sampled andf = f (v)/p if sampled. This estimator is clearly nonnegative, monotone, and unbiased:
The HT estimator is optimal when we do not get any useful information on f (v) when the entry is not sampled. Formally, when it is possible that f (v) = 0 if entry is not sampled. Under these conditions, the HT estimator minimizes VAR[f ] for all v over all unbiased nonnegative estimators. This is because any nonnegative unbiased estimator must havef = 0 if entry is not sampled and variance is minimized when the estimate has a fixed value when it is sampled.
Multi-entry f . The application of inverse-probability weights on multi-entry functions is more delicate. We can use the set S * of outcomes with all entries sampled S ∈ S * ⇐⇒ S = [r]. For these outcomes we know the data v and from T , can determine A broader definition of inverse-probability estimators [12, 13] is with respect to a subset S * of all possible outcomes (over Ω and V). The outcomes S * are those on which the estimator is positive. The estimator is defined for S * if there exist two functions f * and p * with domain S * that satisfy the following:
•
The estimate isf (S) = 0 if S ∈ S * andf (S) = f * (S)/p * (S) otherwise. These functions and hence the estimator are unique for S * if they exist. When S * is more inclusive, the respective estimator has lower (or same) variance on all data. We use the notation f (HT ) for the estimator corresponding to the most inclusive S * . A sufficient condition for optimality off (HT ) is that for all outcomes
Necessary conditions for estimation
Inverse-probability estimators are unbiased, nonnegative (when f is) , and monotone. They are clearly bounded, that is, the set of estimates produced for each data vector is bounded. Since bounded, they also have bounded variance. An inverse-probability estimator, however, is possible only if for all data such that f (v) > 0, there is positive probability of recovering f (v) from the outcome. An example where this is not the case, and hence there is no inverseprobability estimator, is RG d under weighted sampling: When the data has at least one positive and one zero entry, there is zero probability of recovering the exact value of RG d (v) from the outcome. We identify weaker properties necessary for the existence of an estimator with these properties.
For a set of outcomes, determined by a portion Ω ⊂ Ω of the sample space and data vector v, we define
the set of all vectors that are consistent with all outcomes determined by Ω and v.
For v and , we define
We look for Ω of maximum size such that if we consider all vec-
as the probability PR[Ω \ Ω ] of not being in that portion.
LEMMA 2.1. A function f has an estimator that is
• unbiased and nonnegative ⇒:
• unbiased, nonnegative, and bounded variance ⇒:
• unbiased, nonnegative, and bounded ⇒:
PROOF. The contribution of Ω to the expectation off must not exceed f (V * (Ω , v)). Because if it does, thenf must assume neg-
− , its contribution to the expectation is at most f (v) − and the contribution of the complement, which has probability Δ(v, ), must be at least .
If Δ(v, ) = 0 then this is not possible, so (3) follows. The expectation of the estimator over the complement is at least Δ(v, ) , thus (5) is necessary. The contribution to the variance of that complement is at least
which implies (4) is necessary.
DOMINANT ESTIMATORS
We present constructive definitions of dominant estimators which we use to derive estimators and establish their dominance.
The first construction, Algorithm 1, uses an order ≺ over the set V of all possible data vectors. The estimator minimizes variance in an order-respecting way: The variance of the estimator for a data vector v is minimized conditioned on values it assigned to outcomes consistent with vectors that precede v.
The algorithm definesf through sequential processing of data vectors in increasing ≺ order. When v is processed, the estimate valuef (S) is determined on all outcomes S that are consistent with v but not with any preceding vector, that is, all outcomes S such that min≺ V * (S) = v. When this holds, we say that S is determined by the data vector v and that v is the determining vector of S. An outcome S precedes v if it is determined by u ≺ v.
The algorithm processes v considering the values off on the outcomes S0 ⊂ S assigned when processing the vectors V0 that precede v. It computes the contribution f0 of the outcomes S0 to the expectation of the estimate of f (v). The estimate on outcomes S ∈ S that are consistent with v and do not precede v is as follows:
Applying the inverse-probability weights principle, this minimizes variance VAR[f |v] conditioned onf : S0. PROOF. Dominance: Consider an estimatorf =f . Let v be ≺-minimal such that the estimators differ when data is v. Let S0 and S be as in Algorithm 1 when processing v. We must havê f : S0 =f : S0 and hencef : S =f : S . The setting off on the outcomes S is the unique choice which minimizes the variance of v subject tof : S0. Hence, VAR[f |v] > VAR[f |v] and thusf can not dominatef . Unbiasedness: follows from the choice off on the outcomes S in line 13:
Algorithm 1 DOMEST(≺)
Require: ≺ is an order on V 1: S0 ← ∅ set of processed outcomes 2: V0 ← ∅ set of processed data vectors 3:
Contribution of processed outcomes to the estimate of f (v) 6:
S ← {S|v ∈ V * (S)} \ S0 Unprocessed outcomes consistent with v 7:
if f (v) = f0 then return "failure" No unbiased estimator 9:
S0 ← S0 ∪ S 16: end while A concise way to specify an estimator obtained using Algorithm 1 is as a function of the determining vector of the outcome: Slightly abusing notation, we definef (min≺ V * (S)) ≡f (S). The ordering ≺ uniquely defines the estimator but different orderings may result in the same estimator. If a partial order ≺ has the property that for all outcomes S, min≺ V * (S) is unique, then all applications of Algorithm 1 to a linearization of ≺ yield the same estimator. 
PROOF. An outcome S with V * (S ) = {v} has V * (S ) ⊂ V * (S) and is determined by v. From monotonicity, we must havê f (v) ≥f (S). Conversely, consider two outcomes S and S such that V * (S) ⊂ V * (S ). Let v be the determining vector of S and v be the determining vector of S. We have that v ∈ S , hencê f (v) =f (S) ≥f (S ).
Algorithm 1 may produce negative estimates. When processing a data vector v, the contribution f0 to the estimate of previously processed outcomes may already exceed f (v), resulting in a negative value in line 13. This can be remedied by constraining the setting off : S to ensure that nonnegativity is not violated on successive vectors:
We minimize variance (6) subject to unbiasedness (7) and not violating nonnegativity to any v v (8) . The resulting estimator is dominant (is not dominated by any nonnegative estimator) if the solution of the system is unique.
This modification increases the sensitivity of the estimator computed by algorithm 1 to the order ≺: even when the sets of unprocessed outcomes consistent with two vectors v and v are disjoint, a vector may have lower variance if processed earlier. This is because when v is processed before v , the constraints (8) due to vectors v that succeed both v and v are less tight.
Algorithm 2 defines a more flexible construction, where vectors are processed in batches. The algorithm allows us to "balance" the variance between vectors that are members of the same batch. We use a partition U0, U1, . . . of V , where at step i we process Ui, setting the estimator on all outcomes consistent with Ui and not consistent with any vector in Uj for j < i.
Step i computes a locally dominant estimator for Ui: givenf : S0, unbiasedness (7) for all v ∈ Ui and nonnegativity (8) for all v ∈ U>i. That is, under these constraints, there is no other setting off on S with smaller or equal variance for all vectors in Ui, and a strictly smaller variance for at least one vector. The estimatorf is dominant if at each step h, when fixing the variance of all vectors in U h , the solution is unique.
Algorithm 2 PARTDOM
Require: U0, U1, . . . is a partition of V 1: S0 ← ∅ set of processed outcomes 2:
h is the index of current part to process 3:
Compute a locally dominant estimator for U h , extendingf on S0, and satisfying
5: S0 ← S0 ∪ S 6: end for
The variance on a vector is lower when it is processed earlier and therefore we can choose the order ≺ (in Algorithm 1) or the ordered partition (in Algorithm 2) so that vectors that are more likely to occur as data appear earlier. Symmetry (invariance to permutation of entries) can be achieved in Algorithm 2 by including all symmetric data vectors in the same part and using a symmetric locally dominant estimator.
POISSON: WEIGHT-OBLIVIOUS
We now consider estimating f (v) when sampling of entries is weight-oblivious and Poisson: entry i ∈ [r] is sampled independently with probability pi > 0.
The inverse-probability weights aref
(all entries are sampled), andf (HT ) (S) = 0 otherwise. This estimator is defined for all f and from (1) has variance
This is the optimal inverse probability estimator for quantiles and range 1 . Moreover, the estimatorsRG (HT ) (r = 2) andmin
1 S * which contains all outcomes with |S| = r is the most inclusive set for which we can determine both the value f (v) and PR 
Estimatormax (L)
We apply Algorithm 1 using the following partial order ≺: The minimum element is v = 0, that is ∀v ∈ V, 0 ≺ v. Otherwise, ≺ corresponds to the numeric order on L(v) ≡ |{j ∈ [r]|vj < max i∈ [r] vi}| (the number of entries strictly lower than the maxi-
is well defined, the partial order ≺ uniquely defines the estimator. Because ≺ is invariant to permutation of entries, the estimator is symmetric.
Our choice of ≺ is geared to yield "conservative" estimates in order to obtain a monotone estimator. The estimate value assigned to an outcome S is optimized for vectors in V * (S) where all unseen entries are equal to the maximum maxi∈S vi. This means that we assume that a higher lower bound f (V * (S )) applies in other parts of the sample space resulting in higher estimate values "elsewhere" which imply more conservative value for our outcome. More informative outcomes on the same data vector either reveal a higher maximum (by including an entry with a higher value) or reveal that entries have value lower than the maximum, in which case, we compensate for smaller-than-assumed estimates by using larger estimates on these more informative samples.
Processing the minimum vector 0, the estimator ismax (L) = 0 on all outcomes S such that ∀i ∈ S, vi = 0. The estimator can then be determined for all outcomes S such that the determining vector has L(v) = 0, that is, outcomes where at least one entry is sampled, has positive value, and all other sampled entries have the same value: ∀i∈S, vi = maxi∈S vi > 0. The probability of such an outcome given data vector v with L(v) = 0 is the probability that at least one entry is sampled: 1 − Q i∈ [r] (1 − pi) and the estimate value is accordinglŷ
Estimator for r = 2. We havemax (L) = 0 on outcomes consistent with data (0, 0) and from (10)
for outcomes consistent with data with two equal positive entries (S = {1}, S = {2}, or S = {1, 2} and v1 = v2 = v). We now consider data vectors where v2 < v1 (other case v1 < v2 is symmetric). The estimate is already determined on outcomes where exactly one entry is sampled. These and the empty outcome are in S0. The outcomes S are those where both entries are sampled, and hence PR[S ] = p1p2. To be unbiased, the estimate x must satisfy the linear equation (line 13 of Algorithm 1):
Solving and summarizing we obtain:
:
A convenient way to express the estimator is as a function of the determining vector. Assuming v1 ≥ v2 (other case is symmetric),
LEMMA 4.1. The estimatormax (L) is dominant, monotone, nonnegative, and dominates the estimatormax (HT ) .
PROOF. Dominance follows from applying Algorithm 1. For monotonicity, we observe that determining vectors of more informative outcomes have an equal-or-larger v1 or an equal-or-smaller v2, which clearly holds as the coefficient of v1 in (11) is positive and that of v2 is negative. Nonnegativity follows from monotonicity and that the estimate is 0 when S = ∅.
The estimatormax (HT ) assumes values 0 or
and thus maximizes variance amongst all unbiased estimators with values in the same range. Hence, to establish dominance overmax (HT ) , it suffices to show that on data v,max
, which is immediate from (11) .
Expressing the estimator as a function of the determining vector of the outcome when entries are ordered in decreasing order (entries of p are permuted accordingly), we obtain that the estimator is a contiguous function of the form
where the coefficients αi depend on the permuted vector p. This is established inductively on the steps of the algorithm. It clearly holds for the determining vector 0, which has the estimatê max (L) = 0. When processing a vector v we consider all determining vectors that are different than v and have outcomes consistent with v. The probability distribution over these vectors depends only on the relative order of entry values. Assuming the estimator is contiguous and has a linear form for preceding vectors, and substituting in line 13, the solution also has these properties. Because the estimator is contiguous, the coefficients obtained for determining vectors with all entries distinct holds for all determining vectors.
We conjecture thatmax (L) is monotone, nonnegative, and dominatesmax (HT ) . We verified these properties for r ≤ 4 with uniform p, using the following Lemma and explicit computation of the coefficients. (1 − pi) ). To establish monotonicity, consider two types of manipulations of a determining vector: increasing the maximum entries or decreasing an entry which is not the unique maximum one. Now, for any data v and outcomes S1 ⊂ S2, the determining vector of S2 can be obtained from that of S1 using such operations. For monotonicity, we need to show that the estimate value obtained for v on outcome S2 is at least that of S1, equivalently, that these manipulations can only increasemax (L) . For the second manipulation, it suffices to show that αi < 0 for i > 1. For the first manipulation, we need to show that P i j=1 αj > 0 for all i ≥ 1. Since we know that P i∈ [r] αi > 0, this is implied by αi < 0 i > 1. Nonnegativity follows from monotonicity and the base case of estimate value 0 when there are no sampled entries.
To establish dominance overmax (HT ) , given monotonicity, it suffices to show that α1 ≤ 1/ Q i∈ [r] pi. This means that allmax
estimates on a given data vector v are at most
, which is themax (HT ) estimate. The HT estimate has maximum variance amongst all unbiased estimators that assume values in the range » 0,
Uniform p. When p = p1 = p2 = . . . = pr, the coefficients α in (12) depend on p. We define the matrix P such that Pij is the probability that the jth largest entry of the determining vector is equal to the ith largest entry in the data vector (assuming for the definition that values in the data vector are distinct). If j < i, this is the probability that i is the largest sampled entry. If j ≥ i, this is the probability that i is sampled, at least one entry < i is sampled, and exactly j − i entries > i are not sampled or that i is the largest sampled entry and that there are at least j − i of the > i entries are not sampled.
To summarize,
.3. The coefficients vector α of the estimator is a solution of the system
PROOF. Consider a data vector v, with entries sorted to be in decreasing order. The unbiasedness constraint of the estimator when expressed in the form (12) αjP hj = 0. Summarizing, we obtain the system P α = (1, 0, 0 . . .) T .
The matrix P and coefficients α for r = 2, 3 are
Estimatormax (U )
We now seek a dominant estimator which favors "sparse" vectors, optimizing for the case where all "unseen" entries in the outcome are 0. The construction is guided by a partial order according to L(v) ≡ |{j ∈ [r]|vj > 0}| (the number of positive entries). This order specifies a partition, where part U h includes all vectors with L(v) = h. We derive estimators for r = 2 while demonstrating issues with the different constructions.
U0 contains only the vector 0. An outcome S is consistent with 0 if and only if ∀i ∈ S, vi = 0 and we setmax (U ) (S) ← 0. This setting must be the same for all nonnegative unbiased estimators.
As a first attempt, we extend the estimator using Algorithm 1. The determining vector of an outcome is obtained by substituting 0 values for all entries i ∈ S. The estimator is invariant to the order in which vectors in U1 are processed and we obtain the estimatemax (U ) (S) = vi/pi on all outcomes with one positive entry vi > 0 amongst i ∈ S. It remains to process vectors U2. The outcomes S have S = {1, 2} with v1, v2 > 0 and hence a determining vector with two positive entries. The estimate is the solution of the linear equation
, however, may be negative (e.g., when v1 = v2 and p1 + p2 < 1).
We next attempt to process the vectors U1 sequentially while enforcing the nonnegativity constraints (8) . Now the result is sensitive to the particular order of processing vectors in U1: Suppose vectors of the form (v1, 0) are processed before vectors of the form (0, v2). The vector (v1, 0) is the determining vector of all outcomes with the first entry sampled. That is, all outcomes with both entry sampled and values are (v1, v2) and outcomes with only the first entry sampled and has value v1. The probability of such outcome given data (v1, 0) is p1. To minimize variance, we would like to set the estimate to v1/p1 on these outcomes, which we can do because this setting does not violate nonnegativity (8) for other vectors. We next process vectors of the form (0, v2). They are determining vectors for outcomes S 1 with both entries sampled and values are (0, v2) and outcomes S 2 with only the second entry sampled and value is v2. The outcomes S 1 are not consistent with any other data, and are not constrained by (8) . The outcomes S 2 are also consistent with data vectors with two positive entries (v 1 , v2) and therefore we need to ensure that we do not violate (8) for these vectors. To minimize the variance on (0, v2), we seekmax(S1) ≥max(S2) witĥ max(S2) being as large as possible without violating (8) . Lastly, we process vectors with two positive entries. The outcomes determined by these vectors have both entries sampled and are not consistent with any other data vector. Summarizing, we obtain the estimator
This estimator is dominant and nonnegative, but is asymmetric: the estimate changes if the entries of v (and p) are permuted.
To obtain a symmetric estimator, we apply Algorithm 2 processing U1 and U2 in batches, searching for a symmetric locally dominant estimator for U1 and then for U2. We obtain:
The estimatormax (U ) dominatesmax (HT ) -this is easy to see asmax (U ) for data (v1, v2) is always at most max(v)/(p1p2). Figure 2 shows the estimatorsmax (L) ,max (U ) , andmax (HT ) and their variance for data vectors of the form v = (v1, v2) where each entry is sampled independently with probability 1/2. The plot shows the ratios
as a function
and that the two dominant estimatorŝ max (L) andmax (U ) are incomparable: on inputs where one of the values is 0, VAR[max
Boolean OR
We now consider
r . The optimal inverse probability estimator
pi when |S| = r and
we obtain the estimatorsÔR
, which turn out to be dominant as well. The estimatorÔR
is dominant because it can be obtained by applying Algorithm 1 using the order ≺ satisfying:
where L(v) = |{i|vi = 0}| is the number of zero entries in v. The determining vector of an outcome S is obtained by setting, for i ∈ S, vi ← W j∈S vj. For r = 2, the estimator as a function of the determining vector iŝ
Similarly,ÔR (U ) can be obtained by mimicking the derivation of max (U ) on the binary domain.
The estimatorsÔR
, andÔR (U ) are always 0, and hence have zero variance, when v = 0. When OR(v) = 1, using (1):
The estimateÔR
on data vector (1, 1) is 1/p with probability p = p1 + p2 − p1p2 and 0 otherwise and hence, using (1):
The estimate for data vector (1, 0) is 0 with probability 1 − p1 (entry 1 is not sampled),
with probability p1(1 − p2) (S = {1}) and ,ÔR
. The estimatorÔR
has minimum variance on (1, 1) andÔR
is the symmetric estimator with minimum variance on (1, 0) and (0, 1) (over all nonnegative unbiased estimators). data (1, 1) . This means that for data (1, 1) ("no change"), variance is the square root of half of the variance ofÔR (HT ) . For data (1, 0) or (0, 1) ("change") variance is 1/4 of the variance of OR (HT ) .
POISSON: WEIGHTED, KNOWN SEEDS
We turn our attention to weighted Poisson sampling with known seeds, starting with binary domains and estimating OR and then consider estimators for max over the nonnegative reals.
For the purpose of deriving estimators over binary domains (V = {0, 1} r ), Poisson weighted sampling with known seeds is equivalent to Poisson weight-oblivious sampling (Section 4). This relation holds only for binary domains and is established through a 1-1 mapping between outcomes in terms of the information we can glean from the outcome.
The sample distribution of weighted sampling over binary domains is as follows: there is a seed vector u ∈ [0, 1] r where ui are independent and selected uniformly at random from the inter-
pi is the probability that the ith entry is sampled if vi = 1. The entry is never sampled if vi = 0 but since we know u, if ui ≤ pi and i ∈ S we know that vi = 0. We now map an outcome S of weighted sampling with known seeds to outcome S of weight-oblivious sampling with vector p i ∈ S ⇐⇒ i ∈ S and vi = 1 i ∈ S and ui ≤ pi ⇐⇒ i ∈ S and vi = 0 i ∈ S and ui > pi ⇐⇒ i ∈ S .
It is easy to see that PR[S] = PR[S ] and that V * (S) ≡ V * (S ). Observe that the weighted sample S is smaller than the corresponding weight-oblivious one S since entries with 0 values are not represented in the sample. Knowledge of seeds, however, compensates for this. We use knowledge of the seeds in a more elaborate way in the (significantly more involved) derivations of estimators for max(v).
Boolean OR
We state the estimatorsÔR (HT ) ,ÔR (L) , andÔR (U ) by mapping the respective estimators obtained in the weight-oblivious setting (Section 4.3).
The optimal inverse-probability estimator uses the set of 
Outcome SÔR
Else :
Section 4.3 (and Figure 3) shows the performance of these estimators. In applications where a binary instance designates a set (a key is a member if and only if value is 1), a sum aggregate using the OR primitive is the size of the union of the sets. We can therefore apply these estimators to estimate the size of the union of sampled sets, when the sampling of each sets is Poisson or bottomk with known seeds and sets are independently sampled. Variance is smaller when an item is a member of both sets, and thus the variance of the union estimate depends on the Jaccard coefficient -the more similar the sets, the smaller is the variance of the union estimate. Figure 4 shows the sample size s as a function of the input size n for a coefficient of variation cv = 0.1 when estimating the size of the union of two sets of size n with Jaccard similarity J using OR (HT ) and OR (L) , demonstrating significant improvements over the HT estimator.
Maximum over nonnegative reals
We study estimating max under Poisson IPPS weighted sampling. The seed vector u ∈ [0, 1] r has entries drawn independently and uniformly from [0, 1]. τ * is a fixed vector and an entry i is included in S iff vi ≥ uiτ * i , that is, with probability min{1, vi/τ * i }. Recall that both τ * and the seed vector u are available to the estimator. Therefore, when i ∈ S, we know that vi < uiτ * i .
Estimatormax
(HT ) [12, 13] Consider the set of outcomes S * such that
This set includes all outcomes from which max(v) can be determined: For S ∈ S * , max(v) = maxi∈S vi . For any data vector v, the probability that the outcome is in S * can be computed from the outcome, for any outcome in S * . The inverse-probability estimator is therefore:
PR[S
This is the optimal inverse-probability estimator since S * is the most inclusive set possible.
Estimatormax (L)
We apply Algorithm 1 using a partial order ≺ with 0 preceding all other vectors, and otherwise the order corresponds to an increasing lexicographic order on the lists L(v) that is the sorted multiset of
The determining vector v = min≺ V * (S) of an outcome S is 0 if S = ∅. For an outcome S, V * (S) contains all vectors with v h as in S for h ∈ S and
The estimatormax (L) for r = 2 is presented in Figure 5 using two tables. The first table shows a mapping of outcomes to determining vectors, the second states the estimator as a function of the determining vector. See Appendix for an outline of the derivation. Monotonicity can be easily verified for r = 2 and is conjectured outcome S for r > 2. The estimator has bounded variance. Figure 6 
where ρ = max(v)/τ * . The variance ratio is at least 2 and asymptotically O(1/ρ) when ρ is small. Fixing ρ, the inverse-probability weight is positive with probability p = (
] increases with min(v). For a fixed ρ, it is minimized when min(v) = 0 and is maximized when
The maximum variance ratio (realized when v = (ρτ * , ρτ * )) is accordingly varied from 2.45 to 2.7.
POISSON: WEIGHTED, UNKNOWN SEEDS
We show that when seeds are not available to the estimator, it is not possible to obtain a nonnegative unbiased estimator for th (v) where < r with weighted Poisson sampling. This also holds over binary domains and for estimating OR in particular.
This result completes the picture on existence of nonnegative unbiased quantile estimators under Poisson sampling. Inverse-probability weight estimators exist when sampling is weight-oblivious (Section 4), when weighted and seeds are known ( [12, 13] and Section 5) and when weighted with unknown seeds for estimating min ( = r) (we obtain inverse-probability weights with respect to S * that includes all outcomes with S = [r]). PROOF. Recall that with weighted sampling, an entry where vi = 0 is never sampled. As seeds are not available, we do not have any information from the outcome on values of entries that are not sampled. Therefore, the set V * (S) of data vectors consistent with S includes all vectors in V that agree with S on sampled entries.
We first establish the claim for r = 2. Since our arguments use values restricted to {0, 1}, they also hold for OR(v1, v2). Let pi be the inclusion probability of entry i when vi = 1. We show that when p1 + p2 < 1, there is no unbiased estimator that is simultaneously correct for the four data vectors (1, 1), (1, 0), (0, 1), (0, 0).
On outcome S = ∅, we must haveÔR(S) ≡ 0 to ensure nonnegative estimates on data (0, 0). When S = {i} (vi = 1) the estimator must have expected value 1/pi in order to be unbiased for (1, 0) or (0, 1). When the data is (1, 1) , the contribution to the expectation from outcomes with exactly one sampled entry is p1(1 − p2)/p1 + p2(1 − p1)/p2 = 2 − p1 − p2 > 1. In order to be unbiased, the estimator must have negative expectation on outcome S = {1, 2}, which contradicts nonnegativity.
Lastly, we extend the argument for th (v) and general r. We consider the four data vectors where v3 = · · · = v +1 = 1, v +2 = · · · = vr = 0, and (v1, v2) ∈ {0, 1} 2 . Let pi > 0 be the sampling probability of entry i when vi = 1 and assume that p1+p2 < 1. On these vectors, th (v) = OR(v1, v2). if neither 1 or 2 are sampled, we have − 1 positive sampled entries and the estimate must be 0. On outcomes with exactly one i ∈ {1, 2} sampled, the expectation of the estimator must be 
Conclusion
Our work laid the foundations for deriving optimal estimators for queries spanning multiple sampled instances. We demonstrated significant improvements over existing estimators for example queries over common sampling schemes. We plan to explore in detail further applications to coordinated samples and Lp distance queries.
In the longer run, we hope that sometimes tedious derivations can be replaced by automated tools. Another contribution of our work is highlighting the benefit of reproducible randomization when the independent weighted samples we collect might be used post hoc for estimates of multi-instance queries. Reproducible randomization is achieved through random hash functions and makes the randomization used for sampling available to the estimator applied to the sample. We demonstrated that this provides critical information on values that are not sampled and facilitates better estimators. While reproducible randomization was extensively used as a means to coordinate samples, we believe that its value to enhance the usefulness of independent weighted samples was not previously properly understood.
