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Abstract
The research in this paper makes explicit why existing 
measures for response quality evaluation is not suitable
for the ever-evolving field of question answering and
following that, a short-term solution for evaluating
response quality of heterogeneous systems is put forward. 
To demonstrate the challenges in evaluating systems of
different nature, this research presents a black-box
approach using a classification scheme and scoring
mechanism to assess and rank three example systems.
1. Introduction
Generally, question answering systems can be catego-
rized into two groups based on the approach in each di-
mension. The first is question answering based on shallow 
natural language processing and information retrieval and
the second approach is question answering based on natu-
ral language understanding and reasoning. Table I summa-
rizes the characteristics of the two approaches with re-
spects to the dimensions in question answering. Some of
the well known systems from the first approach are like
Webclopedia [1] and AnswerBus [2], while examples of
question answering systems from the second are like
WEBCOOP [3] in tourism, NaLURI [4] in Cyberlaw and
START [5].
Table I. Characteristics of the two approaches in ques-
tion answering
Dimension Shallow natural language proc-




Technique Syntax processing and information
retrieval
Semantic analysis or 
higher, and reasoning
Source Free-text documents Knowledge base
Domain Open-domain Domain-oriented
Response Extracted snippets Synthesized responses
Question Questions using wh-words Beyond wh-words
Evaluation Information retrieval metrics N/A
The evaluation of question answering systems for non-
dynamic responses has been largely reliant on the TREC
corpus. It is easy to evaluate systems in which there is a
clearly defined answer, however, for most natural lan-
guage questions there is no single correct answer [6].
Evaluation can turn into a very subjective matter espe-
cially when dealing with different types of natural lan-
guage systems in different domains due several reasons:
no baseline or comparable systems in certain domains,
developing test questions is not easy, and dynamic nature
of the responses, there is no right or wrong answer as
there are always responses to justify the absence of an
answer.
2. Existing Metrics for Question Answering
The most notable evaluation for question answering
has to be the question answering track in the TREC
evaluation [7]. Evaluation in TREC assesses the quality of 
response in terms of precision and recall, and is well-
suited for question answering systems based on shallow
natural language processing and information retrieval like
AnswerBus. There are several inherent requirements that
make such evaluation inappropriate for domain-oriented
question answering systems based on understanding and
reasoning: assessments should average over large corpus
or query collection, assessments have to be binary where
answers can only be classified as correct and incorrect and 
assessments would be heavily skewed by corpus, making
the results not translatable from one domain to another.
There are also other measures but are mostly designed
for general tasks related to natural language processing
like translation, database query, etc. [8] proposes that a
simple number scale be established for the evaluation of
natural language text processing systems. This metric is to
be based on the simple average of four things: size of the
lexicon, the speed and accuracy of the parse and the over-
all experience of the system. The author oversimplified
matters by equating the ability of understanding to mere
sentence parsing and as the computing strength increases
in terms of hardware and software, the factor of speed and 
accuracy can no longer be discriminative enough to sepa-
rate one system from another. 
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O2_N responses that suggest 
possible spelling mistake
O1_Ninformative responses in 
the event of no answer
BQ_Nresponses that provide accurate 
and direct answers to questions
LQ_A responses with completely irrele-
vant information
BQ_A responses with some elements that 
meet the questions’ requirements
O1_A uninformative responses in
the event of no answers
BQ_Sresponses that provide accurate and direct 
answers to questions
O2_Sresponses that suggest 
possible spelling mistake
O1_S uninformative responses in 
the event of no answers
Unlike the previous, general model is provided by [9]
that acts as a basis of a quantitative measure for evaluating 
how well a system can understand natural language. But
how well a system can understand natural language only
provides for half of the actual ability required to generate
high-quality responses. Hence, such general model is
inadequate for more specific application of natural lan-
guage understanding like question answering.
[10] and [12] have also suggested a type of black-box
evaluation where we evaluate a system to see how good it 
is at producing the quality or desirable answers. [13] fur-
ther characterize the black-box evaluation and suggested
that systems can be evaluated on their answer providing
ability that includes measures for answer completeness,
accuracy and relevancy. The authors also state that
evaluation measures should include more fine grained
scoring procedures to cater answers to different types of
question. The authors give examples of answers that are
explanations or summaries or biographies or comparative
evaluations cannot be meaningfully rated as simply right
or wrong. We consider this black-box approach as com-
prehensive in assessing how well question answering
systems produce responses required by users and how
capable are these systems in handling various types of
situations and questions. Despite the merits of this evalua-
tion approach, none of the authors provide further details
on the formal measures used for scoring and ranking the
systems under evaluation.
3. Black-box Approach for Evaluation
In this paper, we present an innovative measure for
evaluating response quality: a black-box approach through 
observation and classification with a scoring mechanism.
This black-box approach is based on the work of [10],
[12] and [13] as discussed in previous sections for evalu-
ating response quality. We further refine this approach by
proposing a response classification scheme and a scoring
mechanism. To demonstrate this approach, we have se-
lected three question answering systems that represent
different level of response generation complexity namely
AnswerBus, START and NaLURI.
To begin with, this black-box approach requires a set
of questions that can sufficiently examines the response
generation strength of all systems under evaluation. For
this purpose, we prepare 45 questions of various natures
on the Cyberlaw domain. These questions will be used to
probe the systems and the actual responses are gathered
for later use. Details of the questions and responses for the
three systems are available in [4].
For this approach, we propose a classification scheme
that consists of categories to encompass all possible types
of response from all systems under evaluation. This
scheme consists of three category codes as shown in Table 
II and was designed based on the quality of responses as
perceived by general users and is not tied down to any
implementation detail of any systems. This makes the
scheme generally applicable to all evaluations of question
answering systems with different approaches.
Table II: Categories in black-box approach






represents best and lowest quality
response for each system
dynamic Oj_t




Dynamic category allows evaluators to create as many
new categories as required by the types of systems under
evaluation. The Oj_t category not only makes this scheme 
expandable but also dynamic because as technology pro-
gresses, the response generation capability of systems may 
increase and in such cases, evaluators can define evalua-
tion-specific categories. For this evaluation, we define
O1_t for quality of response in the event of no answer and 
O2_t for response that suggest possible spelling mistake.
In this evaluation, the initials for AnswerBus, START and 
NaLURI are A, S and N respectively. 
Figure 1: Grouping of responses into categories
Next, using these codes, the evaluators will try to ob-
serve and classify each response into one of the catego-
ries. The classification is done based on the manual ob-
servation by evaluators who are guided by the criteria of
each category. For example, if the evaluator comes across
a response that is generated by system a and the response
appears to be an uninformative attempt to notify the user
that no valid answer can be found, then we can classify
that response as O1_a. This is to say that system a gener-
ates uninformative response in the event of no answer.
From the nature of the responses generated by the three
systems, we can group them into relevant categories
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shown in Figure 1. After classification of the responses is
done, a scoring mechanism is used to determine responses 
from which system are of the best overall quality. A pair-
wise relative comparison is performed and points are
assigned based on superiority of responses of the same
category. If there are n systems under evaluation, then
there should be nC2 = k pairs. Let qi represents the pair of
system txi and tyi. To perform the scoring, a table is con-
structed as shown in Table III where the column header
represents all the q1, q2,…, qk pairs. The row header will
consists of the two general categories BQ_t and LQ_t and 
other evaluation-specific categories Oj_t.
Table III. Template for scoring mechanism
q1 q2 … qk
Category





Then for every qi, we compare BQ_txi with BQ_tyi,
LQ_txi with LQ_tyi and other Oj_txi with Oj_tyi. The rules
for superiority comparison and assigning of score are as
follows:
• if the description of the responses for txi is better than 
tyi under a particular category, then txi is assigned with 
1 and tyi is assigned with 0 under the same category;
• if the description of the responses for txi is inferior
compared to tyi under a particular category, then txi is
assigned with 0 and tyi is assigned with 1 under the
same category; and
• if the description of the responses for txi is the same
as tyi under a particular category, then both txi and tyi
are assigned with 0 under the same category.
After filling up all the cells in the score table, summa-
tion of scores for every txi and tyi under all categories is
performed. Here are a few examples to demonstrate the
working behind the scoring mechanism. The best quality
responses of AnswerBus, BQ_A have the possibility of
containing irrelevant elements, whereas responses gener-
ated by START are always correct and directly answer the 
questions. Due to this, the best quality responses from
START, which belongs to BQ_S, are a level higher than
the best quality responses of AnswerBus, BQ_A. Hence,
for the pair “START vs. AnswerBus”, START will be
assigned with one point. In the case of ties, like other
categories O_1S and O_1A which demonstrate the same
quality of responses in the event of no answers, no points
will be given for either side of the pair “START vs. An-
swerBus”. Consider another example where the responses
from O_2S, which attempt to alert the users of possible
spelling mistake, make START an additional level higher
than AnswerBus. This provides START with another
additional point in the pair “START vs. AnswerBus”. The
comparison will be done on all the three systems, giving
us three possible pairs. From Table IV, we can observe
that AnswerBus has the total score of 0 + 0 = 0, NaLURI
with 3 + 1 = 4 and START with 0 + 2 = 2.





















































0 1 0 0 1 0
O_1 0 1 0 1 0 0
O_2 0 1 0 0 1 0
Total 0 3 0 1 2 0
4. Implications and Validity of Results
From the total scores of the three systems, NaLURI
ranked first with 4 points, followed by START with 2
points and lastly, AnswerBus with 0 points. This makes
the quality of responses generated by NaLURI relatively
better compare with START and AnswerBus. The condi-
tion is to assume that the evaluators’ observations and
classifications are consistent throughout, and the set of
questions used for evaluation is exhaustive enough to
trigger all possible responses.
Table V. Relation between quality of responses and 
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event of no answers
uninformative




due to the lack of 
advanced reason-
ing
informative due to 











The approach of evaluating the response quality
through observation, classification and a scoring mecha-
nism has revealed to us that the lack or addition of com-
ponents has great impact on the response quality. For
instance, one of the criteria that have contributed to the
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higher score of NaLURI is the capability of the system in
generating dynamic responses to suit the various anoma-
lous situations. Useful responses can be dynamically gen-
erated by NaLURI to cater the condition when no answers 
are available. This ability can be attributed to the inclu-
sion of the two advanced reasoning components namely
explanation on failure and dynamic answer generation.
Table V neatly shows how each of the categories of re-
sponses are achieved through the different approach to-
wards question answering that implements diverse com-
ponents in information retrieval, natural language under-
standing and reasoning.
After having concluded that NaLURI is comparatively
better than the other two systems, skeptical thoughts may
arise. Firstly, thoughts may arise concerning to the domain 
of the question. People may question that the evaluation is 
inclined towards NaLURI because the question set is
prepared in the same domain as NaLURI, which is Cyber-
law. But, what is the domain of START and AnswerBus?
“AnswerBus is an open-domain question answering…”
[2] while START is capable of handling many domains
based on the statement “our system answers millions of
natural language questions about places, political and
economic systems, people, dictionary definitions, and
much more…” by [5]. Hence, the authors do not see any
problem in START and AnswerBus handling Cyberlaw
questions.
Secondly, thoughts may arise concerning to the nature
of the question. People may question that the evaluation is 
inequitable towards START and AnswerBus because the
nature of the questions used to evaluate vary greatly and
cover beyond wh-questions. But, we would like the read-
ers to recall that the aim of this evaluation is to assess and 
rank systems of any approach based on the quality of
responses generated. How can we rank these systems if we 
merely use wh-questions, knowing that given the present
state of question answering technology, handling wh-
questions is no more a challenge? Hence, benchmark for
question answering systems has to progress with time by
considering various state-of-the-art factors instead of
dwelling in the past.
5. Conclusions
In this paper, we have highlighted the rise of the need
for standard metrics to assess and measure the quality of
responses produced by systems of different approaches
and domain. Following this, we have presented a short-
term solution for the evaluation of the quality of responses
in the form of a black-box approach through classification
and a scoring mechanism using pair-wise relative com-
parison. To demonstrate the approach, we have also pre-
sented the data and results obtained through an evaluation 
performed on three very different systems.
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