Abstract
Introduction
The influence of rainfall on flooding with downstream implication of erosion, water quality, agriculture, sewage system, and tourism among others cannot be over emphasized. For these reasons, early warning of rainfall is very important in the use and management of water resources. [1] noted that the complex nature of atmospheric processes that produced rain made rain modeling and forecasting a very difficult task. [2] [3] remarked that in spite of advances in weather forecasting, accurate rain forecasting was the most challenging task in operational hydrology.
Efforts are being intensified to use time series autoregressive moving average (ARMA) models to forecast hydrological data. The use of ARMA models is justified as a result of its theoretical base in hydrological studies. For example, the parameter value of AR (1) model is the same as the constant due to [4] . Additionally, [5] [6] have used the AR (1) model to predict stream flow generation. [7] used ARMAX model to predict rainfall driven stream flow while [8] used ARX to model storm hydrograph changes under urbanization. In this paper, we take advantage of the seasonal nature of rainfall to use Seasonal ARIMA model to forecast rainfall in Warri town in Delta State, Nigeria.
The Area of Study
Warri city is located in latitude 5˚31'N and longitude 5˚45'E with two distinct seasons: the rainy season (MayOctober) and dry season (November-April). It has mean annual temperature of 32.8˚C and an annual rain amount of 2673.8 mm. Warri is a major oil city located in the Niger Delta region of Nigeria.
The main focus of this work is on determining appropriate Seasonal ARIMA model that can adequately predict rainfall for Warri city.
The (1) . These models are made of either past observed values together with a white noise or white noise only or a mixture of both. The major contribution of Box and Jenkins were to provide a general strategy in which three stages of model building were given prominence. These stages are those of model identification, estimation and diagnostic checks (see for example, [9] [10]).
Several researchers and scientist have used these models for several technical and scientific studies. [11] used ARIMA models to model and forecast tourism development in Lithuania while [12] among several others.
Material and Method
We Model identification is by comparing the theoretical patterns of the ACF and PACF of the various ARIMA models with that of the sample ACF and PACF computed using empirical data. A suitable model is inferred by matching these patterns. Generally [12] However, the mixed Seasonal ARIMA model is difficult to identify by visual methods of ACF and PACF plots only. In this work, we use the model identification discussed above to give a rough guess of possible values p, q, P, and Q from which several models shall be postulated and then use the model selection criterion of Residual Sum of Square RSS (Box and Jenkins, 1976), Akaike's Information Criterion AIC [13] to choose the best model. The AIC computation is based on the mathematical formula 2 log 2 AIC L m = − + , where m = p + q + P + Q is the number of parameters in the model and L is the likelihood function. The best model is the one with the lowest AIC value. It is however noted that the likelihood is likely increased by addition of more parameters into the model. This will further reduce the value of the AIC leading to the choice of a model with many parameters. An emphasis is on the need for the chosen model to meet criterion of model adequacy and parsimony. For this reason we complement the RSS and AIC with the Schwartz's Bayesian Criterion SBC, [14] .
The SBC computation is based on the mathematical formula 2 log log SBC L m n = − + , where m = p + q + P + Q is the number of parameters in the model and L is the likelihood function. The SBC introduced a penalty function to check excess parameters in the model
Having identified a suitable Seasonal ARIMA model, the next stage is the parameters estimation of the identified model and this is done through an exact maximum likelihood estimate due to [15] . While forecast and prediction is by least squares forecast using a least square algorithm due to [16] . When the estimated parameters are not significant, we do correlation analysis to remove redundant parameters.
The test for model adequacy stage requires residual analysis and this is done by inspecting the ACF of the residual obtained by fitting the identified model. If the model is adequate then residuals should be a white noise process. Under the assumption that the residual is a white noise process, the standard error of the autocorrelation functions should be approximately 1 n [17] . Hence under the white noise assumption, 95% of the autocorrelation functions should fall within the range 1.96 n ± . If more than 5% fall outside this range then the residual process is not white noise.
Result and Discussion
To decide on the presence of trend and time varying variances, we inspect the time plot of Warri rainfall data in Figure 1 side by side with the ACF of the data as shown in Figure 2 .
Examination of Figure 1 clearly shows presence of time varying variance and seasonal variation while the refusal of the ACF and PACF values to decay in Figure 2 and Figure 3 respectively is an indication of a regular trend. However, we are unable to decide at this stage the presence or otherwise of seasonal trend. We perform a logarithm and first regular difference so as to stabilize the variance and remove the trend. A time plot of rainfall after logarithm and first difference transform is shown in Figure 3 below. Figure 3 , we note the strong presence of seasonal factors. This is confirmed by very high spikes at and around seasonal lags of period 12. The ACF is shown in Figure 4 .
Date

On inspecting
We complete the data preparation process by additionally performing a first order seasonal difference and the time plot is shown in Figure 5 .
Visual examination of Figure 5 shows that the process is now stationary. For clarity of discussion, we from now on refer to the rainfall data after logarithm, first regular difference and first seasonal difference transformations as the Stationary Process of The rainfall process. Hence we expect a Seasonal ARIMA process of the form
The estimated order of the model parameters p, q, P and Q are identified by visual inspection of ACF and PACF of the stationary process of rainfall shown in Figure 6 and Figure 7 .
We expect the ACF in Figure 6 to cut at q + Qs. However, we notice a non-seasonal lag cut at lag1 and a seasonal lag cut at lag24 (note that there is no significant lag at lag36). This suggests a moving average parameter of order one i.e. q = 1 and a seasonal moving average parameter of order two i.e. Q = 2. Similarly from the PACF in Figure 7 , we notice a non-seasonal lag cut at lag3 and a seasonal lag cut at lag12 suggesting an AR parameter of order three i.e. p = 3 and a Seasonal autoregressive parameter of order one i.e. P = 1.
Since our strategy is not to have mixed seasonal factors, we postulate two initial models. The two models are: Seasonal ARIMA (3, 1, 1) (1, 1, 0) and Seasonal ARIMA (3, 1, 1) (0, 1, 2) . We extend the search to models around these models and based on the model selection criterion of RSES, AIC and SBC, the best model is selected.
The result is shown in Table 1 .
From Figure 6 , an MA parameter of zero is not possible From Table 1 , we note that in terms of AIC and SBC, the Seasonal ARIMA (1, 1, 1) (0, 1, 1) model performed best. However, it is in competition with Seasonal ARIMA (3 1, 1) (1, 1, 2 ) that has the lowest RSES. This notwithstanding, we choose Seasonal ARIMA (1, 1, 1) (0, 1, 1) as the best in terms of model parsimony and performance based on AIC and BIC.
We estimated the parameter values of the chosen model as shown below. From Table 2 , we note that the MA1 parameter is the only parameter that is not significant. However, we still tolerate it in the model as search for an alternate model did not produce better result.
To verify the suitability of the model, we plot the autocorrelation values of the residual against lag as shown in Figure 8 .
We note that on inspection of Figure 8 , there is no spike at any lag indicating that the residual process is random. We therefore accepts Seasonal ARIMA (1, 1, 1) (0, 1, 1) as the most appropriate model for forecasting rainfall in Warri town. The model is used to forecast Warri Town Rainfall for the year 2013 and the result is shown in Table 3 below.
A t-distribution test of equality of mean based on Table 3 shows that the difference between the two means is not significant at 5% level of significance. We therefore conclude that the chosen model can adequately be used to forecast rain in Warri Town. 
Conclusion
We have shown that time series ARIMA models can be used to model and forecast the rain in Warri Town. The identified Seasonal ARIMA (1, 1, 1) (0, 1, 1) has proved to be adequate in forecasting rain for at least one year.
