ABSTRACT. -Motivated by the problem of the existence of a solution of the nonlinear telegraph equation ii + cti + Au + g(t, u) = 0.
BOUNDED SOLUTIONS OF SECOND ORDER SEMILINEAR EVOLUTION EQUATIONS AND APPLICATIONS TO THE TELEGRAPH EQUATION *
There exists a vast literature devoted to the existence of solutions u bounded over R for second order ordinary differential systems of the form (1) ii + cti + Au + g(t, u) = 0, with c > 0 and various conditions upon A E ,fZ(W,W) and g : R x R" + R". For example, if the characteristic equation (2) det (X21 + cXI + A) = 0, has all its roots with nonzero real part, then (1) has a solution bounded over W for every bounded continuous g : W x R" + R". See e.g. [4] or [13] for the proofs and references. By analogy with the case of periodic solutions, the above condition upon the roots of (2) is called a nonresonance condition.
In recent years, some attention has been paid to the simplest resonant situation for bounded solutions, which corresponds, in the scalar case, to the equation (3) ii + cti + g(t, u) = 0, with c # 0, and g : R x W --t W continuous and bounded [I] 
ii + cti + Au = f(t), when c > 0 and A is a positive definite isomorphism, has been considered by Ghidaglia and Temam [7] (see also [ 1 S]), who proved the existence of a solution of (6) bounded over R in a suitable norm. This is of course a nonresonant :situation in the above terminology. In the nonlinear case, Nakao [ 151 has considered a class of nonlinear hyperbolic equations which contains (4) with h(t, z, U) = a( 5, U) -f(t, z) and Dirichlet boundary conditions as a special case. He proves the existence of a bounded solution over R (for a suitable norm) when p satisfies some growth and local Lipschitz condition, and f satisfies a suitable boundedness condition. In the abstract formulation, this corresponds to a situation where A is positive definite. The same telegraph equation with Neumann boundary conditions leads to an abstract formulation (5) where A is only semi-positive definite. This is the case we consider here. In Theorem 7.1, we prove that, if P denotes the projector onto ker A, then equation (4) and denote by BP@, H) the set of all the functions with bounded primitive.
Let J be an interval of R. We denote by L2( J, H) the space of measurable functions f from J into H such that the scalar function IfI E L2( J). This is another Hilbert space for the scalar product: 
Notion of solution
In this section, we make precise the concept of solution of Eq. (7) we are considering in this paper. (10) $U) > u t ) w + c$ (4% w) + (u(t), g1 + (g(t, u(t)), w) = 0 in the sense of distributions. We can rewrite (7) in the equivalent form:
We are interested in studying the boundedness of the solutions of Eq. (7). In the next definition we make precise the topology in which we understand this boundedness. DEFINITION 3.2. -We say that a solution u(t) of Eq. (7) is bounded (or bounded on the whole line) if (u, ti) E BC(R, VI x H). We say that a solution u(t) of Eq. (7) A case in which all the solution of Eq. (7) are bounded in the future is when the equation is dissipative. There exist several notions of dissipativity for evolution equations, and they have been widely studied (see [3] 
Remarks on the linear equation
Let A be a linear operator on a Hilbert space H and suppose that the hypotheses stated in Section 2 hold. Let us consider the initial value problem:
where J is a bounded interval in W, f E L2( J, H), to E J, u. E VI and v. E H. It is well known that the problem (11) has a unique solution (see [ 18] ), but it is convenient to keep in mind the proof based on the Galerkin's method, that we n.ow sketch. The following lemma is useful to construct Lyapunov functions. Remark that the derivative i(t) can be understood in the classical sense (and 77 E C1 (J)) as soon as f(t) is continuous.
Remarks on the semilinear equation
Let us consider the initial value problem:
where J is a bounded interval in W, to E J, ~0 E VI and ~0 E H. Let us assume that A and g(t, ?J) satisfy the hypotheses in Section 2. In particular we suppose that there exists L > 0 such that
for all X, y E H, t E R. Under these conditions, the problem (15) possesses a unique solution and it is defined in J (see e.g. [18] ). The following proposition shows its continuous dependence in the weak topology.
PROPOSITION 5.1. -Let u(t) be the solution of (15) and let u, be the solution of the same equation with initial conditions un(to) = uon, lin( to) = van. Assume that Uon -uo weak in VI,
Don -vo weak in H; then, for each t E J, un(t) -u(t) weak in VI, c%(t) -h(t) weak in H.
Proof. -In view of Lemma 4.1 it is sufficient to prove that g(.,u,(.)) + g(.,u(-)) weak in L2(J, H).
But, since we have uniform bounds on g(., u,(.)), we only need to prove that for all t E 7. By contradiction assume that for some subsequence (relabeled u,) we can find t* E 7 and E > 0 such that for all n E N. It follows from (16) and (17) that (18) The sequence u, : 7 -+ H is in the conditions of Ascoli Theorem. In fact, the sequences { un} and {tin} are uniformly bounded in 3, and consequently: (i) for all t E 3 the set {un(t) : n E N} is relatively compact in H because of the boundedness in VI. (ii) The sequence {un} is equicontinuous because, for each t, s E 7, It&(t) -u,(s)/ 5 It -sly:; bn(7)l I rlt -4 for some I > 0 independent of t, s and n.
Thus, there exists a subsequence {Us} and a function 6 E C(J, H) such that
%(n)(t) -+ &L(t) uniformly in t E 7.
Consequently, Ig(t,u,(n)(t)) -g(t,G(t))l --+ 0 uniformly in t E 7. Now we deduce from, Lemma 4.1, that ii E C(J, VI) n cl (J,H) and it is a solution of (15) in the interval J. Therefore u E G and we reach a contradiction with (18).
Existence of solutions boundeld in the future
Let us consider the evolution equation (7) and assume that all the hypotheses stated in Section 2 on the operator A and the function g hold. We are interested in finding conditions on g that guarantee that equation (7) is dissipative. The following result is inspired by the method of guiding functions as introduced in [lo]. which is a norm in VI x H equivalent to the usual norm. To obtain the dissipativity of Eq. (7), it is sufficient to prove that there exist p > 0 and a map T : R+ + W+ such that, if u(t) is a solution of (7) Since we are assuming that the function g is bounded, there exists &f > 0 such that ldt, u)I 2 k, for all (t, u) E W x H. On the other hand, we deduce from (9) 2 p2 ==+ q(t) < -4.
We deduce from (22) that there exists T > to such that 7. Existence of a bounded solution on the whole line Let us consider the evolution equation (7) and suppose that the operator A and the function g satisfy the hypotheses stated in Section 2. We shall use the results obtained in previous section to prove the existence of a solution of Eq. (7) that is bounded on the whole line. Proof. -Let am be the solution of Eq. (7) with initial conditions
By definition, there exists T, p > 0 such that (24) for all t > T -n. In particular the sequences (~~ (0)) and {G,(O)} are bounded in VI and H respectively. Thus we can assume, without loss of generality, that there exists u. E VI and w. E H such that
Let u(t) be the solution of (7) with initial conditions
Proposition 5.1 applies and we obtain, for each t E R:
Moreover it follows from (24) that WI; + Iwt)12 + IW" I P2, for all t E W, and therefore (23) holds. We make a first use of Theorem 7.1 to prove the existence of a bounded solution of the linear equation
where f E BC(W, H). This problem is studied in ['i'] , [18] in the case Xi > 0. In the resonant case X1 = 0, an additional hypothesis is required. We include both cases in the following corollary. Proof. -(i) Observe that condition (19) holds for g(t,u) = -f(t) taking a= 1, /!?=suplf(t)(, y== 1. ta Consequently, Theorem 6.1 and Theorem 7.1 apply.
(ii) Let m E N be the dimension of ker A. We denote by: The equation (28) (31) is also necessary for the existence of a bounded solution when g is such that for all .a E R. The proof of this fact is similar to the proof of Theorem 2.1 in [16] and also uses Corollary 7.2 and the Sobolev inclusion H1(O, r) C C [O,r] . In view of Theorem 7.1, the condition (31) is a characterization of the dissipativity of the system for this class of equations.
Before the proof, we include an example illustrating how to apply the theorem. To prove this fact, note that a primitive of sin t2 is a Fresnel type function and it remains bounded in the whole line; in consequence, the upper and lower mean values of sin t2 are both 0. On the other hand, the lower and upper mean values of arctan t are -$ and $ respectively. Thus, the condition (34) becomes condition (31) and Theorem 8.1 applies.
Proof of Theorem 8.1. -Since ker A is a one dimensional space, we can use Lemma 3 in [17] to deduce that Pf admits a decomposition of the form Pf = f* + f** with f*, f** E BC(R, ker A) such that:
f* E BP@, ker A) and (35) for all t E R. Thus we can write f = f* + f** + (I -P)f, and by Corollary 7.2(ii), there exists a bounded solution p(t) of ii + cti + Au = f*(t) + (I -P)f(t). Now, the change of variables 'LL = z + v(t) reduces (28) to the equation (36) z + CZ + AZ + .q(z + p(t)) = f**(t).
On the other hand, it follows from (29) and (35) Using the abstract notation, we have, for all u E L2(0, r),
Since we are assuming that cp, g and f** are bounded, it follows that condition (19) holds. By Proposition 6.1 we deduce that Eq. (36) is dissipative and, by Theorem 7.1, we deduce that there exists a solution z(t) which is bounded in the whole line. Now it is clear that u(t) = p(t) + z(t) is a solution of Eq. (28) 
