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-O. Summary. 
THE ASYMPTOTIC NORMALITY OF TWO TEST ~TATIS?ICS 
ASSOCIATED WITH THB fWO-SAMPLE PROBLEM 
S8:ul Blumenthal 
In th\~ paper we prove the asyinRtotic normality of two ~~atisti~s whi~h 
have been proposed to test the hypothesis that two BSllDples come t~om the same 
parent population. One statistic is the number of runs of X's a~d Y's in tqe 
combined sample of X's and Y's·; the other is the su~ of squ~res of "S 's" 
. i 
where Si is the number of J's falling between th~ 1$ and (i-1)~ largest Y's. 
Both statistics have been stµdied previously, potq lead tQ consistent tests, 
and both were known to be asymptotically no~mal u~der the null distntbution. 
Here we prove limiting noripality under a fairly wide class of ~l~ernatives. 
We also compare the limiting power of these tests. Our metho~, a study of 
conditional moments, can also be used to prove lillli~ing normalitr of 
"combinatorial" statistics of grec;lter generality tpan the "sum of squares'' 
statistic which we study in deiatl. 
1. I~troduction. 
The pu~pose of this paper is to demonsirate the asymptQtic normality of 
I 
certain stai:istics which have been proposed for te~~ing th~ "two s~mple" 
problem. Chief amon~ these are the WaldTW~lfowitz ru~ s~atistic an~ a 
statistic studied by Dixon [5] and by Blum and Weiss [1], Since previous 
proofs of normality under the null hypothesis exi~t, the main contributipn 
here is the proof of normality under a fairly wide class of alternative 
distributions. Using this resqlt power can be COJlJPuted for the ~est~ in 
question. A comparison of limiting powers for thes~ tests is ma~e in 
Section 8. 
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Let x1 , ••• ,Xm and Y1 , ••• ,Yn be two sets of independent random variables, 
the first set with common c.d.f. F(x) and t~e second set with col1Dll0n c.d.f. 
G(x). We assume that both F{x) and G(x) a~e absolutely continuoµs, and have 
continuous differentiable density functions f(x) and g{x), respectively. 
Further, we must assume for the purpose of using a convergenc~ theorem in 
Section 3 (Theorem 3.2) that g(F-1(x»/f(F-1(x)) (0 ~ x ~ 1) is bounded. 
Whether this condition can be relaxed is open. For th~ puposes of proving 
a result about asymptotic normality of sample spacings in Section 7, we need 
to assume that g(F-1(x»/f(F-1(x)) (0 ~ x ~ 1) is also bou~ded away from ~e~o. 
By the symmetry of the problem and the arbitrariness of labeling X and Y, 
these two conditions imply one another. Thus if one can be relaxed, both 
can be. We can note that if "truncated'' tests are used, J;DOSt distributtons 
will meet these conditions, however distrtbµtions connnonly encountered fail 
to meet these two conditions when xis near O or 1 or both. 
We assume that (m/n) = r+r where Tii' r ~ 0 as n increases. In the 
n "'u n 
sequel, we treat m/n as a constant r without loss of generality. 
Let Z = G- 1(0), Z 1 = G-
1(1), and z1 < ••• < Z be the values of the Y's o n+ n 
arranged in increasing order. For each i=l, ••• ,n+l, let S. be the number of 
1 
X's which lie in the interval [z1_1 , Zi]. All the statistics to be considered 
can be expressed as functions of the Si. Since the Si are invariant under 
probability transformations, we shall assume hereafter that f(x)=l for O ~ x ~ 1, 
that G(x) assigns unit mass to (0, 1], that G-1(0)=0, G-1(1)=1 and that g(x) 
is bounded above and below (away from zero). This last assumption assures 
the uniqueness of the inverse G-1(x) for all x in (0, i]. 
We shall denote the difference, or sample spacing, Zi - _zi-l by Wi, 
i=l, ••• ,n+l. 
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The statistic proposed by Dixon is 
1 n+l 1 n+l :..-:<. n+l 
v2 = - E s~ = - E si(si-1) + !!! = !_ .. (?.., 01S) (s ~1) + r. 
n i= 1 1 n i= 1 n .. --. . n. · r~ I 1. i 
In Section 3, we study the distributions of "combinatorial" statistics 
of the form 
l n+l Si 
- E ( k ) • 
n i=l 
Clearly, V2 has the same limiting distribution as 
2 n+l Si 
r + - E ( 2 ) • Further, it is obvious that as test statistics, V
2 and 
n i=l 
l n+l Si 
- E ( ) will have the same properties. One coul~, in fact, consider the 
n i=l 2 
1 n+l S. possibility of using - E (k1 ) as a test statistic fork other than 2. Con-
n i=l 
sistency or lack thereof can be established eastly using the convergence 
theorem of Blum and Weiss [iJ, and power could be computed using the results 
of our Section 3. We see no point in doing this her~ since in [1], V2 was 
shown to have some desirable power properties and no similar properties have 
been established for other values of k. In SeGtion 4, the power of the test 
based on V2 is written down explicitly. 
The run test is studied in Section 5 and its relation to the quantities 
s1 ,o •• ,Sn+l is indicated thereo This relation is exploited to proye the 
limiting normality of the run statistic by obtaining the limiting normality 
of a certain function of s1,.o•,Sn+l' namely 
1 n+l 
- E 8 (s1 ), where 8 (x) = 1 n i=l o o 
if x=O and O otherwise. 
The methods of proof in Sections 3 and 5 are similar and are justified 
by the argument given in Section 2. 
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It should be mentioned that tests for the one-sample test of fit which 
are based on statistics analogous to the above mentioned ones were proposed 
and studied by David [4], Kitabatak..e [8] and Okomoto [9], [10]. In the one-
-l(i-1) -l(i)] ( ) sample case, the sample intervals are [F -- , F - i=l, ••• ,n where 
o n o n 
F
0
(x) is the hypothesized distribution. The Si are then the numbers of X's 
in these intervals (now fixed instead of being random). Because of the strong 
resemblance of the statistics, many of the computational schemes used by 
Kitabatake and Okomoto can be used for the two-sample case (see Sections 3 
and 5). 
In a recent article, Wilks [15] considers another statistic based on 
s1, ••• ,Sn+l· He also indicates the utility of the one-sample methods 
although he does not elaborate in much detail on how they are to be used. 
2. General Approach. 
In both proofs of normality (Sections 3 and 5) a conditional method of 
moments is used to establish the asymptotic normality given the Y1 , ••• ,Yn of 
a function H(s1, .•. ,s 1 ). .. n+ (In Section 3, H(S., ••• ,s ) is 1 n 
1 n+l r. s~, and 
n i=l I. 
in Section 5 it is 1 
n+l 
- r. 8 (s.) where 8 (x) = 1 if x=O and O otherwise.) 
n i=l o 1. o 
This normality will be shown to hold for almost every sample sequence 
Y1,Y2 , •••• We now justify the particular method employed. Denote 
E ( ~lY) Our goal is to show that as n increases 
n 
(2.1) it~(H (s)-E H (s)) E e n n ~ e 
We summarize our assumptions and result as 
-4-
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Theorem 2 .1: If H (S) and E (H (s)IY) are as given above, if 
n n n 
T:::'[E (H (s)IY) - EH (S)] considered as a function of (Y1, ••• ,Y) has a ~u n n n n 
limiting non-degenerate Normal distribution, N(O, c1) and if 
with probability one, (where c2 is some constant) then (2.1) is true with c=c1+c2• 
Proof: We can rewrite the expectation in (2.1) as 
(2.3) 
it~[E (H (s) JY) - E H (s)] it'1n°(H (s) - E (H (s) JY)) 
E e n n n En[e n n n IY] • 
The normality proof then consists of showi~g that the random variable 
t 2 c 
it '1°n(H (s) - E (H (s) I Y) ::. · -~ 2 
En[e n n n JY] approaches e with probability one as 
n increases, where c2 is an appropriate constant, and of showing that 
t 2 c 
it.._Jii[E (H (s)IY) - EH (s)] - - 2 
1 
n n n E e approaches e as n increases. This 
latter convergence follows easily from the Livy uniqueness theorem for charac-
teristic functions and from our normality assumption. Thus if we can show 
the above convergence with probability one, because of the boundedness in 
absolute value of the exponentials in the expectations in (2.3), it must be 
that the limit as n increases of (2.3) is 
(2.4) 
n ~ oo 
it'1n[En(Hn(s)IY) - E Hn(s)] 
E e 
t2 
- 2(cl+c2) 
which is in turn (by the result noted above) e , and this is the 
desired result. (In the cases which we shall consider, E (H (s)IY) is known 
n n 
to have asymptotically a normal disU::i.PU.t.iol_!. .. fr.om··prev-ious ... work r(W:~i,ss-:-.fl~l;:).Proschan 
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and thus we have part 
and Pyke [ 11] )" of our work done in advance. ) 
To show the convergence with probability one of 
it.._Jii(H (s) - E (H (s) IY)) 
E {e n n n IY) we shall study in Sections 3 and 5 the be-
n . 
havior of the moments E J1 ,Jii(H (s) - E (H (s) IY)) ]P IYL p=l,2,3, o.. and in 
n-C n n n 'J 
particular shall show that (2.2) holds. 
A series expansion (with error term) of the expression 
it~(Hn (s) - En (Hn (s) IY)) 
E [e IY] shows that the result (2.2) is sufficient tq 
n 
imply the desired convergence with probability one. This proves the thecmem 
and shows the direction we follow in the sequel. 
3. Normality of Combinatorial Statistics. 
In this section, we shall consider the limiting distributions of statis-
tics of the form 
(3.1) 
Hk(s) has the following interpretation: 
n 
Consider all(~) k-tuples (Xi , ••• ,Xi) 
1 k 
1 ~ i 1 < ••• < ~ ~ m of the X's, and count the number of these such that all 
of xi
1
, ••• ,X¾c fall in the same sample interval [Zj~l! Zj], j=l, ••• ,n+l. 
Although we shall carry out the details only for k.=2, it will be seen that 
the method will suffice for any k, and in fact will suffice to show the limit-
k1 k 
ing joint normality of any finite set (H (s), ••• ,H P(s)) of p of these 
n n 
l 1 n+l m 
quantities. Noting that H·(S) = - E Si= n = r, it can then be seen that 
n n i=l 
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k · 1 n+l k 
the result obtained for H (s) implies the limiting normality of - E S 
n n i=l i 
since the latter is a linear combination of HP(s), p ~ k. The same argument 
n 
1 n+ 1 k1 1 n+ 1 k 
shows that finite collections of the form, ( - E Si, ••• , n E Sip) 
n i=l i=l 
have a limiting joint normal distribution. 
For real numbers x1 , ••• ,xk such that O <xi< 1, (i=l, ••• ,k), we define 
(3.2) if x1 , ••• ,xk fall in the same sample interval 
= 0 otherwise 
Since the X's are independent, we would have that P[tk(X. , ••• ,x1 ) 1.1 k 
= llY] = 
~
1 k ili 
E W. where W. is the length of the i- sample interval (based on 
i=l l. l. 
Note that we can write 
(3.3) 
The sumE extends over all k-tuples (11 , ••• ,ik) 1 ~ i 1 < ••• < ik ~ m unless 
otherwise stated. k In the form (3.3), H (S) looks deceptively like a "U statistic", 
n 
which it is not in the strictest sense. Thus we cannot use the theorems for 
"U statistics" but must treat this separately. Note that 
(3.4) E ( tk(x. , ••• ,x1 ) IY) = n 1.l k 
n+l k 
E W. 
i=l l. 
Thus we have that 
(3.5) E ( t (X. , ••• ,x. ) I Y} :: ;. E 
n ... ~ 1 ~ . ~ • ' . ~k) ' .. . . . ~ 
n+l 
{ E W~) 
i=l 
(:) n+l k k 1 k n+l k 
= - ( E w.) = n - k'r. ( E wi) + 6 , 
n i=l 1. i=l n 
-7-
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where .Jn 8n approaches O stochastically as n increases (see (3.21)). 
The limiting standard normality of 
(3.6) 1 1 
( [ (2k) ! - 2k(k! )2 ] j g1-2k(x)dx - [ (k-1) k! j g1-k(x)dx]2 }½ 
0 0 
has been demonstrated by Weiss (14], and again by Proschan and Pyke (11]. 
In view of Theorem 2.1, it remains to study the conditional moments of 
(3.7) 
in order to verify (2.2). 
Counting the various terms involved in the moments becomes very complicated, 
and to avoid excessive notational troubles, we shall study in detail only the 
case k=2. 
We shall show that 
Theorem 3.1 Let t 2(x., X.) be defined by (3.2), and g(x) the density of l. J 
the Y's be bounded on (0, 1], then 
1 n+l ~ p=l,3,5 ••• 
lim E [.(- E(t2(X., x.) - E w2 )}PlyJ -
n 'n 1. J i=l i - (p-1).(p-3) ••• 3.l]cP12 p=2,4eo. n ""? 00 ~u 
(3.8) 
with probability one, where E extends over all pairs (i < j). The constant c 
is given by 
1 1 1 
c = r2 [ j g-1(x)dx + 6r j g-2(x)dx - 4r( j g-1(x)dx)2 ]. 
0 0 0 
Proof: 
Our methods of counting in the proof of (3.8) are based on those 
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-used by Daniels [3], Hoeffding [7], and Okamoto [10], chiefly the last. 
Let 
(3.9) v2(x.,, x.) 1. J 
We are studying 
which can be written as 
where summation is extended over all sets of pairs (i1 , j 1), ••• ,(ip' jp), 
1 ~ ik < jk ~ m, k=l, ••• ,p. FollQWing Okamoto, 
different integers among 
(3.12) il, jl; ••• ;i j • 
. p p 
let d deppte th~ numb~r of 
We now divide the p pairs of subscripts into~ cl~sses. Pairs of subscripts 
in the same class will be "linked" in, the sense µsed by I)aniels [3], and· pairs 
not in the same class will not be "linked". The classes ot "linked" pairs 
are equivalence classes and the mempers can be fo\lild as follows~ The pairs 
(ik,jk) and (i,,j~) are said to be linked neighbors if one or mof~ of the 
equations ik=ii; ik=jt., jk=ii, jk=kt. are satisfied. The pairs (ik,jk) and 
. . - . (i~,j~) are linked if either they are linked neighbors or there ts a pair 
(ia,ja) so that either (ik,jk) and (1a,ja) ~re linked neighbo~s and (ia,ja) 
and (i~,ji) are linked or (il.,jt.) and (ia,ja) are linked neighbors and (ia,ja) 
and (1tc,jk) are linked. This inductive definition uniquely determines the 
sub-classification of the p pairs of subscripts. 
We then write 
(3.13) 
where 
(3.14) 
p 
µ = .E 
P e=l 
-9-
-E(e,d)standing for summation over all sets of pairs (i1,j1), ••• ,(ip,jp) such 
that the number of different inte~rs:.: is d and the number of equivalence c.l~s:ses is 
e. We shall now investigate 
(3.15) 
in Aed· Let e equivalence classes consist of p1 , ••• ,pe pairs. Obvtousiy, 
(3.16) 
To evaluate (3.15), we can assume without loss of generality that these cl~ses 
are (we put the subscripts in parentheses after the i's and j's to simplify 
typing) 
(3.16.1) 
(3.16.2) 
(3.16.e) 
i(l),j(l); ••• ;i(pl),j(pl), 
i(pl+l),j(pl+l); ••• ;i(pl+p2),j(pl+p2) ••• 
i(pl+p2+ • • .+p e-l+l) ,j (pl+p2+. • .+p e-l+l); • • •; i(p) ,j (p) • 
By independence Qf the X's, we have En(•lY) in (3.15) distributed toe 
classes, and (3.15) becomes the product o~ e expectations 
(3.17.1) En[V2(xi(l)'xj(l)) ••• *2(Jt:i(p1)"xj(pi))IYJ, 
(3.17.2) En[v2(Xi(p +l)'xj(p +1)) ••• *2(xi(p +p )'~j(p +p ))IY] 
1 1 1 2 1 2 
Denoting by d the number of different integers in the class (3.16.g) g 
g=l,2, ••• ,e (d ~ p) we have g g 
(3.18) 
The conditional probability P ( ·i-Y) that ex X's fall in the same interval is 
n 
n+l _n, 
~ w1, so that expanding the product in (3.17.g), using the definition (3.9), i=l 
we have that the expectation (3.17.g} is of the form 
-10-
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Clearly, the coefficients of th! above polynomial·, the aij 's depend. on the 
d
8 
and p
8
, and not on n. We nee4 not evaluate them sp~cifically. At thi~ 
point, we call upon a result due to Weiss [13]. 
Tb.¢orem 3 .2 (Weiss) For each t e: 0, let Rn ( t) be the p3ropo~~ion among 
w1 , ••• ,Wn+l which do not exceed t/n, and let 
1 
(3.20) R( t) = 1 - J e -tg(x) g(x)dx. 
0 
Then if g(x) is bounded on [0,1], 
(3.21) P( lim sup lRn(t) - R(t)I = 0) = 1. 
n~oo t~O 
Thus , we have 
(3.22) a-1 n+l _n, n E w1 i=l 
n 
= (l+ ¼> J 
0 
and 1 co 1 . 1 
(3.23) lim na-l n; W:. = J ta J e-tg(x) gll(x)dxQt = r(a+l) J l.q(x)dx 
n ~ co i=l O O o 
with probability one. 
Using this last result in (3.19), we see that with probability one, (3.19) 
-(d -1) ... (d ... 1) ...... _. .. 
is of order O(n g ).·::,Jhus, :(.3.:j.7.t))is::·of" -the ·orde;':in::n:·.:o(n .:8:· .:).·w;p,;1:.:. ,:·. 
By (3018), we have the or4er inn of (3.15) is w.p.l • 
.. e 
E - (d -1) = e-d 
g=l g 
-11-
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Since z(e,d) in (3.14) contains O(md) terms qf this m,.gni~u~,, w, haye w.p;J,°, 
(3.24) Aed = n-p/2 O(md) O(ne-d) = O(ne-p/?). 
If e > p/2, then from (3.16) there is at least ones such that p
8
=1 and 
(3.17.g) vanishes because of (3.9) and (3.4), whenc~ (3.15) a}so vanisq~s ~o 
that Aed=O. We have proved so far that 
(3.25) t A -ed - O(ne-p/2) w.p.l i~ e > v/2 if ~ ;:; p/2 
From (3.13) and (3.25) it follows that µ = o(l) w.p.i for odd p. p 
In the case when pis even, we need only consider Aed for e=~/2 becau,e of 
(3.25), i.e., 
(3.26) µ -p 
2p 
~ A 12 d = A (say) ( w. p .1) • d=2 p ' 
The reasoning which led to (3.25) shows that ppsitiv~ contributions to A ~r~ 
made only when each pg=2, g=l, ••• ~p/2. This means that ~ach dg (g;:::1, ••• ,p/2) 
has to be either 2 or 3. If dg=2, then by (3.23), ~ ·time, {~,17.g) ~onve1r&e~ 
with probability one to 
1 
(3.27) I(g) = 2 J g-1(x)clx 
0 
If d
8
=3, we have ~2 times (3.17.g) converging witq probability one to 
(3.28) 
1 
II(g) = 6 J 
0 
1 
g - 2 (x)c!x - 4( J 
0 
If, q of the numbers d1 , ••• ,dp/2 are 2 and p/2~q ~re 3, then using (~.27) 
and (3.28), we have 
with probability one. 
-12-
-f Combining (3.29) with (3o26), (3o14) and the remarks preceding (3.27), 
we have 
(3.30) -3 /2 p/
2 
.· · · . /2- , A = n p E n4(I(g) )4 (II{g.))! · ~, q,(g,) t(,.1, q) 
q=O 
with probability one, where ~(q) is the number of ways of classifying p pairs. 
(i1 ,j1), ••• ,(ip,jp) into p/2 sets, q of which have 2 ~ifferent subscripts, 
and p/2-q have 3 different subscripts. Clearly, 
p/2 (p/2) p! (3.31) ~(q) = ( )(p-l)(p-3) ••• 3.1 = / 
q q 2P 2 ( p /2) ! 
By v(n 2 q), we represent the number of ways of choosing i 1 ,j1;12,j2; ••• ;ip,jp, 
1~ i < j ~ mso that i =i 1 ; j =j 1 , g=l,3,5,9, ••• ,2q-1; and so that one g g g g+ g g+ 
{ 
i =i l 
of the equalities g g+ 
i - . g-Jg+l 
. -i 
Jg_- .g+l} 
jg-Jg+l 
We can see that w(n, q) is given by 
is satisfied for g=2q+l, 2q+3, 1 •• ,p-l. 
(3o32) w(n, q) = <:)<m;2 ) ••• (m-;q+2)(m-iq) 2(m-2q-2) cm-2i-3) 2(m-2q-5) ••• 
(mf-q-3p/2+1) 
Using (3o31) and (3.32) in (3.30), we have 
with probability one (recalling that m=rn). Clearly, (3.33) reduces t9 the 
simple expression 
(3.34) 
This completes the prrof of Theorem 3.1. 
-13-
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4. Asymptotic Distribution of V2 Statistic. 
We can combine the results (3.5), (306), and Theorem 3.1 to infer the 
following 
Theorem 4.1 Under the assumptions of Theorems 3.1 and 7.1, the distri-
bution of 1 
n+l s. 11 1 ._Jn'(n _r. ( /) - r2 g - (x)dx) 1.=l 0 
1 1 1 1 
r[ j g -l(x~¢< + 61 g-2(x)dx + 2rj g-3(x)dx ~ r.( r+4 )( j g-1(x)dx)2 ]½ 
0 0 0 0 
approaches the standard normal distribution as n increases. 
l n+l Si 
Since V2 = r + 2(- r. ( 2 ) ) , we can compute the power of tests based on n i=l 
V2 using the theorem above. A test of the hypothesis that G(x) = F(x) (the 
uniform distribution) (0 ~ x ~ 1) based on V2 would reject this hypothesis 
whenever V2 exceeds C (a) where a is the desired level of significance. We 
n 
shall use the following standard notation: 
(4.2) <I>{v) = 
and 
K(a) is the number such that <I>(K(a))= a 
Then the above theorem shows that for large n, C (a) is approximately equal to 
n 
(4.3) ( _!_ )["'1n(1+2r) + 2(r+l)K(a)]. 
~ 
5. Limiting Conditional Normality of the Run Statistic. 
In this section, we consider the limiting conditional distribution of 
We shall abbreviate H (s1,.o.,S 1 ) by H. Denote the number of runs of X's o n+ o 
-14-
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and Y's in the combined ordered sample by U. It is easily seen that the 
n 
number of runs of X's is the same as the number of cells containing at least 
one X, which is (n+l)(l-H ), and from the definition of U, we see that U 
o n n 
differs from twice the number of runs of X's by at most one. Formally, we hawe 
l (U /n) - ((n+l)/n)(l-H )I~! n · o n 
From (5.2), we see that if H is asymptotically normal with meanµ and 
0 
variance a2 , U /n will be asymptotically normal with mean 2(1-µ) and variance 
n 
4a2 • We shall now examine the distribution of Ho 
0 
Since we have 
where Wi is the length of the i th spacing, it follows that 
. n+l 
(5.4) En(H0 IY) =(1/(n+l))i:l (1-Wi)m. 
n+l 
It is easy to show that asymptotically(i/(n+l)) ~ (1-Wi)m has the same 
i=l 
. n+l 
distribution as ( ll (n+l)) ~ 
i=l 
e 
-nrW. 
1. The asymptotic normality of the latter 
can be demonstrated by the method employed by Weiss [14], or the generalizatton 
of Proschan and Pyke [11] (see Section 7). 
From Theorem 2ol of Section 2, it follows that we need only consider the 
limiting behavior of the conditional moments of fn(H ~ E (H jY)). Using 
o n o 
the computational scheme which Kitabatake [8] employed to solve the one-sample 
analogue of this problem, we shall prove the following 
Theorem 5.1 Let H be defined by (5.1) and let g(x) be bounded on [0,1], then 
0 
(5.5) lim E {n t/2 (H - E (H IY) / IY} = Jo t/2 n ~oo n . o n o \it-l)(-t-3) ••• lC_ 
-15-
if t =l,3,5, ••• 
if t =2,4,6, ••• 
.. 
; 
-
with probability one. The constant C is given by 
1 1 1 
(5.6) C = J g2(x) dx 
-1 g2(x) dx - r(j g2~x) dx r+g(x) 2r+g(x) (r+g(x) )2 
and 
Also, 
where 
0 0 
Proof: 
Let J = (n+l)H • Let Vi = 1 if Si= O, 
(5.7) 
(5.8) 
(5.9) 
0 
J = 
0 
0 
E {V.IY} = (1-Wi)m. 
n i. 
E ( 1-W • - ••• - W • ) m 
nP 1.l 1 s 
s 
J(s) = J (J -1) ••• (J -s+l) ifs> 0 
0 0 0 0 
/0) = 1 
0 
0 
and O otherwise. 
)2 
Then, 
and E stands for summation over all permutations (i1 , ••• ,is) of (n+l) integers 
nP 
s 
such that 1 ~ i. ~ n+l, i.{ik if j{k (j,k=l,2, ••• ,n+l). 
J J 
We note also that we can write (w.p.1) 
s 
- r 
(5.10) 
E (nwij) s j=l r 1 [1- -2 ( E (nw1 .))2 + 0(::-2)]. n j=l J n 
By the binomial expansion, we obtain 
J 
E {nt+2/ 2 ( ~ - E (H fY))t+2 jY) = 
n n+l n o 
-16-
-... 
r 
'\ ,, J J 
= nt+212 E ([ ~ - E (H IY)][ _£_ - E (H IY)]t+llY} 
n n+ 1 n o n+ 1 n o · . 
We can express ~kin terms of factorial powers as 
0 
(5.12) 
where B(n) is the Stirling number of order n and degree r. From (5.9) and 
r 
(5.12) we obtain that with probability one 
J J(t+2-j) 
(5.13) E { ( ~ )t+2-j IY) = E ( o . IY} 
n n+l n (n+l)t+2-J 
+ (t+2-j)(t+l-j) 
2 . 
J(t+l-j) J(t-j) 
n+
l 1 En { o . t 1 . I Y} + E { o. t j I Y} o( ~nl ) •· 
(n+l)_+ ~J n (n+l). -
To evaluate the terms on the right of (5.13), we use (5.9) and (5.·10) 
much computation, and (5.13) again to obtain 
( s ) ( 1-W . - ••• - W ) m 
J 1.1 i (5.14) E ( 0 IY} = E s 
n (n+1) 8 nP (n+1) 8 
s 
s s 
-r( E (nwi _.)) -r( E (nw1 ) ) j=l j s j=l j 
E e r E ( E (nwi:. ))2 e = 
nP (n+1) 8 2(n+l) nP j=l (n+1) 8 
s s J 
s s-1 
-r( E (nw1 )) 1 -rnw1 
-r E (nw1 ) 
e j=l j 1 { n+ e j=l j 
+ E o(n2) = ~(.E en+l )( E (n+l)s-1 ) nP (n+1) 8 1.=l nP 
s-1 s 
-17-
s-2 
_ (s-1~ ( n+l 
-2rnW -r E (nw ) 
E 
e i j-i i. 
n+l ) ( 
e - J 
n+l E i=l nP (n+l)s-2 
) 
s-2 
s-2 
-3rnW. 
+ {s-1Hs~2) 
-r E (nw1 ) 
( e 
1.1 j=2 
(n+1)2 
E e 
j 
>} 
nP (n+l)s-2 
s-2 
s-1 
-rnW 
+ { SX' n+l (nwi)2e i 
-r E (nW ) 
- 2(n+l) ( E 
e j=l i j 
i=l n+l 
) ( E 
nP (n+l)s-1 
) 
s-1 
s-1 
-2roW i - E (nw. ) 
(nW )2 e 1 j=2 
1. • 
il 
e J 
( E 
nP (n+l)s-1 
) 
s-1 
s-2 
-rnW. 
_ rs~s-1~ 
n+l (nw.) e 1. 
-r E (nW ) 
2 n+l ( E 
1. 
j-1 i. 
i=l n+l 
)2 ( E e - J 
nP (n+l)s-2 
) 
s-2 
s-2 
-2rnW. 
+ rs(s-1) n+l (nw1 )
2 e 1. 
-r E (nw1 ) 
( E 
j=l 
2(n+1)2 i=l n+l 
) ( E e 
j 
nP (n+l)s-2 
) 
s-2 
s-2 
... 
+ rs (s-1 )(s-2) ( 
2(n+1)3 nPE 
s-2 
-3rnWi -r E (nWi) 
(nwi )2 e 1 e j=2 j 
1 
(n+l)s-2 >} 
s-2 
+ ( 
n+l -rnW. 
e 1. 
E )2 ( E 
i=l n+l nP 
s-2 
-r E (nw ) 
,e j=l ij 
(n+l)s-2 
) 
-18-
.. 
-
-rnW. 
n+l -rnWi n+l (nwi)2 e i Js-1 
= [ E _e__ r E ----- ] [E { o IY} 
i=l n+l - 2(n+l) i=l n+l n (n+l)s-1 
-rnW. 
( s -1 )( s -2 ) Js -2 ( 1 ) n+·l ( nW i) e i 
--------- E { o IY}] - s- [r(:. E 1 )2 2(n+l) n (n+l)s-2 n+l i=l n+ 
n -2rnWi Js-2 Js-2 
+ E e ] E { 0 IY} + o(~) E { 0 IY} 
i=l n+l n (n+l)s-2 n n (n+l)s-2 
with probability one. 
Using (5.14) on the right side of (5.13) with the appropr~ate val~~s of 
sand lumping together terms of order(~), we obtain 
n 
(5.15) E (( Jo ).&+2-jlY} 
n n+l 
n+l 
= [ E 
i=l 
-rnW i 
e 
n+l 
-rnW 
n+ 1 ( nW. )2 e i J . ( ) n+ 1 -mW i 
r ( E i ) ] E {( ~ )t+l-J IY} + t+l-j [ E ~n-i-1. 
- 2(n+l) i=l n+l n n+l · · n+l i=l 
n+l 
- E 
i=l 
-2rnWi 
e - r( 
n+l 
n+l 
E 
i=l 
-rnWi 
(nwi) e )2 + o(!)] E {( Jol )t-jlY} 
n+l n n n+ 
with probability one.-
Putting the result (5.15) into the expansion (5.11) we obtain 
(5.16) 
t+2/~ t+l t 1 J t+l · · n+l 
= n ·.: ~ {. E (-l)j( +j )E {( : 1 ) -JIY}{E (H JY)}J[ E j=O n n · n o i= l 
-19-
-rnW1 
e 
n+l 
--
n+l 
r E 
- 2(n+l) i=l 
+ (t+l) 
n 
n+l 
-r( E 
i=l 
-rnW 
(nw.) e i 
__ 1. _______ )2 + o(.!)]} = 
n+l n 
-rnW 
n+l 
~ [ E 
i=l n+l 
-rnWi n+l 
e 
---- E 
n.+1 i=l 
:-:~rnWi 
e 
n ( nWi )2 e i J J 
r E - E (H IY)] E {nt+l 2( ~ - E (a IY)).&+11¥} 
- 2(n+l) i=l --n+_l,_____ n o · n n+l n o · 
t/ J t n+l 
+ (t+l) E {n 2( 01 - E (H fY))_ JY}[ E n n+ n o . i=l 
rnW -2rnW 
e- i n+l. e i 
---- E 
n+l i=l n+l 
-rnW. 
n+l 
-·.r( E 
i=l 
_(n_w_i)_e __ i )2 + o(l)J 
n+l n 
J 
= 0( 1 ) E; {n t+l/2( ~ - E (H f Y} )t+l f Y} 
-W, n · n+l n o ·. 
n 
J n+l 
+ (t+l) E {nt/2 ( 0 1 - E (H )Y))")Y}( E 
n+l 
- r( E 
i=l 
n · n+ ll o · 
-rnW. 
(nW.) e 1. 
__ 1. ___ )2 + o(.!)] 
n+l n 
with probability one. 
i;::l 
-rnW. 
1. n+l 
e 
---- E 
n+l i=l 
-2rnW 
e t 
n+l 
By an inductive argument, we obtain from (5.16) that w.p.l 
-20-
--
-
-
n+l 
- E 
i=l 
and 
-2rnWi n+l 
_e ___ - r( E 
n+l t=l 
n+l (2t-1)(2t-3) ••• 5.3.1 [ E 
i=l 
-mW. 
(nw.) e 1 
__ i ___ )2]' + o(!) 
n+l · n 
Using the Weiss convergence result, Theorem 3.2, we have 
-row·. 
-2rnWi n+l n+l n+l (nWi) e 1 
(5o18) lim [ E e E e 
- r( E n+l - n+l n+l n? 00 i=l i=l i=l 
1 1 1 
=J g2(x) dx -f g2(x) dx - r(j _g2(x) dx)2 r+g(x) 2r+g(x) (r+g(x) )2 0 0 0 
with probability one. 
-rnWi 
e 
n+l 
-rnW. 
1 
).a] 
Taking limits in (5.17) and using (5.18) yields the desired result (5.5). 
Thus Theorem 5.1 is proved. 
6. Asymptotic Distribution of the Run Statistic. 
Now we can put together the remark following (5.2) with the results of 
Theorem 2.1, Theorem 5.1 and Theorem 7.1, to obtain explicitly the limiting 
distribution of U, the number of runs in the combined sample of X's and Y's. 
n 
Theorem 6.1 Under the assumptions of Theorems 5.1 and 7.1, the distribution of 
1 
(6.1) rn c! u - 2 J rg(x)dx) n n r+g(x) 
0 
1 1 1 1 
2[f rg(x)dx 2r2] g2(x) dx r(j g2{x) dx)2 - r4cf g (x) 1 dx)2]2 r+g(x) - (r+g(x) )3 (r+g(x) )2 (r+g(x) )2 0 0 0 0 
-21-
... 
., .... 
approaches the standard normal as n increases. 
This is the same as the expression derived by Wolfowitz (16] who used a 
somewhat controversial method of proof. 
Using the theorem, we can set up a test of the hypothesis that G(x) = F(x) 
(the uniform distribution) based on U and having size of approximately a for 
n 
' large n. Letting t(v) and K(a) be defined by (4.2), the test ·based on U will 
n 
reject the hypothesis of equality whenever U /n is less than 
n 
(6.2) (2r/(l+r))[l - (K(a)~l+r/(l+r) {Ii)]. 
7. Distributions of Functions of Sample Spacings. 
In the proofs of normality in Sectiors3 and 5 and in the computations of 
power in Sections 4 and 6, we used the asymptotic normality of certain functions 
of sample spacings. In particular, we used the 
Theorem 7.1 If g(x) is bounded from above and below ,way from O on (0,1], 
then as n increases, the marginal distributions of 
1 
1 n+l J 1 
'1n (- r, ( nW. )2 - 2 ::r.:Tg x dx) 
n i=l 1. ~\A/ 
(7.1) 0 1 
2(2 J 
0 
and 
(7.2) 
n+l 1 ~ (!. E (1-W. )m -J g2 (x) dx) 
n i=l 1. r+g(x) 
0 
1 1 1 1 1 [ J g2(x) dx +J rg(x)dx 
2r+g(x) r+g(x) . 
0 0 
-f g2(x)dx _. 2r2J g2(x) 
0 r+g(x) 0 (r+g(x))3 - r4( J 0 ( r+.g{x) )2 g (x) 
each approach the standard normal distribution. 
-22-
.. 
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Proof: 
In [14], Weiss announced the result (3.6) which specializes to (7.1). 
The derivation given in [14] holds strictly only for g(x) a step function. 
When g(x) is continuous and has a continuous derivative, the results announced 
by Proschan and Pyke [11], imply (7.1). The result (7.1) can be derived using 
the method employed below to derive (7.2). 
The result (7.2) also would follow from the results announced in (11]. 
The method used there is based on a series expansion of the functions in-
volved (Pyke-personal communication). We shall illustrate the method by de-
riving (7.2) when g(x) has a bounded second derivative, and g(x) is bounded 
away from, zero. 
nr , To obtain (7.2), we observe first that ({n/n)E(l-W1) has the same 
-nrW 
distribution as ('\('n/n)Ee i. Denote G(Zi) - G(Zl_1) by Ui (i=l, ••• ,n+l). 
Note that 
(7.3) G(Z.) = 
l. 
i 
E U 
j=l j 
i=l, ••• ,n+l. 
u1, ••• ,Un+l are distributed as sample spacings based on n observations from 
a uniform.distribution. Also, if v1,.o.,V 1 are exponentially distributed n+ V V 
( ( ) -v) . 1 n+l f V = e , and if Tn = vl + ••• + vn+l' then u1,···,un+l and r, ... ,~ 
have the same joint distribution. 
Thus, 
By the mean value theorem, 
(7.4) 
+ wf(gG-1(¼) - g(zi))2/g2G-l(¼). 
-23-
n n 
--
i:' 
i" 
-
-
Also, 
,.., . li . d 1 I (7.6) g(Zi) - gG- (-) = (G(Zi)- .=.) d gG- (x) i n n x x=-
n 
,.., d 1 I (G(Zi) - G(Zi)) dx gG- (x) x= ¼ 
A 
i>2 d2 -le > I "" + (G(Zi) 
- n dx2 gG X x=0 ¼ < 0 < G(Zi). 
Note that 
(7.7) ! g(G-l(x)) =(:u g(u) l11=G-l(xV 1 1 g(G- (x)) 
We shall denote gG-1(!.) by gi and dd g(u)I G-1( ) by g~p 
. n U U= X i 
-rnW. -rnUi/gi 
Now we shall expand ( '\[ii/n).Ee i around ( '1'nln).Ee . in a Taylor 
series with remainder term based on the second derivative, using (7.5), (7.6) 
and (7. 7): 
(7.8) 
We now observe that of the three summations on the right side of (7.8), the 
latter two converge stochastically to zero. This observation follows from 
1 k -rnU. the assumptions about g(x) and its derivatives, the fact that 0 .E (nUi) e i 
A 
is uniformly bounded for all n, the fact that G(Zi) - G(Z1) < Ui, and the 
-24-
.!. 6 i Glivenko-Cantelli Lemma which says that n 2 - sup (G(Z1)- -,) converges i n 
stochastically to zero. (In the terms in question, (G(Zi)- ¼) appear~ a$ a 
squareo) Using the Slutsky Proposition (Cram'er [2], p. g55), we can say that 
-rnW 
('fri/n)Ee i has the same limiting distribution as 
(7.9) 
Using the remark following (7.3), we see that (7.9) has the same limiting 
distribution as 
where the Vi are independent exponential random variables (i=l, ••• ,n+l), and 
T -=EV .• We now examine separately each of the terms in (7.10). Expanding 
n l. 
-rnV. /g. 
the first term around (\]n/n)ne 1 1 we obtain 
(7.11) 
- .!._5 n 
where Vi/Tn < v1 < Vi. Noting that n
2 (1- T) approaches zero stochastically, 
n 
that'T /n approaches unity stochastically, that 
n 
(7.12) n 1- - = T 
n 
- X and the boundedness of xe again, and the fact that 
J 
0 
-25-
1 
rg2 (x) 
(r+g(x) )2 
dx 
... 
as n increases, we can again use the Slutsky Proposi~ion to conclude that 
-rnV/T gi 
('Jll/n)E ~ n has the same distribution as 
(7.14) -rV ./gi J ('Jilin) E (e 1 + (Vi-1) 
0 
1 
rg2 (x) 
(r+g(x) )2 
) . 
The second term in (7.10) is a little more complicated, but using (7.3) 
to express (G(Zi)- ¼) as a function of v1 , ••• ,Vn+l' and {7.12), and th~ 
· l:._5 n 
Glivenko-Cantelli Lemma and the fact that n 2 (1- T) approacheij zer~ 
n 
stochastically, along with the Slutsky Theorem, we conclude that th~ limiting 
as that of 
(7.15) 
Since 
n+l 
r{ '1nln) E 
i=l 
1 
1 n+ 1 j -rV ./ g . J ( ) , ( ) 
- E _ (g~/g~) V e J J ~ G x. gx ~ 
n j=l n J J j O (r+g(~))2 
(7.16) and 
~ n+l { 1 n+l . -rV./gi 
n 
E (v .-1) - I: (gi/g2
1
.) vi e 1 
j=l 1 n i=j 
g'{x) dx} ~ 0 
(r+g(x) )2 
as n increases, by re-arranging the order of. 1 the first two summations in (7 .15) 
and using Slutsky's Theorem, we find chat (7.15) has the same limiting distri-
-26-
-bution as 
1 
(7.17) 
1 
r(-.pi/n) E (V cl) [ J 
G-l(j/n) 
g' (x) dx -f G(x}g' (x) dx ] 
(r+g{x) )2 0 (r+g(x) )
2 
Integrating the expression in brackets in (7.17), we observe that (7.17) 
simplifies to 
(7.18) 
1 
r( ,[ti/n) E (V cl) ( r/gi - J 
0 
g(x) dx) 
r+g(x.} • 
-;rnWi 
Putting together (7 .18) and (7 .14), we conclude that ( '1oln) E e 
has the same limiting distribution as 
(7.19) 
1 
-rV./gi 1 J (~/n) E e 1. + r(V cl) ( r+gi -
0 
rg(x) 
(r+g(x) )2 
) . 
It now involves only a simple coq,utation to verify the mean and variance 
given in (7.2), and limiting normality follows from the standard central limit 
theorem applied to (7.19) which is a sum of independent random variables. 
8. ! Comparison of Limiting Power. 
As an application of the results of Sections 4 and 6, we shall compute 
the limiting power of the V2 test and the run test against sequences of al-
ternatives approaching the uniform distribution, and we shall obtain an ex-
pression for the relative efficiency of the two tests. We consider a sequence 
of densities g (x) given by 
n 
(8.1) g (x) = 1 + (c/n\) h(x) 
n 
where c > 0 and we have 
1 
(8.2) J h(x)dx = 0 ; 
0 
I h(x) I < B < co ; 
We define Ka and ~(v) as in (4.2). 
-27-
ch(x) > -1. 
l We shall use the results of Noether (see Fraser [6], pp. ·272-273) to 
compute limiting power and efficiency with respect to the sequence g (x). 
'fl 
We start by considering g(x) given by 
(8.3) g(x) = 1 + ch(x) 
where (802) is satisfiedo 
n+l 
Since the V2 statistic has the same behavior as V* = (1/n) E 
n 
. i=l 
we can use Theorem 4.1 to evaluate its limiting power. We find easily that 
the mean of V* is 
n 
(8.4) r2j 
0 
1 1 
g -l(x)dx = r2( l+c2 j h2 (x)(l+ch 1 (x))-;1.dx ) • 
0 
Thus, m=2 in Noether's Theorem. Further, we see that if we denote the 
denominator of (4.1) by cr (V*), then 
C n 
(8.5) 
when v::%. 
1 
= [2r/ (r+l)] j h2 (x)dx 
0 
It is easily verified that the remaining conditions of Noether's Theorem 
are satisfied and that the limiting power of the V2 te~t against the sequence 
(8.1) is 
(8.6) 
1 
<!>(Ko: - (c2 r/(r+l)) j h2 (x)dx ) • 
. 0 
To find the limiting power of the U test, we observe that an equivalent 
n 
test is the one which rejects the null hypothes~s whenev~r U* = [(2r/(r+l)) - U /n] 
n n 
is large. From (6.1) we see that the expected value of U* under (8.3) is 
n 
-28-
.... ... 
,:. 
(8.7) 
1 
(2r2 / (r+l)) J [ (1-g(x)) /(r+g(x)) ]dx 
0 
1 
= [2r2 c2 /(l+r)2 ] J h2 (x)(l+r+ch(x))-1dx 
0 
Again it is easily verified that m=2. Denoting the d~nominator o~ (6.1) 
by a (U*), we have 
C n 
1 
(8.8) = (2r/(r+l)312) J h2 (K)dx 
0 
when V=\. 
We can easily show that the remaining conditions of the theor~m are true 
wo that the limiting power of the U test is given by 
n 
1 
(8.9) ~(Ko: - (c2 r/(r+1) 312) J h2 (x)c1J< ) , 
0 
It is then easily verified that the efficiency of the run t~st relative 
to the V2 test is 1/(r+l). Thus as r, the ratio m/n,increase~. the.i:elative 
efficiency of the run test decreases to zero. 
-29-
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