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I. INTRODUCTION
These lectures are not about the quantization of any particular theory of gravitation.
Rather they are about how to formulate quantum mechanics generally enough so that it can
answer questions in any quantum theory of spacetime. They are not concerned with any
particular theory of the dynamics of gravity but rather with the quantum framework for
prediction in such theories generally.
It is reasonable to ask why an elementary course of lectures on quantum mechanics should
be needed in a school on the quantization of gravity. We have standard courses in quantum
mechanics that are taught in every graduate school. Why aren’t these sufficient? They are
not sufficient because the formulations of quantum mechanics usually taught in these courses
is insufficiently general for constructing a quantum theory of gravity suitable for application
to all the domains in which we would like to apply it. There are at least two counts on
which the usual formulations of quantum mechanics are not general enough: They do not
discuss the quantum mechanics of closed systems such as the universe as a whole, and they
do not address the “problem of time” in quantum gravity.
The S-matrix is one important question to which quantum gravity should supply an
answer. We cannot expect to test its matrix-elements that involve external, Planck-energy
gravitons any time in the near future. However, we might hope that, since gravity couples
universally to all forms of matter, we might see imprints of Planck scale physics in testable
scattering experiments at more accessible energies with more familiar constituents. For the
calculation of S-matrix elements the usual formulations of quantum mechanics are adequate.
Cosmology, however, provides questions of a very different character to which a quantum
theory of gravity should also supply answers. In our past there is an epoch of the early
universe when quantum gravity was important. The remnants of this early time are all
about us. In these remnants of the Planck era we may hope to find some of the most direct
tests of any quantum theory of gravity. However, it is not an S-matrix that is relevant for
these predictions. We live in the middle of this particular experiment.
Beyond simply describing the quantum dynamics of the early universe we have today a
more ambitious aim. We aim, in the subject that has come to be called quantum cosmology,
to provide a theory of the initial condition of the universe that will predict testable corre-
lations among observations today. There are no realistic predictions of any kind that do
not depend on this initial condition if only very weakly. Predictions of certain observations
may be testably sensitive to its details. These include the familiar large scale features of the
universe — its the approximate homogeneity and isotropy, its vast age when compared with
the Planck scale, and the spectrum of fluctuations that were the progenitors of the galaxies.
Features on familiar scales, such as the homogeneity of the thermodynamic arrow of time
and the existence of a domain of applicability of classical physics, may also depend centrally
on the nature of this quantum initial condition. It has even been suggested that such mi-
croscopic features as the coupling constants of the effective interactions of the elementary
particles may depend in part on the nature of this quantum initial condition [18, 52, 83]. It
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is to explain such phenomena that a theory of the initial condition of the universe is just as
necessary and just as fundamental as a unified quantum theory of all interactions including
gravity. There is no other place to turn.1
Providing a theory of the universe’s quantum initial condition appears to be a differ-
ent enterprise from providing a manageable theory of the quantum gravitational dynamics.
Specifying the initial condition is analogous to specifying the initial state while specifying
the dynamics is analogous to specifying the Hamiltonian. Certainly these two goals are
pursued in different ways today. String theorists deal with a deep and subtle theory but are
not able to answer deep questions about cosmology. Quantum cosmologists are interested
in predicting features like the large scale structure but are limited to working with cutoff
versions of the low-energy effective theory of gravity — general relativity. However, it is
possible that these two fundamental questions are related. That is suggested, for example,
by the “no boundary” theory of the initial condition [80] whose wave function of the uni-
verse is derived from the fundamental action for gravity and matter. Is there one compelling
principle that will specify both a unified theory of dynamics and an initial condition?
The usual,“Copenhagen”, formulations of the quantum mechanics of measured subsys-
tems are inadequate for quantum cosmology. These formulations assumed a division of the
universe into “observer” and “observed”. But in cosmology there can be no such funda-
mental division. They assumed that fundamentally quantum theory is about the results
of “measurements”. But measurements and observers cannot be fundamental notions in a
theory which seeks to describe the early universe where neither existed. These formulations
posited the existence of an external “classical domain”. But in quantum mechanics there are
no variables that behave classically in all circumstances. For these reasons “Copenhagen”
quantum mechanics must be generalized for application to closed systems — most generally
and correctly the universe as a whole.
I shall describe in these lectures the so called post-Everett formulation of the quantum
mechanics of closed systems. This has its origins in the work of Everett [29] and has been
developed by many.2 The post-Everett framework stresses that the probabilities of alter-
native, coarse-grained, time histories are the most general object of quantum mechanical
prediction. It stresses the consistency of probability sum rules as the primary criterion for
determining which sets of histories may be assigned probabilities rather than any notion of
“measurement”. It stresses the absence of quantum mechanical interference between indi-
vidual histories, or decoherence, as a sufficient condition for the consistency of probability
sum rules. It stresses the importance of the initial condition of the closed system in deter-
mining which sets of histories decohere and which do not. It does not posit the existence
of the quasiclassical domain of everyday experience but seeks to explain it as an emergent
feature of the initial condition of the universe.
The second count on which the familiar framework of quantum needs to be generalized for
quantum cosmology concerns the nature of the alternatives to which a quantum theory that
includes gravitation assigns probabilities — loosely speaking the nature of its “observables”.
1 For a review of some current proposals for theories of the initial condition see Halliwell [59].
2 Some notable earlier papers in the Everett to post-Everett development of the quantum mechanics of
closed systems are those of Everett [29], Wheeler [135], Gell-Mann [43], Cooper and VanVechten [19],
DeWitt [23], Geroch [50], Mukhanov [107], Zeh [143], Zurek [147, 149, 150], Joos and Zeh [90], Griffiths
[53], Omne`s [110], and Gell-Mann and Hartle [45]. Some of the earlier papers are collected in the reprint
volume edited by DeWitt and Graham [25].
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The usual formulations of quantum mechanics deal with alternatives defined at definite
moments of time. They are concerned, for example, with the probabilities of alternative
positions of a particle at definite moments of time or alternative field configurations on
spacelike surfaces. When a background spacetime geometry is fixed, as in special relativistic
field theory, that geometry gives an unambiguous meaning to the notions of “at a moment
of time” or “on a spacelike surface”. However, in quantum gravity spacetime geometry is
not fixed; it is quantum mechanically variable and generally without definite value. Given
two points it is not in general meaningful to say whether they are separated by a spacelike,
timelike, or null interval much less what the magnitude of that interval is. In a covariant
theory of quantum spacetime it is, therefore, not possible to assign an meaning to alternatives
“at a moment of time” except in the case of alternatives that are independent of time, that
is, in the case of constants of the motion. This is a very limited class of observables!3
The problem of alternatives is one aspect of what is called “problem of time” in quantum
gravity.4 Broadly speaking this is the conflict between the requirement of usual Hamil-
tonian formulations of quantum mechanics for privileged set of spacelike surfaces and the
requirements of general covariance which mean no one set of spacelike surfaces can be more
privileged than any other. There is already a nascent conflict in special relativity where
there are many sets of spacelike surfaces. However, the causal structure provided by the
fixed background spacetime geometry provides a resolution. The Hamiltonian quantum me-
chanics constructed by utilizing one set of spacelike surfaces is unitarily equivalent to that
using any other. But in quantum gravity there is no fixed background spacetime, no cor-
responding notion of causality and no corresponding unitary equivalence either. For these
reasons a generalization of familiar Hamiltonian quantum mechanics is needed for quantum
gravity.
Various resolutions of the problem of time in quantum gravity have been proposed. They
range from breaking general covariance by singling out a particular privileged set of space-
like surfaces to abandoning spacetime as a fundamental variable.5 I will not review these
proposals and the serious difficulties from which they suffer.6 Rather in these lectures, I
shall describe a different approach. This is to resolve the problem of time by using the
sum-over-histories approach to quantum mechanics to generalize it and bring it to fully
four-dimensional, spacetime form so that it does not need a privileged notion of time.7 The
key to this generalization will be generalizing the alternatives that are potentially assigned
probabilities by quantum theory to a much larger class of spacetime alternatives that are
not defined on spacelike surfaces.
We do not have today a complete, manageable, agreed-upon quantum theory of the
dynamics of spacetime with which to illustrate the formulations of quantum mechanics I
3 Although it is argued by some to be enough. See Rovelli [119].
4 Classic papers on the “problem of time” are those of Wheeler [137] and Kucharˇ [93]. For recent, lucid
reviews see Kucharˇ [97], Isham [88], [89], and Unruh [132].
5 As in the lectures of Ashtekar in this volume.
6 Not least because there exist comprehensive recent reviews by Isham [89], Kucharˇ [97], and Unruh [132].
7 The use of the sum-over-histories formulation of quantum mechanics to resolve the problem of time has
been advocated in various ways by C. Teitelboim [126], by R. Sorkin [124] , and by the author [69–72, 74–
76]. These lectures are a summary and, to a certain extent, an attempt at sketching a completion of
the program begun in these latter papers. In particular, Section VIII might be viewed as the successor
promised to [70] and [71].
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shall discuss. The search for such a theory is mainly what this school is about! In the face of
this difficulty we shall proceed in a way time-honored in physics. We shall consider models.
Making virtue out of necessity, this will enable us to consider the various aspects of the
problems we expect to encounter in quantum gravity in simplified contexts.
To understand the quantum mechanics of closed systems we shall consider in Sections
II and III a universe in a box neglecting gravitation all together. This will enable us to
construct explicit models of decoherence and the emergence of classical behavior.
To address the question of the alternatives in quantum gravity we shall begin by intro-
ducing a very general framework for quantum theory called generalized quantum mechanics
in Section IV. Section V describes a generalized sum-over-histories quantum mechanics for
non-relativistic systems which is in fully spacetime form. Dynamics are described by space-
time path integrals, but more importantly a spacetime notion of alternative is introduced
— partitions of the paths into exhaustive sets of exclusive classes. In Section VI these ideas
are applied to gauge theories which are the most familiar type of theory exhibiting a sym-
metry. The general notion of alternative here is a gauge invariant partition of spacetime
histories of the gauge potential. In Section VII, we consider two models which, like theories
of spacetime, are invariant under reparametrizations of the time. These are parametrized
non-relativistic mechanics and the relativistic particle. The general notion of alternative is
a reparametrization invariant partition of the paths.
A generalized sum-over-histories quantum mechanics for Einstein’s general relativity is
sketched in Section VIII. The general notion of alternative is a diffeomorphism invariant
partition of four-dimensional spacetime metrics and matter field configurations. Of course,
we have no certain evidence that general relativity makes sense as a quantum theory. One
can, however, view general relativity as a kind of formal model for the interpretative issues
that will arise in any theory of quantum gravity. More fundamentally, general relativity
is (under reasonable assumptions) the unique low energy limit of any quantum theory of
gravity [10, 21]. Any quantum theory of gravity must therefore describe the probabilities of
alternatives for four-dimensional histories of spacetime geometry no matter how distantly
related are its fundamental variables. Understanding the quantum mechanics of general
relativity is therefore a necessary approximation in any quantum theory of gravity and for
that reason we explore it here.
Any proposed generalization of usual quantum mechanics has the heavy obligation to
recover that familiar framework in suitable limiting cases. The “Copenhagen” quantum
mechanics of measured subsystems is not incorrect or in conflict with the quantum mechanics
of closed systems described here. Copenhagen quantum mechanics is an approximation to
that more general framework that is appropriate when certain approximate features of the
universe such as the existence of classically behaving measuring apparatus can be idealized
as exact. In a similar way, as we shall describe in Section IX, how familiar Hamiltonian
quantum mechanics with its preferred notion of time is an approximation to a more general
sum-over-histories quantum mechanics of spacetime geometry that is appropriate for those
epochs and those scales when the universe, as a consequence of its initial condition and
dynamics, does exhibit a classical spacetime geometry that can supply a notion of time.
II. THE QUANTUM MECHANICS OF CLOSED SYSTEMS
8This section has been adapted from the author’s contribution to the Festshrift for
C.W. Misner [77]
7
A. Quantum Mechanics and Cosmology
As we mentioned in the Introduction, the Copenhagen frameworks for quantum mechan-
ics, as they were formulated in the ’30s and ’40s and as they exist in most textbooks today,
are inadequate for quantum cosmology. Characteristically these formulations assumed, as
external to the framework of wave function and Schro¨dinger equation, the classical domain
we see all about us. Bohr [11] spoke of phenomena which could be alternatively described
in classical language. In their classic text, Landau and Lifschitz [100] formulated quan-
tum mechanics in terms of a separate classical physics. Heisenberg and others stressed the
central role of an external, essentially classical, observer.1 Characteristically, these formula-
tions assumed a possible division of the world into “observer” and “observed”, assumed that
“measurements” are the primary focus of scientific statements and, in effect, posited the
existence of an external “classical domain”. However, in a theory of the whole thing there
can be no fundamental division into observer and observed. Measurements and observers
cannot be fundamental notions in a theory that seeks to describe the early universe when
neither existed. In a basic formulation of quantum mechanics there is no reason in general
for there to be any variables that exhibit classical behavior in all circumstances. Copen-
hagen quantum mechanics thus needs to be generalized to provide a quantum framework
for cosmology. In this section we shall give a simplified introduction to that generalization.
It was Everett who, in 1957, first suggested how to generalize the Copenhagen frameworks
so as to apply quantum mechanics to closed systems such as cosmology. Everett’s idea
was to take quantum mechanics seriously and apply it to the universe as a whole. He
showed how an observer could be considered part of this system and how its activities —
measuring, recording, calculating probabilities, etc. — could be described within quantum
mechanics. Yet the Everett analysis was not complete. It did not adequately describe within
quantum mechanics the origin of the “quasiclassical domain” of familiar experience nor, in
an observer independent way, the meaning of the “branching” that replaced the notion of
measurement. It did not distinguish from among the vast number of choices of quantum
mechanical observables that are in principle available to an observer, the particular choices
that, in fact, describe the quasiclassical domain.
In this section we shall give an introductory review of the basic ideas of what has come
to be called the “post-Everett” formulation of quantum mechanics for closed systems. This
aims at a coherent formulation of quantum mechanics for the universe as a whole that is a
framework to explain rather than posit the classical domain of everyday experience. It is
an attempt at an extension, clarification, and completion of the Everett interpretation. The
particular exposition follows the work of Murray Gell-Mann and the author [45, 46] that
builds on the contributions of many others, especially those of Zeh [143], Zurek [147], Joos
and Zeh [90], Griffiths [53], and Omne`s (e.g. as reviewed in [112]). The exposition we shall
give in this section will be informal and simplified. We will return to greater precision and
generality in Sections III and IV.
1 For a clear statement of this point of view, see London and Bauer [101].
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B. Probabilities in General and Probabilities in Quantum Mechanics
Even apart from quantum mechanics, there is no certainty in this world and therefore
physics deals in probabilities. It deals most generally with the probabilities for alternative
time histories of the universe. From these, conditional probabilities can be constructed that
are appropriate when some features about our specific history are known and further ones
are to be predicted.
To understand what probabilities mean for a single closed system, it is best to understand
how they are used. We deal, first of all, with probabilities for single events of the single
system. When these probabilities become sufficiently close to zero or one there is a definite
prediction on which we may act. How sufficiently close to zero or one the probabilities must
be depends on the circumstances in which they are applied. There is no certainty that the
sun will come up tomorrow at the time printed in our daily newspapers. The sun may be
destroyed by a neutron star now racing across the galaxy at near light speed. The earth’s
rotation rate could undergo a quantum fluctuation. An error could have been made in the
computer that extrapolates the motion of the earth. The printer could have made a mistake
in setting the type. Our eyes may deceive us in reading the time. Yet, we watch the sunrise
at the appointed time because we compute, however imperfectly, that the probability of
these alternatives is sufficiently low.
A quantum mechanics of a single system such as the universe must incorporate a theory
of the system’s initial condition and dynamics. Probabilities for alternatives that differ from
zero and one may be of interest (as in predictions of the weather) but to test the theory we
must search among the different possible alternatives to find those whose probabilities are
predicted to be near zero or one. Those are the definite predictions with which we can test
the theory. Various strategies can be employed to identify situations where probabilities are
near zero or one. Acquiring information and considering the conditional probabilities based
on it is one such strategy. Current theories of the initial condition of the universe predict
almost no probabilities near zero or one without further conditions. The “no boundary”
wave function of the universe, for example, does not predict the present position of the sun
on the sky. However, it will predict that the conditional probability for the sun to be at the
position predicted by classical celestial mechanics given a few previous positions is a number
very near unity.
Another strategy to isolate probabilities near zero or one is to consider ensembles of
repeated observations of identical subsystems in the closed system. There are no genuinely
infinite ensembles in the world so we are necessarily concerned with the probabilities for
deviations of the behavior of a finite ensemble from the expected behavior of an infinite
one. These are probabilities for a single feature (the deviation) of a single system (the whole
ensemble).2
The existence of large ensembles of repeated observations in identical circumstances and
their ubiquity in laboratory science should not, therefore, obscure the fact that in the last
analysis physics must predict probabilities for the single system that is the ensemble as a
whole. Whether it is the probability of a successful marriage, the probability of the present
galaxy-galaxy correlation function, or the probability of the fluctuations in an ensemble of
repeated observations, we must deal with the probabilities of single events in single systems.
2 For a more quantitative discussion of the connection between statistical probabilities and the probabilities
of a single system see [74], Section II.1.1 and the references therein.
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In geology, astronomy, history, and cosmology, most predictions of interest have this char-
acter. The goal of physical theory is, therefore, most generally to predict the probabilities
of histories of single events of a single system.
Probabilities need be assigned to histories by physical theory only up to the accuracy
they are used. Two theories that predict probabilities for the sun not rising tomorrow
at its classically calculated time that are both well beneath the standard on which we
act are equivalent for all practical purposes as far as this prediction is concerned. It is
often convenient, therefore, to deal with approximate probabilities which satisfy the rules of
probability theory up to the standard they are used.
The characteristic feature of a quantum mechanical theory is that not every set of al-
ternative histories that may be described can be assigned probabilities. Nowhere is this
more clearly illustrated than in the two-slit experiment illustrated in Figure 1. In the usual
“Copenhagen” discussion if we have not measured which of the two slits the electron passed
through on its way to being detected at the screen, then we are not permitted to assign
probabilities to these alternative histories. It would be inconsistent to do so since the cor-
rect probability sum rule would not be satisfied. Because of interference, the probability to
arrive at y is not the sum of the probabilities to arrive at y going through the upper or lower
slit:
p(y) 6= pU(y) + pL(y) (2.1)
because
|ψL(y) + ψU(y)|2 6= |ψL(y)|2 + |ψU(y)|2 . (2.2)
If we have measured which slit the electron went through, then the interference is de-
stroyed, the sum rule obeyed, and we can meaningfully assign probabilities to these alter-
native histories.
A rule is thus needed in quantum theory to determine which sets of alternative histories
are assigned probabilities and which are not. In Copenhagen quantum mechanics, the rule is
that probabilities are assigned to histories of alternatives of a subsystem that are measured
and not in general otherwise. It is the generalization of this rule that we seek in constructing
a quantum mechanics of closed systems.
C. Probabilities for a Time Sequence of Measurements
To establish some notation, let us review in more detail the usual “Copenhagen” rules for
the probabilities of time sequences of ideal measurements of a subsystem using the two-slit
experiment of Figure 1 as an example.
Alternatives of the subsystem are represented by projection operators in the Hilbert space
which describes it. Thus, in the two slit experiment, the alternative that the electron passed
through the upper slit is represented by the projection operator
PU = Σs
∫
U
d3x |~x, s〉〈~x, s| (2.3)
where |~x, s〉 is a localized state of the electron with spin component s, and the integral
is over a volume around the upper slit. There is a similar projection operator PL for the
alternative that the electron goes through the lower slit. These are exclusive alternatives
10
FIG. 1: The two-slit experiment. An electron gun at right emits an electron traveling towards
a screen with two slits, its progress in space recapitulating its evolution in time. When precise
detections are made of an ensemble of such electrons at the screen it is not possible, because of
interference, to assign a probability to the alternatives of whether an individual electron went
through the upper slit or the lower slit. However, if the electron interacts with apparatus that
measures which slit it passed through, then these alternatives decohere and probabilities can be
assigned.
and they are exhaustive. These properties, as well as the requirements of being projections,
are represented by the relations
P 2L = P
2
U = 1 , PLPU = 0 , PU + PL = I . (2.4)
There is a similarly defined set of projection operators {Pyk} representing the alternative
position intervals of arrival at the screen.
We can now state the rule for the joint probability that an electron initially in a state
|ψ(t0)〉 at t = t0 is determined by an ideal measurement at time t1 to have passed through
the upper slit and measured at time t2 to arrive at point yk on the screen. If one likes, one
can imagine the case when the electron is in a narrow wave packet in the horizontal direction
with a velocity defined as sharply as possible consistent with the uncertainty principle. The
joint probability is negligible unless t1 and t2 correspond to the times of flight to the slits
and to the screen respectively.
The first step in calculating the joint probability is to evolve the state of the electron to
the time t1 of the first measurement∣∣ψ(t1)〉 = e−iH(t1−t0)/~∣∣ψ(t0)〉 . (2.5)
The probability that the outcome of the measurement at time t1 is that the electron passed
through the upper slit is:
(Probability of U) =
∥∥PU ∣∣ψ(t1)〉∥∥2 (2.6)
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where ‖ · ‖ denotes the norm of a vector in Hilbert space. If the outcome was the upper slit,
and the measurement was an “ideal” one, that disturbed the electron as little as possible in
making its determination, then after the measurement the state vector is reduced to
PU |ψ(t1)〉
‖PU |ψ(t1)〉‖ . (2.7)
This is evolved to the time of the next measurement
|ψ(t2)〉 = e−iH(t2−t1)/~ PU |ψ(t1)〉‖PU |ψ(t1)〉‖ . (2.8)
The probability of being detected at time t2 in one of a set of position intervals on the screen
centered at yk, k = 1, 2, · · · given that the electron passed through the upper slit is
(Probability of yk given U) = ‖Pyk |ψ(t2)〉‖2 . (2.9)
The joint probability that the electron is measured to have gone through the upper slit
and is detected at yk is the product of the conditional probability (2.9) with the probability
(2.6) that the electron passed through U . The latter factor cancels the denominator in (2.8)
so that combining all of the above equations in this section, we have
(Probability of yk and U) =
∥∥Pyke−iH(t2−t1)/~PUe−iH(t1−t0)/~∣∣ψ(t0)〉∥∥2 . (2.10)
With Heisenberg picture projections this takes the even simpler form
(Probability of yk and U) =
∥∥Pyk(t2)PU(t1) ∣∣ψ(t0)〉∥∥2 . (2.11)
where, for example,
PU(t) = e
iHt/~PUe
−iHt/~ . (2.12)
The formula (2.11) is a compact and unified expression of the two laws of evolution that
characterize the quantum mechanics of measured subsystems — unitary evolution in between
measurements and reduction of the wave packet at a measurement.3 The important thing to
remember about the expression (2.11) is that everything in it — projections, state vectors,
and Hamiltonian — refer to the Hilbert space of a subsystem, in this example the Hilbert
space of the electron that is measured.
Thus, in “Copenhagen” quantum mechanics, it is measurement that determines which
histories can be assigned probabilities and formulae like (2.11) that determine what these
probabilities are. As we mentioned, we cannot have such rules in the quantum mechanics
of closed systems because there is no fundamental division of a closed system into mea-
sured subsystem and measuring apparatus and no fundamental reason for the closed sys-
tem to contain classically behaving measuring apparatus in all circumstances. We need a
more observer-independent, measurement-independent, classical domain-independent rule
for which histories of a closed system can be assigned probabilities and what these proba-
bilities are. The next section describes this rule.
3 As has been noted by many authors, e.g. Groenewold [54] and Wigner [138] among the earliest.
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D. Post-Everett Quantum Mechanics
It is easiest to introduce the rules of post-Everett quantum mechanics, by first making
a simple assumption. That is to neglect gross quantum fluctuations in the geometry of
spacetime, and assume a fixed background spacetime geometry which supplies a definite
meaning to the notion of time. This is an excellent approximation on accessible scales for
times later than 10−43 sec after the big bang. The familiar apparatus of Hilbert space,
states, Hamiltonian, and other operators may then be applied to process of prediction.
Indeed, in this context the quantum mechanics of cosmology is in no way distinguished from
the quantum mechanics of a large isolated box, perhaps expanding, but containing both the
observed and its observers (if any).
A set of alternative histories for such a closed system is specified by giving exhaustive
sets of exclusive alternatives at a sequence of times. Consider a model closed system with a
quantity of matter initially in a pure state that can be described as an observer and two-slit
experiment, with appropriate apparatus for producing the electrons, detecting which slit
they passed through, and measuring their position of arrival on the screen (Figure 2). Some
alternatives for the whole system are:
1. Whether or not the observer decided to measure which slit the electron went through.
2. Whether the electron went through the upper or lower slit.
3. The alternative positions, y1, · · · , yN , that the electron could have arrived at the
screen.
These sets of alternatives at a sequence of times define a set of histories whose characteristic
branching structure is shown in Figure 3. An individual history in the set is specified by
some particular sequence of alternatives, e.g. measured, upper, y9.
Many other sets of alternative histories are possible for the closed system. For example,
we could have included alternatives describing the readouts of the apparatus that detects
the position that the electron arrived on the screen. If the initial condition corresponded
to a good experiment there should be a high correlation between these alternatives and the
position that the electron arrives at the screen. We could discuss alternatives correspond-
ing to thoughts in the observer’s brain, or to the individual positions of the atoms in the
apparatus, or to the possibilities that these atoms reassemble in some completely different
configuration. There are a vast number of possibilities.
Characteristically the alternatives that are of use to us as observers are very coarse
grained, distinguishing only very few of the degrees of freedom of a large closed system
and distinguishing these only at a small subset of the possible times. This is especially
true if we recall that our box with observer and two-slit experiment is only an idealized
model. The most general closed system is the universe itself, and, as we shall show, the only
realistic closed systems are of cosmological dimensions. Certainly, we utilize only very, very
coarse-grained descriptions of the universe as a whole.
Let us now state the rules that determine which coarse-grained sets of histories of a closed
system may be assigned probabilities and what those probabilities are. The essence of the
rules can be found in the work of Bob Griffiths [53]. The general framework was extended
by Roland Omne`s [110] and was independently, but later, arrived at by Murray Gell-Mann
and the author [45]. The idea is simple: The obstacle to assigning probabilites is the failure
of the probability sum rules due to quantum interference. Probabilities can be therefore
13
FIG. 2: A model closed quantum system. At one fundamental level of description this system con-
sists of a large number of electrons, nucleons, and excitations of the electromagnetic field. However,
the initial state of the system is such that at a coarser level description it contains an observer
together with the necessary apparatus for carrying out a two-slit experiment. Alternatives for the
system include whether the “system” contains a two-slit experiment or not, whether it contains an
observer or not, whether the observer measured which slit the electron passed through or did not,
whether the electron passed through the upper or lower slit, the alternative positions of arrival
of the electron at the screen, the alternative arrival positions registered by the apparatus, the
registration of these in the brain of the observer, etc., etc., etc. Each exhaustive set of exclusive
alternatives is represented by an exhaustive set of orthogonal projection operators on the Hilbert
space of the closed system. Time sequences of such sets of alternatives describe sets of alternative
coarse-grained histories of the closed system. Quantum theory assigns probabilities to the indi-
vidual alternative histories in such a set when there is negligible quantum mechanical interference
between them, that is, when the set of histories decoheres.
be assigned to just those sets of alternative histories of a closed system for which there is
negligible interference between the individual histories in the set as a consequence of the
particular initial state the closed system has, and for which, therefore, all probability sum
rules are satisfied. Let us now give this idea a precise expression.
Sets of alternatives at one moment of time, for example the set of alternative position
intervals {yk} at which the electron might arrive at the screen, are represented by exhaus-
tive sets of orthogonal projection operators. Employing the Heisenberg picture these can
be denoted {Pα(t)} where α ranges over a set of integers and t denotes the time at which
the alternatives are defined. A particular alternative corresponds to a particular α. For
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FIG. 3: Branching structure of a set of alternative histories. This figure illustrates the set of
alternative histories for the model closed system of Figure 2 defined by the alternatives of whether
the observer decided to measure or did not decide to measure which slit the electron went through
at time t1, whether the electron went through the upper slit or through the lower slit at time t2,
and the alternative positions of arrival at the screen at time t3. A single branch corresponding to
the alternatives that the measurement was carried out, the electron went through the upper slit,
and arrived at point y9 on the screen is illustrated by the heavy line.
The illustrated set of histories does not decohere because there is significant quantum mechanical
interference between the branch where no measurement was carried out and the electron went
through the upper slit and the similar branch where it went through the lower slit. A related set
of histories that does decohere can be obtained by replacing the alternatives at time t2 by the
following set of three alternatives: (a record of the decision shows a measurement was initiated
and the electron went through the upper slit); (a record of the decision shows a measurement was
initiated and the electron went through the lower slit); (a record of the decision shows that the
measurement was not initiated). The vanishing of the interference between the alternative values
of the record and the alternative configurations of apparatus ensures the decoherence of this set of
alternative histories.
example, in the two-slit experiment, α = 9 might be the alternative that the electron
arrives in the position interval y9 at the screen. P9(t) would be a projection on that in-
terval at time t. Sets of alternative histories are defined by giving sequences of sets of
alternatives at definite moments of time t1, . . . , tn We denote the sequence of such sets by
{P 1α1(t1)} , {P 2α2(t2)}, · · · , {P nαn(tn)}. The sets are in general different at different times. For
example in the two-slit experiment {P 2α2(t2)} could be the set which distinguishes whether
the electron went through the upper slit or the lower slit at time t2, while {P 3α3(t3)} might
distinguish various positions of arrival at the final screen at time t3. More generally the
15
{P kαk(tk)} might be projections onto ranges of momentum or the ranges of the eigenvalues
of any other Hermitian operator at time tk. The superscript k distinguishes these different
sets in a sequence. Each set of P ’s satisfies∑
αk
P kαk(tk) = I , P
k
αk
(tk)P
k
α′k
(tk) = δαkα′kP
k
αk
(tk) , (2.13)
showing that they represent an exhaustive set of exclusive alternatives. An individual history
corresponds to a particular sequence (α1, · · · , αn) ≡ α and, for each history, there is a
corresponding chain of time ordered projection operators
Cα ≡ P nαn(tn) · · ·P 1α1(t1) . (2.14)
Such histories are said to be coarse-grained when, as is typically the case, the P ’s are not
projections onto a basis (a complete set of states) and when there is not a set of P ’s at each
and every time.
As an example, in the two-slit experiment illustrated in Figure 2 consider the history
in which the observer decided at time t1 to measure which slit the electron goes through,
in which the electron goes through the upper slit at time t2, and arrives at the screen in
position interval y9 at time t3. This would be represented by the chain
P 3y9(t3)P
2
U(t2)P
1
meas(t1) (2.15)
in an obvious notation. Evidently this is a very coarse-grained history, involving only three
times and ignoring most of the coordinates of the particles that make up the apparatus in
the closed system. As far as the description of histories is concerned, the only difference
between this situation and that of the “Copenhagen” quantum mechanics of measured sub-
systems is the following: The sets of operators {P kαk(tk)} defining alternatives for the closed
system act on the Hilbert space of the closed system that includes the variables describ-
ing any apparatus, observers, their constituent particles, and anything else. The operators
defining alternatives in Copenhagen quantum mechanics act only on the Hilbert space of
the measured subsystem.
When the initial state is pure, it can be resolved into branches corresponding to the
individual members of any set of alternative histories. (The generalization to an impure
initial density matrix is not difficult and will be discussed in the next section.) Denote the
initial state by |Ψ〉 in the Heisenberg picture. Then
|Ψ〉 =
∑
α
Cα|Ψ〉 =
∑
α1,··· ,αn
P nαn(tn) · · ·P 1α1(t1)|Ψ〉 . (2.16)
This identity follows by applying the first of (2.13) to all the sums over αk in turn. The
vector
Cα|Ψ〉 (2.17)
is the branch of |Ψ〉 corresponding to the individual history α and (2.16) is the resolution of
the initial state into branches.
When the branches corresponding to a set of alternative histories are sufficiently orthog-
onal, the set of histories is said to decohere. More precisely a set of histories decoheres
when
〈Ψ|C†αCα′|Ψ〉 ≈ 0 , for α 6= α′ . (2.18)
16
Here, two histories α = (α1 · · ·αn) and α′ = (α′1 · · ·α′n) are equal when all the αk = α′k and
are unequal when any αk 6= α′k. We shall return to the standard with which decoherence
should be enforced, but first let us examine its meaning and consequences.
Decoherence means the absence of quantum mechanical interference between the individ-
ual histories of a coarse-grained set. Probabilities can be assigned to the individual histories
in a decoherent set of alternative histories because decoherence implies the probability sum
rules necessary for a consistent assignment. The probability of an individual history α is
p(α) = ‖Cα|Ψ〉‖2 . (2.19)
To see how decoherence implies the probability sum rules, let us consider an example in
which there are just three sets of alternatives at times t1, t2, and t3. A typical sum rule
might be ∑
α2
p (α3, α2, α1) = p (α3, α1) . (2.20)
We shall now show that (2.18) and (2.19) imply (2.20). To do that write out the left hand
side of (2.20) using (2.19) and suppress the time labels for compactness.∑
α2
p (α3, α2, α1) =
∑
α2
〈
Ψ|P 1α1P 2α2P 3α3P 3α3P 2α2P 1α1|Ψ
〉
. (2.21)
Decoherence means that the sum on the right hand side of (2.21) can be written with
negligible error as∑
α2
p (α3, α2, α1) ≈
∑
α′2α2
〈
Ψ|P 1α1P 2α′2P
3
α3
P 3α3P
2
α2
P 1α1|Ψ
〉
. (2.22)
the extra terms in the sum being vanishingly small. But now, applying the first of (2.13)
we see ∑
α2
p (α3, α2, α1) ≈
〈
Ψ|P 1α1P 3α3P 3α3P 1α1|Ψ
〉
= p (α3, α1) (2.23)
so that the sum rule (2.20) is satisfied.
Given an initial state |Ψ〉 and a Hamiltonian H, one could, in principle, identify all
possible sets of decohering histories. Among these will be the exactly decohering sets where
the orthogonality of the branches is exact. Indeed, trivial examples can be supplied by
resolving |Ψ〉 into a sum of orthogonal vectors |Ψα1〉, resolving these into vectors |Ψα2α1〉
such that the whole set is orthogonal, and so on for n steps. The result is a resolution
of |Ψ〉 into exactly orthogonal branches |Ψαn···α1〉. By introducing suitable projections and
assigning them times t1, · · · , tn, this set of branches could be represented in the form (2.16)
giving an exactly decoherent set of histories. Indeed, if the |Ψαn···α1〉 are not complete, there
are typically many different choices of projections that will do this.
Exactly decoherent sets of histories are thus not difficult to achieve mathematically, but
such artifices will not, in general, have a simple description in terms of fundamental fields
nor any connection, for example, with the quasiclassical domain of familiar experience. For
this reason sets of histories that approximately decohere are also of interest. As we will argue
in the next two sections, realistic mechanisms lead to the decoherence of a set of histories
describing a quasiclassical domain that decohere to an excellent approximation as measured
by [28] ∣∣〈Ψ|C†αCα′ |Ψ〉∣∣ <<< ∥∥Cα ∣∣Ψ〉∥∥ · ∥∥Cα′∣∣Ψ〉∥∥, for α′ 6= α . (2.24)
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When the decoherence condition (2.18) is only approximately enforced, the probability
sum rules such as (2.20) will be only approximately obeyed. However, as discussed earlier,
probabilities for single systems are meaningful up to the standard they are used. Approx-
imate probabilities for which the sum rules are satisfied to a comparable standard may
therefore also be employed in the process of prediction. When we speak of approximate
decoherence and approximate probabilities we mean decoherence achieved and probability
sum rules satisfied beyond any standard that might be conceivably contemplated for the
accuracy of prediction and the comparison of theory with experiment.
We thus have a picture of the collection of all possible sets of alternative coarse-grained
histories of a closed system. Within that collection are the sets of histories that decohere
and are assigned approximate probabilities by quantum theory. Within that collection are
the sets of histories describing the quasiclassical domain of utility for everyday experience
as we shall describe in Section II.7.
Decoherent sets of alternative histories of the universe are what can be utilized in the
process of prediction in quantum mechanics, for they may be assigned probabilities. De-
coherence thus generalizes and replaces the notion of “measurement”, which served this
role in the Copenhagen interpretations. Decoherence is a more precise, more objective,
more observer-independent idea and gives a definite meaning to Everett’s branches. For
example, if their associated histories decohere, we may assign probabilities to various val-
ues of reasonable scale density fluctuations in the early universe whether or not anything
like a “measurement” was carried out on them and certainly whether or not there was an
“observer” to do it.
E. The Origins of Decoherence in Our Universe
What are the features of coarse-grained sets of histories that decohere in our universe?
In seeking to answer this question it is important to keep in mind the basic aspects of the
theoretical framework on which decoherence depends. Decoherence of a set of alternative
histories is not a property of their operators alone. It depends on the relations of those
operators to the initial state |Ψ〉, the Hamiltonian H, and the fundamental fields. Given
these, we could, in principle, compute which sets of alternative histories decohere.
We are not likely to carry out a computation of all decohering sets of alternative his-
tories for the universe, described in terms of the fundamental fields, any time in the near
future, if ever. It is therefore important to investigate specific mechanisms by which de-
coherence occurs. Let us begin with a very simple model due to Joos and Zeh [90] in its
essential features. We consider the two-slit example again, but this time suppose that in
the neighborhood of the slits there is a gas of photons or other light particles colliding with
the electrons. Physically it is easy to see what happens, the random uncorrelated collisions
carry away delicate phase correlations between the beams even if the trajectories of the
electrons are not affected much. The interference pattern is destroyed and it is possible to
assign probabilities to whether the electron went through the upper slit or the lower slit.
Let us see how this picture in words is given precise meaning in mathematics. Initially,
suppose the state of the entire system is a state of the electron |ψ > and N distinguishable
“photons” in states |ϕ1〉, |ϕ2〉, etc., viz.
|Ψ〉 = |ψ〉|ϕ1〉|ϕ2 > · · · |ϕN〉 . (2.25)
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FIG. 4: The two-slit experiment with an interacting gas. Near the slits light particles of a gas
collide with the electrons. Even if the collisions do not affect the trajectories of the electrons very
much they can still carry away the phase correlations between the histories in which the electron
arrived at point yk on the screen by passing through the upper slit and that in which it arrived
at the same point by passing through the lower slit. A coarse graining that consisted only of
these two alternative histories of the electron would approximately decohere as a consequence of
the interactions with the gas given adequate density, cross-section, etc. Interference is destroyed
and probabilities can be assigned to these alternative histories of the electron in a way that they
could not be if the gas were not present (cf. Fig. 1). The lost phase information is still available in
correlations between states of the gas and states of the electron. The alternative histories of the
electron would not decohere in a coarse graining that included both the histories of the electron
and operators that were sensitive to the correlations between the electrons and the gas.
This model illustrates a widely occurring mechanism by which certain types of coarse-grained sets
of alternative histories decohere in the universe.
The electron state |ψ〉 is a coherent superposition of a state in which the electron passes
through the upper slit |U〉 and the lower slit |L〉. Explicitly:
|ψ〉 = α|U〉+ β|L〉 . (2.26)
Both states are wave packets in horizontal position, x, so that position in x recapitulates
history in time. We now ask whether the history where the electron passes through the
upper slit and arrives at a detector defining an interval yk on the screen, decoheres from
that in which it passes through the lower slit and arrives the interval yk, as a consequence
of the initial condition of this “universe”. That is, as in Section 4, we ask whether the two
branches
Pyk(t2)PU(t1)|Ψ〉 , Pyk(t2)PL(t1)|Ψ〉 (2.27)
are nearly orthogonal, the times of the projections being those for the nearly classical motion
in x. We work this out in the Schro¨dinger picture where the initial state evolves, and the
projections on the electron’s position are applied to it at the appropriate times.
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Collisions occur, but the states |U〉 and |L〉 are left more or less undisturbed. The states
of the “photons” are, of course, significantly affected. If the photons are dilute enough to be
scattered only once by the electron in its time to traverse the gas, the two branches (2.27)
will be approximately
αPyk |U〉SU |ϕ1〉SU |ϕ2〉 · · ·SU |ϕN〉 , (2.28a)
and
β Pyk |L〉SL|ϕ1〉SL|ϕ2〉 · · ·SL|ϕN〉 . (2.28b)
Here, SU and SL are the scattering matrices from an electron in the vicinity of the upper
slit and the lower slit respectively. The two branches in (2.28) decohere because the states
of the “photons” are nearly orthogonal. The overlap of the branches is proportional to
〈ϕ1|S†USL|ϕ1〉〈ϕ2|S†USL|ϕ2〉 · · · 〈ϕN |S†USL |ϕN〉 . (2.29)
Now, the S-matrices for scattering off an electron at the upper position or the lower position
can be connected to that of an electron at the origin by a translation
SU = exp(−i~k · ~xU)S exp(+i~k · ~xU) , (2.30a)
SL = exp(−i~k · ~xL)S exp(+i~k · ~xL) . (2.30b)
Here, ~~k is the momentum of a photon, ~xU and ~xL are the positions of the slits and S is the
scattering matrix from an electron at the origin.
〈~k′|S|~k〉 = δ(3)(~k − ~k′)+ i
2piωk
f
(
~k,~k′
)
δ
(
ωk − ω′k
)
, (2.31)
where f is the scattering amplitude and ωk = |~k|.
Consider the case where all the photons are in plane wave states in an interaction volume
V , all having the same energy ~ω, but with random orientations for their momenta. Suppose
further that the energy is low so that the electron is not much disturbed by a scattering
and low enough so the wavelength is much longer than the separation between the slits,
k|~xU − ~xL| << 1. It is then possible to work out the overlap. The answer according to Joos
and Zeh [90] is (
1− (k|~xU − ~xL|)
2
8pi2V 2/3
σ
)N
(2.32)
where σ is the effective scattering cross section. Even if σ is small, as N becomes large this
tends to zero. In this way decoherence becomes a quantitative phenomenon.
What such models convincingly show is that decoherence is frequent and widespread in
the universe. Joos and Zeh calculate that a superposition of two positions of a grain of dust,
1mm apart, is decohered simply by the scattering of the cosmic background radiation on the
time-scale of a nanosecond. The existence of such mechanisms means that the only realistic
isolated systems are of cosmological dimensions. So widespread is this kind of phenomena
with the initial condition and dynamics of our universe, that we may meaningfully speak of
habitually decohering variables such as the center of mass positions of massive bodies.
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F. The Copenhagen Approximation
What is the relation of the familiar Copenhagen quantum mechanics described in Section
II.3 to the more general “post-Everett” quantum mechanics of closed systems described in
Sections II.4 and II.5? Copenhagen quantum mechanics predicts the probabilities of the
histories of measured subsystems. Measurement situations may be described in a closed
system that contains both measured subsystem and measuring apparatus.4. measurement
In a typical measurement situation the values of a variable not normally decohering become
correlated with alternatives of the apparatus that decohere because of its interactions with
the rest of the closed system. The correlation means that the measured alternatives decohere
because the alternatives of the apparatus decohere.
The recovery of the Copenhagen rule for when probabilities may be assigned is imme-
diate. Measured quantities are correlated with decohering histories. Decohering histories
can be assigned probabilities. Thus in the two-slit experiment (Figure 1), when the electron
interacts with an apparatus that determines which slit it passed through, it is the decoher-
ence of the alternative configurations of the apparatus that register this determination that
enables probabilities to be assigned to the alternatives for electron.
There is nothing incorrect about Copenhagen quantum mechanics. Neither is it, in any
sense, opposed to the post-Everett formulation of the quantum mechanics of closed systems.
It is an approximation to the more general framework appropriate in the special cases of
measurement situations and when the decoherence of alternative configurations of the appa-
ratus may be idealized as exact and instantaneous. However, while measurement situations
imply decoherence, they are only special cases of decohering histories. Probabilities may be
assigned to alternative positions of the moon and to alternative values of density fluctua-
tions near the big bang in a universe in which these alternatives decohere, whether or not
they were participants in a measurement situation and certainly whether or not there was
an observer registering their values.
G. Quasiclassical Domains
As observers of the universe, we deal with coarse-grained histories that reflect our own
limited sensory perceptions, extended by instruments, communication and records but in
the end characterized by a large amount of ignorance. Yet, we have the impression that the
universe exhibits a much finer-grained set of histories, independent of us, defining an always
decohering “quasiclassical domain”, to which our senses are adapted, but deal with only a
small part of it. If we are preparing for a journey into a yet unseen part of the universe, we
do not believe that we need to equip ourselves with spacesuits having detectors sensitive,
say, to coherent superpositions of position or other unfamiliar quantum variables. We expect
that the familiar quasiclassical variables will decohere and be approximately correlated in
time by classical deterministic laws in any new part of the universe we may visit just as they
are here and now.
In a generalization of quantum mechanics which does not posit the existence of a classical
domain, the domain of applicability of classical physics must be explained. For a quantum
4 For a more detailed model of measurement situations in the quantum mechanics of closed systems see e.g.
[74], Section II.10
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mechanical system to exhibit classical behavior there must be some restriction on its state
and some coarseness in how it is described. This is clearly illustrated in the quantum
mechanics of a single particle. Ehrenfest’s theorem shows that generally
M
d2〈x〉
dt2
=
〈
−∂V
∂x
〉
. (2.33)
However, only for special states, typically narrow wave packets, will this become an equation
of motion for 〈x〉 of the form
M
d2〈x〉
dt2
= −∂V (〈x〉)
∂x
. (2.34)
For such special states, successive observations of position in time will exhibit the classical
correlations predicted by the equation of motion (2.34) provided that these observations are
coarse enough so that the properties of the state which allow (2.34) to replace the general
relation (2.33) are not affected by these observations. An exact determination of position,
for example, would yield a completely delocalized wave packet an instant later and (2.34)
would no longer be a good approximation to (2.33). Thus, even for large systems, and in
particular for the universe as a whole, we can expect classical behavior only for certain initial
states and then only when a sufficiently coarse grained description is used.
If classical behavior is in general a consequence only of a certain class of states in quantum
mechanics, then, as a particular case, we can expect to have classical spacetime only for
certain states in quantum gravity. The classical spacetime geometry we see all about us
in the late universe is not a property of every state in a theory where geometry fluctuates
quantum mechanically. Rather, it is traceable fundamentally to restrictions on the initial
condition. Such restrictions are likely to be generous in that, as in the single particle case,
many different states will exhibit classical features. The existence of classical spacetime
and the applicability of classical physics are thus not likely to be very restrictive conditions
on constructing a theory of the initial condition. Fundamentally, however, the existence of
one or more quasiclassical domains of the universe must be a prediction of any successful
theory of its initial condition and dynamics, and thus an important problem for quantum
cosmology.
Roughly speaking, a quasiclassical domain should be a set of alternative histories that
decoheres according to a realistic principle of decoherence, that is maximally refined con-
sistent with that notion of decoherence, and whose individual histories exhibit as much as
possible patterns of classical correlation in time. To make the question of the existence of
one or more quasiclassical domains into a calculable question in quantum cosmology we need
measures of how close a set of histories comes to constituting a “quasiclassical domain”. A
quasiclassical domain cannot be a completely fine-grained description for then it would not
decohere. It cannot consist entirely of a few “classical variables” repeated over and over
because sometimes we may measure something highly quantum mechanical. These variables
cannot be always correlated in time by classical laws because sometimes quantum mechan-
ical phenomena cause deviations from classical physics. We need measures for maximality
and classicality [45].
It is possible to give crude arguments for the type of habitually decohering operators
we expect to occur over and over again in a set of histories defining a quasiclassical do-
main [45]. Such habitually decohering operators are called “quasiclassical operators”. In
the earliest instants of the universe the operators defining spacetime on scales well above
the Planck scale emerge from the quantum fog as quasiclassical. Any theory of the initial
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condition that does not imply this is simply inconsistent with observation in a manifest way.
A background spacetime is thus defined and conservation laws arising from its symmetries
have meaning. Then, where there are suitable conditions of low temperature, density, etc.,
various sorts of hydrodynamic variables may emerge as quasiclassical operators. These are
integrals over suitably small volumes of densities of conserved or nearly conserved quantities.
Examples are densities of energy, momentum, baryon number, and, in later epochs, nuclei,
and even chemical species. The sizes of the volumes are limited above by maximality and
are limited below by classicality because they require sufficient “inertia” resulting from their
approximate conservation to enable them to resist deviations from predictability caused by
their interactions with one another, by quantum spreading, and by the quantum and statis-
tical fluctuations resulting from interactions with the rest of the universe that accomplish
decoherence [45]. Suitable integrals of densities of approximately conserved quantities are
thus candidates for habitually decohering quasiclassical operators. These “hydrodynamic
variables” are among the principle variables of classical physics.
It would be in such ways that the classical domain of familiar experience could be an
emergent property of the fundamental description of the universe, not generally in quantum
mechanics, but as a consequence of our specific initial condition and the Hamiltonian de-
scribing evolution. Whether a closed system exhibits a quasiclassical domain, and, indeed,
whether it exhibits more than one essentially inequivalent domain, thus become calculable
questions in the quantum mechanics of closed systems.
The founders of quantum mechanics were right in pointing out that something external
to the framework of wave function and the Schro¨dinger equation is needed to interpret the
theory. But it is not a postulated classical domain to which quantum mechanics does not
apply. Rather it is the initial condition of the universe that, together with the action function
of the elementary particles and the throws of the quantum dice since the beginning, is the
likely origin of quasiclassical domain(s) within quantum theory itself.
III. DECOHERENCE IN GENERAL, DECOHERENCE IN PARTICULAR,
AND THE EMERGENCE OF CLASSICAL BEHAVIOR
A. A More General Formulation of the Quantum Mechanics of Closed Systems
The basic ideas of post-Everett quantum mechanics were introduced in the preceding
section. We can briefly recapitulate these as follows: The most general predictions of quan-
tum mechanics are the probabilities of alternative coarse-grained histories of a closed system
in an exhaustive set of such histories. Not every set of coarse-grained histories can be as-
signed probabilities because of quantum mechanical interference and the consequent failure
of probability sum rules. Rather, probabilities are predicted only for those decohering sets
of histories for which interference between the individual members is negligible as a con-
sequence of the system’s initial condition and Hamiltonian and the probability sum rules
therefore obeyed. Among the decohering sets implied by the initial condition of our universe
are those constituting the quasiclassical domain of familiar experience.
The discussion of Section II was oversimplified in several respects. For example, we
restricted attention to pure initial states, considered only sets of alternatives at definite mo-
ments of time, considered only sets of alternatives at any one moment that were independent
of alternatives at other moments of time, and assumed a fixed background spacetime. None
of these restrictions is realistic. In the rest of these lectures we shall be pursuing the nec-
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essary generalizations needed for a more realistic formulation. In this section we develop a
more general framework still assuming a fixed spacetime geometry that supplies a meaning
to time and still restricting attention to alternatives at definite moments of time.
1. Fine-Grained and Coarse-Grained Histories
We consider a closed quantum mechanical system described by a Hilbert space H. As
described in Section II, a set of alternatives at one moment of time is described by a set
of orthogonal Heisenberg projection operators {P kαk(tk)} satisfying (2.13). The operators
corresponding to the same alternatives at different times are related by unitary evolution
P kαk(tk) = e
iHtk/~ P kαk(0) e
−iHtk/~ . (3.1)
Sequences of such sets of alternatives at, say, times t1, · · · , tn define a set of alternative
histories for the closed system. The individual histories in such a set consist of particular
chains of alternatives α = (α1, · · · , αn) and are represented by the corresponding chains of
projection operators, Cα, as in (2.14).
Sets of histories described in this way are in general coarse-grained because they do
not define alternatives at each and every time and because the projections specifying the
alternatives are not onto complete sets of states (one-dimensional projections onto a basis) at
the times when they are defined. The fine-grained sets of histories on a time interval [0, T ] are
defined by giving sets of one-dimensional projections at each time and so are represented by
continuous products of one-dimensional projections. These are the most refined descriptions
of the quantum mechanical system possible. There are many different sets of fine-grained
histories. A simple example of fine- and coarse-grained histories occurs when H is the space
of square integrable functions on a configuration space of generalized coordinates {qi} (for
example, modes of field configurations on a spacelike surface). Exhaustive sets of exclusive
coordinate ranges at a sequence of times define a set of coarse-grained histories. If the
ranges are made smaller and smaller and more and more dense in time, these increasingly
fine-grained histories come closer and closer to representing continuous paths qi(t) on the
interval [0, T ]. These paths are the starting point for a sum-over-histories formulation of
quantum mechanics. Operators Cα corresponding to the individual paths themselves do not
exist because there are no exactly localized states in H, but the Cα on the finer- and finer-
grained histories described above represent them in the familiar way continuous spectra are
handled in quantum mechanics.
A set of alternatives at one moment of time may be further coarse-grained by taking
the union of alternatives corresponding to the logical operation “or”. If Pa and Pb are
the projections corresponding to alternatives “a” and “b” respectively, then Pa + Pb is the
projection corresponding to the alternative “a or b”. This is the simplest example of an
operation of coarse-graining. This operation “or” can be applied to histories. If Cα is the
operator representing one history in a coarse-grained set, and Cβ is another, then the coarser
grained alternative in which the system follows either history α or history β is represented
by
Cα or β = Cα + Cβ . (3.2)
Thus, if {cα} is a set of alternative histories for the closed system defined by sequences of
alternatives at definite moments of time, then the general notion of a coarse graining of this
set of histories is a partition of the {cα} into exclusive classes {cα¯}. The classes are the
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individual histories in the coarser grained set and are represented by operators, called class
operators, that are sums of the chains of the constituent projections in the finer-grained set:
Cα¯ =
∑
αα¯
Cα . (3.3)
When the Cα are chains of projections we have:
Cα¯ =
∑
(α1,··· ,αn)α¯
P nαn(tn) · · ·P 1α1(t1) . (3.4)
These {Cα¯} may sometimes be representable as chains of projections (as when the sum is
over alternatives at just one time). However, they will not generally be chains of projections.
The general operator corresponding to a coarse-grained history will thus be a class operator
of the form (3.4).
In a similar manner one can define operations of fine-graining. For example, introducing
a set of alternatives at a time when there was none before is an operation of fine-graining
as is splitting the projections of an existing set at one time into more mutually orthogonal
ones. Continued fine-graining would eventually result in a completely fine-grained set of
histories. All coarse-grained sets of histories are therefore coarse grainings of at least one
fine-grained set.
Sets of histories are partially ordered by the operations of coarse graining and fine grain-
ing. For any pair of sets of histories, the least coarse-grained set, of which they are both
fine grainings, can be defined. However, there is not, in general, a unique fine-grained set of
which they are both a coarse graining. There is an operation of “join” but not of “meet”.
So far we have considered histories defined by sets of alternatives at sequences of times
that are independent of one another. For realistic situations we are interested in sets of
histories in which (assuming causality) the set of alternatives and their times are dependent
on the particular alternatives and particular times that define the history at earlier times.
Such sets of histories are said to be branch dependent. A more complete notation would be
to write:
P nαn (tn;αn−1, tn−1, · · · , α1, t1) P n−1αn−1 (tn−1;αn−2, tn−2, · · · , α1, t1) · · ·P 1α1(t1) , (3.5)
for histories represented by chains of such projections. Here {P kαk(tk;αk−1, tk−1, · · · ,
α1, t1)} are an exhaustive set of orthogonal projection operators as αk varies, keeping
αk−1, tk−1, · · · , α1, t1 fixed. Nothing more than replacing chains in (3.4) by (3.5) is needed
to complete the generalization to branch dependent histories.
Branch dependence is important, for example, in describing realistic quasiclassical do-
mains because past events may determine what is a suitable quasiclassical variable. For
instance, if a quantum fluctuation gets amplified so that a galaxy condenses in one branch
and no such condensation occurs in other branches, then what are suitable quasiclassical
variables in the region where the galaxy would form is branch dependent. While branch
dependent sets of histories are clearly important for a description of realistic quasiclassical
domains, we shall not make much use of them in these lectures devoted to general frameworks
and frequently use the notation in (3.4) as an abbreviation for the more precise (3.5).
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2. The Decoherence Functional
Quantum mechanical interference between individual histories in a coarse-grained set
is measured by a decoherence functional. This is a complex-valued functional on pairs of
histories in a coarse-grained set depending on the initial condition of the closed system. If
cα′ and cα are a pair of histories, Cα′ , Cα are the corresponding operators as in (3.4) and ρ is
a Heisenberg picture density matrix representing the initial condition, then the decoherence
functional is defined by [45]
D (α′, α) = Tr
[
Cα′ρC
†
α
]
. (3.6)
Sufficient conditions for probability sum rules can be defined in terms of the decoherence
functional. For example, the condition that generalizes the orthogonality of the branches
discussed in Section II for pure initial states is the medium decoherence condition that the
“off-diagonal” elements of D vanish, that is
D (α′, α) ≈ 0 , α′ 6= α . (3.7)
It is easy to see that (3.7) reduces to (2.18) when ρ is pure, ρ = |Ψ〉〈Ψ|, and the C’s are
chains of projections.
The probabilities p(α) for the individual histories in a decohering set are the diagonal
elements of the decoherence functional so that the condition for medium decoherence and
the definition of probabilities may be summarized in one compact fundamental formula:
D (α′, α) ≈ δα′αp(α) . (3.8)
The decoherence condition (3.7) is easily seen to be a sufficient condition for the most general
probability sum rules. Unions of histories that are again chains of projections give coarser-
grained histories. The corresponding probability sum rules are the requirements that the
probabilities of the coarser-grained histories are the sums of the individual histories they
contain. More precisely let {cα} be a set of histories and {cα¯} any coarse graining of it. We
require
p (α¯) ≈
∑
αα¯
p(α) . (3.9)
This can be established directly from the condition of medium decoherence. The chains for
the coarser-grained set {cα¯} are related to the chains for {cα} by
Cα¯ =
∑
αα¯
Cα . (3.10)
Evidently, as a consequence of (3.8),
p (α¯) = Tr
[
Cα¯ρC
†
α¯
]
=
∑
α′α¯
∑
αα¯
Tr
[
Cα′ρC
†
α
] ≈∑
αα¯
Tr
[
CαρC
†
α
]
=
∑
α
p(α) . (3.11)
which establishes the sum rule.
Medium decoherence is not a necessary condition for the probability sum rules. The
weaker necessary condition is the weak decoherence condition.
ReD (α′, α) ≈ δα′αp(α) . (3.12)
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To see this, note that the simplest operation of coarse graining is to combine just two
histories according to the logical operation “or” as represented in (3.1). Write out (3.11) to
see that the probability that the system follows one or the other history is the sum of the
probabilities of the two histories if and only if the sum of the interference terms represented
by (3.12) vanishes. Applied to all pairs of histories this argument yields the weak decoherence
condition. However, realistic mechanisms of decoherence such as those illustrated in Section
II.5 seem to imply medium decoherence (see also Section III.3.2) and for concrete problems
such as characterizing quasiclassical domains we shall employ this stronger condition.
3. Prediction, Retrodiction, and States
We mentioned that considering conditional probabilities based on known information is
one strategy for identifying definite predictions with probabilities near zero or one. We shall
now consider the construction of these conditional probabilities in more detail. Suppose that
we are concerned with a decohering set of coarse-grained histories that consist of sequences
of alternatives α1, · · · , αn at definite moments of time t1, · · · , tn and whose individual his-
tories are therefore represented by class operators Cα which are chains of the corresponding
projections [and not sums of such chains as in (3.4)]. The joint probabilities of these histo-
ries, p(αn, · · · , α1), are given by the fundamental formula (3.8). Let us consider the various
conditional probabilities that can be constructed from them.
The probability for predicting a future sequence of alternatives αk+1, · · · , αn given that
alternatives α1, · · · , αk have already happened up to time tk is
p
(
αn, · · · , αk+1
∣∣αk, · · · , α1) = p (αn, · · · , α1)
p (αk, · · · , α1) (3.13)
where p(αk, · · · , α1) can be calculated either directly from the fundamental formula or as
p (αk, · · · , α1) =
∑
αn,··· ,αk+1
p (αn, · · · , α1) . (3.14)
These alternative computations are consistent because decoherence implies the probability
sum rule (3.14).
If the known information at time tk just consists of alternative values of present data
then the probabilities for future prediction are conditioned just on the values of this data,
viz.
p
(
αn, · · · , αk+1
∣∣αk) = p (αn, · · · , αk)
p (αk)
. (3.15)
similarly the probability that alternatives α1, · · · , αk−1 happened in the past given present
data αk is
p
(
αk−1, · · · , α1
∣∣αk) = p (αk, · · · , α1)
p (αk)
. (3.16)
It is through the evaluation of such conditional probabilities that history is most honestly
reconstructed in quantum mechanics. We say that particular alternatives α1, · · · , αk hap-
pened in the past when the conditional probability (3.16) is near unity for those alternatives
given our present data. The present data αk are then said to be good records of the past
events α1, · · · , αk−1.
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Future predictions can be obtained from an effective density matrix in the present that
summarizes what has happened. If ρeff(tk) is defined by
ρeff(tk) =
P kαk(tk) · · ·P 1α1(t1) ρP 1α1(t1) · · ·P kαk(tk)
Tr
[
P kαk(tk) · · ·P 1α1(t1) ρP 1α1(t1) · · ·P kαk(tk)
] (3.17)
then
p
(
αn, · · · , αk+1
∣∣αk, · · · , α1) = Tr [P nαn(tn) · · ·P k+1αk+1(tk+1) ρeff(tk)P k+1αk+1(tk+1) · · ·P nαn(tn)] .
(3.18)
This effective density matrix represents the usual notion of “state-of-the-system at the mo-
ment of time tk”.
The effective density matrix may be thought of as evolving in time in the following way:
Define it to be constant between the projections at tk and tk+1 in this Heisenberg picture.
Its Schro¨dinger picture representative
e−iH(t−tk)/~ ρeff(tk)eiH(t−tk)/~ (3.19)
then evolves unitarily between tk and tk+1. At tk+1, ρeff(t), is “reduced” by the action of the
projection P k+1αk+1(tk+1). It then evolves unitarily to the time of the next projection. The ac-
tion of the projections in this picture is the notorious “reduction of the wave packet”. In this
quantum mechanics of a closed system it is not necessarily associated with a measurement
situation but is merely part of the description of histories.1 If we consider alternatives that
are sums of chains of projections, or the spacetime generalizations of Hamiltonian quantum
mechanics to be discussed in subsequent sections, it is not possible to summarize prediction
by an effective density matrix that evolves in time.
In contrast to probabilities for the future, there is no effective density matrix representing
present information from which probabilities for the past can be derived. As (3.16) shows,
probabilities for the past require both present records and the initial condition of the system.
In this respect the quantum mechanical notion of state at a moment of time is different from
the classical notion which is sufficient to specify both future and past. This is an aspect of
the arrow of time in quantum mechanics which we shall discuss more fully in the Section
IV.7.
4. The Decoherence Functional in Path Integral Form
Feynman’s path integral provides a useful alternative representation of unitary quantum
dynamics for certain systems. These are characterized by a configuration space spanned
by generalized coordinates {qi} and a Hilbert space of square-integrable functions on this
configuration space. The path integral can also be used to represent the “second law of
evolution” — that is the action of chains of projection operators — for alternatives that
consist entirely of projections onto alternative ranges {∆kα(tk} of the q’s at a sequence of
times t1, · · · , tn. The key identity in establishing this representation is the following [15, 125]:〈
qfT
∣∣P∆n(tn) · · ·P∆1(t1)∣∣q00〉 = ∫
[q0∆1···∆nqf ]
δq eiS[q(τ)]/~ (3.20)
1 For further discussion see, [74] (Appendix) and [78].
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where we have omitted coordinate indices. On the left is the matrix element of Heisenberg
projections at times t1 · · · , tn onto ranges of the q′s ∆1, · · · ,∆n taken between localized
Heisenberg states at initial and final times 0 and T . On the right is a path integral over
all paths that begin at q0 at time 0, pass through the ranges ∆1, · · · ,∆n at times t1, · · · tn
respectively and end at qf at time T . To see how to prove (3.20) consider just one interval
∆k at time tk. The matrix element on the left of (3.20) may be further expanded as
〈qfT |P∆k(tk)|q00〉 =
∫
∆k
dqk 〈qfT |qktk〉 〈qktk|q00〉 . (3.21)
Since the paths cross the surface of time tk at a single point qk, the sum on the right of
(3.20) may be factored as shown in Figure 5,∫
[q0∆kqf ]
δq eiS[q(τ)]/~ =
∫
∆k
dqk
(∫
[qkqf ]
δqeiS[q(τ)]/~
)
×
(∫
[q0qk]
δqeiS[q(τ)]/~
)
. (3.22)
But, it is an elementary calculation to verify that
〈q′′t′′|q′t′〉 =
∫
[q′q′′]
δqeiS[q(τ)]/~ (3.23)
and that inverting the time order on the right is the same as complex conjugation. Thus,
(3.21) is true and, by extension, also the equality (3.20).
Using this identity, the decoherence functional may be rewritten in path integral form
for coarse grainings defined by ranges of configuration space. Let α denote the history
corresponding to the sequence of ranges ∆1α1 , · · · ,∆nαn at times t1, · · · , tn and let Cα denote
the corresponding chain of projections. The decoherence functional can be written
D
(
α′, α
)
= Tr
(
Cα′ρC
†
α
)
=
∫
dq′f
∫
dqf
∫
dq′0
∫
dq0
× δ(q′f − qf) 〈q′fT ∣∣Cα′∣∣q′00〉〈q′00∣∣ρ∣∣q00〉 〈q00∣∣C†α∣∣qfT〉 , (3.24)
where we have suppressed the indices on the q’s and written dq for the volume element in
configuration space. This can be rewritten using (3.20) as
D (α′, α) =
∫
α′
δq′
∫
α
δq δ
(
q′f − qf
)
exp {i (S [q′(τ)]− S [q(τ)])} ρ (q′0, q0) . (3.25)
Here, the integrals are over paths qi(τ) that begin at q0 at time 0, pass through the regions
α = (α1, · · · , αn) and end at qf at time T . The integral over q′i(τ) is similar but restricted
by the coarse graining α′. We have written ρ(q′0, q0) for the configuration space matrix
elements of the initial density matrix ρ. This expression allows us to identify the decoherence
functional for the completely fine-grained set of histories specified by paths {qi(t)} on the
interval t = 0 to t = T as
D [q′(τ), q(τ)] = δ
(
q′f − qf
)
exp {i (S [q′(τ)]− S[q(τ)]) /~} ρ (q′0, q0) . (3.26)
Evidently the set of fine-grained histories defined by coordinates does not decohere. In
Section III.3 we will discuss models in which suitable coarse grainings of these histories do
decohere.
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FIG. 5: Factoring a sum over paths single-valued in time across a surface of constant time. Shown
at left is the sum over paths defining the amplitude to start from q0 at time t = 0, proceed
through interval ∆k at time tk, and wind up at qf at time T . If the histories are such that each
path intersects each surface of constant time once and only once, then the sum on the left can be
factored as indicated at right. The factored sum consists of a sum over paths before time tk, a sum
over paths after time tk, followed by a sum over the values of qk at time tk inside the interval ∆k.
The possibility of this factorization is what allows the Hamiltonian form of quantum mechanics to
be derived from a sum-over-histories formulation. The sums over paths before and after tk define
wave functions on that time-slice and the integration over qk defines their inner product. The
notion of state at a moment of time and the Hilbert space of such states is thus recovered.
If the sum on the left were over paths that were multiple valued in time, the factorization on the
right would not be possible.
B. The Emsch Model
To make the formalism we have introduced more concrete we shall illustrate it with a
few tractable models. The first of these, the Emsch model, is not very realistic but has
the complementary virtue of being exactly solvable. It will chiefly serve to illustrate the
notation in a concrete case.
We consider the quantum theory of a particle moving in one-dimension whose Hilbert
space is H = L2(R). The simplifying feature of the model is its Hamiltonian. This we take
to be linear in the momentum
H = vp (3.27)
where v is a constant with the dimensions of velocity.
We consider coarse grainings that at times t1, · · · , tn divide the real line up into exhaustive
sets of intervals {∆kαk}, k = 1, · · · , n. The index k allows different sets of intervals to be
used at different times. In each set, αk is an integer that ranges over the possible intervals.
In the Schro¨dinger picture the alternative that the particle is in a particular interval ∆kαk
30
is represented by the projection operator
P kαk =
∫
∆kαk
dx|x〉〈x| . (3.28)
The corresponding Heisenberg picture projections are, of course,
P kαk(tk) = e
iHtk/~ P kαke
−iHtk/~ (3.29)
where H is given by (3.27). With the Hamiltonian (3.27), the action of the unitary evolution
operators in (3.29) are equivalent to spatial translations by a distance vtk. We therefore have
P kαk(tk) = P
(vtk)k
αk
(3.30)
where P
(vtk)k
αk denotes the Schro¨dinger picture projection on the αkth interval in the set k
translated by a distance (vtk). The P
(vtk)k
αk thus all commute.
Chains of projections corresponding to histories are
Cα = P
(vtn)n
αn · · ·P (vt1)1α1 (3.31)
and are thus themselves projections onto the interval α which is the intersection of the
intervals α1, · · · , αn in the translated sets. When n is large and the coarse grainings are rea-
sonably fine, many of the C’s will vanish identically. The non-vanishing C’s are projections
onto disjoint intervals in x. As a consequence we have, since C†α = Cα,
C†α′Cα = δα′αCα . (3.32)
Decoherence, as defined by (3.8), is thus exact and automatic for these histories whatever
the initial ρ. The probabilities of individual histories (3.8) may be written
p(α) = Tr (Cαρ) . (3.33)
Evidently all the probability sum rules are satisfied because of the linearity of (3.33) in Cα.
The property of exact decoherence independent of initial state, is, of course, neither general
nor realistic. It is a special consequence of the Hamiltonian (3.27).
Parenthetically, we note that if the histories are refined by adding further partitions of
R at more and more times, the non-vanishing Cα will generically project onto smaller and
smaller intervals of R. If the initial density matrix is pure, ρ = |Ψ〉〈Ψ|, the non-vanishing
vectors
Cα|Ψ〉 (3.34)
tend to a dense, orthogonal set in H. This has been called a full set of histories [46].
Suppose the intervals defining the coarse graining are of equal length ∆. A point x in R
may be located by the number, α, of its interval and its relative coordinate ξ within that
interval
x = ∆(α + ξ) , −1 ≤ ξ ≤ 1 . (3.35)
Correspondingly the Hilbert spaceHmay be factored intoH(α)⊗H(ξ) whereH(ξ) is L2(−1, 1)
— the space of square integrable functions on the interval defined by the range of ξ — and
H(α) is the space of square summable functions of the integers. Thus coarse grainings by
equal intervals may be described as distinguishing which interval the particle is in while
ignoring the relative position within the interval. A similar factorization can be exhibited
when the intervals are of unequal length, but the relevant variables are not simple linear
functions of the basic coordinates.
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C. Linear Oscillator Models
1. Specification
A useful class of models, in which the decoherence of histories can be explored analytically,
are the linear oscillator models. These have been studied from the point of view of histories
by Feynman and Vernon [36], Caldeira and Leggett [13], Unruh and Zurek [133], Dowker
and Halliwell [28], Gell-Mann and Hartle [47], and many others. The simplest model consists
of a distinguished oscillator moving in one dimension and interacting linearly with a large
number of other independent oscillators. The models are studied with coarse grainings that
follow the coordinates of the distinguished oscillator and ignore all the rest. An initial
condition is assumed whose density matrix factors into an arbitrary density matrix for the
distinguished oscillator and a thermal density matrix at temperature TB for the rest. The
model thus captures in the most elementary way the idea of a system interacting with a
bath of other systems that can carry away phases and effect decoherence. The model is
soluble because the linearity of the interactions, and the thermal nature of the bath, mean
that the trace in the decoherence functional can be reduced to Gaussian functional integrals
and evaluated explicitly. We now show how to do this.
To define the model more precisely let x denote the coordinate of the distinguished
oscillator and Qk the coordinates of the rest. The Hamiltonian of the distinguished oscillator
is
Hfree(p, x) =
1
2M
(
p2 + ω2x2
)
(3.36)
and
H0 =
∑
k
Hk =
1
2m
∑
k
(
P 2k + ω
2
kQ
2
k
)
(3.37)
for the rest. The interaction is linear
Hint (x,Qk) = x
∑
k
CkQk (3.38)
defining coupling constants Ck. The initial density matrix is assumed to be of the form〈
x′, Q′k
∣∣ρ∣∣x,Qk〉 = ρ¯(x′, x)ρB(Q′k, Qk) (3.39)
where ρB(Q
′
k, Qk) is a product of thermal density matrix ρ
β
k(Q
′
k, Qk) for each oscillator in
the bath all at one temperature TB = 1/(kβ). Explicitly the ρ
β
k have the form
ρβk (Q
′
k, Qk) =
〈
Q′k
∣∣e−βHk∣∣Qk〉 / Tr (e−βHk) = [mωk
pi~
tanh
(
~ωkβ
2
)]1
2
× exp
[
−
{
mωk
2~ sinh (~βωk)
[(
Q′2k +Q
2
k
)
cosh (~βωk)− 2Q′kQk
]}]
. (3.40)
It is the quadratic form of the exponent in this expression, together with the quadratic
actions that correspond to the Hamiltonians (3.36) – (3.38), that make the model explicitly
soluble.
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2. The Influence Phase and Decoherence
We consider a special class of coarse grainings that follow the coordinate x(t) of the
distinguished oscillator over a time interval [0, T ] and ignore the coordinates Qk(t) of the
rest. As this model has a configuration space description with coordinates qi = (x,Qk), the
decoherence functional for these coarse grainings is conveniently computed in its sum-over-
histories form. From (3.25) we have
D [x′(τ), x(τ)] = δ
(
x′f − xf
)
× exp
{
i
(
Sfree [x
′(τ)]− Sfree[x(τ)] +W [x′(τ) , x(τ)]
)
/~
}
ρ¯ (x′0, x0) (3.41)
where W is defined by
exp
(
iW [x′(τ), x(τ)]
) ≡ ∫ δQ′ ∫ δQ δ(Q′f −Qf)
× exp
{
i
(
S0 [Q
′(τ)] + Sint [x′(τ), Q′(τ)]− S0[Q(τ)]− Sint[x(τ), Q(τ)]
)
/~
}
ρB (Q
′
0, Q0) .
(3.42)
In these expressions, Sfree, S0, and Sint are the actions corresponding to the Hamiltonians
Hfree, H0, and Hint. The functional W [x
′(τ), x(τ)] is called the Feynman-Vernon influence
phase and summarizes for the behavior of the distinguished oscillator all information about
the rest.
The important point about the model is that, since the Q’s are not restricted by the
coarse grainings, the integrations defining the influence phase in (3.42) are over a complete
range. Since the actions are quadratic in the Q’s, and since ρB is the exponential of a
quadratic form, all the integrations can be carried out explicitly. The resulting influence
phase is necessarily a quadratic functional of the x′(τ) and x(t). It has the form
W [x′(τ), x(τ)] =
1
2
∫ T
0
dt
∫ t
0
dt′ [x′(t)− x(t)]† {kR (t, t′) [x′ (t′) + x (t′)]
+ ikI (t, t
′) [x′(t′)− x(t′)]} . (3.43)
General arguments of symmetry and quantum mechanical causality are enough to show that
W has this form [35, 36], but in the present case it also follows from explicit computation
which shows the kernels to be [13, 36]:
kR (t, t
′) = −
∑
k
C2k
mωk
sin [ωk (t− t′)] ,(3.44)
kI (t, t
′) =
∑
k
C2k
mωk
coth
(
1
2
~βωk
)
cos [ωk (t− t′)] . (3.45)
The imaginary part of the influence phase effects decoherence. To see this define, ξ(t) =
x′(t)− x(t), and write
ImW [x′(τ), x(τ)] =
∑
k
C2k
4mωk
coth
(
1
2
~βωk
) ∫ T
0
dt
∫ T
0
dt′ξ(t) cos [ωk(t− t′)] ξ(t′) .
(3.46)
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Alternatively, defining
ξ˜(ω) =
∫ T
0
dt eiωtξ(t) (3.47)
we have
ImW [x′(τ), x(τ)] =
∑
k
C2k
4mωk
coth
(
1
2
~βωk
) ∣∣∣ξ˜ (ωk)∣∣∣2 , (3.48)
showing that ImW is strictly positive. What either (3.46) or (3.48) show is that, as ξ(t), the
difference between the fine-grained histories x′(t) and x(t), becomes large, the corresponding
“off-diagonal” elements of the decoherence functional are increasingly exponentially sup-
pressed. This is the source of decoherence in further coarse grainings of x.
For sets of histories of the distinguished oscillator that are coarse grained by exhaustive
sets of intervals of x, {∆kαk}, at times {tk}, the decoherence functional is given by
D (α′, α) =
∫
α′
δx′
∫
α
δx D [x′(τ), x(τ)] (3.49)
where α is a chain of particular intervals (α1, · · · , αn) and the integrals are over the paths
on the time-range [0, T ] that pass through those intervals. This set of alternatives will
decohere provided that the characteristic size of the intervals in the sets {∆kαk} and the
spacing between these sets in time are both large enough that sufficient ImW is built up
to suppress all of the off-diagonal elements of D(α′, α).
A simple criterion for decoherence can be given in the important case of a cutoff continuum
of oscillators with density of states ρD(ω) and couplings
ρD(ω)C
2(ω) =
{
4Mmγω2/pi, ω < Ω,
0 , ω > Ω,
(3.50)
where γ is an effective coupling strength. In the Fokker-Planck limit, kT >> ~Ω >> 0, the
imaginary part of the influence phase becomes purely local in time, viz.
ImW [x′(τ), x(τ)] =
2MγkTB
~
∫ T
0
dt ξ2(t) . (3.51)
Then, if the characteristic size of the intervals in the sets {∆kαk} is d, this set of histories
will decohere provided the sets are spaced in time by intervals longer than
tdecoherence ∼ 1
γ
[
~√
2MkTB
·
(
1
d
)]2
. (3.52)
As stressed by Zurek [148], for typical “macroscopic” parameters this minimum time for
decoherence is many orders of magnitude smaller than characteristic dynamical times, for
example 1/γ. For M ∼ 1gm, TB ∼ 300◦K, d ∼cm the ratio is around 1040! Decoherence in
the realistic situations approximated by these models is very effective.
D. The Emergence of a Quasiclassical Domain
As discussed in Section II.7 the quasiclassical domain of familiar experience is a set
of decohering, coarse-grained alternative histories of the universe (or a class of roughly
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equivalent sets) that is maximally refined consistent with decoherence, is coarse-grained
mostly by values of a small class of quasiclassical variables at different times, and exhibits
a high degree of deterministic correlations among these variables in time.
Providing a satisfactory criterion that would differentiate among all possible decohering
sets of coarse-grained histories of a closed system by their degree of classicality is, at the
time of writing, still an unsolved problem. Such a criterion would enable us to derive
(rather than posit) the habitually decohering variables that characterize the quasiclassical
domain of everyday experience. Such a criterion would enable us to determine whether that
quasiclassical domain is essentially unique or but one of a number of essentially different
possibilities exhibited by the initial condition of the universe and its dynamics.
Whatever the exact nature of such a general criterion, or even whether it exists, one fea-
ture of the description of quasiclassical behavior cannot be stressed too strongly: Classical,
deterministic behavior of a quantum mechanical system is defined in terms of the proba-
bilities of its time histories. The statement that the moon moves in an orbit that obeys
Newton’s laws of motion is the quantum-mechanical statement that successive determina-
tions of the position of the moon are correlated in time according to Newton’s laws with
a probability near unity. More precisely, a set of decohering, alternative, coarse-grained
histories defined by ranges of position of the moon’s center of mass at a succession of times
exhibits classical behavior if the probabilities are low for those histories where the positions
are not correlated in time by Newton’s law. The time dependence of expected values is not
enough; deterministic behavior in quantum mechanics is defined through the probabilities
of histories.
Even in the absence of a general measure, considerable insight into the problem of clas-
sicality can be obtained by restricting attention to special classes of coarse grainings and
identifying those that have high levels of classical correlations. In such models an assumption
is being made as to the class of coarse grainings that characterize the quasiclassical domain.
Thus, some parts of the general answer is being put in by hand. Which of the class is the
most classical is being derived. In this subsection we shall examine one such class of models.
We shall introduce a powerful technique for calculating the probabilities of decohering sets
of histories, namely a systematic expansion of the decoherence functional in the difference
between the two histories which are its arguments. This will enable us to derive the classical
deterministic laws that govern even highly non-linear systems in the class, including the
modifications that arise because of the mechanisms that produce decoherence. We shall also
be able to discuss quantitatively the connections between decoherence noise, dissipation and
the amount of coarse graining necessary to achieve classical predictability.2
We consider model systems whose dynamics are describable by paths in a configuration
space spanned by (generalized) coordinates {qi} and a Lagrangian that is the difference
between a kinetic energy quadratic in the velocities and a potential energy independent
of velocities but otherwise arbitrary. We consider coarse grainings that distinguish a fixed
subset of coordinates, {xa}, while ignoring the rest {Qk}. The initial density matrix of the
closed system is assumed to factor into a product of a density matrix of the distinguished
variables and another density matrix for the rest. The linear oscillator models discussed
in the preceding subsection are special cases of this class of models but the whole class is
much more general because it is not restricted to linear interactions.3 Most non-relativistic
2 We follow the discussion in [47].
3 For an extensive and explicit discussion of the linear case from the point of view of the decoherence
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systems of interest fall into this class as far as dynamics are concerned. What is more special
is the nature of the coarse graining and the factored nature of the initial condition. The
anticipated repeated nature of quasiclassical variables has been put in by hand by fixing
a set of coordinates distinguished by the coarse grainings for all time. The hydrodynamic
variables that we expect to characterize at least one realistic quasiclassical domain do not
correspond to such a fixed division of fundamental coordinates. The same fixed division
means that the model coarse grainings do not incorporate the branch dependence expected
to characterize realistic quasiclassical domains (see Section III.1). Set off against these
shortcomings, however, is the great advantage of the model class of coarse grainings and
initial conditions that we can relatively easily and explicitly exhibit which members of the
class have high classicality.
The first stages of an analysis of these models proceeds exactly as in the linear oscillator
models discussed in the preceding subsection. The action can be written
S[q(τ)] = Sfree[x(τ)] + S0[Q(τ)] + Sint[x(τ), Q(τ)] (3.53)
where Sfree and S0 are of kinetic minus potential energy form and Sint is independent of
velocities but otherwise arbitrary. The variables x now refer to a set of coordinates xa but
we have suppressed the indices on them as we have on the Qk. For the coarse grainings of
interest that distinguish only the x’s the unrestricted integrations over the Q’s can be carried
out yielding a decoherence functional D[x′(τ), x(τ)] of the same form as (3.41) incorporating
an influence phase defined by (3.42).
Of course, the influence phase defined by (3.42) does not have the simple quadratic
form (3.43) appropriate to linear interactions. A useful operator expression for W can be
derived by noting that the path integrals in the defining relation (3.42) correspond to unitary
evolution on the Hilbert space HQ of square-integrable functions of the Q’s generated by
the Hamiltonian corresponding to the action
SQ[x(τ), Q(τ)] = S0[Q(τ)] + Sint[x(τ), Q(τ)] (3.54)
which depends on the path x(τ) as an external parameter. Since we have assumed that the
interaction is local in time, specifically of the form
Sint[x(τ), Q(τ)] =
∫ T
0
dt Lint
(
x(t), Q(t)
)
, (3.55)
the corresponding Hamiltonian
HQ
(
x(t)
)
= H0 +Hint
(
x(t)
)
(3.56)
depends only on the instantaneous value of x(t). The operator effecting unitary evolution
generated by this Hamiltonian between times t′ and t′′ is
Ut′′,t′ [x(τ)] = T exp
[
− i
~
∫ t′′
t′
dt HQ
(
x(t)
)]
(3.57)
where T denotes the time-ordered product. In terms of this, eq. (3.42) becomes
exp
(
i W [x′(τ), x(τ)] /~
)
= Sp
{
UT,0[x
′(τ)]ρBU
†
T,0
[
x(τ)]
}
(3.58)
functional see Dowker and Halliwell [28]
36
where Sp denotes the trace on HQ and ρB is the density operator on HQ whose matrix
elements are ρB(Q
′
0, Q0).
We will now assume that the influence phase is strongly peaked about x′(τ) ≈ x(τ) so
as to produce the decoherence of histories further coarse grained by suitable successions of
regions of x. We will then analyze the circumstances in which the probabilities of these
decohering sets of histories predict classical, deterministic correlations in time.
To make this program more precise it is convenient to introduce new coordinates that
measure the average of and the difference between x′(t) and x(t). We define
ξ(t) = x′(t)− x(t) , (3.59a)
X(t) = 1
2
[x′(t) + x(t)] . (3.59b)
We assume that ImW increases with increasing ξ(τ), so that exp(iW ) is non-negligible only
when x′(τ) ≈ x(τ) for 0 < τ < T . This leads to decoherence of sets of histories further coarse-
grained by suitable regions of x’s. Specifically, consider a set of alternative coarse-grained
histories specified at a sequence of times t1, · · · , tn by exhaustive sets of exclusive regions of
the x’s which we denote by {∆1α1}, {∆2α2}, · · · , {∆nαn}. The decoherence functional for such
a set is given by (3.49). Evidently, (Fig. 6), if the characteristic sizes of these regions are
large compared to the width in ξ(τ) over which exp(iW ) is non-vanishing, the “off-diagonal”
elements D(α′, α) will be very small. That is decoherence. The probabilities p(α) of the
individual histories in this decohering set are the diagonal elements D(α, α) which, from
(3.49) and (3.42), are
p(α) =
∫
α
δXδξ δ (ξf ) exp
{
i
(
Sfree[X(τ) + ξ(τ)/2]
− Sfree[X(τ)− ξ(τ)/2] +W [X(τ), ξ(τ)]
)
/~
}
ρ¯ (X0 + ξ0/2, X0 − ξ0/2) . (3.60)
The assumed negligible values of exp(−ImW [X(τ), ξ(τ)]) for values of ξ(τ) much differ-
ent from zero allows two further approximations to the probabilities (3.60) which are useful
in exhibiting classical behavior. First we may neglect the restrictions on the ξ(τ) integration
arising from the coarse graining with negligible error (see Fig. 6). Second, we may expand
the exponent in (3.60) in powers of ξ(τ) and get a good approximation to the integral by ne-
glecting higher than quadratic terms. The result of these two approximations is a Gaussian
integral in ξ(τ) that can be explicitly evaluated.
Expanding the free action terms in the exponent of (3.60) is elementary. Assuming the
Lagrangian Lfree consists of a kinetic energy quadratic in the velocities x˙a minus a potential
energy independent of the velocities, there is only a contribution from the linear terms in ξ
to quadratic order
Sfree[X(τ)+ξ(τ)/2]−Sfree[X(τ)−ξ(τ)/2] = ξ†0P0(X˙0)+
∫ T
0
dt ξ†(t)
(
δSfree
δX(t)
)
+ · · · . (3.61)
Here, P0(X˙0) is the canonical momentum, ∂Lfree/∂X˙, evaluated at the endpoint t = 0 and
expressed in terms of the velocities. δSfree/δX(t) is the usual equation of motion. We are
using an obvious matrix notation in which y†z = Σayaza and we have used the fact that
ξf = 0 in (3.60) to eliminate one surface term.
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FIG. 6: The decoherence of histories coarse-grained by intervals of a distinguished set of config-
uration space coordinates. The decoherence functional for such sets of histories is defined by the
double path integral of (3.60) over paths x′(t) and x(t) that are restricted by the coarse graining.
These path integrals may be thought of as the limits of multiple integrals over the values of x′
and x on a series of discrete time slices of the interval [0, T ]. A typical slice at a time when the
range of integration is constrained by the coarse graining is illustrated. Of course, only one of
the distinguished coordinates xa and its corresponding x
′
a can be shown and we have assumed for
illustrative purposes that the regions defining the coarse-graining correspond to a set of intervals
∆α, α = 1, 2, 3, · · · of this coordinate. On each slice where there is a restriction from the coarse
graining, the integration over x′ and x will be restricted to a single box. For the “off-diagonal”
elements of the decoherence functional corresponding to distinct histories, that box will be off the
diagonal (e.g. B) for some slice. For the diagonal elements, corresponding to the same histories,
the box will be on the diagonal (e.g. A) for all slices. If the imaginary part of the influence phase
W [x′(τ), x(τ)] grows as a functional of the difference ξ(τ) = x′(τ)−x(τ), as it does in the oscillator
models [cf. (3.48)], then the integrand of the decoherence functional will be negligible except when
x′(τ) is close to x(τ) a regime illustrated by the shaded band about the diagonal in the figure.
When the characteristic sizes of the intervals ∆α are large compared to the width of the band
in which the integrand is non-zero the off-diagonal elements of the decoherence functional will be
negligible because integrals over those slices where the histories are distinct is negligible (e.g. over
box B). That is decoherence of the coarse-grained set of histories. Further, the evaluation of the
diagonal elements of the decoherence functional that give the probabilities of the individual his-
tories in decoherent set can be simplified. If the integrations over x′ and x are transformed to
integrations over ξ = x′ − x and X = (x′ + x)/2 the restrictions on the range of the ξ-integration
to one diagonal box may be neglected with negligible error to the probability.
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The general form of the expansion of W [X(τ), ξ(τ)] in powers of ξ(τ) is
W [X(τ), ξ(τ)] = W [X(τ), 0] +
∫ T
0
dt ξ†(t)
(
δW
δξ(t)
)
ξ(τ)=0
+ 1
2
∫ T
0
dt
∫ T
0
dt′ξ†(t)
(
δ2W
δξ(t)δξ(t′)
)
ξ(τ)=0
ξ(t′) + · · · . (3.62)
The coefficients in the expansion can be computed from (3.58). First,
exp
(
iW [X(τ), 0]/~
)
= Sp
{
UT,0[X(τ)]ρBU
†
T,0[X(τ)]
}
= Sp ρB = 1 . (3.63)
Thus, the leading term in (3.61) vanishes,
W [X(τ), 0] = 0 . (3.64)
To evaluate the next terms we must consider the derivatives δUT,0[(X(τ) + ξ(τ)/2]/δξ(t).
To do this introduce the definition:
F
(
x(t)
) ≡ −∂HQ(t)
∂x(t)
=
∂Lint
(
x(t), Q(t)
)
∂x(t)
. (3.65)
The operator F (x(t)) is an operator in the Schro¨dinger picture in which we have been
working. It is a function of x because Lint is a function of x and becomes a function of t
because x is a function t. It represents the force on the distinguished subsystem arising from
the rest of the closed system.
Carrying out the indicated differentiations of U gives(
δUT,0
[
X(τ)± ξ(τ)/2]/δξ(t))
ξ(τ)=0
= ±(i/2~)UT,t [X(τ)] F (X(t)) Ut,0 [X(τ)]
≡ ±(i/2~) F(t,X(τ)] . (3.66)
The operator F (t,X(τ)] is the representative of the Schro¨dinger operator (3.65) in a picture
something like the Heisenberg picture. However, it is not the usual Heisenberg picture
because its connection to the Schro¨dinger picture involves unitary evolution over future
ranges of time to time T as well as past ones. In fact, however, it can be shown [47] that
probabilities are independent of T . The operator F (t,X(τ)] is a function of time but also
a functional of the path X(τ). This dual dependence we have indicated with round and
square brackets.
It is then only a short calculation to find for the next coefficient in (3.62):(
δW/δξ(t)
)
ξ(τ)=0
=
〈
F
(
t,X(τ)
]〉
(3.67)
where the expected value is defined by
〈A〉 = Sp (A ρB) . (3.68)
In a similar manner the next coefficient in (3.62) may be calculated. One finds after slightly
more trouble (for more details see [47]):(
δ2W/δξ(t)δξ(t′)
)
ξ(τ)=0
= (i/2~)
〈{
∆F
(
t,X(τ)
]
, ∆F
(
t′, X(τ)
]}〉
(3.69)
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where {, } denotes the anticommutator and ∆F is the operator
∆F
(
t,X(t)
]
= F
(
t,X(τ)
]− 〈F(t,X(τ)]〉 (3.70)
representing fluctuations in the force F about its mean. We note that (δW/δξ)ξ=0 is purely
real and (δ2W/δξδξ)ξ=0 is purely imaginary.
With these definitions the Gaussian integral that results from inserting (3.62) into (3.60)
can be carried out. The result is
p(α) ∼=
∫
α
δX
[
det (KI/4pi)
]−1
2
× exp
[
−1
~
∫ T
0
dt
∫ T
0
dt′ E†(t,X(τ)] K invI (t, t′;X(τ)] E(t′, X(τ)]
]
w(X0, P0) . (3.71)
The ingredients of this expression are as follows: E is the expression
E(t,X(τ)] = δSfree
δX(t)
+
〈
F
(
t,X(τ)
]〉
. (3.72)
The kernel KI is
KI(t, t
′;X(τ)] = ~−1
〈{
∆F
(
t,X(τ)
]
,∆F (t′, X(τ)
]}〉
, (3.73)
and K invI is its inverse on the interval [0, T ]. The function w is the Wigner distribution
associated with the initial density matrix ρ¯ defined by
w (X0, P0) =
∫
dξ0 e
i(ξ†0P0)/~ρ¯ (X0 + ξ0/2, X0 − ξ0/2) . (3.74)
For the explicit form of the measure see [47].
The expression (3.71) for the probabilities p(α) has a simple physical interpretation. The
kernel KI(t, t
′) is positive because it is the expected value of an anticommutator. The
probabilities of histories are therefore peaked about E(t) = 0, that is, about histories which
satisfy the equation
E(t) = δSfree
δX(t)
+
〈
F
(
t,X(τ)
]〉
= 0 . (3.75)
This is the equation of motion of the free action modified by effective forces arising from the
interaction of the x’s with the rest of the system. In general, these forces will be non-local in
time and non-conservative representing such familiar phenomena as friction. As an exercise
the reader can show that these forces are causal, that is 〈F (t,X(τ)]〉 depends on X(τ)
only for τ < t. The initial positions and momenta are distributed according to the Wigner
distribution. The Wigner distribution is not necessarily positive, but the probabilities p(α)
are positive by construction apart from small errors that may have been introduced by the
approximations mentioned above [60].
Eq. (3.71) therefore describes the probabilities of a set of histories whose initial condi-
tions are distributed but for which, given an initial condition, the probabilities are peaked
about histories satisfying the equation of motion (3.75). Of course, eq. (3.71) also shows
that there are probabilities for deviations from the equation of motion governed by K invI .
These represent noise — both classical and quantum — arising from the interactions of the
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distinguished system with the rest. Indeed, in this approximation, the probabilities p(α) are
identical to those of a classical system obeying a Langevin equation
E(t,X(τ)] + L(t,X(τ)] = 0 (3.76)
with a Gaussian distributed stochastic classical force whose spectrum is fixed by the corre-
lation function
〈L(t,X(τ)]L(t′, X(τ)]〉classical = ~KI
(
t, t′;X(τ)
]
. (3.77)
If the noise is small, or alternatively, if the parameters of the actions are such that
the “width” of the Gaussian distribution of paths is small, then there will be vanishing
probabilities for all sufficiently coarse-grained histories α except those correlated in time by
the deterministic equation E(t,X(τ)] = 0. That is classical behavior.
The linear oscillator models of the preceding subsection provide a simple example of the
above general analysis. The coefficients (δW/δξ)ξ=0 and (δ
2W/δξδξ)ξ=0 may be computed
directly from (3.43) and the subsequent expressions for kR(t, t
′) and kI(t, t′). One finds for
the equation of motion
−MX¨ −Mω2X +
∫ t
0
dt′ kR (t, t′)X (t′) = 0 (3.78)
where kR(t, t
′) is given by (3.44). The spectrum of the noise is simply
KI
(
t, t′;X(τ)
]
= kI (t, t
′) (3.79)
given explicitly by (3.45). These expressions are even simpler in the high temperature
Fokker-Planck limit defined by (3.51). Then one finds for the equation of motion (away
from t = 0)
E(t,X(τ)] = −MX¨(t)−Mω2X(t)− 2MγX˙(t) = 0 (3.80)
explicitly exhibiting dissipation. In the same limit the spectrum of noise is
KI
(
t, t′;X(τ)
]
=
8MγkTB
~
δ (t− t′) . (3.81)
Thus, in this limit, the exponent in the probability formula (3.60) can be written
− M
8γkTB
∫ T
0
dt
[
X¨ + ω2X + 2γX˙
]2
. (3.82)
This expression exhibits explicitly the requirements necessary for classical behavior. Large
values of γTB lead to effective decoherence as (3.51) shows. However, large values of γTB
also lead to significant noise (3.81) and therefore deviations from classical predictability in
(3.82)). To obtain classical predictability, a large coefficient in front of (3.82) is needed,
M/γTB therefore must also be large in the limit that γTB is becoming large. This is a
general and physically reasonable result. Stronger coupling to the ignored variables produces
more rapid dispersal of phases and more effective decoherence. The same stronger coupling
produces greater noise. A high level of inertia is needed to resist this noise and achieve
classical predictability.
What this class of models argues for generally is that the classical behavior of a quantum
system is an emergent property of its initial condition described by certain decohering sets of
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alternative coarse-grained histories. Histories of suitable sets are, with high probability, cor-
related in time by classical deterministic laws with initial data probabilistically distributed
according to the system’s initial condition. Coarse graining is required for decoherence and
coarse graining beyond that is required to provide the inertia to resist the noise that typical
mechanisms of decoherence produce. We may hope to exhibit these conclusions in more
general models than those discussed here.4 In particular in quantum cosmology we hope to
exhibit the quasiclassical domain, including the classical behavior of spacetime geometry, as
an emergent property of the initial condition of the universe. We shall discuss this further
in Section IX but first we must develop a quantum mechanics general enough to deal with
spacetime.
IV. GENERALIZED QUANTUM MECHANICS
5Some of the material in this section has been adapted from the author’s lectures at the
1989 Jerusalem Winter School on Quantum Cosmology and Baby Universes [74] where the
notion of a generalized quantum mechanics was originally introduced.
A. Three Elements
As described in the Introduction, these lectures are concerned with two generalizations
of the usual flat spacetime quantum mechanics of measured subsystems that are needed to
apply quantum mechanics to cosmology. The first was the generalization to the quantum
mechanics of closed systems in which “measurement” does not play a fundamental role.
That generalization has been described in the preceding two sections. The remainder of
these lectures are concerned with the generalization needed to deal with a quantum theory
of gravity in which there is no fixed background spacetime geometry and therefore no fixed
notion of time.
We begin, in this section, by abstracting some general principles that define a quantum
mechanical theory from the preceding discussion. The resulting framework, called gener-
alized quantum mechanics, provides a general arena for discussing many different general-
izations of familiar Hamiltonian quantum mechanics. Among these will be the particular
generalization we shall develop for a quantum theory of spacetime.
Roughly speaking, by a generalized quantum mechanics we mean a quantum theory of
a closed system that admits a notion of fine- and coarse-grained histories, the decoherence
functionals for which are connected by the principle of superposition and for which there
is a decoherence condition that determines when coarse-grained histories can be assigned
probabilities obeying the sum rules of probability calculus. More precisely, a generalized
quantum theory is defined by the following elements:
1. Fine-Grained Histories: The fine-grained histories are the sets of exhaustive, alter-
native histories of the closed system {f} which are the most refined description of
its dynamical evolution to which one can contemplate assigning probabilities. Exam-
ples are the set of particle paths in non-relativistic quantum mechanics, the set of
four-dimensional field configurations in field theory and the set of four-geometries in
4 See [47] for suggestions on how to do so.
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general relativity as described and qualified in the rest of these lectures. For general-
ity, however, we take {f} to be any set here and leave its connection with evolution
in spacetime to the specific examples. As the example of non-relativistic quantum
mechanics illustrates, there may be many different sets of fine-grained histories.
2. Allowed Coarse Grainings: A set of fine-grained histories may be partitioned into
an exhaustive set of exclusive classes {cα}. That is an operation of coarse graining;
each class is a coarse-grained history, and the set of classes is a set of coarse-grained
histories. Further partitions of a coarse-grained set are further operations of coarse-
graining and yield coarser-grained sets of alternative histories. Conversely, the finer
sets are fine grainings of the coarser ones. The process of coarse graining terminates
in the trivial case of a set with only a single member — the class u of all fine-grained
histories — which we assume to be a common coarse graining for all fine-grained sets.
The sets of exclusive histories arrived at by operations of coarse graining exhaust the
alternatives of the closed system to which generalized quantum mechanics potentially
assigns probabilities. The set of all sets of histories is partial ordered by the operations
of coarse and fine graining because two given sets need not be either fine or coarse
grainings of each other. For convenience we may regard the fine-grained sets as coarse-
grained sets with a trivial coarse graining. The set of coarse-grained sets of histories
is then a semi-lattice.
3. Decoherence Functional: Interference between the members of a coarse-grained set of
histories is measured by the decoherence functional. The decoherence functional is
a complex-valued functional, D(α′, α), defined for each pair of histories in a coarse-
grained set {α}. The decoherence functional for each set of alternative coarse-grained
histories must satisfy the following conditions:
(a) Hermiticity:
D(α′, α) = D∗(α, α′) , (4.1a)
(b) Positivity:
D(α′, α) ≥ 0 , (4.1b)
(c) Normalization: ∑
α′,α
D(α′, α) = 1 . (4.1c)
In addition, and most importantly, the decoherence functional for different coarse-
grained sets must be related by the principle of superposition:
(d) The principle of superposition:
D(α¯′, α¯) =
∑
α′α¯′
∑
αα¯
D(α′, α) . (4.1d)
The superposition principle means that once the decoherence functional is defined for
any fine-grained set of histories, {f}, the decoherence functional for any coarse-graining of
it may be determined by (4.1d). If there is a unique most fine-grained set, as in a sum-over-
histories formulation of quantum mechanics, then the specification of a D(f ′, f) consistent
with (4.1a) – (4.1c) specifies all other decoherence functionals. If there is more than one
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most fine-grained set {f}, then the decoherence functional must be specified consistently so
that if a set of alternative histories is a coarse-graining of two different fine-grained sets of
the same decoherence results from (4.1d) applied to the different fine-grained sets.
The specification of a generalized quantum mechanics is completed by giving a decoher-
ence condition that specifies which sets of alternative coarse-grained histories are assigned
probabilities in the theory. Such sets of histories are said to decohere. The probabilities of
the individual histories in a decoherent set are the “diagonal” elements of the decoherence
functional
p(α) = D(α, α) . (4.2)
These must satisfy the general rules of probability theory (e.g. as in [31]). They must be real
numbers between zero and one defined on the sample space supplied by a set of alternative
coarse-grained histories. The probabilities must be additive on disjoint sets of the sample
space which in the present instance means
p(α¯) =
∑
αα¯
p(α) , (4.3)
for any coarse-graining {cα¯} of {cα}, to the approximation with which the probabilities are
used. The probability of the empty set, φ, must be zero and the probability of the whole
set, u, must be one.
The simplest decoherence condition is the requirement that the “off-diagonal” elements
of the decoherence functional be sufficiently small
D (α′, α) ≈ 0 , α′ 6= α . (4.4)
This was the sufficient condition for the probability sum rules used in Sections II and III
and the decoherence condition we shall assume in the rest of this paper. As a consequence,
the conditions (4.1a)–(4.1d) of (4.1) the numbers defined by (4.2) obey the rules of prob-
ability theory for sets of histories obeying the decoherence condition (4.4). They are real
and positive because of the hermiticity and positivity conditions. They sum to unity by
the normalization condition and they obey the sum rules (4.3) because of the principle of
superposition, viz.
p(α¯) = D(α¯, α¯) =
∑
α′α¯
∑
αα¯
D(α′, α) ≈
∑
αα¯
D(α, α) =
∑
αα¯
p(α) . (4.5)
Decoherence conditions both stronger and weaker than (4.4) have been investigated. (See
[46] and [47] for discussion.) If arbitrary unions of coarse-grained histories into new, mutually
exclusive classes are allowed operations of coarse graining, then it is not difficult to see that
the necessary as well as sufficient condition for the probability sum rules (4.3) to be satisfied
is [cf. (3.12)]
ReD (α′, α) ≈ 0 , α′ 6= α . (4.6)
Conditions (4.6) and (4.4) are called the weak and medium decoherence conditions, respec-
tively. An even weaker condition was used by Griffiths [53] and Omne`s [110] in their original
investigations, and conditions stronger than medium decoherence have been investigated in
the efforts to precisely characterize quasiclassical domains [47].
A choice between weak, medium, or other forms of the decoherence condition is not really
needed for the rest of the discussion of generalizations of quantum mechanics that are free
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from the problem of time since we shall not carry out explicit calculations of the decoherence
of specific sets of histories. All that is necessary is that the condition be expressed in terms
of the decoherence functional. For simplicity, the reader can keep in mind the medium
decoherence condition (4.4). Realistic mechanisms of decoherence, such as those illustrated
in Section III, lead to medium decoherence.
These three elements — fine-grained histories, coarse-graining, and a decoherence func-
tional together with a decoherence condition — capture the essential features of quantum
mechanical prediction. In the following we shall see that Hamiltonian quantum mechanics
is one way of specifying these elements but not the only way. Alternative specifications
lead to generalizations of Hamiltonian quantum mechanics. In the remainder of this section
we discuss some familiar formulations of quantum mechanics from the generalized quantum
mechanics point of view.
B. Hamiltonian Quantum Mechanics as a Generalized Quantum Mechanics
First, we consider Hamiltonian quantum mechanics as a generalized quantum mechanics.
In Hamiltonian quantum mechanics sets of histories are represented by chains of projections
onto exhaustive sets of orthogonal subspaces of a Hilbert space. The fine-grained histories,
coarse graining, and decoherence functional are specified as follows:
1. Fine-Grained Histories: These correspond to the possible sequences of sets of pro-
jections onto a complete set of states, one set at every time. There are thus many
different sets of fine-grained histories corresponding to the various possible complete
sets of states at each and every time. The many possible fine-grained starting points in
Hamiltonian quantum mechanics are a reflection of the democracy of transformation
theory. No one basis is distinguished from any other.
2. Allowed Coarse Grainings: For definiteness, we take the allowed sets of coarse-grained
histories of Hamiltonian quantum mechanics to consist of sequences of independent
alternatives at definite moments of time so that every history can be represented as a
chain of projections as in (2.14). A set of such histories is a coarse graining of a finer
set if each projection in the coarser grained set is a sum of projections in the finer
grained set. The projections constructed as sums define a partition of the histories in
the finer grained set.
By way of example, consider the quantum mechanics of a particle. A very fine-grained
set of histories can be specified by very small position intervals at a great many times
thus approximately specifying the particle’s path in configuration space. An example
of coarse graining of these consists of projections onto an exhaustive set of ranges of
position at, say, three different times defining a partition of the configuration space
paths into those that pass through the various possible combinations of ranges at the
different times.
Given the discussion in Section III.1.1 on the importance of branch dependence, it may
seem arbitrary to limit the coarse-grained sets of histories of Hamiltonian quantum
mechanics to be always represented by chains of projections and not sums of chains
of projections. We do so to ensure, as discussed in Section III.1.3, that evolution in
Hamiltonian quantum mechanics can be formulated in the familiar terms of a state
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FIG. 7: The schematic structure of the space of sets of possible histories in Hamiltonian quantum
mechanics. Each dot in this diagram represents an exhaustive set of alternative histories for the
universe. (This is not a picture of the branches defined by a given set!) Such sets correspond
in the Heisenberg picture to time sequences (P 1α1(t1), P
2
α2(t2), · · · Pnαn(tn)) of sets of projection
operators, such that at each time tk the alternatives αk are an orthogonal and exhaustive set of
possibilities for the universe. At the bottom of the diagram are the completely fine-grained sets of
histories each arising from taking projections onto eigenstates of a complete set of observables for
the universe at every time.
The dots above the bottom row are coarse-grained sets of alternative histories. If two dots are
connected by a path, the one above is a coarse graining of the one below — that is, the projections
in the set above are sums of those in the set below. A line, therefore, corresponds to an operation of
coarse graining. At the very top is the degenerate case in which complete sums are taken at every
time, yielding no projections at all other than the unit operator! The space of sets of alternative
histories is thus partially ordered by the operation of coarse graining.
The heavy dots denote the decoherent sets of alternative histories. Coarse grainings of decoherent
sets remain decoherent.
vector that evolves unitarily in between alternatives and is reduced at them. Incor-
porating branch dependent histories represented by sums of chains of projections we
consider as a generalization of Hamiltonian quantum mechanics.
3. Decoherence Functional: For Hamiltonian quantum mechanics this is (3.6). In the
present notation α stands for the history corresponding to a particular chain of pro-
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jections Cα. Thus,
D(α′, α) = Tr
[
Cα′ρC
†
α
]
= Tr
[
P nα′n(tn) · · ·P 1α′1(t1)ρP
1
α1
(t1) · · ·P nαn(tn)
]
(4.7)
which is easily seen to satisfy properties (4.1a)–(4.1d) above.
The structure of sets of alternative coarse-grained histories of Hamiltonian quantum
mechanics is shown schematically in Fig. 7. The sets of coarse-grained histories form
a partially ordered set defining a semi-lattice. For any pair of sets of histories, the
least coarse grained set of which they are both fine grainings can be defined. However,
there is not, in general, a unique most fine-grained set of which two sets are a coarse
graining.
C. Sum-Over-Histories Quantum Mechanics for Theories with a Time.
The fine-grained histories, coarse graining, and decoherence functional of a sum-over-
histories quantum mechanics of a theory with a well defined physical time are specified as
follows:
1. Fine-Grained Histories: The fine-grained histories are the possible paths in a configu-
ration space of generalized coordinates {qi} expressed as single-valued functions of the
physical time. Only one configuration is possible at each instant. Sum-over-histories
quantum mechanics, therefore, starts from a unique fine-grained set of alternative his-
tories of the universe in contrast to Hamiltonian quantum mechanics that starts from
many.
2. Allowed Coarse Grainings: There are many ways of partitioning the fine-grained paths
into exhaustive and exclusive classes, {cα}. However, the existence of a physical time
allows an especially natural coarse graining because paths cross a constant time surface
in the extended configuration space (t, qi) once and only once. Specifying an exhaustive
set of regions {∆α} of the qi at one time, therefore, partitions the paths into the class
of those that pass through ∆1 at that time, the class of those that pass through
∆2 at that time, etc. More generally, different exhaustive sets of regions {∆kαk} at
times {tk}, k = 1, · · · , n similarly define a partition of the fine-grained histories into
exhaustive and exclusive classes. More general partitions of the configuration space
paths corresponding to alternatives that are not at definite moments of time will be
described in Section V.
3. Decoherence Functional: The decoherence functional for sum-over-histories quantum
mechanics for theories with a well-defined time is
D(α′, α) =
∫
α
δq′
∫
α
δqδ(q′f − qf ) exp
{
i (S[q′(τ)]− S[q(τ)]) /~
}
ρ(q′0, q0) . (4.8)
Here, we consider an interval of time from an initial instant t = 0 to some final time
t = T . The first integral is over paths q(t) that begin at q0, end at qf , and lie in the
class cα. The integral includes an integration over q0 and qf . The second integral over
paths q′(t) is similarly defined. If ρ(q′, q) is a density matrix, then it is easy to verify
that D defined by (4.8) satisfies conditions (i)–(iv) of (4.1). When the coarse graining
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is defined by sets of configuration space regions {∆kαk} as discussed above, then (4.8)
coincides with the sum-over-histories decoherence functional previously introduced in
(3.25). However, more general partitions are possible.
The structure of the collection of sets of coarse-grained histories in sum-over-histories
quantum mechanics is illustrated in Fig. 8. Because there is a unique fine grained set of
histories, many fewer coarse grainings are possible in a sum-over-histories formulation than
in a Hamiltonian one, and the space of sets of coarse-grained histories is a lattice rather
than a semi-lattice.
D. Differences and Equivalences between Hamiltonian and Sum-Over-Histories
Quantum Mechanics for Theories with a Time
From the perspective of generalized quantum theory, the sum-over-histories quantum
mechanics of Section IV.3 is different from the Hamiltonian quantum mechanics of Section
IV.2. Even when the action of the former gives rise to the Hamiltonian of the latter, the
two formulations differ in their notions of fine-grained histories, coarse graining and in the
resulting space of coarse-grained sets of histories as Figs 7 and 8 clearly show. Yet, as we
demonstrated in Section III.1.4, the sum-over-histories formulation and the Hamiltonian
formulation are equivalent for those particular coarse grainings in which the histories are
partitioned according to exhaustive sets of configuration space regions, {∆kαk}, at various
times tk. More precisely the sum-over-histories expression for the decoherence functional,
(4.8), is equal to the Hamiltonian expression, (IV.2.1), when the latter is evaluated with pro-
jections onto the ranges of coordinates that occur in the former. Crucial to this equivalence,
however, is the existence of a well-defined physical time in which the paths are single-valued
which permitted the factorization of the path integral in (3.22) that led to the identity (3.20)
which connected the two formulations.
To see this more clearly let us sketch the derivation of a Hamiltonian formulation from
a sum-over-histories one — the inverse of the construction described in Section III.1.4. For
simplicity consider a partition of the paths by an exhaustive set of configuration space
regions {∆α} at a single time intermediate time, t. We could note that the decoherence
functional (4.8) could be rewritten in the form (3.22) where the quantities 〈qfT |Cα|q00〉 are
now defined by 〈
qfT |Cα|q00
〉
=
∫
[q0αqf ]
δq eiS[q(τ)]/~ . (4.9)
If the paths q(τ) are single valued in time, the path-integral may be factored using the
identity (3.20) (cf. Fig. 7) into an integral over paths before t, an integral over paths after
t, and an integral over the region ∆α at t. The integrals over paths before t may be taken
to define a wave function on the surface t = tk, viz.
ψ(q00)(q, t) =
∫
[q0 qk]
δq eiS[q(τ)]/~ . (4.10)
The integral over the paths after t may be taken to define the complex conjugate of a wave
function ψ(qfT )(q t). The matrix elements (4.9) are then given by〈
qfT |Cα| q00
〉
=
∫
∆α
dqψ∗(qfT )(q, t)ψ(q00)(q, t) (4.11)
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FIG. 8: The schematic structure of the space of sets of histories in sum-over-histories quantum
mechanics. The completely fine-grained histories arise from a single complete set of observables,
say the set Q of field variables qi at each point in space and every time.
thus defining an inner product on wave functions. If we vary the time t it is an elementary
consequence of the definition (4.10) that the wave functions satisfy the Schro¨dinger equation
and the inner product is preserved [35]. In this way we would be led to a Hamiltonian
quantum mechanics of states on spacelike surfaces evolving unitarily and by reduction of
the wave packet. Two things were crucial to this derivation. First, the existence of a set of
surfaces in the extended configuration space (t, qi) which the paths crossed once and only
once thus defining a notion of time. Second, a coarse graining that restricted the paths only
on constant time surfaces. In the subsequent sections we shall discuss more general coarse
grainings and cases where there are no such surfaces and no associated time. An equivalent
Hamiltonian formulation cannot then be expected.
Thus, despite their equivalence on certain coarse-grained sets of alternative histories,
Hamiltonian quantum mechanics and sum-over-histories quantum mechanics are different
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because their underlying sets of fine-grained histories are different.1 Indeed, as we have
presented them, the fine-grained histories are defined in different spaces in the two cases —
a space of paths in the sum-over-histories formulation and the space of chains of projections
on H in the Hamiltonian formulation. Are the more limited coarse grainings of sum-over-
histories quantum mechanics adequate for physics? They are if all testable statements can
be reduced to statements about configuration space variables — positions, fields of integer
and half-integer spin, etc. Certainly this would seem sufficient to describe the coarse graining
associated with any classical domain.
In the following we shall see that the sum-over-histories formulation of quantum mechan-
ics provides an accessible route for investigating generalizations of Hamiltonian quantum
mechanics that covariantly resolve the problem of time in quantum gravity. The route is
accessible because the main objective of these generalizations will be to cast quantum me-
chanics into fully four-dimensional form that does not require a preferred time. In sum-over-
histories quantum mechanics the fine-grained histories are spacetime paths and dynamics in
summarized by an action functional on these paths. One is thus well along the way to the
desired objective and the conceptual clarity afforded by the sum-over-histories formulation
is of considerable help with the rest. Because of this conceptual clarity, because a sum-
over-histories formulation may be general enough for all realistic applications of quantum
mechanics, and for reasons of simplicity and economy we shall focus on sum-over-histories
generalized quantum mechanics in what follows.
This focus should not be interpreted to mean that we eschew operator methods in quan-
tum mechanics. As we shall describe in Section V, continuous operator products can be
used to rigorously explore the limits that define certain path integrals. More importantly,
such products can be used to define generalizations of at least some of the sum-over-histories
frameworks that we explore which incorporate the richer variety of coarse grainings of trans-
formation theory. Operators and path integrals are therefore not in conflict and often com-
plementary. It is for clarity and simplicity that we focus on sum-over-histories formulations
in these lectures.
E. Classical Physics and the Classical Limit of Quantum Mechanics.
Classical physics may be regarded as a trivial generalized quantum mechanics. The basic
elements are:
1. Fine-grained histories: The fine-grained histories are paths in phase space,
(pi(t), q
i(t)), parametrized by the physical time.
2. Allowed Coarse grainings: The most familiar type of coarse graining is specified by
cells in phase space at discrete sequences of time. The paths are partitioned into
classes defined by which cells they pass through.
3. Decoherence Functional: From the perspective of quantum theory, the distinctive
features of classical physics are that the fine-grained histories are exactly decoherent
and exactly correlated in time according to classical dynamical laws. A decoherence
functional that captures these features may be constructed as follows:
1 For more discussion see [75], [76], and [44].
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Let zi = (pi, q
i) serve as a compact notation for a point in phase space. zi(t) is a
phase space path. Let zicl(t; z
i
0) denote the path that is the classical evolution of the
initial condition zi0 at time t0. The path z
i
cl(t) = (p
cl
i (t), q
i
cl(t)) satisfies the classical
equations of motion:
p˙cli = −
∂H
∂qicl
, q˙icl =
∂H
∂pcli
, (4.12)
where H is the classical Hamiltonian, with the initial condition zi(t0; z
i
0) = z
i
0. Define
a classical decoherence functional, Dcl, on pairs of fine-grained histories as
Dcl[z
′i(t), zi(t)] ≡ δ[z′i(t)− zi(t)]
∫
dµ(zi0)δ[z
i(t)− zicl(t; z0)]f(zi0) . (4.13)
Here δ[·] denotes a functional δ-function on the space of phase space paths, and dµ(zi)
is the usual Liouville measure, Πi[dpi dq
i/(2pi~)]. The function f(zi0) is a real, positive,
normalized distribution function on phase space which gives the initial condition of the
closed classical system. The first δ-function in (4.13) enforces the exact decoherence
of classical histories; the second guarantees correlation in time according to classical
laws.
A coarse graining of the set of alternative fine-grained histories may be defined by
giving exhaustive partitions of phase space into regions {Rkαk} at a sequence of times
tk, k = 1, · · · , n. Here, α labels the region and k the partition. The decoherence
functional for the corresponding set of coarse-grained alternative classical histories is
Dcl (α
′, α) =
∫
α′
δz′
∫
α
δzDcl[z
′i(t), zi(t)] , (4.14)
where the integral is over pairs of phase space paths restricted by the appropriate
regions and the integrand is (4.13). It is then also easy to see that (4.14) and (4.13)
satisfy the conditions (4.1a) – (4.1d) of Section IV.1 for decoherence functionals. For
all coarse grainings one has
Dcl (α
′, α) = δα′1α1 · · · δα′nαn pcl(α1, · · · , αn) , (4.15)
where pcl(α1, · · · , αn) is the classical probability to find the system in the sequence of
phase space regions α1, · · · , αn given that it is initially distributed according to f(zi0).
It is not just as an academic exercise that we reformulate classical mechanics as a
trivial generalized quantum mechanics. This reformulation enables us to give a more
precise statement of the classical limit of quantum mechanics. In certain situations
the decoherence functional of a quantum mechanics may be well approximated by
a classical decoherence functional of the form (4.14). For example, in Hamiltonian
quantum mechanics it may happen that for some coarse grained set of alternative
histories {α}
D (α′, α) = Tr[Cα′ρC†α] ∼= Dcl (α′, α) , (4.16)
for some corresponding coarse graining of phase space {Rkαk} and distribution function
f . One has then exhibited the classical limit of quantum mechanics.
Some coarse graining is needed for a relation like (4.16) to hold because otherwise the
histories, {cα}, would not decohere. Moreover, a relation like (4.16) cannot be expected
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to hold for every coarse graining. Roughly, we expect that the projections {P kαk}
must correspond to phase space regions, for example, by projecting onto sufficiently
crude intervals of configuration space and momentum space or onto coherent states
corresponding to regions of phase space. (See, e.g. [86], [111], and [17] for more on
this.) Moreover, for a fixed coarse graining, a relation like (4.16) cannot hold for every
initial condition ρ. Only for particular coarse grainings and particular ρ do we recover
the classical limit of a quantum mechanics in the sense of (4.16)
F. Generalizations of Hamiltonian Quantum Mechanics
As the preceding example of classical physics illustrates, there are many examples of
generalized quantum mechanics that do not coincide with Hamiltonian quantum mechanics.
The requirements for a generalized quantum mechanics are weak. Fine-grained histories, a
notion of coarse graining, and a decoherence functional and decoherence condition are all
that is needed. There are probably many such constructions. It is thus important to search
for further physical principles with which to winnow these possibilities. In this search there
is also the scope to investigate whether the familiar Hamiltonian formulation of quantum
mechanics might not itself be an approximation to some more general theoretical framework
appropriate only for certain coarse grainings and particular initial conditions of the universe.
If D were the decoherence functional of the generalization then
D(α′, α) ∼= Tr[Cα′ ρC†α] (4.17)
only for certain {cα}’s and corresponding C’s and for a limited class of ρ’s. Thus, in cos-
mology it is possible to investigate which features of Hamiltonian quantum mechanics are
fundamental and which are “excess baggage” that only appear to be fundamental because
of our position late in a particular universe able to employ only limited coarse grainings.2 In
the next sections we shall argue that one such feature is the preferred time of Hamiltonian
quantum mechanics.
G. A Time-Neutral Formulation of Quantum Mechanics
The Hamiltonian quantum mechanics based on the decoherence functional (4.7) is not
time neutral. The future is treated differently from the past so that the theory incorporates a
fundamental, quantum-mechanical arrow of time. As a first serious example of a generalized
quantum mechanics we shall describe a time-neutral generalization of quantum mechanics
that does not single out an arrow of time.
The quantum-mechanical arrow incorporated into the decoherence functional (4.7) does
not arise because of the time ordering of the chains of projection operators. Field theory
is invariant under CPT and the ordering can be reversed by a CPT transformation of the
projection operators and density matrix. To see this, let Θ denote the antiunitary CPT
transformation and, for simplicity, consider alternatives {P kαk(tk)} such that their CPT
transforms, {P˜ kαk(−tk)}, are given by
P˜ kαk(−tk) = Θ−1P kαk(tk)Θ . (4.18)
2 For more along these lines see [73].
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Since the Hamiltonian is invariant under CPT these CPT transforms continue to be related
to each other at different times by (3.1). Under Θ, a sequence of alternatives at times
t1 < t2 < · · · < tn that is represented by the chain
Cα = P
n
αn(tn) · · ·P 1α1(t1) (4.19)
is transformed into a sequence of CPT transformed alternatives with the reversed time
ordering −tn < · · · < −t2 < −t1 represented by the chain
C˜revα ≡ Θ−1CαΘ = P˜ nαn(−tn) · · · P˜ 1α1(−t1) (4.20)
and similarly for alternatives represented by sums of chains. If the density matrix is also
transformed
ρ˜ = Θ−1ρΘ , (4.21)
then the decoherence functional is complex conjugated
D˜rev (α′, α) = Tr
[
C˜revα′ ρ˜ C˜
rev†
α
]
= Tr[Θ−1Cα′ΘΘ−1ρΘΘ−1C†αΘ]
= Tr
[
Θ−1Cα′ρC†αΘ
]
= D∗ (α′, α) . (4.22)
In the last step the antiunitarity of Θ which implies (ψ,Θ−1φ) = (Θψ, φ)∗ has been used.
Decoherent sets of histories are thus transformed into decoherent sets of histories, their
probabilities are unchanged, but the time ordering has been reversed. Either time ordering
may therefore be used in formulating quantum mechanics. It is by convention that we use
the ordering in which the projection with the earliest time is closest to the density matrix
in (4.7), that is, the ordering in which the density matrix is in the past.
The difference between the future and the past in the usual formulation of quantum me-
chanics arises therefore, not from the time-ordering of the projections representing histories,
but rather because the ends of the histories are treated asymmetrically in (4.7). At one
end of the chains of projections (conventionally the past) there is a density matrix. At the
other end (conventionally the future) there is the trace. Whatever conventions are used for
time ordering there is thus an asymmetry between future and past exhibited by (4.7). That
asymmetry is the arrow of time in quantum mechanics.
The observed universe exhibits general time asymmetries. These include3
• The thermodynamic arrow of time — the fact that approximately isolated systems are
now almost all evolving towards equilibrium in the same direction of time.
• The psychological arrow of time — we remember the past, we predict the future.
• The arrow of time of retarded electromagnetic radiation.
• The arrow of time supplied by the CP non-invariance of the weak interactions and
the CPT invariance of field theory.
• The arrow of time of the approximately uniform expansion of the universe.
• The arrow of time supplied by the growth of inhomogeneity in the expanding universe.
3 For clear reviews and further discussion see Davies [20], Penrose [115], and Zeh [146].
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All of the time asymmetries on this list could arise from time-symmetric dynamical laws
solved with time-asymmetric boundary conditions. The thermodynamic arrow of time, for
example, is implied by an initial condition in which the progenitors of today’s approximately
isolated systems were all far from equilibrium at an initial time. The CP arrow of time could
arise as a spontaneously broken symmetry of the Hamiltonian [99]. The approximate uni-
form expansion of the universe and the growth of inhomogeneity follow from an initial “big
bang” of sufficient spatial homogeneity and isotropy, given the attractive nature of gravity.
Characteristically such arrows of time can be reversed temporarily, locally, in isolated sub-
systems, although typically at an expense so great that the experiment can be carried out
only in our imaginations. If we could, in the classical example of Loschmidt [102], reverse
the momenta of all particles and fields of an isolated subsystem, it would “run backwards”
with thermodynamic and electromagnetic arrows of time reversed.
In contrast to the time asymmetries mentioned above, in the quantum mechanics of closed
systems a quantum mechanical arrow of time would be fundamental and not reversible.4
That is not inconsistent with observation because, as we have just described, all of the
observed arrows of time could be explained by special properties of the initial ρ in the usual
formulation of quantum mechanics. All such arrows of time would therefore coincide with
the fundamental quantum mechanical arrow of time. However, as we shall now show, all the
arrows of time, including the quantum mechanical one, can be put on the same footing in a
time-neutral generalization of quantum mechanics.
Nearly thirty years ago, Aharonov, Bergmann, and Lebovitz [1] showed how to cast the
quantum mechanics of measured subsystems into time-neutral form by considering final
conditions as well as initial ones.5 The same type of framework for the quantum mechanics
of closed systems has been discussed by Griffiths [53] and by Gell-Mann and the author [74]
and [48] as an example of generalized quantum mechanics. The fine-grained histories and
coarse grainings of this generalized quantum mechanics are the same as for usual Hamiltonian
quantum mechanics as described in Section IV.2. Only the decoherence functional differs
by employing both initial and final density matrices. It is
D (α′, α) = N Tr [ρfCα′ρiC†α] (4.23a)
where
N−1 = Tr (ρfρi) . (4.23b)
Here, ρi and ρf are Hermitian, positive operators that we may conventionally call Heisenberg
operators representing the initial and final conditions. They need not be normalized as
density matrices with Tr(ρ) = 1 because (4.23) is invariant under changes of normalization.
It is easy to verify that (4.23) satisfies the four requirements (4.1). There is a similar
generalization for sum-over-histories quantum mechanics found by replacing δ(q′f − qf ) in
4 The arrow of time in the approximate quantum mechanics of measured subsystems is sometimes assumed
to be deducible from the the thermodynamic arrow of time and the nature of a measuring apparatus (see,
e.g. Bohm [9]). This is a problematical association, (see the remarks in [48]) and in any case not germane
to the present discussion of the quantum mechanics of closed systems in which measurement does not
play a fundamental role.
5 For examples of further interesting discussions of the time-neutral formulation of the quantum mechanics
of measured subsystems see Aharonov and Vaidman [2] and Unruh [131].
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(4.8) by a final density matrix in configuration space ρf (q
′
f , qf ) and multiplying by the same
normalizing factor.
The decoherence functional (4.23) is time-neutral. There is a density matrix at both
ends of each history. Initial and final conditions may be interchanged by making use of the
cyclic property of the trace. Therefore, the quantum mechanics of closed systems based on
(4.23) does not have a fundamental arrow of time. Different quantum-mechanical theories
of cosmology are specified by different choices for the initial and final conditions ρi and ρf .
For those cases with ρf ∝ I, where I is the unit matrix, this formulation reduces to the
usual one because then (4.23) coincides with (4.7).
Lost in this generalization is a built-in notion of causality in quantum mechanics. Lost
also, when ρf is not proportional to I, is any notion of a unitarily evolving “state of the
system at a moment of time”. We cannot construct an effective density matrix at one
time analogous to (3.17) from which alone probabilities for both future and past can be
calculated. What is gained is a quantum mechanics without a fundamental arrow of time
in which all time asymmetries could arise in particular cosmologies because of differences
between ρi and ρf or at particular epochs from their being near the beginning or the end.
That generalized quantum mechanics embraces a richer variety of possible universes, allowing
for the possibility of violations of causality and advanced as well as retarded effects. These,
therefore, become testable features of the universe rather than axioms of the fundamental
quantum framework.
From the perspective of this generalized quantum mechanics, the task of quantum cosmol-
ogy is to find a theory of both the initial and final conditions that is theoretically compelling
and fits our existing data as well as possible. A final condition of indifference ρf = I and a
special initial condition ρi would seem to fit well and give rise to the observed arrows of time
including the quantum mechanical one. More general conditions can be considered. In the
following we shall adopt this more general and symmetric approach to quantum cosmology.
V. THE SPACETIME APPROACHTO NON-RELATIVISTIC QUANTUM
MECHANICS
A. A Generalized Sum-Over-Histories Quantum Mechanics for Non-Relativistic
Systems
As mentioned in the Introduction, an objective of these lectures is to generalize usual
quantum mechanics to put it in fully spacetime form so that it can provide a covariant
quantum theory of spacetime. We shall employ the strategy of first developing these ideas
in a series of model problems which illuminate various aspects of the general relativistic
case.
The most elementary model is non-relativistic particle quantum mechanics which we con-
sider in this section. We discussed non-relativistic, sum-over-histories quantum mechanics
as a generalized quantum mechanics in Section IV.3. However, we did not exhibit the theory
in fully spacetime form. The sum-over-histories formulation did cast quantum dynamics into
spacetime form involving spacetime histories directly and summarized by an action that is
a functional of particle paths. However, our discussion of the coarse grainings to which the
theory potentially assigns probabilities was limited to those defined by alternative ranges of
coordinates at definite moments of time. Were these the most general alternatives for which
a quantum theory could predict probabilities it would inevitably involve a preferred notion
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FIG. 9: Coarse graining by the behavior of paths with respect to a single spacetime region. The
paths which pass between q′ at time t′ and q′′ at time t′′ may be partitioned into two classes. First,
the class of all paths which never cross the region R one of which is illustrated. Second, the class
of paths which intersect R sometime, generally more than once. This partition defines a set of
spacetime alternatives for the particle which are not at a moment of time.
of time. More general spacetime coarse grainings are easy to imagine. For instance, we may
partition the paths by their behavior with respect to a spacetime region R with extent both
in space and time (Figure 9). The particle’s path may never cross R or, alternatively, it may
cross R sometime, perhaps more than once. These two possibilities are an exhaustive set of
spacetime alternatives for the systems that are not “at a moment of time”. In this section,
we shall consider such spacetime alternatives and cast non-relativistic quantum mechanics
into fully spacetime form.
In his original paper on the sum-over-histories formulation of quantum mechanics, Feyn-
man [32] discussed alternatives defined by spacetime regions such as we have described
above. In particular, he offered a sum-over-histories prescription for the probability that
“if an ideal measurement is performed to determine whether a particle has a path lying in
a region of spacetime. . . the result will be affirmative”. However, that discussion, as well
as more recent ones [106], [15], [16], [120], [70], [124], and [140], were incomplete because
they did not specify precisely what such an ideal measurement consisted of or what was to
replace the reduction of the state vector following its completion. It is possible to incor-
porate spacetime alternatives in a generalized non-relativistic quantum mechanics in which
“measurement” does not play a fundamental role. We now specify more precisely the three
elements — fine-grained histories, allowed coarse grainings and decoherence functional —
for such a generalized sum-over-histories quantum mechanics of the closed, non-relativistic
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models we shall consider.1
We consider systems described by an ν-dimensional configuration space Rν . The fine-
grained histories are paths in this configuration space parametrized by the physical time t
between times t = 0 and t = T . We denote the paths by q(t) or by (q1(t), q2(t), · · · , qν(t))
when it is necessary to specify the individual coordinates. A defining feature of a non-
relativistic system is that its fine-grained histories are single-valued functions of the physical
time — one and only one q for each value of t. It is a characteristic feature of sum-over-
histories formulations of quantum mechanics that a unique most fine-grained set of histories
is assumed. In this case it is the set of paths in configuration space.
The allowed coarse-grainings are any partition of the class u of all paths on the time
interval [0, T ] into an exhaustive set of exclusive classes {cα}.
∪α cα = u , cα ∩ cβ = φ , α 6= β . (5.1)
The central element is the decoherence functional for the set of alternative coarse-grained
histories {cα}. Since we are constructing a sum-over-histories formulation with a unique most
fine-grained set of histories (the particle paths) we could proceed by simply writing down
the decoherence functional for this fine-grained set. Decoherence functionals for coarse-
grained sets are superpositions of this [cf. (IV.1.1iv)]. However, for better analogy with
later models we begin by constructing the class operators that are the analogs for spacetime
coarse grainings of the chains of projections (2.14) that represent sequences of alternatives
at definite moments of time.
The class operator Cα corresponding to a coarse-grained history cα is defined by giving
its matrix elements:
〈q′′ |Cα| q′〉 =
∫
[q′αq′′]
δq eiS[q(τ)]/~ (5.2)
where the sum is over all paths in the class cα that start at q
′ at time t = 0 and end at q′′
and time T . The class operators incorporate the dynamics specified by the action S[q(τ)].
We assume this is of standard non-relativistic form:
S[q(τ)] =
∫ T
0
dt [T (q˙)− V (q)] , (5.3)
where T is the kinetic energy quadratic form
T (V ) = 1
2
∑ν
i=1
Mi(V
i)2 . (5.4)
We shall return shortly to the mathematical definition of path integrals like (5.2) including
the specification of the “measure”. For the moment, we note a few consequences of the
definition of class operators. If {cα¯} is any coarse graining of the set {cα} so that
cα¯ = ∪αα¯ cα , cα¯ ∩ cβ¯ = 0, α¯ 6= β¯ , (5.5)
then it follows immediately from the linearity of the integral in (5.2) that
Cα¯ =
∑
αα¯
Cα . (5.6)
1 We shall follow the development in [74] and [75]. A very similar formulation was arrived at independently
by Yamada and Takagi in [141] and [142].
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If we completely coarse grain, then we have
〈q′′|Cu|q′〉 =
∑
α
〈q′′ |Cα| q′〉 =
∫
[q′,q′′]
δq eiS[q(τ)]/~ (5.7)
where the integral is over the class of all the paths q(t) between q′ at t = 0 and q′′ at t = T .
This is the propagator between t = 0 and t = T [cf. (3.23)]. Thus, we have∑
α
Cα = e
−iHT/~ . (5.8)
The result (5.8) points to a difference in normalization between the class operators defined
by (5.2) and the chains of Heisenberg picture projections, e.g. (2.14), used in the preceding
sections. The latter add to unity when summed over all alternatives while the Cα’s of this
section add to the unitary evolution operator over the time interval T . In dealing with
path integrals, the Schro¨dinger picture is more natural than the Heisenberg one, and as a
result the normalization (5.8) is more convenient. The normalization, however, is only a
convention and we could restore the Heisenberg picture normalization by multiplying all C’s
by exp(iHT ).
To construct the decoherence functional D(α′, α) we must specify not only the class opera-
tors but also initial and final conditions. In this non-relativistic example, an initial condition
is specified by giving a family of orthonormal wave functions {ψj(q)} in the Hilbert space
H of square integrable functions on Rν together with their probabilities {p′j}. Equivalently
and more compactly, we can summarize the initial condition by the density matrix
ρi (q
′
0, q0) =
∑
j
ψj (q
′
0) pjψ
∗
j (q0) . (5.9)
A final condition is similarly specified by a family of orthonormal wave functions {φi(q)}
and their probabilities {p′′i } or equivalently by a final density matrix ρf .
Initial and final conditions are adjoined to the class operators by the usual inner product
in H
〈φi |Cα|ψj〉 =
∫
dq′′
∫
dq′φ∗i (q
′′) 〈q′′ |Cα| q′〉ψj (q′)
=
∫
α
δq φ∗i (q
′′) eiS[q(τ)]/~ ψj (q′) (5.10)
where in the second line of (5.10) we understand the path integral to include an integration
over the endpoints q′ and q′′.
We now define the decoherence functional D(α′, α) by:
D (α′, α) = N
∑
ij
p′′i 〈φi |Cα′ |ψj〉 p′j 〈ψj |Cα|φi〉 (5.11a)
= N Tr [ρfCα′ρiC†α] (5.11b)
where
N−1 = Tr [ρfe−iHTρieiHT ] . (5.11c)
Equation (5.11) is the same as (4.23) but using Schro¨dinger picture representatives of the
initial and final conditions rather than Heisenberg ones.
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It is straightforward to verify that the decoherence functional defined by (5.11) satisfies
the four requirements (4.1) of a decoherence functional of a generalized quantum mechanics.
It is Hermitian because ρi and ρf are Hermitian, and positive because they are positive. It
is normalized because of (5.8). It obeys the superposition principle because of (5.6).
The generalized quantum mechanics we have just constructed appears to depend explicitly
on the time interval T . Paths were considered on the time interval [0, T ] and the class
operators and decoherence functional depend explicitly on its length. However, any partition
of the paths on the interval [0, T ] is also trivially a partition of the paths on a longer interval
[0, T˜ ], T˜ ≥ T . The class operators are related by
C˜α = e
−iH(T˜−T )/~Cα . (5.12)
If the final density matrix at T˜ is related to that at T by Schro¨dinger evolution
ρ˜f = e
−iH(T˜−T )/~ ρfeiH(T˜−T )/~ , (5.13)
then the decoherence functional is independent of T˜ . A similar argument shows independence
of the time of the initial condition, provided ρi evolves according to the Schro¨dinger equation.
We have given the decoherence functional in its general time-neutral form with both
initial and final conditions. As discussed in Section IV.7, a final condition of indifference
with respect to final state, ρf = I, is likely to be an accurate representation of the final
condition of our universe. In that case the decoherence functional takes the more familiar
form
D (α′, α) = Tr
[
Cα′ρC
†
α
]
(5.14)
where ρi = ρ is a normalized density matrix representing the initial condition.
The generalized sum-over-histories, non-relativistic quantum mechanics we have just con-
structed is in fully spacetime form. Dynamics are expressed as a sum-over-fine-grained-
spacetime histories involving an action functional of these histories and coarse-grained al-
ternatives are defined by spacetime partitions of these histories. The class of alternatives
considered by this generalized quantum mechanics is thus greatly enlarged beyond the usual
alternatives at definite moments of time. It is this extension of the “observables” that will
be important in constructing quantum mechanics for theories where there is no well defined
notion of time. In the following we shall illustrate some of these more general spacetime
alternatives explicitly in non-relativistic quantum mechanics. First, however, we consider
how to define the path integrals involved.
B. Evaluating Path Integrals
1. Product Formulae
We are interested in the path integrals that define the class operators of the form
〈φi |Cα|ψj〉 =
∫
α
δq φ∗i (q
′′) eiS[q(τ)]ψj (q′) , (5.15)
units having been chosen for this and subsequent sections so that ~ = 1. How are they
defined and how do we compute them?
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General arguments [14] show that it is not possible to introduce a complex measure
on the space of paths to define the Feynman integral. However, path integrals may be
defined and computed by other means [26]. Here, we take the point of view, introduced
by Feynman [32], that expressions like (5.15) are to be defined by the limits of their values
on polygonal (skeletonized) paths on a time slicing of the interval [0, T ]. Suppose that
this interval is divided into N sub-intervals of equal length  = T/N with boundaries at
t0 = 0, t1, t2, · · · , tN = T . A polygonal path is specified by giving the values (q0, · · · , qN)
of q(t) on the N + 1 time slices including the value q0(≡ q′) at the initial time t = 0 and
the value qN (≡ q′′) at the final time tN = T . The polygonal paths consist of straight line
segments joining the points (q0, · · · , qN) at the times defining the subdivision. The non-
relativistic action (5.3) is straightforwardly evaluated on polygonal paths when the spacing
 is small.
S(qN , · · · , q0) ≈
N−1∑
k=0

[
T
(
qk+1 − qk

)
− V (qk)
]
. (5.16)
Any partition of continuous paths will also partition the polygonal paths. Let
eα(qN , · · · , q0) be the function which is unity on all polygonal paths in the class cα and
zero otherwise. Then, with these preliminaries, we define an expression like (5.15) as the
following limit
〈φi |Cα|ψj〉 = lim
N→∞
∫
dqN
∫
dqN−1 · · ·
∫
dq0 µ(N)
× φ∗i (qN)eα(qN , · · · , q0)eiS(qN ,··· ,q0)ψj(q0) . (5.17)
where µ(N) is an N -dependent constant “measure” factor and the integrals are all over Rν .
The definition (5.17) is not, by itself, a computationally effective way of evaluating Feyn-
man integrals. Operator methods provide a more efficient tool. As was first recognized by
Nelson [108], operator product formulae provide both a way of demonstrating the existence
of limits like (5.17) and of evaluating the class operators Cα to which they correspond.
2
As the most familiar example, consider the propagator which is the path integral (5.15)
evaluated over the class, u, of all paths on the time interval [0, T ]. Then eα = 1. Divide the
total Hamiltonian H following from the action (5.3) into a free part H0 corresponding to
the kinetic energy T and the potential V :
H =
∑ν
i=1
p2i
2Mi
+ V (qk) ≡ H0 + V . (5.18)
The propagator for the free part of the Hamiltonian is an elementary calculation,
〈q′′|e−iH0t|q′〉 = F (t) exp
[
itT
(
q′′ − q′
t
)]
, (5.19)
where
F (t) =
ν∏
i=1
(Mi/2piit)
1
2 . (5.20)
2 For further discussion of the definition of path integrals see Simon [123] and DeWitt, Maheshwari and
Nelson [26].
60
It follows that, if the constant µ in (5.17) happens to be [F ()]N , then we can write
〈φi |Cα|ψj〉 = lim
N→∞
〈φi|
(
e−iH0(T/N) e−iV (T/N)
)N
|ψj〉 . (5.21)
This fixes the “measure” in the path integral. If H0 and V are densely defined, self-adjoint
and bounded from below, the Trotter product formula [129] states
lim
N→∞
(
e−iH0(T/N) e−iV (T/N)
)N
= e−i(H0+V )T . (5.22)
Thus, the limit in (5.17) exists, and the path integral 〈φi |Cα|ψj〉 is evaluated as
〈φi |Cα|ψj〉 = 〈φi|e−iHT |ψj〉 . (5.23)
The relation (5.23) is hardly a surprise. It is the path integral expression for the propagator
originally derived by Feynman [32].
From this perspective formulating quantum mechanics in terms of path integrals does
not eliminate the need for Hilbert space. Indeed, a Hilbert space is central to the product
formulae approach to defining path integrals. In non-relativistic quantum mechanics, the
Hilbert space used to define path integrals coincides with the Hilbert space of states on a
constant time surface. In general, however, we shall see that there is no such connection,
not least because it is not always possible to define states on a spacelike surface.
2. Phase-Space Path Integrals
In (5.21) we used a product formula to fix the “measure” factors (5.20) in the path
integral. Evaluated in a different way, the product formula can be interpreted as an integral
over phase space paths which gives a more convenient and physically suggestive way of
summarizing these factors. As such phase-space path integrals are a natural way of fixing
the measure in the generalizations of quantum mechanics we shall consider later we briefly
pause to consider such integrals here.
We recover the Lagrangian path integral for Cu [Eq. (5.17) with eu = 1] if the resolution
of the identity
I =
∫
dq|q〉 〈q| (5.24)
is inserted between each factor of the product in (5.21) and (5.19) is used to evaluate the
matrix elements involving H0. The same procedure used with the resolution
I =
1
2pi
∫
dp dq|q〉 〈q|p〉 〈p|
=
1
2pi
∫
dp dq eip·q|q〉 〈p| (5.25)
yields the phase-space path integral. The matrix elements are immediate since H0 is diagonal
in pk and V is diagonal in q
k. The result for the configuration space matrix elements of Cu
is the limit.
〈q′′|Cu|q′〉 = 〈q′′|e−iHT |q′〉 = lim
N→∞
∫
dpN
2pi
N−1∏
k=1
(
dpkdqk
2pi
)
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× exp
[
i
N∑
J=1

{
pJ ·
(
qJ − qJ−1

)
−
[
H0 (pJ) + V (qJ−1)
]}]
. (5.26)
Here, of course, p · q = piqi , H0(p) is the function defined by (5.18), and dp and dq
represent the usual volume elements on the ν-dimensional momentum and configuration
spaces respectively. The limit (5.26) defines the phase-space path integral
〈q′′ |Cu| q′〉 =
∫
δp δq exp
[
i
∫ T
0
dt
[
p · (dq/dt)−H(p, q)
]]
. (5.27)
The phase-space path integral (5.27) has been discussed by many authors, e.g. [34] and
[42]. The construction can be extended to define the Cα’s for finer configuration space
coarse grainings simply by restricting the q-integral to the class of paths {cα}. It can also
be extended to incorporate momentum coarse-grainings (see, e.g. [47]). The interpretation
of (5.27) as an integral is not as straightforward as in the Lagrangian case.3 Among other
things, the momentum space paths are discontinuous.
For our purposes, the utility of the phase-space path integral is that it provides a phys-
ically transparent way of summarizing the “measure” in the path integral and a way of
computing that measure in more general cases. The measure in (5.26) is the canonical,
Liouville measure in phase-space “dpdq/(2pi~)”. Since the momentum space integrals like
(5.26) are unconstrained even when the configuration space ones are restricted by a coarse
graining, the Gaussian integrals over the piJ can be carried out explicitly. The result is
the Lagrangian path integral (5.17) over configuration space paths including the correct
“measure” factor [F (T/N)]N with F given by (5.20).
C. Examples of Coarse Grainings
1. Alternatives at Definite Moments of Time
The most familiar type of coarse graining is by regions of configuration space at successive
moments of time (see Figure 10) described briefly in Section IV.3. Suppose, for example,
we consider sets of exhaustive non-overlapping regions of Rν , {∆1α1}, {∆2α2}, · · · , {∆nαn} at
a discrete series of times t1, · · · , tn. At each time tk
∪αk ∆kαk = Rν , ∆kαk ∩∆kβk = φ , αk 6= βk . (5.28)
Since the paths are single valued in time, they pass through one and only one region at
each of the instants tk. The class of all paths may be partitioned into all possible ways they
cross these regions. Coarse grained histories are thus labeled by the particular sequence of
regions ∆1α1 , · · · ,∆nαn at times t1, · · · , tn. We write them as cαn···α1 . The individual coarse-
grained history cαn···α1 corresponds to the particle being localized in region ∆
1
α1
at time t1,
∆2α2 at time t2 and so forth.
The class operators Cα for coarse grainings defined by alternative spatial regions at def-
inite moments of time are readily evaluated by the techniques of the last subsection. The
3 See Schulman [122] for a convenient discussion.
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integrals in (5.2) are restricted to the ranges ∆1α1 , · · · ,∆nαn on the slices t1, · · · , tn. The cor-
responding product formula analogous to (5.21) will consist of unitarity evolution in between
these times interrupted by projections on these ranges at them. Thus if α = (αn, · · · , α1)
denotes the coarse-grained history in which the paths pass through regions ∆1α1 , · · · ,∆nαn at
times 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ T , then
Cα = e
−iH(T−tn)P nαne
−iH(tn−tn−1)P n−1αn−1 · · ·P 1α1e−iHt1 (5.29)
where P kαk is the projection on the configuration space region ∆
k
αk
at time tk. The expression
is more compact with Heisenberg picture operators
Cα = e
−iHTP nαn(tn) · · ·P 1α1(t1) . (5.30)
This is enough to show that the Cα in general will neither be unitary nor Hermitian. Neither
is it true that CαCβ = 0 for distinct histories. The relations (5.28) expressing the conditions
that the regions of configuration space are exhaustive and exclusive at each time translate
into ∑
αk
P kαk(tk) = 1, P
k
αk
(tk)P
k
α′k
(tk) = δαkα′kP
k
αk
(tk) . (5.31)
These are enough to show explicitly that (5.18) is satisfied and further that∑
α
C†αCα = I (5.32)
for this particular class of coarse grainings. Thus, we recover from the sum-over-histories
formulation the usual Hamiltonian expressions for the class operators of this kind of coarse
graining [cf. (2.14) with appropriate change in normalization].
2. Alternatives Defined by a Spacetime Region
Coarse grainings by spatial regions at definite moments of time are only a very special
case of the coarse grainings that are possible in sum-over-histories quantum mechanics. As
an example of a more general coarse grainings we consider partitions of the paths according
to their behavior with respect to a spacetime region R (Figure 9).
Given a spacetime region R, the paths between t = 0 and t = T may be partitioned into
two exclusive classes: (1) The class r¯ of all paths that never intersect R, and (2) the class
r of paths that intersect R at least once. To evaluate the corresponding class operators we
begin with the path integral over the class cr¯
〈φi |Cr¯|ψj〉 =
∫
r¯
δq φ∗i (q
′′) exp
(
iS[q(τ)])ψj(q
′) . (5.33)
The Feynman integral is the limit of the integral over polygonal paths in r¯ as in (5.17).
Each constant-time cross section of R is a region of configuration space ∆(t). The paths of
r¯ lie entirely in the complements of these regions, ∆¯(t). By introducing projection operators
on the regions ∆¯ at the various times, the integrals over polygonal paths defining (5.33)
may be expressed as matrix elements of operators. Let P∆¯(t) denote the projection onto
the complement of ∆(t). P∆¯(t) is time dependent, not because it is a Heisenberg picture
operator, but because the region ∆¯(t) is time dependent. Clearly
< q′′|P∆¯|q′ >= δ(q′′ − q′)e∆¯(q′) . (5.34)
63
FIG. 10: Coarse graining by regions of configuration space at successive moments of time. The
figure shows a spacetime that is a product of a one-dimensional configuration space (q) and the
time interval [0, T ]. At times t1 and t2 the configuration space is divided into exhaustive sets of
non-overlapping intervals: {∆1α1} at time t1, and {∆2α2} at time t2. Some of these intervals are
illustrated. (The superscripts have been omitted from the ∆’s for compactness.) The fine-grained
histories are the paths which pass between t = 0 and t = T . Because the paths are assumed to
be single-valued in time, the set of fine-grained histories may be partitioned according to which
intervals they pass through at times t1 and t2. The figure illustrates a few representative paths in
the class c83 which pass through region ∆
1
3 at time t1 and region ∆
2
8 at time t2.
Using this and the free propagator, (5.19), the path integral over the class r¯ can be written
as the limit
〈φi |Cr¯|ψj〉 = lim
N→∞
< φi|T
N−1∏
k=0
(
e−iH0(T/N)e−iV (T/N)P∆¯(kT/N)
)
|ψj > (5.35)
where the product is time ordered — written with the earliest P∆¯(t)’s to the right. The
projection, P∆¯(t) can be written in the form
P∆¯(t) = e
−ER(t) (5.36)
where  is an arbitrary positive number and ER is the excluding potential for the spacetime
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region R, that is
ER(q, t) =
{
0 (q, t) /∈ R ,
+∞ (q, t) ∈ R .
Choosing  = T/N we may then write (5.35) as
〈φi |Cr¯|ψj〉 =< φi| lim
N→∞
T
N−1∏
k=0
(
e−iH0(T/N)e−i(V−iER(kT/N))(T/N)
)
|ψj > . (5.37)
Again, the operators in (5.37) are time ordered with the earliest on the right.
As a generalization of the Trotter product formula (5.22) we expect
lim
N→∞
T
N−1∏
k=0
(
e−iH0(T/N)e−i(V−iER(kT/N))(T/N)
)
= T exp
{
−i
∫ T
0
dt
[
H0 + V − iER(t)
]}
(5.38)
where T denotes the time ordered product.4 That is, the right hand side of (5.38) may be
interpreted as UR(T ) where UR(t) is the solution of
i
dUR(t)
dt
= [H0 + V − iER(t)]UR(t) , (5.39)
with the boundary condition
UR(0) = I . (5.40)
Physically (5.39) represents Schro¨dinger evolution in the presence of a completely absorb-
ing potential on the spacetime region R. Paths that once cross into the region R do not
contribute to the final value of U .
Equation (5.38) allows us to identify the class operators for the coarse graining based on
a single spacetime region, R. There are two coarse-grained histories in the set: r, the class
of fine-grained histories which cross R at least once and r¯, class of the fine-grained histories
which never cross R. For r¯ we have
Cr¯ = UR(T ) = T exp
{
−i
∫ T
0
dt [H0 + V − iER(t)]
}
. (5.41)
The operator Cr then follows from the fact that the set of paths r which cross R at least
once is the difference between the set of all paths u and the set which r¯ which never cross
R:
r = u− r¯ (5.42)
where, as usual, a− b ≡ a ∩ b¯. The corresponding relation for the class operators is
Cr = e
−iHT − UR(T ) , (5.43)
which is the same as (5.8).
4 The author knows of no rigorous demonstration of a product formula general enough to prove (5.38) at
the time of writing. The mathematical issues concern the time dependence of ER(t) and the fact that it
is not self-adjoint because its domain is not dense in the Hilbert space.
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3. A Simple Example of a Decoherent Spacetime Coarse Graining
Consider a free particle in one dimension and let the region R be the whole region
x < 0, 0 < t < T . Then Cr¯ is just the evolution operator in the presence of an infinite
potential wall at q = 0, that is
< q′′|Cr¯|q′ >= θ(q′′)θ(q′)
(
M
2piiT
)1
2
×
{
exp
[
i
M
2T
(q′′ − q′)2
]
− exp
[
i
M
2T
(q′′ + q′)2
]}
. (5.44)
From (5.43) the position matrix elements of Cr are the free propagator minus (5.44) or
< q′′|Cr|q′ >=
[
θ(q′′) θ(−q′) + θ(−q′′)θ(q′)
]( M
2piiT
)1
2
exp
[
i
M
2T
(q′′ − q′)2
]
+
[
θ(q′′)θ(q′) + θ(−q′′)θ(−q′)]( M
2piiT
)1
2
exp
[
i
M
2T
(q′′ + q′)2
]
. (5.45)
Special choices of the initial condition can give examples in which the alternatives r and
r¯ are decoherent. Such examples have been investigated especially by Yamada and Takagi
[141]. A simple case is obtained by considering a pure initial state with a wave function
ψ(x). Write this as
ψ(x) = αφ+(x) + β φ−(x) , |α|2 + |β|2 = 1 , (5.46)
where φ+(x) and φ−(x) are normalized wave functions having support on x > 0 and x < 0
respectively. The branch wave functions corresponding to the alternatives r and r¯ may
be expressed in terms of the free unitary evolution operator for the time interval T which
we denote by U . Thus, for example, the branch, ψr¯, representing the alternative that the
particle never crosses into x < 0 in the time interval T is
ψr¯(x) = αP+
[
Uφ+(x)− Uφ+(−x)
]
(5.47)
where P+ is the projection onto x > 0. Eq. (5.47) is just the usual “method of images”
solution of the Schro¨dinger equation is the presence of an infinite barrier at x = 0 and is
another way of writing (5.44).
The other branch is
ψr(x) = Uψ(x)− ψr¯(x) . (5.48)
The condition for decoherence is
(ψr, ψr¯) = 0 . (5.49)
Evidently this is a linear relation and α and β of the form
αc+ + βc− = 0 (5.50)
where c± are coefficients completely determined by φ± and U . Eq. (5.50) and the normal-
ization condition (5.46) fix α and β.
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The probabilities for the decoherent set of alternatives may also be expressed directly in
terms of c±. We have
pr = (ψr, ψr) = c
2
+/
(
c2+ + c
2
−
)
, (5.51a)
pr¯ = (ψr¯, ψr¯) = c
2
−/
(
c2+ + c
2
−
)
. (5.51b)
It is not difficult to be convinced that, by different choices of φ±, examples of the whole
range of possible probabilities may be obtained. An especially simple example is to take
[141]
φ+(x) = −φ−(−x) (5.52)
and α = β = 1/
√
2. Then, for any φ−(x) decoherence is exact and pr = pr¯ = 1/2 — both
results which alternatively follow from symmetry considerations.
These examples show that decoherence of spacetime coarse grainings can be achieved in
special examples and that these alternatives can have non-trivial probabilities.
D. Coarse Grainings by Functionals of the Paths
1. General Coarse Grainings
The most general notion of coarse graining is given by partitions of the paths by ranges of
values of functionals of the paths. Several functionals are possible but for simplicity we shall
just consider one. Denote it by F [q(τ)] and consider an exhaustive set of intervals {∆α} of
the real line. The class cα consists of those paths for which F [q(τ)] lies in the interval ∆α
cα =
{
q(t)
∣∣F [q(τ)]∆α} . (5.53)
This is the most general notion of coarse graining because, given any partition of the paths
into classes {cα}, we could always take F to be the function that is α if the path is in class
cα and take {∆α} to be unit intervals surrounding the integers.
The class operators Cα corresponding to the classes cα are defined, as always, by
〈φi |Cα|ψj〉 =
∫
α
δq φ∗i (q
′′) exp
(
iS[q(τ)]
)
ψj(q
′) . (5.54)
They can be evaluated by introducing the characteristic functions for the intervals ∆α on
the real line:
eα(x) =
{
1 x ∈ ∆α ,
0 x /∈ ∆α ,
and their Fourier transforms e˜α(µ)
eα(x) =
∫ +∞
−∞
dµ eiµxe˜α(µ) . (5.55)
Then, clearly
〈φi |Cα|ψj〉 =
∫ +∞
−∞
dµ e˜α(µ)
∫
u
δq φ∗i (q
′′) exp
{
i
(
S[q(τ)] + µF [q(τ)]
)}
ψj(q
′) . (5.56)
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When F [q(τ)] is a local functional, that is of the form
F [q(τ)] =
∫ T
0
dtf (q˙(t), q(t), t) , (5.57)
then there is an effective Hamiltonian HF (t, µ) associated with the effective action S + µF .
Quantum mechanically it may be difficult to determine the operator ordering of (5.57) that
reproduces the path integral (5.56) if one exists at all. However, when this can be done the
class operators may be expressed formally as
Cα =
∫ +∞
−∞
dµ e˜α(µ)T exp
[
−i
∫ T
0
HF (t, µ)dt
]
. (5.58)
Equations (5.56) and (5.58) are powerful tools for the evaluation of the class operators of
the most general sum-over-histories spacetime coarse graining.
It should be stressed that the partitions by values of a functional such as (5.57) that
we have defined here are not the same as partitions by the eigenvalues of the Heisenberg
operator corresponding to (5.57). The class operators for the latter are projections onto
ranges of the eigenvalues while the class operators (5.56) are not projections in general.
The two kinds of class operators represent distinct quantum mechanical alternatives that
coincide classically – a familiar enough situation. In this sum-over-histories approach to
quantum mechanics we shall only consider the path integral partitions of the type we have
described.
2. Coarse Grainings Defining Momentum
We have introduced a large class of spacetime alternatives in the sum-over-histories gen-
eralized quantum mechanics of a non-relativistic system. However, we have not mentioned
some of the most familiar alternatives of ordinary quantum mechanics, for example, alter-
native values of momentum at a moment of time. The reason momentum has not been
considered is that there is no obvious meaning to a partition of non-differentiable, polygo-
nal, paths by values of Miq˙
i(t) at a moment of time. Using the techniques of this section, we
can, however, consider partitions by the values of the averages of such derivatives over a time
and interval and define momentum with suitable limits of these coarse grainings (cf. [35]).
For simplicity, restrict attention to the case of a free particle moving in one dimension.
We consider a coarse graining by values of the momentum at time t averaged over a time
interval s, that is, by values of the functional
Fs[q(τ)] =
1
s
t+s/2∫
t−s/2
dt′Mq˙(t′) = M
(
q(t+ s/2)− q(t− s/2)
s
)
. (5.59)
The class operator corresponding to the coarse-grained history in which the value of this
averaged momentum lies in a range ∆˜ is〈
φi
∣∣C∆˜∣∣ψj〉 = ∫ δqφ∗i (q′′)e∆˜ {Fs[q(τ)]} exp(iS[q(τ)])ψj(q′) (5.60)
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where e∆˜(x) is the characteristic function for the interval ∆˜ [cf. (5.55)]. If we write
e∆˜(x) =
∫
∆˜
dp δ(x− p) (5.61)
then the path integral in (5.60) is over all paths between t = 0 and t = T for which the
difference in q’s in (5.59) is fixed by p. Since the unrestricted path integration between two
times generates unitary evolution [cf. (3.23)], this may be written
〈
φi
∣∣C∆˜∣∣ψj〉 = ∫
∆˜
dp
∫ +∞
−∞
dq′
∫ +∞
−∞
dq′′δ [M(q′′ − q′)/s− p]
× 〈φi∣∣q′′, t+ s/2〉 〈q′′, t+ s/2∣∣q′, t− s/2〉 〈q′, t− s/2∣∣ψj〉 . (5.62)
Carry out the integration over q′′ using the δ-function, insert the form of the free propagator
from (5.19), insert complete sets of momentum eigenstates immediately before the final state
and after the initial one, and carry out the remaining q′ integration to find
〈
φi
∣∣C∆˜∣∣ψj〉 = s ∫
∆˜
dp
∫ +∞
−∞
dk
2pi
(
M
2piis
)1
2
exp
[
is
2M
(p− k)2
]
φ˜∗i (k)ψ˜j(k) (5.63)
where φ˜i(k) and ψ˜j(k) are the momentum space representatives of the final and initial wave
functions respectively.
We examine (5.63) in the limits of short and long averaging times s. As s → 0, it is
evident that 〈
φi
∣∣C∆˜∣∣ψj〉 ∼ s12 , s→ 0 (5.64)
so that the class operator becomes vacuous! This is another statement of the non-
differentiability of the paths. The amplitude to find any finite value for Mq˙(t) at a moment
of time is zero.
In the limit s→∞, the integral in (5.63) can be evaluated by the method of stationary
phase yielding 〈
φi
∣∣C∆˜∣∣ψj〉 = ∫
∆˜
dp
2pi
φ˜∗i (p)ψj(p) =
∫
∆˜
dp
2pi
〈
φi
∣∣p, t〉〈p, t∣∣ψj〉 . (5.65)
In the limit of large averaging times, therefore, partition by average values of Mq˙ reproduces
the usual momentum alternatives of ordinary quantum mechanics. That such a limit is
necessary to precisely define momentum is easily understood from the uncertainty principle.
Coarse graining by time averages of the velocity corresponds to determining momentum by
time of flight. Classically, the error in this procedure is ∆p ∼M∆q/s where ∆q is the error
in determining q. However, quantum mechanically there is also the uncertainty ∆p ∼ ~/∆q
(with ~ equaling one in the units of this section). For a precise determination of momentum
both of these uncertainties must go to zero. This cannot be achieved if s becomes small. A
precise determination of momentum is possible in the limit of large s provided ∆q goes to
infinity in such a way that ∆q/s goes to zero.
In more realistic situations, if we consider coarse grainings by values of Mq˙ averaged
over a time interval s that is short compared to the dynamical time scale, eq. (5.63) shows
that we may approximately replace them by usual partitions of momentum (5.65) making
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an error in the momentum of order ∆p ∼ (M~/s)12 . If s can simultaneously be chosen
short compared to the dynamical time scale and long enough so that ∆p is small then we
have an accurate determination of momentum that can be approximately represented by
momentum projection operators. It is in this limiting sense that we recover the usual notion
of momentum from sum-over-histories quantum mechanics.
E. The Relation Between the Hamiltonian and Generalized Sum-Over-Histories
Formulations of Non-Relativistic Quantum Mechanics
To what extent does the sum-over-histories formulation of non-relativistic quantum me-
chanics developed in this section coincide or differ from the more familiar Hamiltonian
quantum mechanics of states. In making this comparison, I shall take a strict view of what
these formulations mean. As described in Section IV, by Hamiltonian quantum mechanics
we mean a quantum mechanics of states and alternatives defined at moments in time. States
evolve unitarily in between alternatives and by reduction of the wave packet at them. The
sum-over-histories formulation is a spacetime formulation in which alternatives are defined
by partitions of spacetime histories with associated amplitudes computed directly in terms
of path integrals. Path integrals vs operators in Hilbert space is not the issue in the compar-
ison of the two. As we have seen, path integrals define operators and vice versa. Rather the
issues are: (1) whether the alternatives to which the two formulations assign probabilities
are the same and (2) whether the notion of state at a moment of time and its two forms of
evolution can be recovered from sum-over-histories quantum mechanics.
As we discussed in Section IV.4, the two formulations coincide for coarse grainings by
regions of space at definite moments of time. That is evident from (5.30) which shows that
the class operators for the individual coarse-grained histories calculated from the sum-over-
histories formulation coincide with those of the Hamiltonian formulation [eq. (2.14)] up to an
overall factor of exp(−iHT/~) whose presence does not affect the value of the decoherence
functional [cf. (5.14)]. Beyond this, however, the two formulations differ, not because they
predict different answers for the same alternatives, but because they deal with different
alternatives.
Any exhaustive set of orthogonal projection operators describes a set of alternatives at
one moment of time of the Hamiltonian formulation of quantum mechanics. Alternative
values of q, of p, of q3p + pq3 are just a small number of the many examples. By contrast,
at one moment of time, the sum-over-histories formulation deals directly only with position
alternatives. Alternative values of p, q3p+pq3, etc. must first be expressed in spacetime form
and then only approximately or by limiting procedures as we discussed for momentum. In
this sense, because it employs a spacetime description, the sum-over-histories deals with a
less general set of alternatives at one moment of time than does the Hamiltonian formulation.
The situation is reversed for spacetime coarse grainings that are not at a moment of
time such as the coarse graining by a spacetime region discussed in Section V.3.2. These are
directly accessible in the sum-over-histories formulation but non-existent in the Hamiltonian
one. There is no single chain of projections, for example, that can represent the class operator
for the alternative that the path crosses the region R at least once in the example of Section
V.3.2. In its access to spacetime coarse grainings, the sum-over-histories formulation is
more general than the Hamiltonian formulation. This generality will be important for the
quantum mechanics of spacetime geometry where there is no covariant notion of alternatives
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at one moment of time.
The quantum mechanics of the more general spacetime alternatives of sum-over-histories
quantum mechanics cannot be formulated in terms of states on a spacelike surface and the
two forms of evolution. If the class operators cannot be represented as chains of projections,
we cannot construct the state of the system at a moment of time as we did in Section III.1.3.
In the coarse graining by a spacetime region discussed in Section V.3.2., as (5.41) shows,
there is neither unitary evolution nor reduction of the wave packet in the time interval over
which the region extends. The sum-over-histories formulation does not permit the notion of
state on a spacelike surface so central to the Hamiltonian version of quantum mechanics.
For non-relativistic systems, the two formulations of quantum mechanics may be unified
in a common generalization. The sets of fine-grained histories are defined by exhaustive
sets of one-dimensional projection operators (i.e., projections onto complete sets of states)
at each and every time. Partitions of these fine-grained histories into an exhaustive set
of exclusive classes define coarse grainings as before. Class operators would therefore be
defined formally by
Cα =
∑
α(t)cα
(∏
t
P
k(t)
α(t)(t)
)
. (5.66)
What mathematical sense can be made out of such formal expressions, if any, is an interesting
question, as is the identification of invariant classes in theories with symmetries.
In the absence of a completed unification we shall develop the sum-over-histories formu-
lation in the rest of these lectures. Its spacetime coarse grainings offer the hope of there
being realistic alternatives in quantum gravity that are not “at one moment of time”.
VI. ABELIAN GAUGE THEORIES
A. Gauge and Reparametrization Invariance
Einstein’s general relativity is a dynamical theory of spacetime geometry. Geometry is
described by a spacetime metric, but many different metrics correspond to the same ge-
ometry. Metrics corresponding to the same geometry are connected by diffeomorphisms.
Diffeomorphisms are therefore a symmetry of any theory of spacetime geometry; and phys-
ical predictions must be diffeomorphism invariant. A generalized quantum mechanics of
spacetime geometry whose fine-grained histories include a spacetime metric will therefore
assign probabilities to diffeomorphism invariant partitions of four-dimensional metrics and
matter field configurations.
Since we lack a complete quantum theory of gravity, it is instructive to discuss the
quantum mechanics of model theories that exhibit similar symmetries. In this connection, it
is useful to note that, when space and time are separated, the diffeomorphisms of spacetime
theories contain two familiar types of symmetries — gauge symmetries corresponding to
spatial coordinate transformations and reparametrizations of the time.
To make this distinction concrete recall the familiar 3 + 1 decomposition of a four-
dimensional metric defined by a foliating family of spacelike surfaces labeled by a coordinate
t. This is illustrated in Figure 11. We write
ds2 = −N2 dt2 + hij
(
dxi +N i dt
)(
dxj +N j dt
)
(6.1)
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FIG. 11: The 3 + 1 decomposition of a spacetime metric. The figure shows two nearby members
of a family of spacelike surfaces that foliate spacetime. The surfaces are labeled by a continuous
coordinate t; points in the surfaces are labeled by three coordinates, xi. The 3 + 1 decomposition
of a spacetime metric with respect to these coordinates is achieved as follows: Connect the two
surfaces by a perpendicular line passing through the point (t, xk). The lapse function N(t, xk)
is defined so that the perpendicular distance between the two surfaces separated by a coordinate
interval dt is Ndt. The shift vector N i(t, xk) is defined so that N idt is the displacement between
the intersection of the perpendicular with the surface t+ dt and the point in that surface with the
same spatial coordinate xi as the point from which the construction started. The distance between
the points (t, xi) and (t+ dt, xi + dxi) is then given by (6.1)
where the lapse N , shift vector N i, and spatial metric, hij, are all functions of x
i and t.
There is a correspondence between diffeomorphisms (maps of the manifold into itself) and
coordinate transformations
xα −→ x¯α = x¯α(xβ) . (6.2)
In a 3 + 1 decomposition, the coordinate transformations (6.2) contain two special cases of
interest. First, there are reparametrizations of the time
t −→ t¯ = t¯(t) . (6.3)
Second, there are spatial coordinate transformations
xi −→ x¯i = x¯i(xj) . (6.4)
Under an infinitesimal coordinate transformation of type (6.4), where x¯i = xi + ξi(xj), the
three-metric transforms as
hij(x
k, t) −→ h¯ij(xk, t) = hij(xk, t) + 2D(iξj)(xk, t) (6.5)
where Di is the spatial derivative. Because of the similarity of (6.5) with the symmetry
transformations of gauge field theories, spatial diffeomorphisms are often called (spatial)
gauge transformations.
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Reparametrizations of the time and gauge transformations are combined in the invariance
group of dynamical theories of spacetime geometry. However, from the point of view of the
problem of time, these two types of transformation have a considerably different status. It
is, therefore, convenient to consider models in which they are exhibited separately. We shall
consider the simplest two model theories: free electromagnetism as an example with gauge
symmetry and the free relativistic particle as an example that is reparametrization invariant.
We begin with electromagnetism.
B. Coarse Grainings of the Electromagnetic Field
The fine-grained histories of the free electromagnetic field we take to be specified by the
various four-dimensional configurations of the potential Aµ(x). The allowed coarse grainings
are partitions of the potentials into exhaustive sets of exclusive gauge-invariant classes, that
is, classes invariant under gauge transformations
Aµ(x) −→ Aµ(x) +∇µΛ(x) (6.6)
for arbitrary functions Λ(x). We denote sets of such classes by {cα}, α = 1, 2, · · · and the
entire class by u = ∪αcα. A unique potential representing a class may be singled out by
imposing a gauge condition
Φ(A) = 0 . (6.7)
For example, the temporal gauge in which
A0(x) = 0 (6.8)
is often convenient. This condition does not fix the gauge entirely because transformations
of the form (6.6) with Λ independent of time preserve the condition (6.8). To fix the gauge
completely a further condition, say (
~∇ · ~A)
σ
= 0 (6.9)
could be imposed on one spacelike surface σ. Both (6.8) and (6.9) are included in Φ(A) = 0.
We can now proceed with the definition of the decoherence functional for a set of coarse-
grained histories {cα} that are a gauge-invariant partition of the potentials Aµ(x) defined
on the region of spacetime between two non-intersecting spacelike surfaces σ′ and σ′′. These
spacelike surfaces do not have to be planes, but for simplicity, let us consider only the case
where the initial surface σ′ is the plane t = 0 and the final surface σ′′ is the plane t = T in
some Lorentz frame. In that same frame there is a 3 + 1 decomposition of Aµ(x) into the
temporal component A0(x) and the transverse and longitudinal components of the vector
potential
~A(x) = ~AT (x) + ~AL(x) , (6.10a)
where
~AL(x) · ~AT (x) = 0 , ~∇ · ~AT (x) = 0 . (6.10b)
The Hilbert space of states of the free electromagnetic field is the space of square inte-
grable functionals of transverse vector potentials, HT . This is defined by the inner product
(ψ, χ) =
∫
δ ~ATψ∗
[
~AT
]
χ
[
~AT
]
. (6.11)
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Here, ψ and χ are functionals of ~AT (x) where x denotes the three spatial coordinates. The
measure is defined by
δ ~AT =
∏
k
(
dA1
(
k
)
dA2
(
k
))
(6.12)
where A1 and A2 are the two transverse components (polarizations) of a decomposition of
~AT (x) into modes
~AT (x) =
∫
d3k
(2pi)3
eik·x ~AT
(
k
)
. (6.13)
Class operators Cα onHT that correspond to the individual classes cα in a gauge-invariant
partition are defined by constructing their matrix elements〈
~AT ′′
∣∣Cα∣∣ ~AT ′〉 = 〈 ~AT ′′∣∣ ∫
α
δA∆Φ[A] δ[Φ(A)] exp (iS[A])
∣∣ ~AT ′〉 . (6.14)
The meaning of the right hand side is as follows: The functional integral is over all potentials
Aµ(x) that lie in the class cα and that match the transverse component of the vector potential
~AT ′ on the initial surface at t = 0 and similarly match ~AT ′′ on the final surface at t = T .
That which is not fixed is integrated over, so the integral includes integrations over A0 and
~AL on the initial and final surface. The gauge-fixing δ-function and its associated Faddeev-
Popov determinant, ∆Φ, ensure that only one representative potential in the gauge invariant
class cα contributes to the functional integral. The action for the free electromagnetic field
is
S[A] = −1
4
∫
M
d4xFαβF
αβ (6.15)
where Fαβ = ∇αAβ −∇βAα and M is the spacetime region between t = 0 and t = T . The
measure in a time slicing implementation of the functional integral is analogous to that of
Section V.2, namely
δA =
∏
t,k
[
dA1(t,k) dA2(t,k) dAL(t,k) dA0(t,k)
]
(6.16)
in what, it is hoped, is an obvious notation. Since ~AT is a gauge invariant quantity and
since the class cα is gauge invariant, it is a standard result [30] that the integral in (6.14) is
independent of the gauge fixing condition Φ. Matrix elements of the Cα between arbitrary
initial and final states in HT represented by wave functions φi[ ~AT ] and ψj[ ~AT ] may be
constructed from (6.14) using the inner product (6.11), viz. :
〈φi|Cα|ψj〉 =
∫
δ ~AT ′′
∫
δ ~AT ′φ∗i [ ~A
T ′′] 〈 ~AT ′′|Cα| ~AT ′〉ψj [ ~AT ′] . (6.17)
Were we to define the functional integral in (6.14) by means of a product formula for
each mode we would be dealing with a larger Hilbert space than HT . This is most clearly
illustrated in the temporal gauge defined by (6.8) and (6.9). Choosing the initial surface at
t = 0 to be the surface σ on which the surface gauge condition (6.9) is enforced, we have
〈 ~AT ′′ |Cα| ~AT ′〉 =
∫
δ ~AL
′′〈 ~AT ′′ , ~AL′′‖
∫
α
δ ~A exp (iS[ ~A])‖ ~AT ′ , 0〉 . (6.18)
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Here, we have used a double bar to denote states in the Hilbert space H(T,L) of square
integrable functionals of vector potentials — both transverse and longitudinal components.
The functional integral in (6.18) is over such vector potentials. There is an integral over the
final value of ~AL
′′
but the initial value has been set to zero by the surface gauge condition
(6.9). The auxiliary Hilbert spaces HL and H(T,L) will be useful in evaluating functional
integrals in what follows and in making contact with Dirac Quantization in Section VI.5.
Having identified the class operators Cα, the construction of the decoherence functional
D(α′, α) for the coarse-grained set of histories {cα} follows that for particle quantum me-
chanics [cf. (5.11)]:
D (α′, α) = NTr[ρfCα′ ρiC†α] (6.19a)
where N is
N−1 = Tr
[
ρfe
−iHTTρieiH
TT
]
. (6.19b)
Here, ρi and ρf are density matrices describing the initial and final conditions of the elec-
tromagnetic system. These ρ’s, the Cα, and the trace are all defined on the Hilbert space,
HT . If we assume a final condition of indifference with respect to final state we recover the
standard
D (α′, α) = Tr[Cα′ρiC†α] . (6.20)
Thus, the two gauge-invariant parts of the vector potential, ~AT (x) and ~AL(x), are treated
differently in the construction of the decoherence functional. Amplitudes, e.g. (6.18) are
summed over ~AL(x) on the final surface; squares of amplitudes are summed over ~AL(x)
in (6.19). For suitable coarse grainings this coincides with usual Hamiltonian quantum
mechanics as we shall shortly see.
It is not difficult to check that the decoherence functional (6.19) satisfies the requirements
(4.1a) – (4.1d) of Section IV. Hermiticity and positivity are immediate from the general
structure of (6.19) and the positivity of the ρ’s. The superposition principle is satisfied
because of the linearity of the sum-over-histories in (6.14). It only remains to check the
normalization, and this involves the sum in (6.18) over all vector potentials ~A(x). This
factors into separate sums over ~AT and ~AL involving the temporal gauge actions
S
[
~AT
]
= 1
2
∫
d4x
[( .→
AT
)2
−
(
~∇× ~AT
)2]
, (6.21a)
S
[
~AL
]
= 1
2
∫
d4x
( .→
AL
)2
. (6.21b)
Then, from the usual connection to Hamiltonian quantum mechanics〈
~AT
′′ |Cu| ~AT ′
〉
=
〈
~AT
′′∣∣e−iHTT ∣∣ ~AT ′〉 ∫ δ ~AL′′〈 ~AL′′∣∣e−iHLT ∣∣ ~AL′ = 0〉 . (6.22)
In this expression where we have used a single bar to denote the inner product in either HT
orHL and HT and HL are the Hamiltonians corresponding to the actions (6.21), specifically:
HT = 1
2
∫
d3x
[
(~piT )2 + (~∇× ~AT )2] , (6.23a)
HL = 1
2
∫
d3x (~piL)2 . (6.23b)
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The last factor in (6.22), including the integral, can be written{∫
δ ~AL
′′
exp
[
−i
∫
d3x
(
~piL
′′ · ~AL′′)] 〈 ~AL′′∣∣ e−iHLT ∣∣ ~AL′ = 0〉}
~piL=0
=
〈
~piL
′′
= 0
∣∣ e−iHLT ∣∣ ~AL′ = 0〉 / 〈~piL′′ = 0∣∣ ~AL′ = 0〉 . (6.24)
But, since HL conserves ~piL, the factor (6.22) is just unity. Thus,
Cu = e
−iHTT , (6.25)
and the normalization of the decoherence functional (6.19) follows immediately.
C. Specific Examples
Specific types of coarse grainings are of interest. First, consider partitions by ranges of
values of ~AT (x) on a surface of constant time t between 0 and T . These are the usual gauge-
invariant, configuration-space observables of electromagnetism. From the explicit forms
(6.18) and (6.22) and a repetition of the discussion in Section III.1.4, it follows that
Cα = e
−iHT (T−t)Pαe−iH
T t (6.26)
where the Pα are projections in HT onto the ranges of ~AT (x). Similarly, for coarse grainings
defined by sequences of sets of alternative ranges of ~AT (x), at times t1, · · · , tn, one has
Cα = e
−iHT (T−tn)P nαne
−iHT (tn−tn−1)P n−1αn−1 · · ·P 1α1e−iH
T t1 . (6.27)
In these expressions one recovers the familiar Hamiltonian quantum mechanics of the “true
degrees of freedom” of the electromagnetic field. These true degrees of freedom are the
transverse components of the vector potential. As in Section III.1, the quantum theory
can be formulated in terms of states represented by wave functionals ψ[ ~AT , t) that evolve
unitarily in between projections defining specific alternatives. When restricted to coarse
grainings of the true physical degrees of freedom on spacelike surfaces this sum-over-histories
quantum mechanics coincides with the usual Hamiltonian quantum mechanics of the free
electromagnetic field.
However, more general kinds of coarse-graining that are defined by alternatives not at
one moment of time are also possible. For example, one can partition the potentials Aµ(x)
by ranges of values of particular field components averaged over a spacetime region that
were considered by Bohr and Rosenfeld [12] in their discussion of the measurability of the
electromagnetic field. These are partitions by the values of functionals of the potential of
the form
F [A] =
1
V (R)
∫
R
d4xFµν(x) . (6.28)
where V (R) is the volume of spacetime region R. (We tolerate, just briefly, the use of F for
both field and functional.) Partitions by values of averages of the magnetic field, say
FBz [A] =
1
V (R)
∫
R
d4xBz(x) =
1
V (R)
∫
R
d4x
(
~∇× ~AT
)
z
(6.29)
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are describable entirely in terms of the “true physical degrees of freedom” of the electro-
magnetic field. Their class operators may be computed on HT by the techniques described
in Section V. Indeed, since the free electromagnetic field is equivalent to an assembly of
oscillators we expect these class operators to be computable explicitly.1 As in the case of
spacetime alternatives for the non-relativistic particle, we do not recover an alternative for-
mulation of the generalized quantum mechanics of these alternatives in terms of evolving
states on a spacelike surface reduced by the action of projections.
We cannot coarse grain by values of ~AL at a moment of time because ~AL is not gauge-
invariant. We can, however coarse grain by ranges of values of the electric field that involve
~AL, for example, the following field average:
FEz [A] =
1
V (R)
∫
R
d4xEz(x) =
1
V (R)
∫
R
d4x
(
~∇A0 −
.→
A
)
z
. (6.30)
Such coarse grainings are gauge-invariant, calculable by the techniques in Section V, but not
directly expressible in terms of the “true physical degrees of freedom” alone. In the limit as
the temporal size of R goes to zero such coarse grainings will be vacuous as were the coarse
grainings by q˙ in Section V. In the limit as the temporal size of R becomes large, however,
such coarse grainings coincide with coarse grainings by canonical field momenta as we shall
see next.
D. Constraints
Classically, the gauge invariance of electromagnetism implies a constraint between its
canonical coordinates ~A(x) and the corresponding canonical momenta ~pi(x). The canonical
momenta are found from the Lagrangian density of the action (6.15):
~pi(x) =
∂L
∂
.→
A (x)
= − ~E(x) =
.→
A (x)− ~∇A0(x) . (6.31)
The constraint is the field equation
~∇ · ~E(x) = 0 , (6.32)
or, what is the same thing,
~piL(x) = 0 . (6.33)
Physical states are annihilated by operator forms of the classical constraints in the Dirac
approach to quantization. To what extent are the constraints maintained in the present
sum-over-histories quantization of electrodynamics?
Whether a relation like (6.32) is satisfied in quantum theory is not a question of definition,
but a matter of probability. The divergence of the electric field is a measurable quantity and
1 We should mention again, as we did in Section V.4.1, that the class operators for partitions by values
of field averages extended over time that are considered here are not the same as the projections on the
corresponding ranges of the average values of the Heisenberg fields. In general, they are not projections
at all.
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a theory that does not assign probabilities to its possible values is incomplete. This theory
assigns probabilities to alternative values of ~∇ · ~E if they decohere. The constraints can be
said to be satisfied if the probability vanishes for every value of ~∇ · ~E except zero. We shall
now compute the probabilities for various values of the longitudinal component of the field
momentum, ~piL(x)
Momentum is accessible in a sum-over-histories formulation of quantum field theory in
essentially the same way that we discussed for a sum-over-histories formulation of quantum
particle mechanics in Section V.4 . Coarse grainings by average values of time derivatives of
fields become partitions by field momentum when the time over which the average is taken
becomes large. We, therefore, consider partitions by values of the gauge invariant functional:
~Fx[A] =
1
∆t
∫ t2
t1
dt ~piL(x, t) =
1
∆t
∫ t2
t1
dt
[ .→
AL (x, t)− ~∇A0 (x, t)
]
. (6.34)
where 0 < t1 < t2 < T and ∆t = t2− t1. In the limit that ∆t becomes large, this becomes a
partition by ~piL(x). This is especially transparent in the temporal gauge where the analogy
with particle momenta is immediate. As we shall show in more detail below, if we follow
the analysis of Section V.4, in the limit of large ∆t the sum over Aµ(x) in the class with a
particular range of values ∆˜ of the average (6.34) can be replaced by a projection, P∆˜, onto
the range of eigenvalues of the operator:
~piL(x) = −iδ/δ ~AL(x) . (6.35)
Further, the class operators for alternative ranges of ~piL(x) will be shown to vanish except
for ranges which include ~piL(x) = 0, essentially as a consequence of the gauge invariance of
the construction of the decoherence functional. A vanishing probability is thus predicted for
every value of ~piL(x) except zero, and it is in this sense that the constraint is satisfied.
For simplicity let us consider a partition by the time average of just a single mode of the
scalar piL, specifically by the functional Fk[A] which in the temporal gauge is [cf. (5.59)]:
Fk[A] =
1
∆t
[
AL(k, t2)− AL(k, t1)
]
. (6.36)
The matrix elements of the class operator corresponding to Fk[A] lying in the range ∆˜ are〈
~AT ′′|C∆˜| ~AT ′
〉
= 〈 ~AT ′′|
∫
δA∆Φ[A]δ[Φ(A)]e∆˜(Fk[A]) exp(iS[A])| ~AT ′〉 (6.37)
where e∆˜(x) is the characteristic function for the interval ∆˜. The integral over the transverse
parts of ~A is unrestricted by the coarse graining as are the integrals over longitudinal modes
except those with wave-vector k. The class operator matrix elements may therefore be
written
〈 ~AT ′′|C∆˜| ~AT ′〉 = 〈 ~AT ′′|e−iH
TT | ~AT ′〉C∆˜ (6.38)
where
C∆˜ =
∫
∆˜
df Cf (6.39)
and Cf is the functional integral over the mode AL(k, t) restricted to those histories where
Fk[A] has the value f . Specifically,
Cf =
∫
dAL′′
∫
dAL2
∫
dAL1 δ
[
(AL2 − AL1 )/∆t− f
]
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〈AL′′, T |AL2 , t2〉 〈AL2 , t2|AL1 , t1〉 〈AL1 , t1|AL′ = 0, 0〉 . (6.40)
In this expression 〈AL′′, t′′|AL′, t′〉 is the propagator of the longitudinal part of the vector
potential constructed with the Hamiltonian HL. We have suppressed all the labels k that
refer to the particular mode summed over. We have used the surface gauge condition (6.9)
to fix the initial integration. The final integration turns the final propagator in the series of
three into 〈piL′′ = 0, T |AL2 , t2〉 which is unity. With the Hamiltonian (6.23b) the remaining
propagator in (6.40) is just that of a free particle. Using the δ-function to carry out the
integral over AL2 and making use of the invariance of this propagator under translations both
in time and AL, we find that
Cf = ∆t〈f∆t,∆t|0, 0〉 , (6.41)
and more explicitly
C∆˜ =
(
∆t
2pii
)1
2
∫
∆˜
dfei(∆tf
2)/2 . (6.42)
In the limit ∆t → ∞, C∆˜ vanishes unless ∆˜ contains f = 0. In this limit the partition
defines momentum piL(k) and this result is a more detailed demonstration that the class
operators vanish except when piL(k) = 0. If we consider a partition of the real line by
intervals {∆α}, α = 1, 2, · · · , then the decoherence functional is
D(α′, α) = C∆˜α′C∆˜α . (6.43)
Since the C ’s are non-zero only for a single α, this coarse-grained set of alternatives decoheres
and the probability is zero for any value of α except that corresponding to the interval
containing piL(k) = 0. If ~ is restored by replacing t with t/~, then the same result is obtained
for any ∆t in the formal “classical limit” ~ → 0. It is in these precise probabilistic senses
that the constraint is satisfied in this generalized quantum mechanics of the electromagnetic
field. Thus, restricting the initial and final conditions to depend only on the “true physical
degrees of freedom”, ~AT , means that ~piL = 0 with probability one at all other times. This is
a familiar result in the more usual quantum mechanics of states on spacelike surfaces as we
shall discuss below.
If ~ and ∆t are finite then the C’s will be non-zero for several different values of α. Such
alternatives cannot decohere. The decoherence functional (6.43) factors and the off-diagonal
elements cannot vanish without the diagonal ones vanishing also. Probabilities are therefore
not assigned to such alternatives in the theory of the free electromagnetic field.
E. ADM and Dirac Quantization
The relation of the present generalized quantum mechanics of the electromagnetic field
with Arnowitt-Deser-Misner (ADM) and Dirac quantization is of interest. In ADM quan-
tization2 the constraints are solved classically. Thus, ~∇ · ~E = 0 once and for all. Now,
2 We use here the terminology of quantum gravity of “ADM quantization” for the quantization method
in which the constraints are solved classically for the “true physical degrees of freedom” which are then
quantized (e.g. as in Arnowitt, Deser, and Misner [3]). That method, of course, has a much older history
in the case of electromagnetism.
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certainly ~∇ · ~E is a measurable quantity although in the ADM approach it does not cor-
respond to an operator in Hilbert space. However, as we mentioned earlier, any quantum
theory of the electromagnetic field must predict a probability for ~∇· ~E since we can observe
it even on “macroscopic” scales. The quantum theory would be incomplete if it did not
offer such a prediction. Presumably, ADM theory predicts that a measurement of ~∇ · ~E
at a moment of time would yield its classical value zero with probability one.3 One also
presumes that ADM quantization would predict zero probability for all but zero values of
the time average of ~∇ · ~E represented by (6.34). If so, then it differs in its predictions from
the present discussion where the class operators given by (6.37) and (6.42) do not vanish for
values of these time averages of ~∇· ~E other than zero. The question of agreement is perhaps
moot in the case of free electromagnetism because alternatives defined by sets of ranges of
averages of ~∇ · ~E over finite times do not decohere and probabilities are not, therefore, pre-
dicted for them. However, in the presence of charges such alternatives might decohere and
then the predictions of the generalized quantum mechanics would differ from ADM theory
naively interpreted. In assessing these contrasts, it should be kept in mind that they con-
cern predictions gauge-invariant quantities which, although observable, are not constructed
from the “true physical degrees of freedom”. Further, the differences arise for alternatives
extended over time that are not usually considered in quantum mechanics. A generalization
of quantum which includes such quantities is perhaps going beyond the domain of questions
that ADM theory was intended to answer.
Dirac quantization is another familiar approach to the quantum mechanics of constrained
Hamiltonian systems such as the free electromagnetic field.4 Dirac quantization employs
an extended linear space, L(T,L), of functionals of the vector potential, ~A(x). Observables
commute with operator representations of the constraints and physical states are represented
by functionals that are annihilated by them. The linear space L(T,L) cannot be the Hilbert
space H(T,L) because solutions of the constraint piLψ = 0 are functionals of ~AT alone and are
therefore not square integrable. For the electromagnetic field Dirac and ADM quantization
are fully equivalent as usually interpreted [96]. If that is true, Dirac quantization would
share with ADM the differences with the present approach for the predictions values of
gauge-invariant quantities that are not “time degrees of freedom” when extended over time.
Despite this difference we can still ask whether we can construct anything like the operators
and states of Dirac quantization in the present approach. The following are possible:
Class operators corresponding to a set of coarse-grained histories {cα} may be introduced
on H(T,L) by specifying their matrix elements by〈
~A′′‖Cα‖ ~A′
〉
=
〈
~A′′‖
∫
α
δA∆Φ˜[A] δ
[
Φ˜(A)
]
exp (iS[A]) ‖ ~A′〉 . (6.44)
The functional integral is over the potentials Aµ(x) that lie in the class cα and match the
prescribed vector potentials on the initial and final surfaces. Φ˜ is a gauge fixing condition
that does not include a surface gauge fixing condition as in (6.9) since the corresponding
gauge freedom is already fixed by the specification of the vector potentials on the initial
3 The author is expressing some caution because he has received several different authoritative versions of
whether and what ADM theory predicts for such quantities!
4 There are many reviews of Dirac quantization. Some classics are [5, 27, 66, 92]. A lucid introduction is
provided by the lectures of Ashtekar in this volume.
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and final surfaces. Indeed, Φ˜ must be such as to not restrict ~A(x) on the initial and final
surfaces at all.
The operators so defined are independent of Φ˜ in the class of Φ˜ generated from a given
one by gauge transformations that preserve the initial and final vector potentials. That is,
they depend only on the class of gauge fixing conditions of the form Φ˜Λ(A) = Φ˜(A +∇Λ)
for some fixed Φ˜ as Λ ranges over such gauge transformations.
The class operators on H(T,L) exhibited in (6.18) could be used as the starting point for
the construction of the decoherence functional (6.19). However, to incorporate initial and
final conditions represented by wave functions φi[ ~A
T ] and ψj[ ~A
T ] that are solutions of the
constraints we cannot use the inner product on H(T,L) because such wave functions do not
lie in that space. Rather we must attach initial and final wave functions as in (6.17)
〈φi|Cα|ψj〉 =
∫
d ~AT ′′
∫
d ~AT ′
∫
d ~AL′′φ∗i [ ~A
T ′′] 〈 ~AT ′, ~AL′′‖Cα‖ ~AT ′, 0〉ψj[ ~AT ′] . (6.45)
essentially making use of the inner product onHT . The decoherence functional could then be
constructed as in (5.11) and is equivalent to (6.19). Such constructions involving separate
linear spaces for functional integrals and initial and final conditions will be essential in
defining the generalized quantum mechanics of reparametrization invariant systems.
Although the generalized quantum mechanics under discussion does usually permit a
notion of state on a spacelike surface, the above construction suggests a way of associating a
branch wave functional on L(T,L) with each branch of an initial pure state |ψ〉 corresponding
to a coarse-grained history cα. Define the extended wave functional by
Ψα
[
~A′′
]
=
∫
δ ~A′
〈
~A′′ ‖Cα‖ ~A′
〉
ψ
[
AT ′
]
. (6.46)
This branch wave functional is independent of the gauge fixing condition in the class gener-
ated from a given one by gauge transformations that leave ~A′′(x) unchanged.
The branch wave functions Ψα[ ~A] may be thought of as “states of the system” on the
final spacelike surface t = T . Indeed, if we limit attention to coarse grainings that restrict
the values of ~A only on a family of spacelike surfaces labeled by t, then is it is possible
to define states on these surfaces represented by wave functions Ψβ[ ~A, t] by following the
construction described in Section IV.4. These states would have the form of (6.46) but with
the functional integrals defining 〈 ~A′′‖Cβ‖ ~A′〉 limited to times less than t and restricted only
by the coarse graining there.
We are now in a position to ask whether the extended class operators defined by (6.44)
commute with the constraint and whether the wave functional of the individual branches
are annihilated by it. The simplest example of a gauge condition that does not restrict the
vector potentials on either the initial or final surfaces is the temporal gauge. In this gauge,
the question of commutation is easily analyzed directly. Shift the variable of integration in
(6.44) by the gauge transformation
~A (t,x) −→ ~A (t,x) + ~∇ (x) (6.47)
where (x) is independent of time. Of course, the integral is not changed by this shift in
integration variable. But also, because this shift is a gauge transformation, the action and
measure are left unchanged. Because it is a time-independent gauge transformation the
temporal gauge is preserved. Thus, (6.44) is unchanged when the initial and final ~A(x) are
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shifted as in (6.47) by the same amount. Since ~piL(x) is the operator that effects such a shift
[cf. (6.35)], this is equivalent to [
~piL (x) , Cα
]
= 0 (6.48)
so constraints commute with the extended class operators. It is then an immediate conse-
quence of (6.48) and ~piL(x)ψ( ~AT ) = 0 that
~piL(x)Ψα
[
~A
]
= 0 . (6.49)
The wave functionals representing the branches of gauge invariant coarse graining thus
satisfy the Dirac constraint condition. Restricting the initial and final conditions to wave
functions that depend only on the “true physical degrees of freedom” means that wave
functions representing states at intermediate times also depend only on these.
We have derived these results in the temporal gauge. However, both (6.48) and (6.49)
are more general because the functional integrals defining Cα and Ψα are independent of the
gauge fixing condition in the classes discussed above.
There are thus two distinct ways in which the constraints can be said to be satisfied in
the generalized quantum mechanics of electromagnetism under discussion. First ~piL(x) is a
gauge-invariant quantity which can be given meaning in a sum-over-histories formulation of
quantum mechanics as average values of field “velocities” over very long times. The theory
predicts probabilities for alternative values of ~piL(x) when these alternatives decohere. The
probability is zero for values other than ~piL(x) = 0. Second, when class operators and branch
wave functionals are defined on the configuration space of vector potentials as described,
then the class operators commute with the constraints and the branch wave functions are
annihilated by them. In these senses the generalized quantum mechanics of electromagnetism
makes contact with the ideas of Dirac quantization. When restricted to gauge invariant
partitions by potential or momenta at definite moments of time, the predictions of the
generalized quantum mechanics described here coincide with those of the Dirac procedure.
In considering gauge invariant alternatives which are extended over time, however, it goes
beyond either Dirac or ADM quantization in their usual senses.
VII. MODELS WITH A SINGLE REPARAMETRIZATION INVARIANCE
A. Reparametrization Invariance in General
Generalized quantum mechanical theories are specified by their fine-grained histories,
their allowable coarse grainings, and their decoherence functional. In this section we shall
construct examples of such theories for a class of models whose unique set of fine-grained
histories are curves in a configuration space C spanned by coordinates Qi, i = 1, · · · , ν.
The Qi include the variables describing the physical time, if there is one. The most familiar
example is the relativistic particle whose fine-grained histories are curves in spacetime.
Curves may be described parametrically by giving the coordinates as functions of a pa-
rameter λ, viz. Qi(λ). We shall frequently suppress the coordinate labels and write Q for
a point in the configuration space and Q(λ) for a curve. The curves are the fine-grained
histories, not the functions Qi(λ) that describe how the paths are parametrized. For this
reason these theories are reparametrization invariant. The action summarizing dynamics
and the partitions defining allowed coarse grainings may both be conveniently described in
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terms of the functions Qi(λ), but they both must be invariant under reparametrizations:
λ→ λ¯ = f(λ) . (7.1)
The most natural choice for the set of fine-grained histories is often the set of all curves
in C including those which cross and recross the surfaces of constant time if there is one.
However, different theories can be obtained by restricting the set of fine-grained histories,
for example, to curves that intersect hypersurfaces of a preferred time coordinate once and
only once. We shall illustrate the effects of such choices in the models below.
As we shall see below, reparametrization invariance implies a constraint between the coor-
dinates and their canonical momenta. The quantum mechanics of such a constrained theory
is often most conveniently formulated on an extended configuration space Cext of coordi-
nates Qi and a multiplier enforcing the constraint. The free relativistic particle provides the
simplest example. The configuration space C is Minkowski spacetime and the fine-grained
histories are curves xα(λ) in this spacetime. A classical action for the relativistic particle is
the spacetime interval along its curve
S[xα] = m
∫
dτ ≡ m
∫ 1
0
dλ
[
−ηαβ
(
dxα
dλ
)(
dxβ
dλ
)]1
2
(7.2)
where m is the particle’s rest mass, ηαβ is the Minkowski metric and we have arbitrarily
chosen 0 and 1 as the values of the parameter labeling the ends of the curve. (In previous
sections we have used τ for a dummy argument variable. In this section it means proper
time.) The action (7.2) is manifestly reparametrization invariant and its extrema satisfy
the correct relativistic equations of motion. However, it is not the only classical action with
these properties. Different actions with the same extrema are equivalent classically, but in
quantum mechanics it is not just the extrema of the action which are important. The value
of the action on non-extremal curves also contributes to amplitudes through path-integrals
of exp(iS). Different forms of the action will therefore generally lead to different sum-over-
histories quantum theories assuming that the relevant sums over exp(iS) can be defined at
all.
The action (7.2) cannot easily be used to formulate a sum-over-histories quantum me-
chanics of the relativistic particle because it is not quadratic in the velocities. An action
which does the job can be formulated on the extended configuration space Cext of paths
xα(λ) and multiplier N(λ). It is
S [xα, N ] =
m
2
∫ 1
0
dλN(λ)
[(
x˙(λ)
N(λ)
)2
− 1
]
(7.3)
where a dot denotes a derivative with respect to λ and (x˙)2 = ηαβx˙
αx˙β. The action (7.3)
yields the correct equations of motion when extremized with respect to xα(λ) and N(λ) and
it is invariant under the reparametrization transformations
xα(λ)→ x¯α(λ) = xα(f(λ)) , (7.4a)
N(λ)→ N¯(λ) = N(f(λ))f˙(λ), (7.4b)
provided f(0) = 0 and f(1) = 1 so the values of xα and λ at the ends of the history are
unchanged. As we shall show in detail in Section VII.4 and VII.5, the action (7.3) leads to
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correct and manageable quantum theories of the relativistic particle. Thus generally we take
for the fine-grained histories of a reparametrization-invariant theory curves (Q(λ), N(λ)) in
Cext.
The second element of a generalized quantum mechanics is the class of allowed coarse
grainings. For a reparametrization-invariant theory, the general notion of a coarse graining
is a partition of the fine-grained histories — curves in Cext — into exclusive reparametriza-
tion invariant classes {cα}. More specifically, each class must be invariant under the
reparametrization transformation
Qi(λ)→ Q¯i(λ) = Qi(f(λ)) , (7.5a)
N(λ)→ N¯(λ) = N(f(λ))f˙(λ) , (7.5b)
for f(λ) that leave the parameters of the endpoints of the curve unchanged. Examples of
reparametrization invariant coarse grainings are readily exhibited: Given a spacetime region
R, the paths may partitioned into the class of paths that never cross R and the class of
paths that cross R at least once. Given a hypersurface in configuration space the paths may
be partitioned by the value of Q at which they first cross the hypersurface starting from one
end.
Further examples can be constructed by introducing the arc-length along a curve. The
multiplier N(λ) allows reparametrization invariant arc-length
τ
(
λ′′, λ′, N(λ)
]
=
∫ λ′′
λ′
N(λ)dλ (7.6)
to be defined between any two points along a curve that are defined in a reparametrization
invariant manner. For instance, we might consider the arc-length τ of paths that connect
two points Q′ and Q′′. The paths may then be partitioned using this additional invari-
ant structure. For example, the paths starting from point Q′ could be partitioned by the
positions Q they have arrived at after a given length τ .
The most general notion of coarse graining is a partition by ranges of values of
reparametrization invariant functionals of the paths and multiplier F [Q(λ), N(λ)]. All of
the above examples can be characterized in this way.
A decoherence functional completes the specification of a generalized quantum mechanics.
For a given coarse graining consisting of classes {cα} this will be constructed from path-
integrals over the classes of the form
〈Q′′ ‖Cα‖Q′〉 ≡
∑
path ∈[Q′cαQ′′]
exp
(
iS[path]
)
(7.7)
where the sum is over all paths in Cext that begin at Q′, end at Q′′, and are in the class
cα. To make this precise we need to specify the action, measure, and the product formula
with which the sums in (7.7) are defined. There is a canonical way of doing this which is
somewhat lengthy to describe so we shall take it up separately in Section VII.2 below. For
the moment, we simply note that, in cases where the path integral is defined by a product
formula, the most natural Hilbert space involved is HQ — the space of square-integrable
functions on the configuration space C spanned by the Qi. The matrix elements (7.7) then
define a class operator Cα on HQ. We have used a double bar to denote the inner product
on HQ.
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Following the example of non-relativistic quantum mechanics discussed in Section V,
the next step in the construction of the decoherence functional is to adjoin initial and
final conditions represented respectively by wave functions {ψj(Q)} and {φi(Q)} and their
associated probabilities. In non-relativistic quantum mechanics we did this using the same
inner product that was used to define the path-integrals. However, it will prove to be
important for reparametrization invariant theories to allow a more general construction. We
define
〈φi |Cα|ψj〉 = φi(Q′′) ◦ 〈Q′′ ‖Cα‖Q′〉 ◦ ψj(Q′) (7.8)
where the ◦ denotes a Hermitian, but not necessarily a positive definite, inner product. For
example, the Klein-Gordon inner product will be useful in the case of the relativistic particle.
We should stress that the use of the notation 〈φi|Cα|ψj〉 does not mean that we have defined
a Hilbert space of states |ψj〉. We take (7.8) to be the definition of 〈φi|Cα|ψj〉.
The construction (7.8) may seem more familiar if we recall its analogs in the cases of
non-relativistic quantum mechanics and gauge theories studied in Sections V and VI. In
non-relativistic quantum mechanics the configuration space C was Rν and ◦ was the usual
inner product on the space of square-integrable functions on Rν . In the case of gauge theories
we can take the configuration space C to be the space of vector potentials ~A(x), (A0 is then
a multiplier). To define the class operator matrix elements on HT in (6.17) we used the
analog of (7.8) with ◦ being the inner product on HT . Eq. (7.8) represents an even more
general construction because of the weaker conditions on ◦.
A decoherence functional may now be defined as follows: Specify a set of initial wave
functions {ψj(Q)} together with probabilities {p′j}. Similarly, specify a set of final wave
functions {φi(Q)} together with probabilities {p′′i }. Construct
D(α′, α) = N
∑
ij
p′′i 〈φi |Cα′|ψj〉 〈φi |Cα|ψj〉∗ p′j . (7.9)
With an appropriate choice for N , this construction satisfies the requirements (i)–(iv) of
Section IV.1 for a decoherence functional. It is manifestly Hermitian with positive diagonal
elements. The linearity of the sum over paths (7.7) ensures consistency with the principle
of superposition. Normalization fixes N as
N−1 =
∑
ij
p′′i |〈φi |Cu|ψj〉|2 p′j (7.10)
where the sum over all paths in (7.7) defines Cu.
The specification of a generalized quantum mechanics is now essentially complete. The
fine-grained histories are parametrized paths in the configuration space Cext, the coarse-
grained histories are reparametrization invariant partitions of these, and the decoherence
functional is (7.9). There are still further choices to define the theory — the precise set of
curves in Cext that are the fine-grained histories, the inner product ◦, the sets of initial and
final wave functions together with their probabilities, and the exact construction of the path-
integrals defining the class operators. The general framework is thus a loose one and many
different theories are possible. There is room for further principles to restrict these choices.
For the moment, in a course of lectures devoted to ways in which Hamiltonian quantum
mechanics might be generalized, it is perhaps appropriate to illustrate the choices in explicit
models rather than search for further principles. We begin with a concrete prescription for
carrying out the path-integrals defining the class operators.
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B. Constraints and Path Integrals
In a Hamiltonian formulation of dynamics, reparametrization invariance implies a con-
straint between the canonical coordinates Qi and their conjugate momenta Pi. To see this
quickly1, suppose that the dynamics is summarized by a Lagrangian action of the form
S
[
Qi, N
]
=
∫ 1
0
dλL
[
Q˙i(λ), Qi(λ), N(λ)
]
(7.11)
that is invariant under the reparametrization transformations (7.5). Invariance under the
infinitesimal version of these transformations, with f(λ) = 1 + ξ(λ), and ξ(0) = ξ(1) = 0,
implies the following relation among the equations of motion[
− d
dλ
(
∂L
∂Q˙i
)
+
∂L
∂Qi
]
Q˙i +N
∂L
∂N
= 0 (7.12)
where we employ the summation convention. This is an identity which must be satisfied
for arbitrary choice of the functions Qi(λ) and N(λ). It can therefore only be satisfied if
the coefficients of the various derivatives Q˙i, Q¨i, etc. vanish separately. In particular, the
vanishing of the coefficient of the second derivatives implies(
∂2L
∂Q˙j∂Q˙i
)
Q˙i = 0 . (7.13)
This is the characteristic signature of a constrained Hamiltonian theory. Expressed in terms
of the momenta
Pi =
∂L
∂Q˙i
, (7.14)
(7.13) means there are linear relations of the form
(∂Pj/∂Qi) Q˙
i = 0 . (7.15)
The defining relations (7.14) thus cannot be inverted to find the Q˙i in terms of the Pi because
the Pi are not independent. There must be a relation among them of the form
H
(
Pi, Q
i
)
= 0 (7.16)
and that is the constraint. In the following we shall recover its explicit from in particular
examples.
The relations (7.14) and (7.16) together are invertible to find the velocities in terms of
the momenta and, with these relations, the action may be ree¨xpressed in canonical form
as the integral of [PiQ˙
i − (a function of Pi,Qi, and N)]. This canonical action also must be
invariant under reparametrization transformations (7.5) with the momenta transforming as
Pi → P¯i = Pi
(
f(λ)
)
. (7.17)
1 For more details see [27], [92], and [66].
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It can therefore only have the general form
S
[
Pi, Q
i, N
]
=
∫ 1
0
dλ
[
PiQ˙
i −NH(Pi, Qi)
]
. (7.18)
Reparametrization invariance forbids a term that is a function of Pi and Q
i but not propor-
tional to N . Variation of (7.18) with respect to Pi, Qi and N yield the canonical equations
of motion and a constraint. Since (7.16) is ambiguous up to a multiplicative factor, we may
take its form to coincide with the H in (7.18) as we have anticipated in the notation. The
Hamiltonian entering the canonical action (7.18) vanishes when the constraint is satisfied —
a general feature of reparametrization invariant theories when the coordinates and momenta
transform as scalars under reparametrizations.
The canonical action (7.18) is invariant under canonical transformations of the P ’s and
Q’s generated by the constraint under the Poisson bracket operation {, }, provided the
multiplier is transformed suitably. Specifically the canonical action is invariant under
δQi = (λ)
{
Qi, H
}
, (7.19a)
δPi = (λ) {Pi, H} , (7.19b)
δN = ˙(λ) , (7.19c)
for arbitrary, infinitesimal (λ), vanishing at the endpoints. The transformations (VII.2.9ac)
have the same form as infinitesimal reparametrization transformations (7.5) with f(λ) =
1 + ˙(λ)/N(λ). In fact, the transformations (7.19) are a larger group of symmetries than
reparametrizations because, for example, the requirement that f(λ) be single-valued, which
is necessary for a reparametrization need not be enforced to ensure the invariance of the
canonical action under (7.9).
The action (7.18) is the basis for a canonical construction of the path-integrals (7.7)
defining the class operators, {Cα}, of a reparametrization invariant coarse graining. We
write the schematic (7.7) out explicitly as
〈Q′′ ‖Cα‖Q′〉 =
∫
α
δPδQδN∆Φ[Q,N ]δ
[
Φ[Q,N ]
]
exp
(
iS[P,Q,N ]
)
. (7.20)
The action in this formula is (7.18). The condition Φ[Q,N ] = 0 fixes the symmetry
(7.19). Here, for simplicity, we assume it is independent of the momenta. The quantity
∆Φ is the associated Faddeev-Popov determinant. The measure is the Liouville measure
on the extended phase space of Pi and Q
i. This is explicitly invariant under the canonical
transformation (7.19) and therefore reparametrization invariant. This path-integral can be
implemented, analogously to the discussion in Section V.2, as the limit of integrals over
polygonal paths defined on a slicing of the parameter range into J equally spaced intervals
λ0 = 0, λ2, · · · , λJ = 1 of parameter length . The explicit form of the measure is then
dNJ
(
ν∏
i=1
dPiJ
2pi
)(
J−1∏
K=1
dNK
ν∏
i=1
dPiKdQ
i
K
2pi
)
. (7.21)
The ranges of integration must be reparametrization invariant. The momenta are in-
tegrated from −∞ to +∞. The coordinate and multiplier integrations are restricted by
the reparametrization invariant class cα. If unrestricted by the coarse graining, several
87
reparametrization invariant ranges are available for the multiplier N . We could, for exam-
ple, integrate from −∞ to +∞ on each slice or from 0 to +∞. Both are reparametrization
invariant [cf. (7.5)]. Different ranges will in general yield different theories and we shall
explore several in the models discussed below. With these choices for action, measure, and
range of integration the path-integrals defining the class operators have been fixed.
In the models we shall consider, the canonical action will depend at most quadratically on
the momenta. Provided N is positive, the momenta may be integrated out of (7.20) to yield
an integral for the class operators over paths, (Qi(λ), N(λ)), in the extended configuration
space, Cext. When, as in the case of the relativistic particle, the action is purely quadratic,
this will be a Lagrangian path integral of the form
〈Q′′ ‖Cα‖Q′〉 =
∫
α
δQδN ∆Φ[Q,N ]δ
[
Φ[Q,N ]
]
exp
(
iS[Q,N ]
)
(7.22)
where it is easily verified that the action is (7.11). The measure for δQ that results from
the integration over the P ’s now contains fixed factors of pi, the separation  between slices
will, in general, depend on the multiplier.2
The construction of the path-integrals spelled out in this subsection may not be the most
general consistent with the principles of generalized quantum mechanics and reparametriza-
tion invariance. However, it is an explicit construction that will yield familiar results in the
simple models to which we now turn.
C. Parametrized Non-Relativistic Quantum Mechanics
The simplest reparametrization invariant model is parametrized non-relativistic quantum
mechanics [27, 92]. To construct it we begin with the action summarizing the dynamics of
a non-relativistic particle, taken to move in only one dimension for simplicity,
S[X(T )] =
∫ T ′′
T ′
dT `
(
dX
dT
,X
)
. (7.23)
We shall assume that the Lagrangian ` is of standard quadratic kinetic energy minus poten-
tial energy form so that the associated Hamiltonian can be written
h (PX , X) =
P 2X
2M
+ V (X) . (7.24)
The Newtonian time, T , may be elevated to the status of a dynamical variable by introducing
an arbitrary parameter λ and writing the action in parametrized form
S
[
X(λ), T (λ)
]
=
∫ 1
0
dλT˙ `
(
X˙/T˙ ,X
)
. (7.25)
Here a dot denotes a derivative with respect to λ. Since the parameter λ was arbitrary, the
action is manifestly reparametrization invariant. It is thus an example of the kind discussed
in Section VII.1 with Q1 = X,Q2 = T and
L(Q˙, Q) = T˙ `(X˙/T˙ ,X) . (7.26)
2 See, e.g. [81] for an explicit construction in the case of the relativistic particle.
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There is no multiplier. The constraint implied by reparametrization invariance is easily
verified by direct computation to be
PT + h (PX , X) = 0 . (7.27)
We now construct a generalized quantum mechanics for this model according to the gen-
eral schema of Section VII.1, specifying the fine-grained histories, allowed coarse grainings,
and decoherence functional. We consider two different theories using, as starting points, two
different sets of fine-grained histories. The first set is the usual set of paths for which X is a
single-valued function of T . Such paths are said to “move forward in T”. The second is the
set of arbitrary paths in the (X,T ) configuration space moving both forward and backward
in T . These define ostensibly different theories although we shall show that, in fact, they are
both equivalent to familiar non-relativistic quantum mechanics for certain classes of coarse
grainings.
If the fine-grained histories are restricted to be single-valued in T , the allowed coarse
grainings are the familiar ones of the non-relativistic theory discussed in Section V. However,
if arbitrary paths in the (X,T ) configuration space are allowed as fine-grained histories, then
these coarse grainings must be reconsidered because a rule that partitions a subset does not
necessarily partition a set which contains it. For example, it is not possible to partition
all paths by the regions of X through which they cross a sequence of constant-T surfaces
because the paths may cross each surface more than once. Coarse grainings of the class of
arbitrary paths will, of course, also coarse-grain the subset of those that are single valued
in T . For example, given a sequence of constant-T surfaces divided into exclusive intervals
in X, the class of arbitrary paths could be partitioned by whether they cross each of these
regions at least once or not at all. This is also a partition of single-valued paths although
those classes involving multiple crossings of the same surface are vacuous. In the following
when we speak of a coarse graining we mean a partition of the class of arbitrary paths.
We begin the construction of the decoherence functional for these models by examining
the path-integral (7.20) defining operators corresponding to a partition {cα} of the fine-
grained histories. A convenient condition that fixes the symmetry of (7.19) of either set of
fine-grained histories is3
Φ = N˙ = 0 (7.28)
so that N is a constant. The associated Faddeev-Popov determinant is constant.
The explicit form of the canonical action in (7.18) is
S [PT , PX , T,X] =
∫ 1
0
dλ
[
PT T˙ + PXX˙ −N
(
PT + h(PX , X)
)]
. (7.29)
Since the constraint is linear in PT , the exponent in (7.20) is also linear, and the integration
over PT produces a δ-function. The integral over PX can also be carried out explicitly to
yield the following expression for (7.20) in the gauge (7.28):
〈X ′′, T ′′ ‖Cα‖X ′, T ′〉 =
∫
α
δXδT
∫
dN δ
[
T˙ −N] exp
i ∫ 1
0
dλN
M
2
(
X˙
N
)2
− V (X)
 .
(7.30)
3 For more on the requirements for suitable conditions that fix (7.19) see Teitelboim [127] and Henneaux,
Teitelboim, and Vegara [85].
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There remains an integral over the paths in the (X,T ) configuration space and a single
integral over the constant value of N . This path-integral involves a Lagrangian action that
is different from (7.25) but becomes equivalent to it if the δ-function in (7.30) is used to
eliminate the multiplier.
To continue, we consider the two possibilities for fine-grained histories separately. If the
paths are restricted to move forward in T then T˙ is positive. As a consequence, if T ′′ > T ′,
the unique value
N = T ′′ − T ′ (7.31)
contributes to the integration over N , and the unique path
T (λ) = T ′(1− λ) + T ′′λ (7.32)
to the integration over the functions T (λ). The result is
〈X ′′, T ′′ ‖Cα‖X ′, T ′〉 = θ (T ′′ − T ′)
∫
α
δX exp
(
iS[X(T )]
)
(7.33)
where S is the deparametrized action (7.23). The class operators thus coincide with those
of the non-relativistic theory described in Section V. We write
〈X ′′, T ′′ ‖Cα‖X ′, T ′〉 = θ (T ′′ − T ′) 〈X ′′ |Cα|X ′〉 (7.34)
understanding that the matrix element on the right refers to the partition of non-relativistic
paths moving forward on the interval [T ′, T ′′] induced by the partition cα of all paths.
This was defined in Section V and we are using the notation of that section in which the
dependence of 〈X ′′|Cα|X ′〉 on T ′′ and T ′ has been suppressed.
The result when the fine-grained histories move both forward and backward in time is
different, but not very different. If the multiplier integration is over a positive range then
again only the unique value of N in (7.31) and the unique path in (7.32) contribute and the
result is (7.34). If the multiplier integration is over the whole range of N then there is an
additional contribution from a unique negative N and the same unique path when T ′ > T ′′.
One finds for the range −∞ < N <∞
〈X ′′, T ′′ ‖Cα‖X ′, T ′〉 = 〈X ′′ |Cα|X ′〉 . (7.35)
The important point about these results is that paths that move both forward and back-
ward in time do not contribute to the path-integrals defining the class operators. Partitions
of all paths may therefore be effectively regarded as partitions of paths that are single-
valued in time. Therefore, whether we take the fine-grained histories to be all paths or just
those single valued in T , whether the multiplier is integrated over all N or just positive
N , if T ′′ > T ′, we recover the matrix elements of the usual formulation of non-relativistic
quantum mechanics. As we shall see, this is enough to ensure equivalence with that theory.
To complete the construction of the decoherence functional for parametrized non-
relativistic quantum mechanics according to (7.8) and (7.9) we must specify the product
◦ and the space of wave functions representing initial and final conditions. For this it is im-
portant to consider the role of the constraints. In the discussion of gauge theories in Section
VI, we ensured that wave functions defined on the configuration space of gauge potentials
that represented states on a spacelike surface and depended only on the true physical degrees
of freedom by using an operator representation of the constraints to enforce the condition
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(constraint)ψ = 0 [cf. (6.49)] on the initial and final condition. Enforcing this condition on
the initial and final conditions was enough to guarantee that it was satisfied on all space-
like surfaces [cf. (6.46), (6.49)]. In a generalized quantum mechanics we do not necessarily
have a notion of “state on a spacelike surface” and therefore of “states depending only on
true physical degrees of freedom”. However, we achieve a similar objective by enforcing
the constraints as operator conditions on the wave functions representing the initial and
final conditions. Then when states on spacelike surfaces can be defined, either generally or
in the context of specific approximations and limits, we expect that these will satisfy the
constraints. Even where states cannot be defined, we shall see that enforcing the constraints
in this way leads to important and attractive features for the resulting generalized quantum
mechanics.
The operator form of the constraint (7.27) is[
−i ∂
∂T
+ h
(
−i ∂
∂X
,X
)]
ψ(X,T ) = 0 (7.36)
which will be recognized as the Schro¨dinger equation. If the initial and final wave functions
are required to satisfy (7.36), they cannot be members of the Hilbert space HQ = H(X,T )
of square integrable wave functions on (X,T )-configuration space nor can we use the inner
product of that space as the product ◦ in (7.8). There are no solutions of (7.36) that lie in
HQ because, for them∫ +∞
−∞
dT
∫ +∞
−∞
dX|ψ(X,T )|2 =
∫ +∞
−∞
dT · const. =∞ (7.37)
by the usual conservation of probability. However, we can construct the decoherence func-
tional using the familiar Hilbert space HX of square integrable functions of X as follows:
Choose two surfaces of constant time T ′ and T ′′ respectively, with T ′′ > T ′, such that any
coarse graining of interest does not restrict the paths on these surfaces. The ◦ product may
be defined on such constant time surfaces by
φ(X,T ) ◦ ψ(X,T ) =
∫
T
dX φ∗(X,T )ψ(X,T ) . (7.38)
Thus, (7.8) is implemented as
〈φi |Cα|ψj〉 =
∫
T ′′
dX ′′
∫
T ′
dX ′φ∗i (X
′′, T ′′) 〈X ′′T ′′ ‖Cα‖X ′T ′〉ψj(X ′, T ′) . (7.39)
These matrix elements are independent of T ′ and T ′′ provided these surfaces lie outside the
domain of (X,T ) that is restricted by the coarse graining. This follows because the class
operator matrix elements satisfy the Schro¨dinger equation [cf. (7.36), (5.11)], the initial and
final wave functions do likewise by assumption, and the ◦ product is preserved by Schro¨dinger
evolution.
With this choice, whether the class operators are given by (7.34) or (7.35),
the decoherence functional for parametrized non-relativistic quantum mechanics (7.9)
reduces to that of non-relativistic quantum mechanics approached straightforwardly
[cf. (5.11)]. Coarse grainings may be regarded as coarse grainings of paths moving for-
ward in time because only those have non-vanishing contributions to the class operators. As
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described in Section IV.4, an equivalent Hamiltonian quantum mechanics of states evolving
unitarily and by reduction of the wave packet may be derived for those coarse grainings which
restrict the paths only on successions of constant time surfaces. The trivial elevation of time
to the status of a dynamical variable has thus produced no change in non-relativistic quan-
tum prediction. This may seem to be a round about way of approaching non-relativistic
quantum mechanics and indeed it is. It is this model, however, that we shall follow in
constructing a generalized quantum mechanics of less trivial reparametrization invariant
theories.
D. The Relativistic World Line — Formulation with a Preferred Time
The most familiar example of a reparametrization invariant model is the free relativistic
particle whose classical dynamics are described by either the action (7.2) or (7.3). An
elementary calculation starting from either of these shows that the momenta pα conjugate
to the xα satisfy the mass shell constraint.
p2 +m2 = 0 . (7.40)
In the next two sections we shall construct two generalized quantum mechanical theories for
this model. These are distinguished primarily by different choices for the set of fine-grained
histories.
Identifying the fine-grained histories with arbitrary curves in the four-dimensional con-
figuration space of the {xα} is the most natural choice from the point of view of Lorentz
invariance. However, from the point of view of Hamiltonian quantum mechanics another
choice is possible. This is to break Lorentz invariance, single out a preferred Lorentz frame,
and choose the fine-grained histories to be curves that are single-valued in the time co-
ordinate of that Lorentz case. We shall consider this case first as it leads to the usual
Hamiltonian formulation [81].
If the paths move forward in t their allowed coarse grainings are identical with those of
non-relativistic quantum mechanics described in Section V. In particular it is possible to
coarse grain by regions of the spatial coordinates, x, on a sequence of constant-t surfaces.
To implement the general prescription for the class operators (7.20), first note that the
Hamiltonian following from the action (7.3) is H = (p2 + m2)/(2m). The canonical action
(7.18) is therefore
S [pα, x
α, N ] =
∫ 1
0
dλ
[
p · x˙−N(p2 +m2)/(2m)] . (7.41)
Then note that, for paths that move forward in t, a convenient way to fix the parametrization
of the curves is to take λ to be equal to t up to a scale, specifically to choose
Φ = t− [t′′λ+ t′(1− λ)] . (7.42)
The Faddeev-Popov determinant for this gauge condition is
∆Φ = |{Φ, H}| = |p0/m| (7.43)
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where {, } is the Poisson bracket4. With this choice of parametrization fixing condition, a
unique path
t(λ) = t′′λ+ t′(1− λ) (7.44)
contributes to the path-integral over t(λ). The expression for the class operators becomes
〈x′′ ‖Cα‖x′〉 =
∫
α
δpδxδN
(∏∣∣∣∣p0m
∣∣∣∣) exp
(
i
∫ t′′
t′
dt
[
p · (dx/dt)−N(p2 +m2)/(2m)]) .
(7.45)
where, in a time-slicing implementation of the path integral analogous to (5.17), the product
is of factors on each time-slice but the last. Integrating the multiplier N over the positive real
axis corresponds to the usual quantum theory of a positive frequency relativistic particle.
To see this carry out the integration over N(λ) on each time slice to yield
〈x′′, t′′ ‖Cα‖x′, t′〉 =
∫
α
δpδx
[∏( −2ip0
p2 +m2 − i
)]
exp
(
i
∫ t′′
t′
dt p · (dx/dt)
)
. (7.46)
The integration over p0 can be completed into a closed contour in the upper half-plane and
evaluated by the method of residues giving
〈x′′, t′′ ‖Cα‖x′, t′〉 =
∫
α
δpδx exp
(
i
∫ t′′
t′
dt
[
p · dx/dt−
√
p2 +m2
])
. (7.47)
This is just the phase space path-integral for a “non-relativistic” system with Hamiltonian
h (p,x) =
√
p2 +m2 . (7.48)
The class operators thus reduce to the ones for the usual single-particle theory of a free
relativistic particle. For example, the matrix elements Cu defined by the sum over all paths
is the usual propagator between Newton-Wigner localized states [109].5 The choice of the
Hx, the space of square integrable wave functions on x, for the space of initial and final
wave functions and its inner product ◦ on surfaces of constant time for the product ◦ in
(7.8) gives
〈φi |Cα|ψj〉 =
∫
t′′
d3x′′
∫
t′
d3x′φ∗i (x
′′, t′′) 〈x′′, t′′ ‖Cα‖x′, t′〉ψj(x′, t′) . (7.49)
This completes the correspondence with the usual Hamiltonian quantum theory of a
positive frequency free relativistic particle. The φi(x, t) and ψj(x, t) are Newton-Wigner
wave functions. If the coarse grainings are restricted to alternatives on the surfaces of
constant preferred time, then the construction sketched in Section IV.4 can be used to
define states on these surfaces. These are represented by Newton-Wigner wave functions
4 If the construction of the determinant from the gauge fixing condition is not familiar see Faddeev [30] or
[81] in the specific case of the relativistic particle.
5 The path integral can, in fact, be done by carrying out the integrals over the x’s to yield δ-functions
enforcing the conservation of momentum and then using these to carry out all the integrations over the
momenta except the last.
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in Hx that evolve either unitarily with the Hamiltonian (7.48) or by reduction of the wave
packet. Hamiltonian quantum mechanics is thus recovered for these coarse grainings.
The important lesson of this model is that by introducing a preferred time in which the
histories are single-valued we recover the usual Hamiltonian form of quantum theory with its
two laws of evolution. We shall now see that, when such a preferred time is not introduced,
there is no Hamiltonian formulation of the quantum mechanics of a relativistic particle but
there is a predictive generalized quantum mechanics.
E. The Relativistic World Line — Formulation Without a Preferred Time
1. Fine-Grained Histories, Coarse Grainings, and Decoherence Functional
In this section we formulate a generalized quantum mechanics for a single relativistic
world line using a set of Lorentz invariant fine-grained histories that to not single out a
preferred time. The most obvious Lorentz invariant set of fine-grained histories for a single
relativistic particle is the set of all curves in spacetime. Such curves generally move both
forward and backward in the time of any Lorentz frame, perhaps intersecting a surface of
constant time many times. We shall now construct a sum-over-histories generalized quantum
mechanics of a single relativistic particle world line based on this set of fine-grained histories.
It should be stressed that we do not mean the resulting theory to be a realistic theory
of relativistic particles such as protons and electrons. That is supplied by quantum field
theory. The theory that we shall construct is of a different kind. It is a quantum theory of a
single world line. As we shall describe, when the single world line interacts with an external
potential, certain S-matrix elements of this model coincide with the S-matrix elements of
field theory. In general, however, the theories are different because they deal with different
alternatives. We consider this generalized quantum mechanics of a single world line, not
as a theory of realistic elementary particles, but rather as a model for quantum cosmology
which necessarily is the quantum mechanics of a single universe.
The allowed coarse grainings of this generalized quantum mechanics are partitions of the
fine-grained histories into Lorentz invariant and reparametrization invariant classes, most
generally by the values of Lorentz and reparametrization invariant functionals. We illustrate
with a few examples:
Partitions by the values of position at moments of the time of some particular Lorentz
frame are not possible because paths may cross a constant time surface, not just at one
place, but at an arbitrary number of positions. However, one can still partition the paths,
say, by the location of the particle’s first passage of a given spacelike surface after the the
initial condition. Partitions by whether paths cross or do not cross a set of spacetime regions
are possible. In addition, the existence of a reparametrization invariant proper time along
a curve x(λ) between invariantly defined points λ′ and λ′′
τ
(
λ′′, λ′, N(λ)
]
=
∫ λ′′
λ′
N(λ)dλ (7.50)
allows further kinds of coarse grainings. For example, we could partition the paths by the
total proper time that elapses between the initial and final condition or by the point in
spacetime the particle has reached a certain proper time after the initial condition. We shall
illustrate the calculation of the class operators for some of these coarse grainings below.
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The general form of the matrix elements defining the class operators corresponding to an
individual coarse-grained history is (7.20) with the action (7.41). Again the condition
Φ = N˙ = 0 (7.51)
is convenient to fix the parametrization. The only remaining choice is the range of the
multiplier integration. As we shall see the range 0 to ∞ leads to the closest correspondence
with field theory. The matrix elements of the class operators are then
〈x′′ ‖Cα‖x′〉 =
∫
α
dN δxδp exp
{
i
∫ 1
0
dλ
[
p · x˙−N(p2 +m2)/(2m)]} . (7.52)
where the integral is over the positive constant value of N and over paths in the class cα.
The choice of positive N is perhaps suggested by the consequent value of Cu — the integral
over all paths between x′ and x′′. Rescaling the parameter λ to write w = λN , the integral
in (7.52) for the matrix elements of Cu can be written
〈x′′ ‖Cu‖x′〉 =
∫ ∞
0
dN
〈
x′′, N
∥∥x′, 0〉 (7.53)
where the integrand is defined as
〈
x′′, N
∥∥x′, 0〉 = ∫ δxδp exp{i ∫ N
0
dw
[
p · dx/dw − (p2 +m2)/(2m)]} . (7.54)
This has the form of the momentum-space path integral for the propagator of a free non-
relativistic particle in four-dimensions over a time N . (Hence the choice of notation on the
left hand side of (7.54).) Thus, either by recognizing this connection or by explicit evaluation
of the Gaussian functional integrals:〈
x′′, N
∥∥x′, 0〉 = ∫ d4p
(2pi)4
exp
{
i
[
− 1
2m
(
p2 +m2
)
N + p · (x′′ − x′)]} . (7.55)
It is then an elementary calculation to verify that as a consequence of the positive multiplier
range the matrix element (7.53) is, up to a factor, just the Feynman propagator
〈x′′ ‖Cu‖x′〉 = −2mi∆F (x′′ − x′) . (7.56)
To construct the decoherence functional, we must identify the space of wave functions
that supply the initial and final conditions and the product ◦ in (7.8). As in the case of the
non-relativistic particle discussed in the previous section, initial and final wave functions
that satisfy the constraint will ensure the closest correspondence with the usual quantum
mechanics of special-relativistic systems.
In the case of the free relativistic particle the constraint, eq. (7.40), is the Klein-Gordon
equation
(−∇2 +m2)ψ(x) =
(
∂2
∂t2
− ~∇2 +m2
)
ψ(x) = 0 . (7.57)
The Klein-Gordon equation has a conserved current and thus there are no solutions in the
Hilbert space Hx of square integrable functions on four-dimensional spacetime. The norms
of solutions diverge, as in (7.37). Therefore, the inner product of Hx cannot be used as the
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product ◦ in (7.8). However, the Klein-Gordon product on a spacelike surface σ can be used.
This is
φ(x) ◦ ψ(x) = i
∫
σ
dΣµφ∗(x)
↔
∇µ ψ(x) (7.58)
where dΣµ is the surface area element of the surface σ. The product is independent of σ if
φ(x) and ψ(x) satisfy the constraint, (7.57).
Therefore, pick two non-intersecting spacelike surfaces σ′ and σ′′ and define
〈φi |Cα|ψj〉 = −
∫
σ′′
dΣ′′µ
∫
σ′
dΣ′νφ∗i (x
′′)
↔
∇
′′
µ 〈x′′ ‖Cα‖x′〉
↔
∇
′
ν ψj(x
′) . (7.59)
The construction in eqs (7.9) and (7.10) yields a decoherence function that satisfies all of the
general requirements (4.1a) – (4.1d) of Section IV. It, therefore, completes the specification
of a generalized quantum mechanics for the single, free, relativistic particle world line which
does not single out a preferred time.
The construction (7.59) appears to depend on the choice of surfaces σ′ and σ′′ but in
fact is largely independent of these choices for partitions that distinguish paths only in some
compact region of spacetime R. Choose σ′′ to be to the future of R, and σ′ to be a surface
to it past that does not intersect σ′′. For points x′′ located on σ′′ we can show(−∇2x′′ +m2) 〈x′′ ‖Cα‖x′〉 = 0 . (7.60)
The same relation holds for points x′ on σ′. This is immediate in the case when cα is the
class of all paths, u, because then 〈x′′‖Cu‖x′〉 is the Feynman propagator [cf. (7.56)]. We
shall demonstrate (7.60) more generally below, but first note a consequence. Outside of
R, (7.59) is of the form of two Klein-Gordon products between two solutions of the Klein-
Gordon equation. The matrix elements (7.59) are therefore independent of the choice of the
spacelike surfaces σ′′ and σ′ as long as they do not intersect the region of coarse graining,
R, or each other.
Not only does the Feynman propagator solve the Klein-Gordon equation for x′ 6= x′′, it
is also composed just of positive frequency solutions for t′′ > t′. As we shall show below, this
also turns out to be a general property of the matrix elements 〈x′′‖Cα‖x′〉— a consequence of
the positive multiplier range in (7.52). Positive frequency solutions do form a Hilbert space
H(+) with the inner product (7.58). The Klein-Gordon inner product between positive and
negative frequency solutions of the constraints vanishes. Without losing generality we may
therefore write for the decoherence functional (7.9)
D (α′, α) = N
∑
ij
p′′i 〈φi |Cα′ |ψi〉 〈φi |Cα|ψj〉∗ p′j (7.61)
where the sums are over positive frequency solutions in H(+).
The normalization factor in (7.61) is given by (7.10). In the present case of a free-
relativistic particle it may be evaluated explicitly using (7.56). One finds〈
φi|Cu|ψj
〉
= 2m (φi ◦ ψj) . (7.62)
The normalization factor is then
N−1 = 4m2Tr (ρfρi) (7.63)
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where the trace in H(+) is over the density matrices constructed from the initial and final
wave functions and probabilities in the usual Klein-Gordon sense.
In the case of a pure initial condition, represented by a single wave function ψ(x) and a
final condition of indifference with respect to final state, (7.61) reduces to
D (α′, α) =
(
4m2
)−1∑
i
〈φi |Cα′|ψ〉 〈φi |Cα|ψ〉∗ (7.64)
where the sum is over a complete set of states in H(+).
We now return to sketch the demonstration that the 〈x′′, N‖Cα‖x′, 0〉 are positive fre-
quency solutions of the Klein-Gordon equation, (7.60), when t′′ > t′. The key point is that,
in the N˙ = 0 gauge, a partition of the paths restricted to a spacetime region R cannot
restrict the constant value of N because, in that gauge, the constant value is the overall
proper time between initial and final surface [cf. (7.50)]. For any R this will depend on the
paths outside R. Thus, from (7.52) we can write
〈x′′ ‖Cα‖x′〉 =
∫ ∞
0
dN 〈x′′, N ‖Cα‖x′, 0〉 (7.65)
where the integrand is the sum over all paths in the class cα that travel from x
′ to x′′ in
proper time N . Using the parameter w = Nλ, this can be written
〈x′′, N ‖Cα‖x, 0〉 =
∫
α
δxδp exp
{
i
∫ N
0
dw
[
p · (dx/dw)− (p2 +m2)/(2m)]} . (7.66)
This is of the form of an integral defining a non-relativistic propagator over a time interval N .
As long as x′′ is outside the region R constrained by the partition it satisfies the “Schro¨dinger
equation”: [
−i ∂
∂N
+
1
2m
(−∇2x′′ +m2)] 〈x′′, N ‖Cα‖x, 0〉 = 0 (7.67)
with the boundary condition
〈x′′, 0 ‖Cα‖x′, 0〉 = δ(4) (x′′ − x′) . (7.68)
Now operate with (−∇2x′′ +m2) on both sides of (7.65). Use (7.67) to convert the integrand
on the left hand side to a total derivative in N . Use (7.68) and wave packet spreading to
evaluate the limits and conclude that 〈x′′‖Cα‖x′〉 satisfies the Klein-Gordon equation, (7.60),
when x′′ is distinct from x′.
To show that the 〈x′′‖Cα‖x′〉 are positive frequency solutions of the Klein-Gordon equation
we argue as follows: The solutions to (7.67) outside of R can be written
〈x′′, N ‖Cα‖x′, 0〉 =
∫
d4p
(2pi)4
e−iN(p
2+m2)/2meip·x
′′
Φα (p, x
′) (7.69)
for some Φα(p). Carry out the integral over N over the range N = 0 to N = +∞ in (7.65)
to yield the following representation
〈x′′ ‖Cα‖x′〉 = −2mi
∫
d4p
(2pi)4
eip·x
′′
p2 +m2 − iΦα (p, x
′) . (7.70)
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Since t′′ can be made arbitrarily large, we expect that the contour of p0 integration can be
completed in the upper-half plane. The poles from the denominator contribute only positive
frequency solutions of the Klein-Gordon equation. Singularities of Φα can contribute nothing
more since we already know that the left hand side of (7.70) satisfies that equation. The
multiplier range N = 0 to N = ∞ therefore corresponds to positive frequency solutions of
the Klein-Gordon equation when x′′ is to the future of R.
2. Explicit Examples
We next consider two examples of coarse grainings of the paths of a relativistic particle
between spacetime points x′ and x′′ for which the matrix elements of the class operators
〈x′′ ‖Cα‖x′〉 can be explicitly calculated.
The simplest example of a coarse graining of the paths between x′ and x′′ is a partition
by the alternative values of x they have reached at a given proper time τ after x′, if they
have not already reached x′′. This would not be an interesting partition for a theory of
elementary particles for we surely have no direct and independent access to the proper time
along an elementary particle’s path. However, the analogous question of the proper time
elapsed in a universe is meaningful. In addition these class operators have the virtue of
being immediately and transparently calculable.
More specifically, this partition of paths is defined as follows: Divide four-dimensional
spacetime into an exhaustive set of exclusive regions, {∆α}, α = 1, 2, 3, · · · . The partition
consists of the class c0 of paths that pass between x
′ and x′′ in a proper time less than τ ,
and the classes cα, α = 1, 2, · · · of paths that are in region ∆α a proper time τ after x′.
Employing the N˙ = 0 gauge, where τ = Nλ, and the notation of the previous section, the
integral over all paths in c0 is
〈x′′‖C0‖x′〉 =
∫ τ
0
dN 〈x′′, N‖x′, 0〉 . (7.71)
The integrals over the paths in cα are a sum over x ∈ ∆α of a product of two factors. The
first is the integral over all paths from x′ to x in proper time τ . The second is the integral
over paths from x to x′′ in any proper time greater than τ . This product is∫ ∞
τ
dN 〈x′′, N ‖x, τ〉 〈x, τ‖x′, 0〉 . (7.72)
Here, as follows from (7.55),
〈
x′′, τ ′′
∥∥x′, τ ′〉 = −i [ m
2pii(τ ′′ − τ ′)
]2
exp
{
i
[
1
2
m(τ ′′ − τ ′) + m (x
′′ − x′)2
2 (τ ′′ − τ ′)
]}
. (7.73)
Because of the τ -translation invariance of (7.73), the integral in (7.72) over all paths that
go from x to x′′ in a proper time greater than τ is the same as the integral over all paths
between x and x′′. Thus, using (7.56),
〈x′′ ‖Cα‖x′〉 = −2mi
∫
∆α
d4x∆F (x
′′ − x) 〈x, τ∥∥x′, 0〉 (7.74)
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where the second factor is given by (7.73). We note that, because we are dealing with a
coarse graining that involves the proper time from the initial slice σ′, it is not restricted to
partitioning the paths in a compact spacetime region R and the resulting class operators do
not satisfy the constraint, (7.60).
Another coarse graining that is easily calculable, although not easily useful, is to partition
the paths between x′ and x′′ by the position, x, of their first passage through a given spacelike
surface σ after x′. Divide the spacelike surface up into spatial regions {∆α}. The path
integral over all paths in the class cα whose first crossing of σ is in ∆α is the integral over
x ∈ ∆α of the product of two factors.6 The first is the integral over all paths from x′ to x
that never cross σ. Denote this by ∆1σ (x, x
′). The second is the sum over all paths between
x and x′′ that may cross σ an arbitrary number of times. This is the same as the sum over
all paths between x and x′′, that is, it is a factor times the Feynman propagator ∆F (x′′−x)
[cf. (7.56)]. Thus,
〈x′′ ‖Cα‖x′〉 = −2mi
∫
∆α
dΣ ∆F (x
′′ − x) ∆1σ (x, x′) . (7.75)
where dΣ is the volume element in σ.
The propagator ∆1σ is easily evaluated in the case that σ is the surface of constant time
t in a particular Lorentz frame. For then, if both sides of (7.75) are summed over all α, we
must recover on the left the sum over all paths between x′ and x′′. That is,
∆F (t
′′ − t′,x′′ − x′) =
∫
d3x∆F (t
′′ − t,x′′ − x) ∆1t (t,x; t′,x′) . (7.76)
This integral equation is easily inverted to find ∆1t. It is
∆1t (t,x; t
′,x′) =
∫
d3p
(2pi)3
e−iωp(t−t
′)eip·(x−x
′) (7.77)
where ωp =
√
p2 +m2. That is, ∆1t is just the propagator between Newton-Wigner localized
states [109].
We shall consider a further example of an explicitly calculable coarse graining defining
four-momentum in connection with a discussion of the constraints in Section VII.5.6.
3. Connection with Field Theory
For coarse grainings that define S-matrix elements, the quantum mechanics of the rela-
tivistic world line that we have been discussing yields S-matrix elements that coincide with
those of usual field theory. To make that correspondence a non-trivial statement, let us
consider the relativistic particle interacting with a fixed external electromagnetic field. The
action (7.3) becomes
SA [x
α, N ] =
∫ 1
0
dλ
{
1
2
m
[
(x˙)2
N
−N
]
+ qx˙ · A(x)
}
(7.78)
6 Analogously to the calculation of Halliwell and Ortiz [64].
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where Aα(x) is the potential of the external field and q is the particle’s charge. It is then a
well established fact [33] that the path-integral
〈x′′ ‖Cu‖x′〉 =
∫
δx δN ∆Φ[Q,N ] δ[Φ(Q,N)] exp (iSA [x
α, N ]) (7.79)
taken over all paths between x′ and x′′, with the measure induced from the Liouville measure
in phase space, is just the two point function for a scalar field in the external potential
provided the multiplier N is integrated over a positive range. That is
〈x′′ ‖Cu‖x′〉 = 2m
〈
0+|T(φ (x′′)φ (x′))|0−
〉
/
〈
0+|0−
〉
. (7.80)
where |0+〉 and |0−〉 are the initial and final vacuum states and T denotes time ordering. To
derive this result [33], one expands both sides of (7.80) in powers of the charge q, and checks
the identity order by order in perturbation theory using (7.56) relating the free 〈x′′‖Cu‖x′〉
and the Feynman propagator. The positive range of the lapse is necessary to ensure this
equivalence. Examining (7.59) we see that if the surfaces σ′ and σ′′ are taken to infinity,
and the initial and final wave functions ψj(x) and φi(x) are positive frequency solutions
of the Klein-Gordon equation, then (7.59) is just the usual formula for a one-particle to
one-particle S-matrix element. That is
(−2m)−1 〈φi |Cu|ψj〉 = Sij (7.81)
where i and j are one-particle states. This connection with familiar field theory is a strong
motivation for choosing a positive multiplier range to define the generalized quantum me-
chanics of a relativistic particle.
While the sum over all paths generates a known matrix element in field theory, it is not
evident that there is any correspondence for other partitions of the paths of a relativistic
particle. We have in (7.81), the connection
(2m)−1 〈x′′ ‖Cu‖x′〉 =
∫
u
δφ φ(x′′)φ(x′) eiSA[φ]∫
u
δφ eiSA[φ]
(7.82)
where SA[φ] is the action for a scalar field interacting with the external electromagnetic
field and the integral is over all fields with suitable asymptotic boundary conditions. But
it is unlikely that there is any restriction on the field integration that would reproduce
〈x′′‖Cα‖x′〉 for a general coarse graining. Similarly, there are no evident partitions of the
paths of particles that will reproduce partitions by field values in field theory. Field theory
and the present quantum mechanics of a relativistic particle coincide for one important class
of coarse grainings but are probably distinct quantum theories because they are concerned
with different alternatives.
Of course, field theory specifies more general S-matrix elements than the single-particle
ones of (7.81). There are pair creation amplitudes for example. These too can be expressed
as integrals over paths as Feynman originally showed. The amplitudes for pair creation
involve paths that connect two points on the final surface σ′′. However, for the analogy
with cosmology we want a quantum theory of a single world line — the analog of the
history of a closed universe. Generalized quantum mechanics allows us to construct such a
theory with the decoherence functional (7.9). However, the existence of pair creation in the
corresponding field theory means that the normalizing factor N for that one-particle theory
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in (7.9) will be non trivial. In S-matrix terms, if there is a single one particle state ψi(x)
that specifies the initial condition, and a condition of final indifference then
N−1 = 4m2
∑
j
S†ijSji . (7.83)
In field theory terms, this is 4m2 times the probability that the single particle state repre-
sented by ψi(x) persists in being a a single particle state. That is not unity because of the
possibility of pair creation.
4. No Equivalent Hamiltonian Formulation
The generalized quantum mechanics of a single relativistic world line that we have con-
structed does not have an equivalent Hamiltonian formulation in terms of states on spacelike
surfaces in spacetime that evolve unitarily or by state vector reduction that is valid for all
coarse grainings we have discussed. This was already true for general spacetime coarse
grainings in the case of the non-relativistic systems and the free-relativistic particle with a
preferred time discussed previously. However, in these cases, the fact that the fine-grained
histories are single-valued in a preferred time permitted the construction of an equivalent
Hamiltonian formulation by the methods discussed in Section IV.4 for those coarse grain-
ings that distinguished positions on surfaces of the preferred time. For the theory of the
relativistic world line without a preferred time, there are no such coarse grainings and no
corresponding factorization as in Section IV.4 because the paths may cross a given surface
in spacetime an arbitrary number of times.7
5. The Probability of the Constraint
Classically, the four-momentum of a relativistic particle is constrained to the mass shell,
p2 = −m2. That same constraint is the starting point for Dirac quantization of this system
(see Section VII.6). In the generalized quantum mechanics of a relativistic world lines under
discussion, four-momentum may be defined through partitions of the paths by proper-time-
of-flight through spacetime in analogy to the definition of three-momentum in Section V.4.2.
The question of whether the constraint is satisfied is then the physical question of the
probabilities for the various values of p. In the following we shall show that the probability
is zero for values of p2 6= −m2 because the class operators vanish for values of p2 6= −m2.
More specifically, to define the four-momentum, we shall consider partitions of the paths
between the initial and final points x′ and x′′ by the value of the spacetime displacement, d,
that the particle travels between a proper time τ1, after the initial position x
′, and a later
proper time τ2 = τ1 + T . Classically the four-momentum is
p = md/T . (7.84)
7 One might imagine that one could construct a tower of wave functions a given member of which would
correspond to a specific number of crossings at specified positions. However, non-differentiable paths
dominate the sum over histories. The expected number of crossings and the amplitude for any finite
number of crossings is zero. Each entry in the tower would therefore vanish. For explicit calculations in
the case of non-relativistic quantum mechanics, see [70] and Yamada and Takagi [140].
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Quantum mechanically we expect the same formula to define four-momentum for suitable
coarse grainings of spacetime position in the limit of very large T for the physical reasons
described in Section V.4.2.
We therefore begin by partitioning the paths between x′ and x′′ into the class of paths
that makes this passage in a total proper time less than τ2 = τ1 +T and the class that takes
more proper time. Clearly only the latter class is of interest in defining four-momentum
as described above. We partition this class by the positions in spacetime, x1 and x2, that
the particle has reached at proper times τ1 and τ2 = τ1 + T respectively. We then coarse
grain this partition by the values of the displacement d between x1, and x2 specified to an
accuracy so that p defined by (7.84) lies in a range ∆˜. The resulting partition by values of d
is then a partition by the corresponding value of p through (7.84) in the very large T limit.
Working in the N˙ = 0 gauge, where the constant value of N is the elapsed proper time,
we can write for the class operator C∆˜〈
x′′‖C∆˜‖x′
〉
=
∫ ∞
T+τ1
dτ
∫
d4x2
∫
d4x1e∆˜ [m(x2 − x1)/T ]
× 〈x′′, τ‖x2, τ1 + T 〉 〈x2, τ1 + T‖x1, τ1〉 〈x1, τ1‖x′, 0〉 (7.85)
where e∆˜(x) is the characteristic function for the four-vector range ∆˜. No elaborate cal-
culation is needed to evaluate (7.85). Except for the integration over proper time it has
essentially the same form as the corresponding integral (5.62) in the non relativistic case.
Making use of the translation invariance of the propagators in proper time and (7.56), we
can write this as〈
x′′‖C∆˜‖x′
〉
= −2mi
∫
d4x2
∫
d4x1e∆˜ [m(x2 − x1)/T ] ∆F (x′′ − x2)
× 〈x2, T‖x10〉 〈x1, τ1‖x′, 0〉 . (7.86)
Now let us adjoin initial and final wave functions according to (7.59), assuming that the
initial and final surfaces σ′′ and σ′ are surfaces of constant time t. The result is〈
φi|C∆˜|ψj
〉
= −2mi
∫
d4x2
∫
d4x1e∆˜ [m(x2 − x1)/T ] Φ∗i (x2) 〈x2T‖x10〉Ψj(x1) (7.87)
where we have defined
Φ∗i (x2) = i
∫
t′′
d3x′′φ∗i (x
′′)
↔
∂
∂t
∆F (x
′′ − x2) (7.88a)
and
Ψj(x1) = i
∫
t′
d3x′ 〈x1, τ1‖x′, 0〉
↔
∂
∂t
ψj(x
′) . (7.88b)
In this expression, introduce the corresponding momentum space wave functions
Ψj(x) =
∫
d4q
(2pi)4
eik·xΨ˜j(k) (7.89)
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with a similar definition for Φ˜i(x). Write
e∆˜(k) =
∫
∆˜
d4pδ(4)(k − p) . (7.90)
and incorporate the explicit representation of the propagator (7.73). All the integrals over
positions and some of the integrals over momenta may be then carried out with the following
result: 〈
φi|C∆˜|ψj
〉
= 2m
(
T
m
)4 ∫
∆˜
d4p
∫
d4k
(2pi)4
Φ∗i (k)Ψj(k)
( m
2piiT
)2
× exp
[
− iT
2m
(
k2 +m2
)]
exp
[
iT
2m
(p− k)2
]
. (7.91)
Equation (7.91) has essentially the same form as (5.63) with the important exception of the
additional factor exp[−i(T/2m)(k2 +m2)]. This difference arises because of the integration
over the total proper time in (7.85). The difference is important because it is the presence
of this factor that enforces the constraint.
In the limit of very large proper-time-of-flight, T , the integrals in (7.91) may be evaluated
by the method of stationary phase. The second exponential factor enforces the equality of
p and k. The first exponential factor enforces the constraint. After a straightforward, but
messy calculation, one finds the following: (1) The class operator matrix elements vanish if
∆˜ does not intersect the mass shell p2 = −m2. (2) If ∆˜ does intersect the mass shell then
〈
φi|C∆˜|ψj
〉
= m
∫
∆˜
d3p
(2pi)32ωp
φ˜∗i (p)ψ˜j(p) (7.92)
where ψ˜j(p) and φ˜i(p) are the momentum space representatives of the positive frequency
solutions to the Klein-Gordon equation ψj(x) and φi(x) and ωp =
√
p2 +m2. The integral
is over three momenta that lie in the range ∆˜.
The first part of this result, (1), means that the class operators vanish for values of p that
do not satisfy p2 = −m2. It is in this physical, probabilistic sense that the constraints are
satisfied. The second part, (2), shows that the partition by values of p that do satisfy the
constraints is the same as would be defined by projections on momentum in usual relativistic
quantum mechanics up to an over all factor of m arising from the proper time integration
that cancels in the construction of conditional probabilities.
F. Relation to Dirac Quantization
In the preceding discussion we saw that, utilizing coarse grainings that define the mo-
mentum, the constraint p2 = −m2 is satisfied with probability unity. Such constraints play
a central role in Dirac quantizations. This section discusses the senses in which the present
formulation of the quantum mechanics of systems with a single reparametrization invariance
coincides and does not coincide with the ideas of Dirac quantization. We will give a general
discussion in the framework used Sections VII.1. and VII.2. that is not restricted to the two
specific models we have considered.
The starting points for Dirac quantization are wave functions that are annihilated by
operator versions of the constraints and operators (“observables”) that commute with the
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constraints. In the case of the systems with a single reparametrization invariance we would
write
H
(
Pi, Q
i
)
Ψ(Q) = 0 (7.93)
and [
H
(
Pi, Q
i
)
,O] = 0 . (7.94)
Of course, there is much more to Dirac quantization than just these two equations.8 For
example, an inner product between wave functions satisfying (7.93) must be specified as
well as the rules for how the state vector is reduced (the “second law of evolution”) when
an observable has been measured and the rules for constructing the probabilities of [time
(?)] sequences of such measurements. However, without entering into these issues, let us
ask whether there are natural ways in which (7.93) and (7.94) are satisfied in the present
framework. In particular, we analyze the question of whether the class operators commute
with the constraints and whether branch wave functions corresponding to individual coarse-
grained histories are annihilated by the constraints.
We begin with the question of whether the class operators commute with the constraints.
Consider a partition of the paths between Q′ and Q′′ into classes {cα} defined by whether
the value of a reparametrization invariant functional F [Q,N ] lies in an interval ∆α that is
one of an exhaustive and exclusive set of such intervals. Following (5.56) we write
〈Q′′ ‖Cα‖Q′〉 =
∫ +∞
−∞
dµ e˜α(µ) 〈Q′′ ‖Cµ‖Q′〉 . (7.95)
Here e˜µ is the Fourier transform for the characteristic function for the interval ∆α [cf. (5.55)]
and
〈Q′′ ‖Cµ‖Q′〉 =
∫
δPδQδN ∆Φ[Q,N ] δ [Φ(Q,N)] exp
{
i
(
S[P,Q,N ] + µF [Q,N ]
)}
(7.96)
where S is as in (7.18) and the integrations over the Q’s, P ’s, and multiplier are unrestricted
by any coarse graining.
Within the class of reparametrization-invariant coarse grainings, one can distinguish those
that partition the paths only by their behavior inside a region of configuration space that
is bounded away from the surfaces σ′ and σ′′ on which the initial and final conditions
are specified. For the relativistic world line, the partition by the position of first passage
through a spacelike surface σ not intersecting σ′ and σ′′ described in Section VII.5.2 is of
this class. The partitions by value of spacetime position a certain proper time after σ′ is not.
The subclass of partitions that discriminate between paths only by their behavior inside a
region R is important for two reasons: First, it is physically realistic when the relativistic
world line is a model for quantum cosmology. Our observations restrict the history of the
universe only in a limited region of its configuration space. We certainly do not have direct
access to anything like the proper time from the initial conditions. Second, the decoherence
functional and its consequent probabilities are independent of the choice of σ′ and σ′′ for
coarse grainings that only discriminate between paths inside a region R provided σ′ and σ′′
lie outside R. This too is physically reasonable. For these reasons we shall focus exclusively
on coarse grainings of this type in what follows.
8 As in the lectures of Ashtekar in this volume!
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In Section VII.4.2. we gave a demonstration that for the free relativistic particle the
matrix elements 〈x′′‖Cα‖x′〉 satisfied the Klein-Gordon equation (7.60), when x′′ and x′
were outside the region of spacetime restricted by the coarse graining and x′′ 6= x′. We did
that by working in the gauge N˙ = 0 in which N is the total proper time between x′ and x′′,
deriving a “Schro¨dinger equation” in that proper time for the functional integral over just
the p’s and x’s, and then carrying out the remaining integral over N . The same derivation
can be carried out in this more general case supposing F [Q,N ] depends only on the portions
of the paths inside some region R of configuration space. The result is[
−i ∂
∂N
+H
(
−i δ
δQ′′
, Q′′
)]
〈Q′′, N ‖Cµ‖Q′, 0〉 = 0 (7.97)
provided Q′′ is outside of R and Q′′ 6= Q′. A similar “Schro¨dinger equation” holds in Q′.
Subtracting these, integrating over N , either from −∞ to +∞ or from 0 to ∞ one finds
〈Q′′ ‖[Cα, H]‖Q′〉 = 0, Q′′ /∈ R, Q′ /∈ R . (7.98)
The restriction Q′′ 6= Q′ is no longer necessary because the δ-functions analogous to (7.68)
cancel in the construction of the commutator. It is possible to give more sophisticated and
careful derivations of this result9 but since we are about to describe a negative result inside
R, we shall not pursue them.
Inside R the story is different. That can be seen most easily by considering the particular
class of reparametrization invariant functionals
F [Q,N ] =
∫ 1
0
dλN(λ)f
(
Q(λ)
)
. (7.99)
This would give an effective action in the exponent of (7.96) that has the same form as (7.18)
but with H replaced by H + µf . The class operators for this reparametrization-invariant
coarse graining therefore do not commute with H but with H+µf . Class operators therefore
generally do not commute with the constraints.
A natural candidate for a branch wave function of a pure initial condition that correspond
to an individual coarse-grained history is
Ψα(Q) ≡
〈
Q
∥∥Cα∣∣Ψ〉 = 〈Q ‖Cα‖Q′〉 ◦Ψ (Q′) (7.100)
where Ψ(Q) is the wave function representing the initial condition. The same argument that
was used above in (7.97) to establish H〈Q′′‖Cµ‖Q′〉 = 0 when Q′′ 6= Q′ and both are outside
R also suffices to show that
HΨα(Q) = 0, Q /∈ R or σ′ (7.101)
where σ′ is the surface on which the product ◦ is constructed. However we do not expect that
(7.101) will be satisfied inside R for general reparametrization-invariant coarse grainings.
Branch wave functions are therefore not generally annihilated by the constraints.
The commutation of operators representing “observables” with the constraints and the
annihilation of “physical” wave functions by them are two of the starting points of Dirac
9 For example, by using the methods of [61] and an argument similar to that used to demonstrate (6.48).
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quantization. The reason for departures from the natural analogs of these relations in the
present quantum mechanics of systems with a single reparametrization invariance can be
traced to the more general nature of the alternatives that generalized quantum mechanics
considers, as we now describe.
First, the fact that certain class operators do not commute with the constraint does not
signal a breakdown of reparametrization invariance. The alternatives are a reparametriza-
tion-invariant partition of the paths and the construction of their class operators has been
reparametrization invariant throughout. Commutation of operators representing alterna-
tives with operators representing the constraint implied by reparametrization invariance is
therefore not a necessary condition for invariance in the present formulation.
However, the alternatives whose class operators do not commute with the constraint are
of a more general character than those normally considered in Dirac quantization. The
alternatives of Dirac quantization correspond to functions on phase space. The closest
analog in the present sum-over-configuration-space-histories formulation would probably be
partitions by reparametrization-invariant functionals of the Q’s alone independent of the
multiplier. These can be shown to have class operators that do commute with the constraint.
[The effective action in (7.96) in these cases does not imply a modification of H as do
partitions by functionals that depend on N , e.g. (7.99)]. Unfortunately, there are only
trivial examples of reparametrization-invariant functionals of the Q’s that are independent
of N . However, it is possible to extend the present configuration space sum-over-histories
formulation of the relativistic world line to one that allows for phase space alternatives [79].
There the class operators for partitions by reparametrization-invariant functionals of phase
space histories that do not involve the multiplier commute with the constraints. Those that
involve the multiplier generally do not as the example of (7.99) shows.
The failure of the natural analogs of the branch wave functions to be annihilated by
constraints can be similarly traced to the more general nature of the alternatives. In the
Dirac quantization of reparametrization invariant theories, the equation HΨ = 0 plays
the role of a dynamical evolution equation like the Schro¨dinger equation of non-relativistic
theory. For the relativistic particle HΨ = 0 is the Klein-Gordon equation; for parametrized
non-relativistic quantum mechanics it is the Schro¨dinger equation [cf. (7.36)]. However, in
the canonical formulation of quantum mechanics there are two laws of evolution. Unitary
evolution by a dynamical equation and reduction of the state vector. In sum-over-histories
quantum mechanics, these are unified in a single path-integral description. We would thus
expect HΨ = 0 for those regions of configuration space where paths are unrestricted by the
coarse graining and nothing like a “second law of evolution” was operative. That is exactly
the content of (7.101). Where the paths are restricted by coarse graining we expect HΨ to
continue to vanish if the class operators commute with the constraints but not for the more
general alternatives whose class operators do not.
For a gauge theory the Dirac condition (constraint)Ψ = 0 ensures that wave functions of
states on spacelike surface depend only on the “true physical degrees of freedom”. For the
reparametrization-invariant systems under discussion that idea is captured in wave functions
representing the initial and final condition that satisfy the constraint. However, in a theory
where there is no natural construction of a state on a spacelike surface, and therefore no
natural quantum mechanical notion of a “degree of freedom” on such a surface, it is perhaps
not surprising to find that HΨ 6= 0 for all branch wave functions.
106
VIII. GENERAL RELATIVITY
A. General Relativity and Quantum Gravity
We come, at last, to a generalized quantum mechanics for general relativity — a theory
that exhibits both the reparametrization invariance of the models discussed in the preced-
ing section and gauge symmetries analogous to those discussed in the section before that.
Classical general relativity is a theory of spacetime geometry and a quantum theory of gen-
eral relativity assumes spacetime geometry as a fundamental dynamical variable. It may
be, as suggested by string theory or by the non-perturbative canonical quantum gravity
program, that qualitatively different kinds of fundamental variables are needed to formulate
a successful quantum of gravity. Spacetime geometry would then be a particular type of
coarse graining of these fundamental variables. In the face of such uncertainty about the
fundamentals why consider a generalized quantum mechanics for spacetime at all? There
are at least three reasons:
• First, even if there is a more fundamental theory, it is unlikely that it will involve a
fixed background spacetime. That theory too will therefore require a generalization
of quantum mechanics to deal with the “problem of time”. A formal generalized
quantum mechanics of Einstein’s theory can thus serve as a model for the kind of
quantum mechanics that will be needed and offer insight into the kinds of questions
that can be asked of it.
• Second, and more importantly, in a more fundamental theory it must be possible to
describe spacetime because we successfully employ this mode of description for a wide
range of phenomena here and now. A quantum theory of gravity must be able to
predict, for example, the probabilities that spacetime geometry on accessible scales
conforms to the classical Einstein equation. Further, since Einstein’s theory is the
unique low energy limit of any quantum theory of gravity [10, 21], we expect that
quantum gravitational phenomena will be approximately described on the scales most
easily accessible to us by a quantum theory of spacetime based on Einstein’s action
suitably cut off at very short distances. We expect, for example, weak gravitons to
be adequately described in this way. In quantum cosmology most predictions of low
energy properties of the universe such as the galaxy–galaxy correlation function are
predicted using such a quantum theory. A generalized quantum mechanics of spacetime
is therefore needed just for this approximation and to pose this kind of question.
• The third reason for exploring a generalized quantum mechanics for general relativity
is that Ashtekar and Smolin1, Agishtein and Migdal [4], DeWitt [24], Hamber [65],
and others could be right in their various ways in believing that Einstein’s theory, or
simple modifications of it, make sense non-perturbatively. In that case we want to be
ready with an understanding of how such a theory could be used to make predictions!
The role of a generalized quantum mechanics for general relativity can be stated more
precisely if we imagine a hierarchy of approximations. At the most fundamental level there is
the fundamental theory with its fine-grained histories, coarse grainings and decoherence func-
tional, Dfundamental(α
′, α). Some coarse-grained sets {cα} must describe alternative spacetime
1 As in Ashtekar’s lectures in this volume.
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geometries at scales, say, above the Planck length. For these coarse grainings and for certain
initial conditions we expect
Dfundamental(α
′, α) ∼= Dquantum GR(α′, α) (8.1)
where Dquantum GR(α
′, α) is the decoherence functional for a generalized quantum mechanics
of spacetime based on Einstein’s action cut off at short distances if necessary. It would be in
this sense that quantum general relativity could be an approximation to a more fundamental
theory — not generally, but for certain coarse grainings and certain initial conditions.
Further coarse-graining can define spacetime geometry on scales much above the Planck
length. Two geometries lie in the same coarse-grained history if they differ only in structures
on scales well beneath those accessible to us. For such coarse-grained sets of histories {cα¯}
and for some initial conditions it may happen that
Dquantum GR(α¯
′, α¯) ' Dclassical GR(α¯′, α¯) (8.2)
where Dclassical GR(α¯
′, α¯) is the decoherence functional for classical general relativity as de-
scribed in Section IV.5. This is the sense in which classical general relativity is the limit of
quantum general relativity or the sense in which classically behaving spacetime is predicted
by a theory of the initial condition. We do not expect (8.2) to hold for all coarse grainings.
Coarse grainings that specify alternative values of spacetime geometry on Planck scales or
on any scale in the Planck epoch of the early universe are unlikely to work. Neither do
we expect (8.2) to hold for all initial conditions because the classical behavior of spacetime
geometry, like classical behavior generally, requires some restriction on the initial condition.
In this section, therefore, we describe the construction of a generalized quantum mechan-
ics of general relativity, and in particular, its decoherence functional Dquantum GR(α
′, α). Our
considerations will necessarily be formal since we are far from knowing how to do sums over
geometries in most cases, but we shall try to make the constructions concrete in discrete
approximations to them.
B. Fine-Grained Histories of Metric and Fields and their Simplicial
Approximation
To construct a generalized quantum mechanics one must specify the fine-grained histories,
the allowed coarse grainings, and the decoherence functional. We begin in this subsection
with the fine-grained histories for a quantum theory of general relativity. As throughout
most of these lectures, we shall take the sum-over-histories point of view in which there is a
unique fine-grained set of histories. The fine-grained histories of classical general relativity
are manifolds endowed with Lorentz signatured metrics and four-dimensional matter field
configurations satisfying the Einstein equation and matter field equations. For quantum
general relativity we therefore take the fine-grained histories to be four-dimensional mani-
folds with arbitrary Lorentz signatured metrics and matter field configurations. One of the
advantages of generalized quantum mechanics is that different topologies can be included
in the set of fine-grained histories and the quantum mechanics of topology change inves-
tigated.2 However, it is simplest to begin by fixing the topology to the manifold I ×M3
2 Classically the restriction of geometries to be manifolds with metrics is the mathematical implementation
of the principle of equivalence. However, the undecidability of the homeomorphism problem for four-
108
where I is a finite interval of R and M3 is a closed three manifold and we shall do so
throughout the remaining sections. We are thus considering spatially closed universes with
two M3 boundaries, ∂M ′ and ∂M ′′. This is the simplest case compatible with non-singular
Lorentz signatured metrics with no closed timelike curves3 and the one most relevant for
quantum cosmology. It is also the case that is closest in analogy with the reparametrization
invariant models just discussed in Section VII. The I × M3 geometry is analogous to a
particle path and its two boundaries to the endpoints of the paths. In analogy with field
theory and particle quantum mechanics, we expect important contributions to the functional
integrals defining decoherence functionals from metrics and field configurations which are
non-differentiable.
The fine-grained histories for our discussion are therefore Lorentz signatured metrics and
matter field configurations that are continuous, but not generally differentiable, on the fixed
manifold M = I×3M . We write metrics as gαβ(x) or g(x) and for the most part we consider
a single scalar matter field, φ(x), for illustrative purposes. We denote by h′ij(x) and χ
′(x)
the metric and matter field induced in ∂M ′ and by h′′ij(x) and χ
′′(x) those induced in ∂M ′′.
It is possible to construct a generalized quantum mechanics by restricting the fine-grained
histories to special subsets metrics and field configurations on M . For example, following
Section IV.5., we could consider classical general relativity as a generalized quantum me-
chanics by restricting the fine-grained histories to be solutions of the classical field equation.
Following the example of the relativistic particle in Section VII.4 one could break general
covariance and introduce a preferred time variable. The fine-grained histories would then be
restricted to those metrics that can be uniquely foliated by this time variable, that is, metrics
for which each value of the variable labels a unique spacelike surface in the four-geometry.
However, the natural, generally covariant, choice of the set of fine-grained histories is the
class of all four-metrics and matter field, configurations on M . This is the choice we shall
use for the generalized quantum mechanics to be constructed in these lectures.
In view of possible formal character of functional integrals over metrics, it is useful to
understand how to formulate a generalized quantum mechanics for a cut-off version of general
relativity. We shall return to discuss such a generalized quantum mechanics in Section VIII.7
but we describe its fine-grained histories here as a concrete aid to thinking about the more
formal case of continuous metrics.
Simplicial manifolds provide the natural lattice version of general relativity and the most
direct route to implementing a generally covariant cut-off. A surface in two dimensions can
be built up from flat triangles as in a “geodesic dome”. The topology of the surface is
specified by the way the triangles are joined together. A metric is specified by giving the
squared edge-lengths of each triangle and a flat metric for its interior. In this way various
two-dimensional simplicial geometries can be constructed (see Figure 12). The situation is
similar in four dimensions. A geometry can be built up from flat, four-dimensional simplices.
The topology of the simplicial manifold is specified by the way the simplices are joined
together. A Lorentz metric is specified by giving the values of the n1 squared edge lengths
of the four-simplices, si, and a Lorentz signatured flat metric in their interiors. For the
manifolds may make it natural to consider metrics on more general topological spaces than manifolds as
the fine-grained histories of the quantum theory. For discussion see [68] and, for a specific proposal see
Schleich and Witt [121]. We will not discuss sums over topologies in these lectures and restrict attention
to a fixed manifold.
3 As in the result of Geroch [51], see, however, Horowitz [87].
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FIG. 12: Two-dimensional simplicial geometries. Two-dimensional surfaces can be made up by
joining together flat triangles to form simplicial manifold. A geometry of the surface is specified by
an assignment of squared edge-lengths to the triangles. The figure shows two different geometries
obtained by a different assignment of squared edge-lengths to the same simplicial manifold. The
generalization of these ideas to four dimensions and Lorentz signature gives the natural lattice
version of general relativity — the Regge calculus. In a sum-over-histories quantum theory of
simplicial spacetimes, sums over geometries are represented by integrals over the squared edge-
lengths. Diffeomorphism invariant alternatives can be defined by partitioning the space of allowed
squared edge-lengths into exhaustive sets of exclusive regions. For example, one could partition
closed cosmological geometries into the class that has no simplicial spacelike three surface greater
than a certain volume and the class that has at least one such surface. In a given simplicial
manifold it is possible to enumerate all three surfaces and identify the regions in the space of
squared edge-lengths to which each class corresponds.
edge-lengths to be compatible with a Lorentz signatured flat metric, there must be some
restrictions on the si analogous to the triangle inequalities and si will be negative if their
edges define timelike directions. Values of a scalar field φi can be assigned to the n0 vertices.
The space of fine-grained histories for this simplicial approximation is then the domain of
Rn1 ×Rn0 consistent with the analogs of the triangle inequalities. A particular fine-grained
history is a point in this space.
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C. Coarse Grainings of Spacetime
Every assertion that we make about the universe corresponds to a partition of its histories
into those for which the assertion is true and those for which it is false. If we assert that the
universe is nearly homogeneous and isotropic on large scales at late times, we are utilizing
a partition of the four-dimensional geometries into the class of those that are nearly homo-
geneous and isotropic at late enough times and the class of those that are not and asserting
that our universe lies in the former class. Similarly, to say that the spacetime of the late
universe behaves classically on accessible scales presumes that we can divide the cosmologi-
cal histories into those correlated by Einstein’s equations in accessible coarse grainings and
those which are not so correlated.
Even an assertion that refers to our own experience, such as the assertion that spacetime
is nearly flat in the neighborhood of our sun, presumes a distinction of this form from the
point of view of cosmology. To make the necessary partitions we would first have to describe
what we mean by “our sun”. If we were kidnaped by aliens in UFO’s and set down again
on a planet, how would we tell if it is our own earth and how would we tell if the star about
which it orbits is our own sun? We would, of course, compare the planet of arrival to a
description of the earth recorded in our memories. It is the remembered description that
defines the physical situation that we mean by “our sun”. Utilizing such a description, it is
possible to partition the histories into the classes that contain “our sun” with a nearly flat
spacetime about it, the class that contains “our sun” with a highly curved spacetime, and
the class that does not contain “our sun”. This is a coarse graining of the histories of the
universe and a very coarse graining at that.
Thus, at a fundamental level every assertion about the universe, from assertions about
large scale structure to statement about the everyday here and now, is the assertion that the
history of the universe lies in the coarse-grained class in which the assertion is true and not in
the class in which it is false. An assertion which does not unambiguously correspond to such
a partition is not well defined. Generalized quantum mechanics predicts the probabilities
for such alternative coarse-grained sets of histories.
Each of the examples of coarse graining discussed above is manifestly diffeomorphism
invariant — no mention of coordinates went into their description. The allowed coarse
grainings of this generalized quantum mechanics are more generally partitions of the fine-
grained histories of metrics and matter field configurations into an exhaustive set of exclusive,
diffeomorphism invariant classes. We now describe some further examples of partitions of
four-metrics into diffeomorphism invariant classes.
A familiar question in quantum cosmology is “What are the probabilities of the possible
maximum volumes the universe may reach in the course of its history?” The answer is of
use, for example, in determining whether it is probable that a closed universe will be nearly
spatially flat and exist for a long time – two features observed of our universe. We can
state this question precisely utilizing a coarse graining that divides all four metrics into two
diffeomorphism invariant classes c0 and c1 as follows:
c0: The class of metrics for which all spacelike three-surfaces have volumes less than a
fiducial volume V0.
c1: The class of metrics for each of which there is at least one three-surface with a volume
larger than V0.
This is a manifestly exhaustive set of exclusive diffeomorphism invariant alternatives. If it
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decoheres, the probability of c0 is what we mean by the probability the the universe has a
maximum volume4 not greater than V0.
The following example illustrates that care must be used to choose coarse grainings that
are genuine partitions of the set of fine-grained histories. It is sometimes suggested that
one way of resolving the problem of time is to use some property of a three-surface, say,
the total volume as a time variable. One could then define alternatives at a given value of
total volume, say alternative possibilities for the rest of the three-geometry on that surface.
However, this is not a genuine partition of the fine-grained histories because a given four-
geometry may contain arbitrarily many three-surfaces of a given volume each with different
three-geometries. This is the geometrical analog of paths which forward and backward in
time, intersecting a surface of constant time more than once, which was discussed in the
case of the reparametrization invariant models of Section VII.
The analogy with systems like the relativistic particle may be made somewhat more
precise by utilizing a particular gauge and representing four-dimensional histories as curves
in the superspace of three-dimensional geometries and matter field configurations (Figure
13). The analog of spacetime in the case of the relativistic particle is superspace in the
case of spacetime geometry. Fine-grained histories of the relativistic particle are curves
in spacetime. Fine-grained histories of spacetime geometry are curves in superspace. The
analog of a surface of constant time in spacetime in the case of the relativistic particle would
be a surface in superspace. For any surface one chooses in superspace there are fine-grained
histories — spacetimes — that correspond to curves that intersect it an arbitrarily large
number of times as was the case in the quantum mechanics of a single relativistic world
line discussed in Section VII. Partitions by the location in superspace that a curve crosses
a surface in superspace are therefore not possible. In this sense there is no property of
three-geometry that can play the usual role of time in this generalized quantum mechanics.
Allowed coarse grainings involving the geometries of spacelike surfaces can be constructed
as follows: Define a range R of three-geometries — a region in superspace — by a set of
restrictions that are invariant under three-dimensional diffeomorphisms. For example, we
might consider the region R in which the total volume lies in a range ∆v the integrated square
of the three-dimensional Riemann tensor lies in another range ∆Riem2 , and the average value
of the scalar field lies in yet another range ∆φ¯. The fine-grained histories can be partitioned
into the following two classes: (1) the class of all histories that have no three surface in
the region R, and (2) the class of all histories that have at least one three surface in the
region R. Such partitions are the analog of the partitions by a spacetime region discussed in
Section V.3.2 for a non-relativistic particle and in Section VII.5.2 for a relativistic particle.
By partitioning the paths according to their behavior with respect to many such regions
of superspace a rich variety of coarse grainings analogous to the time sequences of non-
relativistic quantum mechanics can be built up.
However, coarse grainings are not restricted just to those that distinguish the geometries
of spacelike surfaces. For example, we could consider coarse-grainings by values of the proper
four-volume in between spacelike surfaces or the values of the proper time on curves that
4 Note that we cannot usefully turn this around and ask whether the universe has a minimum volume
which is less than V0. That is because a general Lorentzian four-geometry will contain three-surfaces of
arbitrarily small volume with segments that are close to null. The question can be asked whether the
universe has a spacelike three-surface with volume less than a fixed V0, but the answer will be “yes” with
probability one.
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FIG. 13: Superspace. A cosmological history is a four-dimensional cosmological spacetime with
matter fields upon it. A two-dimensional representation of such a history is shown in the upper
left of this figure proceeding from a big bang to a big crunch. In the Gaussian gauge of ds2 =
−dt2 + hij(xk, t)dxidxj a cosmological history can be thought of as a parametrized succession of
three-dimensional geometries and spatial matter field configuration. Superspace is the space of
such three-dimensional geometries and matter field configurations. A “point” in superspace is a
particular three-geometry and spatial matter field configuration. The succession of three-geometries
and matter fields that make up a four-geometry and field history, therefore, trace out a path in
superspace.
connect spacelike surfaces.
The assumption that the fine-grained histories are continuous but not necessarily differ-
entiable, means that some partitions of classical differentiable histories become vacuous like
the partitions by finite values of the derivatives of the paths of a single particle discussed in
Section V.4.2. Quantities like momenta, or the extrinsic curvature of surfaces, can still be
defined utilizing a spacetime description, but only approximately. We shall return to what
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we might mean by a sum-over-non-differentiable geometries in connection with simplicial
approximations below.
The general notion of coarse graining is by ranges of values of diffeomorphism invariant
functionals of four-geometry and matter field configurations. These are especially easy
to illustrate in the simplicial approximation described in Section VIII.2. Consider a fixed
simplicial net as illustrated in Figure 12 and suppose that the fields and squared edge lengths
are fixed on the two boundaries. The fine-grained histories are then specified by the values
of the interior squared edge-lengths, si, and the field values, φi, at the interior vertices. The
general notion of coarse graining is by ranges of values of functions FA(s
i, φi), A = 1, 2, · · ·
of the interior squared edge-lengths and field values that are invariant under any symmetry
group of lattice that is a remnant of diffeomorphism invariance.
The main concluding point about the coarse grainings discussed here is that they supply a
much larger set of diffeomorphism invariant alternatives for quantum cosmology than those
conventionally contemplated on spacelike surfaces. Within this larger class are the coarse
grainings that are directly accessible and easily interpretable by us.
D. The Decoherence Functional for General Relativity
In this section we shall describe a construction for the decoherence functional of general
relativity. The essential ideas of the construction have already been illustrated in the gauge-
invariant and reparametrization invariant models previously studied. As we mentioned in
Section VI.1., general relativity exhibits both kinds of symmetry. It is necessary only to
spell out the details of how the ideas illustrated in the models are combined.
1. Actions, Invariance, Constraints
The action for general relativity is a sum of the gravitational action for the metric and
an action for the matter field
S[g, φ] = SE[g] + SM [g, φ] . (8.3)
For illustrative purposes, we shall assume for the matter a scalar field with the action
SM [g, φ] = −12
∫
M
d4x(−g)12 [(∇φ)2 + V (φ)] (8.4)
for some potential V (φ). The action for Einstein’s theory that is appropriate when the
three-metric, hij, is fixed on the boundaries of M is
`2SE[g, φ] =
∫
M
d4x(−g)12 (R− 2Λ) + 2
∫
∂M
d3xh
1
2K (8.5)
where ` = (16piG)
1
2 is 4pi
1
2 times the Planck length. In the first integral, R is the scalar
curvature, Λ is the cosmological constant and the integration range is the whole of the
manifold M . The surface term is necessary to compensate for the second derivatives in the
scalar curvature so as to make the action additive on spacetime regions. It is an integral
over each boundary three-surface in which hij is the metric induced by gαβ in the surface.
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The quantity K is the trace of the extrinsic curvature of the surface , Kij, defined as the
projection into the surface of the derivative −∇αnβ where nα is the normal to the surface.
The canonical form of the action will be useful in constructing the functional integrals
that define the decoherence functional because it is in phase-space that the measure for these
integrals is most easily defined. We rapidly recall the canonical formulation.5 The first step
is to write the action (8.5) in 3 + 1 form using the 3 + 1 decomposition of the metric with
respect to a foliating family of spacelike surfaces that was discussed in Section VI.1. We
assume that two members of the foliating family coincide with the boundary surfaces ∂M ′
and ∂M ′′. In terms of the lapse, shift, induced three-metric and extrinsic curvature of the
constant t surfaces, the action SE takes the simple form
`2SE
[
N,N i, hij
]
=
∫
M
dt d3xh
1
2N
[
KijK
ij −K2 − (2Λ−3 R)] . (8.6)
Here, 3R is the scalar curvature of the foliating surfaces and Kij is their extrinsic curvature.
Explicitly
Kij = (2N)
−1
[
−h˙ij + 2D(iNj)
]
(8.7)
where Di is the derivative in the three-dimensional constant-t surfaces and the dot denotes a
derivative with respect to t. The momenta conjugate to the hij may be calculated straight-
forwardly from the action (8.6) and are
`2piij = −h12 [Kij − hijK] . (8.8)
The action (8.5) may then be ree¨xpressed in canonical form as
SE
[
N,N i, piij, hij
]
=
∫
M
dt d3x
[
piijh˙ij −NH(piij, hij)−N iHi(piij, hij)
]
, (8.9)
where the H and Hi are defined as follows:
H = `2Gijkl pi
ijpikl + `−2h
1
2 (2Λ−3 R) , (8.10a)
Hi = −2Djpiij , (8.10b)
with the DeWitt supermetric Gijkl being defined by
Gijkl =
1
2
h−
1
2 (hikhjl + hilhjk − hijhkl) . (8.11)
The evident symmetry with which the (N,Ni) and (H,Hi) enter (8.9) makes it useful to
introduce the notation
N0 = N , H0 = H (8.12)
so that the canonical action can be rewritten compactly as
SE
[
Nα, piij, hij
]
=
∫
M
dt d3x
[
piijh˙ij −NαHα
]
. (8.13)
5 For more details, see [3, 66, 92].
115
The action for the matter field may be expressed in a canonical form similar to (8.9). In
analogy to hij(x), we write χ(x) for the value of the field on a constant-t surface and piχ(x)
for its conjugate momentum. For a scalar field χ(x, t) = φ(x, t). The total action, SE +SM ,
takes the form
S
[
Nα, piij, piχ, hij, χ
]
=
∫
M
dt d3x
[
piijh˙ij + piχχ˙−NαHα
(
piij, piχ, hij, χ
)]
. (8.14)
Here, H0 and Hi are functions of the canonical coordinates and momenta defined by
H0 = H + h
1
2Tnn , (8.15a)
Hi = Hi + h
1
2Tni , (8.15b)
where Tαβ is the stress energy tensor of the scalar field expressed as a function of piχ, χ, and
hij, an index n indicating that it is projected onto the normal, n
α, of the constant-t surfaces,
viz. Tni = nαT
α
i , Tnn = nαT
αβnβ.
The absence of any term in (8.14) that is just a function of the coordinates and momenta
and not proportional to lapse or shift is a signal of diffeomorphism invariance as we shall
shortly see. Very little of the subsequent argument will depend on the specific forms of H0
and Hi beyond the fact that they are at most quadratic in the momenta. Almost everything
we shall need follows from the form (8.14).
The diffeomorphism invariance of general relativity implies four constraints between the
canonical coordinates (hij, χ) and their conjugate momenta (pi
ij, piχ) as the general argument
in Section VII.2. shows. With the action in the form (8.14), they are not difficult to find.
They are the equations that result from extremizing (8.14) with respect to lapse and shift:
Hµ
(
piij(x), piχ(x), hij(x), χ(x)
)
= 0 . (8.16)
These four relations among the canonical coordinates and momenta are constraints that
must be satisfied by any initial data for Einstein’s equation.
Dynamical equations in canonical form result from varying the action with respect to the
canonical coordinates. For example, by varying with respect to piij and hij one finds
h˙ij(x) = N
µ
(
∂Hµ(x)/∂piij(x)
)
, (8.17)
p˙iij(x) = −Nµ (∂Hµ(x)/∂hij(x)) , (8.18)
and similar equations for the matter field and its momentum. The equations of motion may
be written compactly by introducing the contraction
H(N) =
∫
t
d3xNµ(x)Hµ(x) (8.19)
and the Poisson bracket { , } with conventions such that {qA, pB} = δAB. Then,
h˙ij(x) = {hij(x),H(N)} , (8.20a)
p˙iij(x) = {piij(x),H(N)} , (8.20b)
and similar equations for the matter degrees of freedom. Thus the constraints generate dy-
namics by specifying how the canonical coordinates change between two surfaces connected
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by lapse N and shift N i (Figure 11). The constraints (8.16) together with the dynamical
equations (8.20) are the Einstein equation written in canonical form.
The constraints of classical general relativity are closed under the Poisson bracket oper-
ation. That is, with all quantities evaluated on a common constant-t surface
{Hµ (x′) ,Hν (x′′)} =
∫
t
d3x′′ ′ Uγµν (x
′,x′′,x′′ ′)Hγ (x′′ ′) . (8.21)
The structure functions, Uγµν , involve various δ-functions, derivatives and the metric hij.
Their explicit form, which will not be necessary for us, can be found in many standard
references (e.g. [92], p. 250).
Closure of the constraints under the Poisson bracket operation is necessary for consis-
tency. Otherwise the Poisson bracket of two constraints would represent new and different
constraints on the canonical coordinates. However, because the structure functions depend
on the coordinates (specifically the hij), the relations (8.21) do not define an algebra (al-
though they are often referred to informally as such). In particular, they do not define the
algebra of four-dimensional diffeomorphisms that were the origin of the constraints and that
fact has important consequences for the canonical theory.
A straightforward calculation shows that the action (8.14) is invariant under the following
canonical transformation generated by an infinitesimal vector α(x):
δhij(x) = {hij(x),H()} , (8.22a)
δpiij(x) = {piij(x),H()} , (8.22b)
δχ(x) = {χ(x),H()} , (8.22c)
δpiχ(x) = {piχ(x),H()} , (8.22d)
together with the related transformation of the lapse and shift:
δNα(x) = ˙α(x)−
∫
t
d3x′
∫
t
d3x′′Uαβγ (x
′,x′′,x)Nβ (x′) γ (x′′) , (8.22e)
where all functions are evaluated on a common constant-t surface. These are the general-
izations of the symmetries (7.19) in the case of the relativistic world line. The action (8.14)
is invariant under the transformations (8.22) provided, as stressed by Teitelboim [126], that
the normal component of µ, vanishes on all components of the boundary of M .
The infinitesimal symmetry (8.22) of the canonical action is closely connected with dif-
feomorphism invariance but does not coincide with it [8, 98]. Indeed, the two symmetries
act on different spaces. The canonical symmetry acts on the space of extended phase-space
histories, while diffeomorphisms act on the space of four-dimensional metrics and field con-
figurations. Under an infinitesimal diffeomorphism generated by a vector field ξµ(x), the
metric and matter field change by
δgαβ(x) = 2∇(αξβ)(x) , (8.23a)
δφ = ξα(x)∇αφ(x) . (8.23b)
Equations (8.23) coincide with the transformations of three-metric and lapse given by (8.22a)
if the components of µ are identified with the normal component and the projection of ξµ
into the surface as follows
ξ0 = 0/N, ξi = i −N i0/N . (8.24)
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provided that the equations of motion relating the time derivatives of canonical coordinates
to momenta are satisfied. The infinitesimal canonical symmetry (8.22) thus coincides with
diffeomorphism invariance only when certain (not all) of the equations of motion are satisfied.
However, for theories with constraints that are at most quadratic in the momenta these
equations of motion are effectively satisfied in path integral constructions at least for gauge
conditions that do not restrict the momenta. Gaussian integrals over the momenta effectively
replace the pi’s by the right combinations of q˙’s, and integrals over exponents linear in the
momenta lead to δ-functions that enforce the relevant relation exactly. It’s important to keep
in mind, however, that the relation (8.24) holds only when both ξµ and µ are infinitesimal
and will fail, for example, near N = 0. The quantities µ must therefore be further restricted
to coincide with diffeomorphisms than just invariance of the canonical action under (8.22)
would require. Further restrictions are needed to ensure that the resulting ξµ correspond to
one-to-one mappings of the manifold into itself. For these reasons, the symmetries generated
by (8.22) are a larger set than the diffeomorphisms which they include [8, 98]. For general
relativity, therefore, we may use invariance under the infinitesimal canonical symmetry to
ensure invariance of the measure under infinitesimal diffeomorphisms.
2. Class Operators
The construction of the class operators corresponding to the coarse grainings discussed in
VIII.3 follows that for gauge theories and models with a single reparametrization invariance.
As discussed in VIII.2 the fine-grained histories are metrics and matter fields on the manifold
M bounded by the two boundaries ∂M ′ and ∂M ′′. The Hilbert space in which the class
operators act is therefore formally the space H(h,χ) of square integrable functionals of three-
metrics and matter field configurations on these boundary surfaces. We therefore define〈
h′′ij, χ
′′ ‖Cα‖h′ij, χ′
〉
=
∫
α
δpiδhδpiχδχδN
×∆Φ
[
hij, pi
ij, χ, piχ, N
γ
]
δ
[
Φβ
[
hij, χ,N
γ
]]
exp
{
iS
[
Nγ, piij, piχ, hij, χ
]}
(8.25)
where S is the canonical action of (8.14) and the integral is over all metrics gµν(x) =
(Nβ(x, t), hij(x, t)) and field configurations φ(x) = χ(x, t) that lie in the diffeomorphism
invariant class cα. A few words are of course in order about the rest of (8.25) and about the
attitude we shall adopt towards such formal expressions. Φβ stands for four conditions that
fix the four-dimensional symmetry (8.22) and ∆Φ is the associated “Faddeev-Popov factor”.
6
These conditions are assumed to leave the momenta unrestricted so they may be formally
6 General relativity, viewed as a constrained Hamiltonian system, displays a rich and interesting canonical
structure that is reflected in the construction of its phase-space path integrals. These are perhaps most
accurately dealt with by using the BRST-invariant constructions of Batalin, Fradkin, and Vilkovisky
However, in a subject where it is unclear whether the basic integrals even exist it does not seem appropriate
to devote a great deal of attention to technical issues. For this reason, we have not made use of BRST-
BFV techniques in these lectures in the hopes of not obscuring the argument. The author believes that
the path integrals we do use could be described in this more precise language without essential difficulty.
The standard references are Fradkin and Vilkovisky [38, 39] and Batalin and Vilkovisky [7]. For a lucid
review see Henneaux [84].
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integrated out. The important remainder of (8.25) is the “measure”. This is assumed to
be the canonical (Liouville) measure in the canonical coordinates (hij(x), χ(x)) and their
conjugate momenta (piij(x), piχ(x)). This measure is formally invariant under infinitesimal
canonical transformations generated through Poisson brackets. In particular it is invariant7
under transformations (VIII.4.20a–d) that include infinitesimal diffeomorphisms in the sense
discussed in Section VIII.4.1.
The only remaining choice needed to specify the class operators is the range of integration
of the multipliers. We integrate the shifts, N i(x), over R at each point x. We integrate the
lapse, N(x), over a positive range for each point x. This is a diffeomorphism invariant range
because the 3 + 1 decomposition of the metric depends only on N2 [cf. (6.1)]. All metrics
are therefore represented as N ranges over positive values. A positive range is not, however,
invariant under the larger group of transformations (VIII.4.20a–d) that leave the canonical
action and measure invariant.
With a positive lapse range, if the symmetry fixing conditions Φβ are chosen to be in-
dependent of piij, these momenta can be formally integrated out of the matrix elements of
the class operators since the action is quadratic in the piij and the partition {cα} does not
restrict them.8 The result is a path integral in Lagrangian form
〈h′′, χ′′ ‖Cα‖h′, χ′〉 =
∫
α
δhδφδN∆Φ [h, φ,N ] δ [Φ [h, φ,N ]] exp {iS [N, h, φ]} . (8.26)
Here we have compressed the notation of (8.25) even further by omitting indices on vectors
and tensors. The “measure” is that induced by the Liouville measure on phase space.9 The
action is the usual Lagrangian action for general relativity (8.6) coupled to matter.
The choice of a positive range for the lapse N was advocated by Teitelboim [128] in
his pioneering study of canonical path integrals for general relativity and has a number
of compelling arguments in its favor. First, as we saw in Section VII, in the case of a
relativistic particle interacting with an external potential, the choice of positive multiplier
range reproduces the usual S-matrix elements of the corresponding field theory. Second,
and perhaps more persuasively, the choice of a positive range for N corresponds in four-
dimensional, geometrical terms to a direct implementation of Feynman’s sum-over-histories
principles for quantum mechanics [61]. To see this, note that in the 3 + 1 form of the action
(8.6),
√−g is represented as Nh1/2. The integral (8.26) over a positive range for N can
7 To see specifically that the Liouville measure is invariant under canonical transformations, one has only
to calculate the Jacobian of the transformation. For infinitesimal transformations this is unity plus the
trace of a matrix. This trace vanishes because of the antisymmetry of the Poisson brackets.
8 The integrations over the momenta are not necessarily simple Gaussians because the factor ∆Φ in (8.25)
may depend on the momenta even when the gauge fixing functions are independent of them. However,
in relativity, where the constraints are at most quadratic in the momenta, that dependence is typically
at most polynomial in the momenta. Integrals of polynomials times Gaussians differ by integrals of pure
Gaussians only by prefactors in front of a common exponential, which in the present case is just the
Lagrangian form of the action. We have assumed all the prefactors have been absorbed into the measure
in (VIII.4.24). For more details on this type of technical point see Fradkin and Vilkovisky [39]. Thanks
are due to A. Barvinsky for a discussion of this issue.
9 For further discussion of the induced measure and its precise form, see especially Fradkin and Vilkovisky
[37].
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therefore be reexpressed as
〈h′′, χ′′ ‖Cα‖h′, χ′〉 =
∫
α
δg δφ∆Φ[g, φ] δ[Φ[g, φ]] exp(iS[g, φ]) (8.27)
where g and φ denote the four-dimensional metric and matter field configuration respectively.
Reversal of the sign of N in (8.6) changes the sign of the action. A sum over both positive
and negative lapse therefore corresponds, not to sum over geometries weighted by exp(iS),
but rather by cos(S). This choice would define a distinct generalized quantum mechanics,
but positive lapse and (8.27) are closer to Feynman’s original principle.
3. Adjoining Initial and Final Conditions
The rest of the construction of the decoherence functional for a quantum theory of space-
time parallels that for theories with a single reparametrization invariance discussed in Section
VII. Initial and final conditions are represented by wave functions that satisfy the constraints
on the superspace of three-metrics and spatial matter field configurations. For example, the
initial condition might be represented by a family of wave functions {Ψj[hik(x), χ(x)]} that
each satisfy
Hµ
[
piik(x), piχ(x), hik(x), χ(x)
]
Ψj [hik(x), χ(x)] = 0 . (8.28)
Here, we take piij(x) = −iδ/δhij(x), piχ(x) = −iδ/δχ(x) and the Hµ are operators con-
structed from these quantities and the three-metric and scalar field that represent the classi-
cal constraints (8.16). Simply writing these equations down should not obscure the fact that
there are serious problems to be faced with giving them a precise meaning. For instance,
eq. (8.28) is not just four equations but four functional differential equations for each point
on the manifold M3. The formal products of operators that occur in Hµ are singular and
must be regulated [130]. Even given a regularization there is the delicate question of find-
ing an operator ordering such that the constraints obey the “algebra” expected from the
classical algebra of Poisson brackets (8.21). We do not solve these problems here.
The next step in constructing the decoherence functional is to attach the wave func-
tions satisfying (8.28) representing initial and final conditions to the class operator matrix
elements in analogy with (VII.1.8) for reparametrization invariant theories. We write
〈Φi |Cα|Ψj〉 = Φi [h′′, χ′′] ◦ 〈h′′, χ′′ |Cα|h′, χ′〉 ◦ Ψj [h′, χ′] (8.29)
where ◦ is a Hermitian inner product between functionals on superspace although not neces-
sarily a positive definite one. We shall return to a discussion of candidates for this product
in a moment, but first we complete the construction of the decoherence functional. Specify
a set of initial wave functions {Ψj[h, χ]} together with their probabilities {p′j}. Specify a set
of final wave functions {Φi[h, χ]} together with their probabilities {p′′i }. Construct
D (α′, α) = N
∑
ij
p′′i 〈Φi |Cα′|Ψj〉 〈Φi |Cα|Ψj〉∗ p′j . (8.30)
With an appropriate choice for the constant N this satisfies the requirements (i)–(iv) of
(4.1) for a decoherence functional of a generalized quantum mechanics. It is Hermitian
with positive diagonal elements whether or not the product ◦ is positive. The linearity of
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the sums over histories that define the class operators Cα ensures the consistency with the
principle of superposition. Normalization fixes N as
N−1 =
∑
ij
p′′i |〈Φi |Cu|Ψj〉|2 p′j (8.31)
where Cu is defined by the unpartitioned sum over all histories in (8.27). The decoherence
functional (8.30) is thus a natural basis for defining decoherence and probabilities in a
generalized quantum mechanics of coarse-grained histories of spacetime geometry and matter
fields.
There remains the specification of the inner product ◦ and the specification of initial and
final conditions in particular quantum cosmologies. We consider the product in the rest of
this subsection and particular initial and final conditions in the next.
A positive, Hermitian, covariant, inner product between wave functions on superspace
that are annihilated by the constraints has been sought in the Dirac approach to the quanti-
zation of general relativity for nearly the past forty years. The problem is with the positivity.
Squaring and integrating over all of superspace does not provide a suitable inner product
because, like the case of the relativistic particle, the constraints of general relativity imply
a conserved current in superspace [22]. This conserved current means that wave functions
that satisfy the constraints are not necessarily normalizable when squared and integrated
over all of superspace with a measure that makes the operators representing the constraints
Hermitian [cf. the discussion following VII.3.15]. There is an analog of the conserved Klein-
Gordon product on surfaces in superspace. It is usually called the DeWitt product and we
shall exhibit it shortly. However, like the Klein-Gordon product, the DeWitt product is not
generally positive and therefore cannot serve as the basis for an inner product defining a
Hilbert space in which the norm of a state vector is related to probability.
In free field theory in flat background spacetimes, the Klein-Gordon inner product is
positive on positive frequencies solutions of the constraint. The existence of timelike Killing
fields for the underlying flat spacetime allows a notion of positive frequency to be consistently
specified over the whole of spacetime. Time translation invariance means positive frequency
solutions of the Klein-Gordon equation at one time remain positive frequency solutions at all
times. A single particle Hilbert space can thus be constructed for a free relativistic particle.
This free particle construction does not extend to particles interacting with a potential and
neither is it available in general relativity for there are no Killing fields in superspace [94].
It may be that a deeper investigation into the constraints of general relativity will reveal
a positive, Hermitian, covariant, inner product on solutions to the constraints. That is the
aim of some.10 If found, it could be used to construct a decoherence functional for a quantum
theory of spacetime via (8.30) and (8.29). Here, however, we shall follow a different route.
This is to note that in the present framework the wave functions that satisfy the constraints
and specify the initial and final conditions do not have a direct probability interpretation.
That is provided by the decoherence functional. The spaces of wave functions specifying the
initial and final conditions therefore do not need a Hilbert space structure. We are therefore
free to take a non-positive product for ◦ and still have positive probabilities for decoherent
sets of coarse-grained histories. The DeWitt product naturally suggests itself and in the
following we spell out what it is and what the consequences of using it are.
10 As described in the lectures of Ashtekar in this volume.
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By “superspace”, M, we mean the space of three-metrics hij(x) and spatial matter field
configurations χ(x) on a spacelike surface of topology M3. M is the product of Mh, the
space of three-metrics, and Mχ, the space of spatial matter field configurations. Mh may
be thought of as the product of the six-dimensional space of metric coefficients hij(x) at
each point x of M3. Similarly,Mχ may be thought of as the product of the one-dimensional
space of field values χ(x) at each point x of M3. The formal cardinality of M is therefore
∞3(6+1) where ∞ denotes cardinality of the real line.
The DeWitt metric Gijkl(x) was introduced in (8.11) and provides an inner product on
the six-dimensional space of three-metrics at a point x. To find an explicit expression, one
can think of a correspondence between the six dimensions and the six possible symmetric
pairs of indices i and j, but it is easier to write expressions directly in terms of the usual
three-dimensional tensor indices. Thus, for example, the inverse of Gijkl is defined by
G¯ijklGklmn =
1
2
(
δimδ
j
n + δ
i
nδ
j
m
)
(8.32)
and is
G¯ijkl = 1
2
h
1
2
(
hijhkl + hilhjk − 2hijhkl) . (8.33)
The inner product between two vectors δh1ij(x) and δh
2
ij(x) tangent to superspace at x is
then
G¯ijkl(x) δh1ij(x)δh
2
ij(x) . (8.34)
The inner product on the whole of Mh is the sum of these inner products over positions x,
(δh1, δh2) =
∫
M3
d3x G¯ijkl(x)δh1ij(x)δh
2
ij(x) . (8.35)
In a similar way on Mχ we can put
(δχ1, δχ2) =
∫
M3
d3xh
1
2 χ1(x)χ2(x) . (8.36)
Thus superspace, M, acquires a metric structure.
The DeWitt metric is not positive definite. Of six orthogonal directions at a point, one
will be timelike and five will be spacelike. Conformal deformations of the metric,
δhij(x) = δλ(x)hij(x) (8.37)
are timelike, for instance. We can therefore define a notion of a “spacelike surface” σ inM.
For example, we might fix the value of the determinant of the three-metric, h(x), at each
point. The DeWitt metric provides a notion of volume element dΣij(x) in such a surface
at each x. Using this the DeWitt product between wave functionals on superspace Ψ1[h, χ]
and Ψ2[h, χ] can be defined formally as
Ψ1 ◦Ψ2 = iZ
∫
σ
Ψ1∗[hij(x), χ(x)]
∏
y
(dχ(y) dΣkl(y))
↔
δ
δhkl(y)
Ψ2 [hij(x), χ(x)] . (8.38)
A constant factor Z has been included in (8.38) to absorb divergences arising from the
fact that wave functionals satisfying the constraints are constant on orbits of the diffeomor-
phisms of M3 in superspace. This constant will cancel in the construction of probabilities
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if the DeWitt product is used to construct the decoherence functional as described above.
Alternatively, the product could be defined with suitable gauge fixing machinery.11
The DeWitt product defined by (8.38) is the formal analog in superspace endowed with
the DeWitt metric of the Klein-Gordon product in spacetime with the Minkowski metric.
Like the Klein-Gordon inner product it is not positive. Like the Klein-Gordon product, the
DeWitt product is formally independent of the surface σ provided Ψ1 and Ψ2 are solutions
of the Wheeler-DeWitt equation. In the construction of the decoherence functional the
wave functions specifying the initial and final conditions are assumed to satisfy the Wheeler-
DeWitt equation. The class operator matrix elements satisfy the same equation in each
argument in the neighborhood of surfaces σ′ and σ′′ that are outside the restrictions of the
coarse graining. Thus, at a formal level, surface independence for the spacetime decoherence
functional is achieved in the same way that it is for the relativistic world line.
An important difference between this generalized quantum mechanics of spacetime and
that for the relativistic world line in flat spacetime described in Section VII concerns the
space of wave functionals describing initial and final conditions. In the case of the relativistic
particle, the choice of the range N > 0 meant that the matrix elements 〈x′′‖Cα‖x′〉 contained
only positive frequencies in their time variation with respect to any direction defined by a
timelike Killing vector of flat spacetime. As a consequence, the wave functions describing
initial and final conditions could be restricted to the linear space of positive frequency solu-
tions of the Klein-Gordon equations without loss of generality. The Klein-Gordon product
is positive for such positive frequency solutions making that space a Hilbert space. The
quantum mechanics of spacetime described here retains the positive range for the lapse in-
tegration. However, this does not correspond to a notion of positive frequency for solutions
of the Wheeler-DeWitt equation because there are generally no Killing vectors on super-
space. The space of initial or final wave functions endowed with the DeWitt product is not,
therefore, a Hilbert space.
E. Discussion — The Problem of Time
The specification of the decoherence functional (8.30) completes the formulation of a
generalized sum-over-histories quantum mechanics for spacetime geometry suitable for ap-
plication to cosmology. Fine-grained histories are manifolds, metrics and matter field config-
urations. Sets of alternative coarse-grained histories are diffeomorphism-invariant partitions
of these. The decoherence functional defines a notion of interference between coarse-grained
histories that is consistent with the principle of superposition. Given initial and final con-
ditions, this decoherence functional can be used to determine which sets of coarse-grained
histories of the universe can be assigned consistent probabilities, and what those probabili-
ties are, according to the principles of generalized quantum mechanics described in Section
IV.
This is a fully four-dimensional formulation of a quantum mechanics of spacetime. Fine-
grained histories are four-dimensional metrics and field configurations. Four-dimensional
alternatives are defined by partitions of these fine-grained histories into classes that are in-
variant under four-dimensional diffeomorphisms. Dynamics is specified in the decoherence
11 For more on this factoring out of three-dimensional diffeomorphisms see Ha´j´ıcˇek and Kucharˇ [56] and
Barvinsky [6].
123
functional by sums over four-dimensional histories involving a four-dimensional diffeomor-
phism invariant action and measure.
This is a generally covariant formulation of the quantum mechanics of spacetime. No
additional ingredients beyond the metric and field configurations were needed to specify
either fine- or coarse-grained histories. In particular no preferred sets of spacelike surfaces
in superspace or spacetime were singled out in the construction of the decoherence functional.
We have a quantum mechanics of spacetime that is free from the problem of time.
Can this four-dimensional sum-over-histories quantum mechanics be reformulated as a
quantum mechanics of states on spacelike surfaces in superspace and their unitary evolution
by a Hamiltonian or by state vector reduction? It seems unlikely. The standard recon-
struction of Hamiltonian quantum mechanics from a sum-over-histories formulation involves
identifying a family of surfaces in the space of coordinates which each history intersects once
and only once. (See the discussion in Section IV.4). For gravity this would mean a set of
surfaces in superspace that each geometrical history intersects once and only once. That
would define a quantity that would uniquely label a set of spacelike surfaces in every possible
cosmological four-geometry. While there may be such quantities for certain classical space-
times satisfying the Einstein equation [104], there are none for a general four-dimensional
cosmological geometry. A general cosmological geometry, for example, could have arbitrarily
many surfaces of a given three-volume or trace of the extrinsic curvature. As in the case
of the theory of a relativistic particle without a preferred time, we are unlikely to be able
to formulate this generalized sum-over-histories quantum mechanics in terms of states on
spacelike surfaces. There is no preferred time with which to do so.
We should probably stress that the use of wave functions to specify initial and final
conditions or the use of functional integrals to define them is not to be construed as a
definition of a notion of state on a spacelike surface. In the present framework, these wave
functions generally have no direct probability interpretation. Rather, they are part of the
specification of the decoherence functional which determines the probabilities of decoherent
spacetime alternatives as we have described.
Of course, were general covariance broken at the quantum mechanical level so that the
fine-grained histories were restricted to those in which some superspace quantity uniquely
labeled a foliating family of spacelike surfaces in every possible spacetime, then it would
be still possible to construct a generalized quantum mechanics according to the principles
we have described. It would have as its starting point the more restricted set of histories
which were foliable by the quantity involved. Its construction would be analogous to the
formulation of the quantum mechanics of a relativistic particle with the preferred time
of a particular Lorentz frame that was discussed in Section VII.4. As there, an equivalent
formulation in terms of states on the corresponding surfaces in superspace would be expected.
It is important to note that such restrictions imply a definite physical prediction. To restrict
the fine-grained histories, for example, to a set where a type of surface of a given three-volume
occurs once and only once is to predict that once that volume occurs there is zero probability
for it ever to occur again.
A generalization of Hamiltonian quantum mechanics, such as that of this section, which
dispenses with the familiar notion of “state on a spacelike surface” has the heavy obligation
to show how it is recovered again in a suitable limit. We shall discuss this question in
Section IX. There we shall argue that, in those limiting situations where spacetime behaves
classically, we recover from this generalized quantum mechanics of spacetime geometry and
matter fields an approximate quantum mechanics of matter fields in which the preferred
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time necessary for a formulation in terms of states is supplied by the background classical
geometry.
F. Discussion – Constraints
Are the constraints satisfied in this generalized quantum mechanics for general relativity?
In the cases of electromagnetism and the relativistic world line, we were able to give two
distinct meanings to the question of whether the constraints were satisfied. The first was to
partition the histories by the values of the constraints and ask whether the probability was
unity that they were satisfied. The second was to ask whether class operators commuted
with the constraints and whether branch wave functions were annihilated by them. In this
subsection we offer some thoughts on these questions in the quantum mechanics of general
relativity we have constructed.
In the case of electromagnetism and the relativistic world line the constraints restricted
the values of certain combinations of the momenta. The restrictions were piL(x) = 0 in the
case of electromagnetism and p2 = −m2 in the case of the relativistic world line. We were
able to give meaning to a partition of the histories by the values of piL(x) and p2 by defining
the momenta as partitions by “displacements in flight” in the limit of very long intervals
of time. We found vanishing probability for values of the momenta that did not satisfy the
constraints. In this physical sense, the theories could be said to imply the constraints with
probability unity.
To assess the probability that the constraints are satisfied in the present quantum me-
chanics of spacetime, we must first exhibit a diffeomorphism-invariant partition of metrics
and field configurations into a class where the constraints are satisfied and a class where
they are not. This is a more difficult problem than exhibiting similar partitions in the cases
of gauge theories or the relativistic world line for two reasons: First, the constraints are not
combinations of the momenta alone when written in the form of (8.15) and (8.10), so that
identifying the spacetime metrics in which they are satisfied approximately is not a ques-
tion resolved as straightforwardly as with the “time of flight” constructions in the simpler
examples. (Remember the fine-grained histories are not generally differentiable!) Second,
the partition must include a diffeomorphism invariant specification of the spacelike surfaces
on which the constraints are to be investigated. We cannot, for example, usefully partition
the fine-grained histories into the class in which the constraints are defined and satisfied
on every spacelike surface and the class in which they are not. If a geometry satisfies the
constraints on every spacelike then it solves the Einstein equation [95]. A partition into clas-
sical histories and non-classical ones is diffeomorphism invariant but also trivial in quantum
mechanics. Rather, it is necessary to investigate the constraints on some specific family of
spacelike surfaces. One could perhaps imagine, in analogy with the relativistic world line,
specifying such a family using distances along suitable curves from ∂M ′. However, such
partitions are not likely to be of much use in practical quantum cosmology. We shall not
pursue them further here.
We can more readily investigate the questions of whether class operators commute with
operator versions of the constraints in the “Hilbert space” of functionals of three-metrics and
whether branch wave functionals corresponding to individual histories in a coarse-grained
set are annihilated by operator forms of the constraints. For simplicity, we confine the
discussion to the case of pure gravity.
We first must draw a distinction between the momentum constraints Hi = 0 and the
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Hamiltonian constraint H = 0 in the notation of (8.10). In the 3+1 decomposition through
which they are defined, the momentum constraints generate three-dimensional diffeomor-
phisms in the sense that
hij + ξ
k{hij, Hk} = hij +Diξj +Djξi . (8.39)
The Hamiltonian constraint, on the other hand, generates changes more analogous to
reparametrization transformations.
For the reparametrization-invariant relativistic world line discussed in Section VII.6, class
operators neither generally commuted with the constraint nor were branch wave functions an-
nihilated by them. We can hardly expect more for the Hamiltonian constraint in general rel-
ativity for similar reasons. However, the momentum constraints generate three-dimensional
diffeomorphisms that are the analogs of spatial gauge transformations in electromagnetism.
The same argument that showed that, when defined with a certain class of gauge-fixing con-
ditions, the class operators corresponding to gauge invariant partitions in electromagnetism
commuted with the piL(x) can be generalized to show a similar result for the momentum
constraints in general relativity (although we shall not give the details here). A notion of a
branch wave functional may be defined by
Ψα[hij] = 〈hij‖Cα|Ψ〉 = 〈hij‖Cα‖h′ij〉 ◦Ψ[h′ij] . (8.40)
Then, provided that the surface σ′ on which the ◦ product is calculated is itself defined by
a three-dimensional diffeomorphism invariant condition, and provided the matrix elements
of Cα are defined with invariant gauge-fixing conditions as described above, one can show
formally that
Hi(x)Ψα[hij] = 0 . (8.41)
Only in such a circumscribed way can have we been able to make limited contact with the
ideas of Dirac quantization.
G. Simplicial Models
In the absence of any conclusive evidence that its defining functional integrals converge,
the generalized quantum mechanics for spacetime described in the preceding three subsec-
tions must be regarded as a formal construction for the moment. Whether the Einstein
action can be used as the starting point for a complete, finite, manageable quantum theory
of gravity in which the ingredients of the above framework can be given concrete meaning
is at best an open question. Therefore, to investigate the decoherence and calculate the
probabilities of the alternative histories of our universe that might be confronted with ob-
servation, we must either find the correct quantum theory of gravity or retain the Einstein
action but turn to finite models in which its ultraviolet divergences have been cut off. This
second approach will be useful if, for a realistic initial condition, the predictions of very low
energy phenomena, such as the probabilities of various galaxy-galaxy correlation functions
at the present epoch, are insensitive to this cut-off. This subsection describes (very briefly)
a class of such finite models based on the simplicial approximation to smooth geometries
and the methods of the Regge calculus12.
12 The original paper is Regge [118]. For a review and bibliography see Williams and Tuckey [139]. For a
lucid introduction to the Regge calculus see the lectures by F. David in this volume.
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As mentioned in Section VIII.2, a simplicial four-manifold can be constructed by joining
together four-simplices — the four-dimensional analogs of triangles in two-dimensions. A
metric on such a simplicial manifold is specified by assigning definite values to the squared
lengths of the edges and a flat metric consistent with these values to the interior of the
simplices. Both Lorentzian and Euclidean geometries can be represented in this way, the
signature in each simplex being determined by the values of its squared edge-lengths. Eu-
clidean geometries have all positive squared edge-lengths that satisfy the higher dimensional
analogs of the triangle inequalities. Lorentzian geometries may have some negative (time-
like) squared edge-lengths and are restricted by analogous inequalities. Thus, geometry is
represented discretely and finitely. Matter field configurations can also be represented dis-
cretely, for example, in the case of a scalar field by specifying the value of the field at each
vertex.
In four-dimensions, the curvature of a simplicial geometry is concentrated on the triangles
in the same way that curvature in a two-dimensional simplicial surface is concentrated at the
vertices. The deficit angle, θ, is a measure of the curvature. In two dimensions, the deficit
angle of a vertex is the difference between 2pi and the sum of the interior angles between
edges meeting at that vertex. In four dimensions, the deficit angle of a triangle is 2pi minus
the sum of the dihedral angles between the three-simplices that meet in that triangle. A flat
geometry has vanishing deficit angles.
Einstein’s action (8.5) has a beautifully simple, geometrical expression for a simplicial
geometry. It is most straightforwardly stated for a Euclidean geometry. The form for a
Lorentzian geometry, can be found by analytic continuation of the squared edge-lengths to
the values that specify a Lorentzian signatured geometry. The Euclidean action is [82, 118]
`2I = −
∑
interior
triangles
2Aθ +
∑
four−
simplices
2ΛV4 −
∑
boundary
triangles
2Aψ . (8.42)
The first two terms correspond to the scalar curvature and cosmological constant terms in
(8.5). Here A is the area of a triangle, θ is its deficit angle, and V4 is the volume of a
four-simplex. The last term is the boundary term. Again A is the area of a triangle in
the boundary and ψ is pi minus the sum of the dihedral angles between the three simplices
that intersect in a boundary triangle. Each of the quantities that enters into the action
can be expressed in terms of the squared edge-lengths by standard geometrical formulae for
areas, volumes, angles, etc.13 The Regge action I thus becomes a function of the squared
edge-lengths specifying a simplicial geometry.
We now describe how to construct a generalized quantum mechanics for simplicial geome-
tries on a fixed simplicial manifold. For simplicity we consider pure gravity with no matter.
The fine-grained histories of the model are the Lorentz signatured simplicial geometries. An
individual fine-grained history is specified by giving all the squared edge-lengths {si} of the
simplicial net. A fine-grained history is thus a point in the space of squared edge-lengths S
in the region SL corresponding to Lorentz signature. In general, two different assignments
of edge-lengths will correspond to two distinct geometries. (An exception is flat space where
different assignments can correspond to the same flat geometry.) In general, therefore, there
is no diffeomorphism symmetry of the action (8.42). Integrating over distinct values of the
{si} therefore corresponds to summing over distinct geometries.
13 See e.g. [67] for explicit and practical details.
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The set of fine-grained histories may be coarse-grained by values of functions of the
squared edge-lengths. A partition of SL into a set of exclusive regions {cα} is an example. To
define the corresponding class operators we consider histories on a fixed simplicial manifold
M with two boundaries ∂M ′ and ∂M ′′ such as that illustrated in two dimensions in Figure
12. Let {t′i} and {t′′i} respectively be the squared lengths of the edges in these boundaries.
We define
〈t′′i‖Cα‖t′i〉 =
∫
SintL
dµint(s
i)eα(s
i) exp[iS(si)] . (8.43)
The multiple integration is over all interior edge-lengths keeping {t′i} and {t′′i} fixed. The
characteristic function eα is 1 when the s
i lie in the region cα and is zero otherwise. The
action S(si) is i times the I(si) of (8.42) consistently continued to SL. The quantity µint(si)
is an appropriate measure on the space of squared edge-lengths which we shall not specify
further in this discussion.
The boundary ∂M ′ is a closed simplicial three-manifold made up of three-simplices.
The space, T ′, of squared edge-lengths {t′i} consistent with Euclidean signatured three-
geometries is a simplicial analog of superspace. Wave functions describing initial and final
conditions are functions on T ′. There is similar space T ′′ for the boundary ∂M ′′.
To define the analog of the DeWitt metric on T ′ we note that each simplicial geometry
in T ′ corresponds to a class of three-metrics in superspace that is invariant under three-
dimensional diffeomorphisms. The DeWitt metric on T ′ may be identified with the DeWitt
product between a representative of these three-metrics
G′mn (t
′p) δtmδtn = Gijkl (hrs) δhijδhkl . (8.44)
In this equation, Latin indices range over all edges in ∂M ′ on the left hand side and over
the three spatial dimensions on the right. On the right, hrs is a three-metric representing
the geometry specified by {tp} and δhij is a perturbation in that metric induced by {δtm}.
Lund and Regge [103, 117] have given a simple formula for G′ij. It is
G′mn = −
∑
three
simplices
1
V3
∂V 23
∂tm∂tn
(8.45)
where V3 is the volume of a three-simplex expressed as a function of its squared edge-lengths
and the sum is over all of them in ∂M ′. G′ij is a metric on T ′ There is a similar construction
for T ′′.
Given a spacelike surface σ in T , the DeWitt product between wave functions Ψ1(tk) and
Ψ2(tk) is defined by
Ψ1 ◦Ψ2 = i
∫
σ
dΣi Ψ1∗(tk)
↔
∇i Ψ2(tk) , (8.46)
that is, by the usual Klein-Gordon product on the space T ′ endowed with the metric G′ij.
We can now construct the decoherence functional for the simplicial model following the
discussion in Section VIII.4.3. For sets of wave functions {Φi(tk)} and {Ψi(tk)} representing
final and initial conditions respectively, we define
〈Φi |Cα|Ψj〉 = Φi (t′′m) ◦ 〈t′′m ‖Cα‖ t′n〉 ◦Ψ (t′n) (8.47)
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where the products are to be taken over initial and final surfaces σ′ and σ′′ in T ′ and T ′′
respectively. As in (8.30) the decoherence functional is
D (α′, α) = N
∑
ij
p′′i 〈Φi |Cα′|Ψj〉 〈Φi |Cα|Ψj〉∗ p′j . (8.48)
Normalization fixes N as
N−1 =
∑
ij
p′′i |〈Φi |Cu|Ψj〉|2 p′j (8.49)
where the integral defining 〈Φi|Cu|Ψj〉 is defined by (8.46) and (8.43) with eα = 1. This
construction will not be independent of the surfaces σ′ and σ′′ unless further conditions
are put on the wave functions Ψj(t
m) and Φi(t
m). The values and derivatives of Ψj(t
m) on
two different surfaces in T ′, for example, should be related in such a way that the change in
〈Φi|Cα|Ψj〉 is zero or becomes small in the limit of increasingly fine simplicial subdivisions of
the manifold M . That is the limit in which, were the theory well behaved, we would expect
to recover the continuum behavior described formally in Section VIII.4. In particular, in the
continuum the matrix elements (8.47) are formally independent of surface when the wave
functions satisfy the Wheeler-DeWitt equation. A precise form of the analogous conditions
for the simplicial model is not known at the time of writing.14
Whether or not the continuum limit of the simplicial model exists and whether or not its
construction is independent of the surfaces σ′ and σ′′, the constructions sketched above define
a generalized quantum theory of simplicial spacetime that is consistent with the principles
of Section IV. It, therefore, is a tractable model with which to test the decoherence of model
spacetime coarse grainings and the predictions of particular theories of the initial and final
conditions of our universe.
H. Initial and Final Conditions in Quantum Cosmology
The quantum mechanics of cosmological spacetimes described in this section can be used
to calculate the probabilistic predictions of particular theories of the initial and final condi-
tions of our universe. Cosmologically interesting coarse-grained alternatives include whether
or not spacetime geometry behaves classically in the later universe on scales above the Planck
scale, whether or not the universe is homogeneous and isotropic on large scales, alternative
values of the fluctuations that produced the large scale structure, alternative values of the
present age, etc., etc. Precisely defined, each of these sets of alternatives corresponds to
a diffeomorphism invariant partition of spacetime geometry and matter fields for which a
decoherence functional can be calculated, given a cut off theory of quantum gravity and a
specification of the initial and final conditions. The discussion of particular theories of the
initial and final conditions, their virtues and failings, lies outside the scope of these lectures,
but it is perhaps appropriate to offer a few speculations on their nature.
Theories of the initial condition of the universe have been much discussed and there
are many candidates.15 Typically a single “wave function of the universe” is specified for
14 For possible direction, see the discussion of constraints in the continuum time Regge calculus formalism
in Piran and Williams [117] and Friedman and Jack [40].
15 For a review see Halliwell [59].
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the set {Ψj} described above. An example, not chosen independently of the prejudices
of the author, is the “no boundary” wave function [80]. The no-boundary wave function
is the cosmological analog of the ground state wave functions of quantum mechanics and
field theory. The analogy is not to a state which is the lowest eigenstate of a Hamiltonian.
As we have mentioned, for closed cosmological spacetimes there is no preferred notion of
time, therefore no preferred notion of energy, therefore no covariant notion of Hamiltonian
and no covariant notion of the ground state of a Hamiltonian. However, in theories that
have a well-defined notion of time and a corresponding Hamiltonian, the ground state wave
function which is the lowest eigenstate of that Hamiltonian may be alternatively expressed
as a functional integral over Euclidean histories with suitable boundary conditions. It is this
construction that covariantly generalizes to give the “no boundary” wave function of the
universe. More explicitly, the no boundary wave function, in its simplest version, is defined
as an integral over metrics and fields on a compact manifold M with a single boundary ∂M ,
of the form
Ψ [h, χ] =
∫
C
δg δφ ∆Φ[g, φ]δ[Φ[g, φ]] exp(−I[g, φ]) . (8.50)
Here, the integral is over four-dimensional metrics g and fields φ on M that match the
arguments of the wave function on the single boundary ∂M along some appropriate contour
C. The action I is the Euclidean Einstein action for gravity coupled to matter. Of course,
much remains to be specified in making a schematic form like (8.50) concrete. In particular,
the manifold M (or the class of manifolds to be summed over if many are allowed), the
measure, and the contour of integration C. The latter must be complex because the integral
would diverge along a purely real contour, the Euclidean Einstein action being unbounded
below. Various possibilities have been discussed for these, but in view of the remaining
ambiguities it might be more accurate to speak of various possible no boundary proposals
corresponding to different choices of the contour [62, 63]. If these choices are made so that
they are invariant under the symmetry (8.22) generated by the constraints then (8.50) is
an integral representation of a wave function that formally satisfies an operator form of the
constraints. (See e.g. [61]). The wave function Ψ defined on superspace by (8.50) is thus a
possible candidate for a theory of the initial condition in the predictive formalism we have
described. Observations reveal the early universe to have been remarkably simple so this
cosmological analog of the ground state is a plausible candidate for the initial condition of
our universe.
The use of a functional integral over complex metrics to define a wave function represent-
ing the initial condition for cosmology is not to be interpreted to mean that probabilities
are assigned to complex values of the metric of spacetime. In the present framework the
wave function has no direct probabilistic interpretation. Rather, it is an input to the con-
struction of the decoherence functional which determines the probabilities for decoherent
coarse-grainings of real, Lorentzian, cosmological geometries. We shall see in Section IX,
however, that certain predictions for the classical behavior of spacetime can be extracted
directly from initial wave functions in domains of superspace where they have semiclassical
form.
In contrast to the initial condition, the final condition of the universe has received little
discussion. Yet, in the time-neutral formulation of quantum mechanics used here (Section
IV.6) the specification of a final condition is just as necessary as is the initial one. As
described in Section IV.6, available evidence is consistent with a special condition like the no-
boundary proposal at one end of the histories and a condition analogous to the condition of
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indifference with respect to final state used in the usual formulations of quantum mechanics.
What is the analog of a condition of final indifference in a generalized quantum mechanics
that does not possess a notion of state on a spacelike surface? What sets of final wave
functions {Φi} should be summed over in (8.30) and what are the probabilities {p′′i }? This
is a subject for further research.16
IX. SEMICLASSICAL PREDICTIONS
A. The Semiclassical Regime
Extracting the predictions of a theory of the initial condition of the universe for observa-
tions today is the central application of the generalized quantum mechanics developed in the
preceding section to the subject of quantum cosmology. To find these predictions one must
calculate which present alternatives decohere and use the resulting joint probabilities to
search for conditional probabilities sufficiently near unity. These are the definite predictions
with which the theory of the initial condition can be tested.
By and large, even for specific alternatives of interest, nothing like this program has
been carried out in detail for any of the proposed theories of the initial condition. Earlier
work has, for the most part, focused on predictions of the most likely classical spacetimes
and matter field configurations that the late universe will exhibit. Clearly these are the
predictions most directly testable by observations of the large scale structure of the present
universe. Practical prescriptions have been developed for extracting predictions of classical
histories from a wave function encapsulating the theory of the initial condition in analogy
to those that are used for interpreting WKB wave functions in non-relativistic quantum
mechanics. Typically, these prescriptions posit that, in regimes where the wave function
describing the initial condition has the semiclassical form of a slowly varying prefactor times
exp[i(classical action)], it can be interpreted as predicting the ensemble of classical histories
that correspond to the classical action with a likelihood measured by the size of the prefactor.
The decoherence of the alternative classical histories of spacetime is implicitly assumed.
However, fundamentally, the prediction of classical behavior in quantum mechanics is
not a matter of a separately posited rule; it is a matter of the probabilities of histories.
A system exhibits classical behavior when, in a suitably coarse-grained decoherent set of
histories, the probability is high only for those histories correlated by deterministic laws.1
Practical prescriptions for the extraction of classical predictions from the form of a wave
function must therefore be justified in terms of the probabilities of such sets of histories.
In this section we take some important steps in the direction of justifying the rules for
semiclassical prediction that have been employed in quantum cosmology, using the quantum
mechanics of histories of geometry developed in the preceding section.
To show that a wave function of semiclassical form predicts classical histories in general-
ized quantum mechanics it is necessary to do three things: First, one must exhibit a coarse
graining in which classical histories correlated by deterministic laws can be distinguished
from non-classical ones not so correlated. Second, one should show that this set of histories
16 For one idea see Sorkin [124]. There are several others.
1 For more extensive discussions of classical behavior from the point of view of the quantum mechanics of
histories see [45, 47].
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decoheres as a consequence of the initial wave function. Third, one should show that the
probability is high only for histories correlated by deterministic laws and calculate the rel-
ative probabilities for the different histories that exhibit these correlations. In Section III.4
we carried out such a combined analysis of the decoherence of histories and probabilities of
deterministic correlations for non-relativistic systems using a model class of coarse grainings.
Consideration of both is important because both contribute to establishing the requirements
on the coarse graining necessary for classical behavior. Coarse graining is needed for de-
coherence and further coarse graining is needed to achieve classical predictability in the
presence of the noise that typical mechanisms of decoherence produce.
However, at the time of writing, no calculations of the decoherence of coarse-grained his-
tories of spacetime geometry have been carried out using the generalized quantum framework
presented here.2 We shall therefore investigate a more limited question. We shall assume
that wave functions of semiclassical form lead to the decoherence of suitably coarse-grained
sets of histories of spacetime, but demonstrate how these can be classically correlated in
time. We begin with the analogous demonstration in non-relativistic quantum mechanics.
B. The Semiclassical Approximation to the Quantum Mechanics of a Non-
Relativistic Particle
Let us recall how the semiclassical approximation works in non-relativistic particle quan-
tum mechanics. A set of coarse-grained histories for the particle could be defined by giving
exhaustive sets of exclusive intervals {∆kαk} at various times {tk} . We shall assume that
the decoherence of such a set has been accomplished by the interaction of the particle with
a larger system, as in a measurement situation. (See the discussion in Section II.6.) We can
then focus on the probabilities of correlations in a particular history which is described by
particular sequence of intervals ∆1, · · · ,∆n at times t1, · · · , tn (dropping the superscripts on
the ∆’s to simplify the notation).
Suppose we are given an initial wave function ψ(q0) at t = 0. From (3.20), the the class
operator corresponding to the coarse grained history in which the particle passes through
the position intervals ∆1, · · · ,∆n at times t1, · · · , tn has the matrix elements
〈qf , tf |P∆n(tn) · · ·P∆1(t1)|ψ〉 =
∫
dq0
∫
α
δq eiS[q(τ)]/~ψ(q0) . (9.1)
The sum is over the class cα of all paths that start at q0 at t = 0, pass through the intervals
∆1, · · · ,∆n at the appointed times, and wind up at qf at time tf (see Fig. 14).
Classical correlations are predicted when the path integral in (9.1) can be done by the
method of stationary phase. For then, only when ∆1, · · · ,∆n are lined up so that a classical
path from some q0 to qf passes through them will the amplitude (9.1) be non-vanishing.
Whether a stationary phase approximation is appropriate for the path integral in (9.1)
depends on the intervals ∆1, · · · ,∆n, the times t1, · · · , tn, and the initial wave function
ψ(q0). The ∆1, · · · ,∆n must be large enough and the times t1, · · · , tn separated enough
to permit the destructive interference of the non-classical paths by which the stationary
phase approximation operates. The ∆’s must be small enough that a unique classical path
2 Although suggestive calculations have been carried out using not unrelated ideas by Zeh [144, 145], Kiefer
[91], Fukuyama and Morikawa [41], Halliwell [58], and Padmanabhan [113].
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FIG. 14: The semiclassical approximation to the quantum mechanics of a non-relativistic particle.
Suppose at time t = 0 the particle is in a state described is a wave function ψ(q0). Its subsequent
evolution exhibits classical correlations in time if successive determinations of position are corre-
lated according to classical laws, that is, if the amplitude for non-classically correlated positions is
near zero. The existence of such classical correlations is, therefore, a property not only of the initial
condition but also the coarse graining used to analyze the subsequent motion. Classical correlations
are properties of coarse-grained sets of histories of the particle. The amplitude for the particle to
pass through intervals ∆1,∆2, · · · ,∆n at times t1, · · · , tn and arrive at qf at tf is the sum of exp
(iS) over all paths to q(t) that pass through the intervals, weighted by the initial wave function.
For suitably spaced intervals in time, suitably large intervals ∆k, and suitable initial wave function
ψ, this sum may be well approximated by the method of stationary phase. In that case, only
when the intervals ∆k are aligned about a classical path will there be a significant contribution to
this sum. Classical correlations are thus recovered. How many classical paths contribute depends
on the initial condition ψ(q0). If, as illustrated here, it is a wave packet whose center follows a
particular classical history then only that particular path will contribute significantly. By contrast,
if ψ is proportional to exp [iS(q0)] for some classical action S(q0), then all classical paths that
satisfy mq˙ = ∂S/∂q will contribute. Then the prediction is of an ensemble of classical histories,
each one correlated according to the classical equations of motion.
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passes through them. But, in addition to these requirements on the coarse graining, the
initial ψ(q0) must be right as well. There are a number of standard forms for ψ(q0) for
which the stationary phase approximation can be seen to be valid. For example, if ψ(q0)
describes a wave packet with position and momentum defined to an accuracy consistent with
the uncertainty principle, and the time intervals between the tk are short compared with
the time over which it spreads, and the ∆k are greater than its initial width, then only a
single path will contribute significantly to the integral — that classical path with the initial
position and momentum of the wave packet. Another case leading to the validity of the
stationary phase approximation is when ψ(q0) corresponds to two initially separated wave
packets. Then, two different classical paths contribute to the stationary phase approximation
to (9.1) corresponding to the two sets of initial data. A unique classical trajectory is not
predicted but rather one of two possible classical evolutions each with some probability
determined by ψ(q0).
In general, therefore, a detailed examination of the initial wave function ψ(q0) is needed
to determine if it predicts classical correlations in a suitably coarse-grained set of histories.
However, there is a simple case when the requirements can be seen to be satisfied. This is
when the Schro¨dinger evolution of the wave function ψ(q0) is well approximated by forms
like
ψ(q, t) ≈ A(q, t) e±iS(q,t)/~ (9.2)
where A(q, t) is a real slowly varying function of q and S/~ is a real, rapidly varying function
of q. Eq. (9.2) thus separates ψ(q0) ≡ ψ(q0, 0) into a slowly varying prefactor and a rapidly
varying exponential. It follows from the Schro¨dinger equation in these circumstances that
S is a classical action approximately satisfying the Hamilton-Jacobi equation
− ∂S
∂t
+H
(
∂S
∂q
, q
)
= 0 , (9.3)
where H is the Hamiltonian:
H =
p2
2M
+ V (q) . (9.4)
The form (9.2) is general enough to include the familiar WKB case when ψ(q, t) is an energy
eigenfunction and S(q) and A(q) are independent of time with S(q) satisfying H(∂S/∂q, q) =
E.
The forms (9.2) are called semiclassical approximations. When the semiclassical approx-
imation (9.2) is inserted in (9.1), the functional integral over paths q(t) and the integral
over q0 are integrals of a slowly varying prefactor times a rapidly varying exponential. This
is immediately of the form for which the stationary phase approximation will be valid for
suitably large intervals3 ∆1, · · · ,∆n and times t1, · · · , tn. The exponent of the integral is
S
[
q(τ); qf , q0
)
+ S(q0, 0) . (9.5)
Here, S[q(τ); qf , q0) is the action functional for paths between q0 and qf while S(q0, 0) is the
classical action function specifying the initial semiclassical wave function. Extremization of
the exponent (9.5) with respect to the paths q(t) and the value of q0 give the values that
3 For different perspectives on how much coarse graining is necessary for classical behavior to be predicted
in the semiclassical approximation see e.g. Habib and Laflamme [55] and [47].
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dominate the integral (9.1). Extremizing with respect to q(t) keeping q0 and qf fixed means
the dominant paths satisfy the classical equations of motion. Extremizing with respect to
q0 gives the initial momentum of a path in terms of S(q0, 0):
p0 = ∂S/∂q0 . (9.6)
Like the two wave packet example above, a unique classical trajectory is not predicted. The
wave function (9.2) is not peaked about some particular initial data. In fact, since A(q0, 0)
varies slowly, it treats many q0’s equally. Thus, for suitable subsequent intervals ∆k and
times, t1, · · · , tn a semiclassical wave function predicts not just one classical trajectory, nor
all of them, but just those for which the initial coordinates and momenta are related by (9.6)
for the particular classical action S defined by the initial wave function. A wave function
of semiclassical form thus predicts an ensemble of classical trajectories, each differing from
the other by the constant needed to integrate (9.6).
The prefactor A is also of significance. Its square, |A(q0, 0)|2, is the probability of an
initial q0. Given that subsequent values of q are correlated by the classical trajectory with
this initial q0 and the initial momentum (9.6), |A(q0, 0)|2 may be thought of as the probability
of a particular classical trajectory crossing the surface t = 0. The order ~ implication of the
Schro¨dinger equation is that
∂|A|2
∂t
+ ~5 .
(
|A|2
~5S
M
)
= 0 (9.7)
so that the probability density |A|2 is conserved along the trajectories.
C. The Semiclassical Approximation for the Relativistic Particle
The argument that wave functions of semiclassical form imply classical correlations
in time for suitably coarse-grained sets of histories extends straightforwardly from non-
relativistic quantum mechanics to the quantum mechanics of spacetime. As a warm-up for
the latter problem, however, we begin by considering a system with a single reparametriza-
tion invariance, specifically the free relativistic world line in flat spacetime with paths that
move forward and backward in time. The generalized quantum mechanics for this system
was developed in Section VII.
We suppose that the initial condition for the relativistic particle is supplied by a pure state
whose Klein-Gordon wave function ψ(x) is well approximated, in some region of spacetime,
by the semiclassical form
ψ(x) ≈ A(x)eiS(x)/~ (9.8)
where A(x) is a slowly varying prefactor while the exponential varies rapidly. In this approx-
imation, the most rapidly varying part of the Klein-Gordon equation implies the Hamilton-
Jacobi equation for S(x):
(∇S)2 +m2 = 0 , (9.9)
which shows that S(x) is a classical action. The conservation of Klein-Gordon current in
this approximation of rapid variation of S gives
∇ · (∣∣A∣∣2∇S) = 0 , (9.10)
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which shows that |A|2 is conserved along the integral curves of the classical action S(x).
Unlike the case of non-relativistic quantum mechanics, the wave function ψ(x) does not
have a direct probability interpretation in the generalized quantum mechanics developed
in Section VII. Rather, it supplies the initial condition for the decoherence functional from
which the probabilities for decoherent partitions of the particle’s paths are determined.
Despite this, we shall see that probabilities for those coarse grainings that define sets of
histories that behave semiclassically can be extracted simply from the form of (9.8).
We consider a coarse graining of the paths of the relativistic particle into classes cα that
distinguish classical from non-classical behavior. An example would be coarse graining the
paths x(λ) by their behavior with respect to a division of spacetime into cells. Classical
paths will go only through certain sequences of cells consistent with obeying the classical
equation of motion. In the case of a free relativistic particle, the classical paths go through
cells connected by straight lines in spacetime intersecting each cell once and only once.
Non-classical paths connect cells in other ways.
We assume the decoherence of such a coarse-grained set of histories, {cα}, either by them-
selves or through interaction with a larger system as in a measurement situation. The rele-
vant class operator matrix element for a particular coarse-grained history cα is [cf. VII.4.19)]
〈x′′‖Cα|ψ〉 = i
∫
σ′
dΣν 〈x′′ ‖Cα‖x′〉
↔
∇′νψ (x′) (9.11)
where the matrix elements of the class operator are defined by the path integral (7.20) and
the integral is taken over a spacelike surface σ′ to the past of any restriction by the coarse
graining.
We further suppose, as a consequence of the semiclassical form (9.8) and the nature of the
coarse grainings, that the integral over x′ and the path integral defining the matrix elements
of Cα can be done by the method of stationary phase. Inserting (9.8) in (9.11), using the
gauge N˙ = 0 in (7.22), we find an integral that is proportional to an exponential of the
following combination:
S [x(λ), N ;x′′, x′) + S (x′) (9.12)
where we have indicated the dependence of the action on the endpoints explicitly. In the
stationary phase approximation, only paths that extremize this combination with respect to
the variables integrated over in (9.11) contribute to the integral. Extremization with respect
to x(λ) and N yield the classical equations of motion. The variable x′ is to be extremized in
the surface σ′ in which it is integrated. This gives the connection between the components
of the momentum of the classical path in the surface and the tangential derivatives of S(x).
The remaining component is determined by the constraint (9.9) and we can therefore write
initially
p′ = ∇x′S . (9.13)
Thus, with these assumptions, a wave function of the semiclassical form (9.8) predicts that
suitable coarse grainings will define an ensemble of histories correlated in time by the classical
equations of motion having any of the possible initial positions on the initial surface σ′ with
an initial momentum determined (9.13). To calculate the probability of a particular history
we only have to calculate the probability of the position that it crosses σ′. These are
determined by the diagonal elements of the decoherence functional (7.64).
For simplicity, let us, assume that the surfaces σ′ and σ′′ are surfaces of constant time,
t′ and t′′ respectively. We calculate the probability that the classical path passes through a
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particular spatial region α of the surface σ′ having volume ∆α centered about position xα.
According to (7.64) this is
p(α) = N
∫
d3p′′
(2pi~)32ωp′′
|〈φp′′ |Cα |ψ〉|2 . (9.14)
Here, we have assumed a final condition of indifference with respect to final states imple-
mented by a sum over a complete set of positive frequency momentum eigenstates having
Klein-Gordon wave functions
φp(x) = ~
1
2 exp [i (−ωpt+ p · x)/ ~] (9.15)
where, as usual, ωp =
√
p 2 +m2. The matrix elements of Cα are
〈φp ′′ |Cα|ψ〉 = −
∫
R3
d3x′′
∫
α
d3x′ φ∗p ′′(x
′′)
↔
∂
∂t′′
∆F (x
′′ − x′)
↔
∂
∂t′
ψ(x′) . (9.16)
Noting that
ρf (x
′′, x′) ≡
∫
d3p
(2pi~)32ωp
φp (x
′′) φ∗p (x
′) = −i∆F (x′′ − x′) , (9.17)
and composing Feynman propagators where appropriate, we can write for the probability
(9.14)
p(α) = N
∫
α
d3x′′
∫
α
d3x′ ψ∗ (x′′)
↔
∂
∂t′′
∆F (x
′′ − x′)
↔
∂
∂t′
ψ (x′) (9.18)
where x′′ and x′ both lie on the constant time spacelike surface σ′. This can be evaluated as
follows: Insert the semiclassical form (9.8) in (9.18) and note that the slowly varying prefac-
tor A(x) can be pulled outside all integrations and evaluated at the center xα of the interval
∆α. To evaluate the remainder of the integral insert the standard integral representation for
∆F following from (9.17) and (9.15) into (9.18). Note that, if the characteristic size of the
region ∆α is large compared to the Compton wave length ~/m, the various factors of ωp may
be replaced by (∂S/∂t′), when the latter is positive like ωp, because the integrations over
x′′ and x′ approximately enforce the connection (9.13). If ∂S/∂t′ is negative the integral is
zero in these approximations. Carrying out the remaining integrations one finds
p(α) = N |A (t′,xα)|2 ∆α θ (∂S/∂t′) ∂ [S (t′,xα) /~] /∂t′ . (9.19)
The normalization factor, N can be determined in this approximation by requiring the
probabilities to be normalized, Σαp(α) = 1.
The restriction to coarse grainings that distinguish classical paths only up to errors in
position larger than the Compton wavelength may be understood in another way. The exact
notion of localization for the relativistic particle is provided by the Newton-Wigner position
operator [109]. A state localized in the Newton-Wigner sense does not have a localized
Klein-Gordon wave function, rather one spread out over coordinate intervals of order ~/m.
Throughout, we have been discussing coarse grainings defined in terms of the coordinates of
spacetime by which the fine-grained histories are defined. We should, therefore, not expect
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to obtain a notion of classical position that is defined more accurately than the Compton
wavelength. We do not.
The result (9.19) is not a surprise. The conservation of Klein-Gordon current leads to
the conservation of |A|2∇S in the semiclassical approximation [cf. (9.10)]. In view of the
connection (9.13) between ∇S and four-velocity, this can be interpreted as the conservation
of the density |A|2 along classical trajectories. We, therefore, naturally are led to think of
|A|2∇µSdΣµ , (9.20)
when positive, as the relative probability that the classical trajectories cross an element
of spacelike hypersurface dΣµ. This is the rule that was advocated by many authors for
a probability interpretation of semiclassical wave functions of reparametrization invariant
systems especially clearly and completely by Vilenkin [134]. Here, we have derived this rule
from a more fundamental probability interpretation through which the limitations of the
approximation can be explored.
It should be stressed that we have exhibited no readily applicable rule for determining
which coarse grainings lead to classical correlations. For example, we expect the semiclas-
sical approximation (9.8) to be valid only in some region of spacetime. Coarse grainings
that distinguish between paths outside this region cannot be expected to exhibit classical
correlations. In particular, in evaluating the integral over x′ that led to (9.13) we, in effect,
assumed that the semiclassical form (9.8) was valid over the whole of the surface σ′. If
that is not true a more delicate argument with possibly more stringent requirements on the
coarse graining may be needed to exhibit classical correlations in time. The important point
is that the generalized quantum mechanics for a single relativistic particle gives us a precise
meaning for the probabilities of decoherent sets of coarse-grained histories in which various
approximation schemes can be analyzed and their limitations explored.
D. The Approximation of Field Theory in Semiclassical Spacetime
Any generalization of quantum mechanics that is proposed to deal with the problem
of time in quantum gravity must reproduce the usual Hamiltonian quantum mechanics of
matter fields in a fixed background spacetime for those coarse-grained histories in which
spacetime geometry behaves classically. To discuss this question, a more refined type of
semiclassical approximation is needed than the kind we have discussed for non-relativistic
systems or the relativistic particle. In these, all variables behave classically. To discuss the
recovery of quantum field theory in classical spacetime we need to treat the matter field
variables fully quantum mechanically in situations where geometry behaves approximately
classically. Such approximations are familiar from other areas of physics. In the Born-
Oppenheimer approximation to molecular dynamics, for example, the motion of the nuclei
is treated classically while the dynamics of the electrons is treated quantum mechanically.
In ordinary quantum mechanics, wave functions that are products of a rapidly oscillating
function of semiclassical form like (9.2) in some variables times a more slowly varying func-
tion of the remaining ones lead to classical behavior of the former and quantum behavior
of the latter. Typically there is a scale that governs the separation into rapidly and slowly
varying parts. In the case of the Born-Oppenheimer approximation it is the ratio of the
mass of the nuclei to that of the electron. The ratio of the Planck mass to characteristic
particle energies will be the important ratio in approximations where spacetime geometry
behaves classically but matter behaves quantum mechanically.
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The initial condition for cosmology is represented by wave function(s) on superspace
that solve operator versions of the constraints. Procedures for constructing wave functions
of various semiclassical forms that approximately satisfy the constraints have been widely
discussed in the literature and we shall only briefly review them here. For details and
references to the original literature the reader can consult the papers of Halliwell [57] and
Padmanabhan and Singh [114]. Many different semiclassical forms are possible depending
on what variables the rapidly and slowly varying parts of the wave function depend on. To
illustrate with a simple case we consider wave functions of the form
Ψ [hij(x), χ(x)] = A[hij(x)] exp(±iS0[hij(x)])ψ [hij(x), χ(x)] , (9.21)
where A and ψ are slowly varying functionals of hij(x) and S0[hij(x)] is a real classical
action for gravity alone and we have reverted to units where ~ = 1 for the remainder of this
section. The action S0[hij(x)] satisfies the classical Hamilton-Jacobi equations [49, 116] that
arise from the constraints of general relativity H(piij, hij) = 0 and Hi(pi
ij, hij) = 0 when the
momentum piij(x) conjugate to hij(x) is related to S0 by
piij(x) =
δS0
δhij(x)
. (9.22)
Explicitly [cf. (VIII.4.8)] these constraints are:
`2Gijk`(x)pi
ij(x)pik`(x) + `−2h
1
2 (x)
(
2Λ−3 R(x)) = 0 . (9.23a)
Djpi
ij(x) = 0 . (9.23b)
The gradient (9.22) defines a vector field on superspace and its integral curves are the
classical spacetimes that give rise to the action S0. For example, if we work in the gauge
where four-metrics have the form
ds2 = −dτ 2 + hij(τ,x)dxidxj , (9.24)
then eq. (9.22) becomes
1
2
dhij
dτ
= Gijk`
δS0
δhk`
. (9.25)
Integrating (9.25), we recover a four-metric (9.24) that satisfies the Einstein equation. The
values of ψ along such an integral curve define ψ as a function of τ
ψ = ψ [hij(τ,x), χ(x)] = ψ [τ, χ(x)] . (9.26)
The wave function Ψ[hij(x), χ(x)] must satisfy the operator form of the constraints (8.16)
that implement the underlying gravitational dynamics. The three momentum constraints,
HiΨ = 0, guarantee that Ψ is independent of the choice of coordinates in the spacelike
surface. The Hamiltonian constraint may be written out formally as
H0(x)Ψ =
[
−`2∇2x + `−2h
1
2 (2Λ−3 R) + h12 Tˆnn(χ,−iδ/δχ)
]
Ψ = 0 . (9.27)
Here,
∇2x = Gijk`(x)
δ2
δhij(x)δhk`(x)
+
 linear derivativeterms depending
on factor ordering
 (9.28)
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and Tˆnn is the stress-energy of the matter field projected into the spacelike surface (the
Hamiltonian density) expressed as a function of the matter field χ(x) and the operator
−iδ/δχ(x) corresponding to its conjugate momentum. This operator form of the Hamilto-
nian constraint is called the Wheeler-DeWitt equation [22, 136]. The implications of the
Wheeler-DeWitt equation (9.27) for that part of the semiclassical approximation that varies
slowly with three-metric may be found by inserting the approximation (9.21) into (9.27),
using the Hamilton-Jacobi equation (9.23), and neglecting second derivatives of terms vary-
ing slowly with respect to the three-metric. The result is an equation for Aψ that can be
organized in the following form:
− iψ
[
(∇2xS0)A+ 2Gijk`
δS0
δhij
δA
δhk`
]
+ A
[
−2iGijk` δS0
δhij
δψ
δhk`
+ `−2h
1
2 Tˆnnψ
]
= 0 . (9.29)
We now impose the condition that the two terms in (9.29) vanish separately. This defines a
decomposition of the slowly varying part, Aψ, into A and ψ.
The condition on the ψ resulting from (9.29) may be rewritten using (9.25) and (9.27) as
i
∂ψ
∂τ
= h
1
2 Tˆnn
(
χ,−i δ
δχ
)
ψ . (9.30)
This is the Schro¨dinger equation in the field representation for a quantum matter field χ
executing dynamics in a background geometry of the form (9.24).
The condition on A arising from (9.29) implies the following relation
Gijk`
δ
δhij
(
|A|2 δS0
δhk`
)
= 0 . (9.31)
This is the equation of conservation of the current |A|2(δS0/δhij) in superspace. It is the
analog of the similar relation (9.7) in non-relativistic quantum mechanics and (9.10) in the
quantum mechanics of the relativistic particle. Indeed, in view of (9.25), this is just the
statement that the “density in superspace”, |A|2, is conserved along classical trajectories,
the integral curves of (9.25).
Many other semiclassical approximations are possible besides the one based on the form
(9.8). For example, an approximate form in which both spacetime and some matter variables
behave classically would involve an action defining the rapidly varying part of the wave
function which depended on both kinds of variables. One can consider ensembles of classical
geometries driven by expectation values of matter fields in which the constraints (9.23)
contain such terms as sources. Systematic approaches to obtaining such approximate wave
functions by expanding the solutions to the Wheeler-DeWitt equation in powers of the
inverse Planck length have been extensively discussed. Indeed, it is essential to consider
approximations with both matter and geometry behaving classically since the late universe
is certainly not a solution of the vacuum Einstein equation. Superpositions of semiclassical
forms like those of (9.21), such as those which arise from the “no boundary” proposal of
the initial condition [80], may also be considered. Provided that there is no interference
between the branches arising from distinct semiclassical forms, the probability of a coarse-
grained history is just the sum of contributions from each. The common feature of all these
semiclassical approximations is the separation of the wave function into superposition of
pieces each having a part rapidly varying in certain variables governed by a classical action
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and a more slowly varying part. There are different approximations depending on what
variables are distinguished in this way.
We now sketch a derivation of how an initial condition of the form (9.21) can imply
the classical behavior of geometry in suitable coarse grainings and the familiar quantum
mechanics of matter fields in the resulting background classical spacetimes. We shall give
only the broad outlines of a demonstration making many assumptions that must be made
precise and justified to complete it.
We assume that we have a coarse graining of geometry that distinguishes classical from
non-classical behavior. That is, we assume that the four-dimensional metrics that are the
fine-grained histories of geometry are partitioned into classes {cα} such that some of the
classes can be said to exhibit the classical correlations implied by Einstein’s equation to a
sufficient accuracy while the rest do not. We let the index γ range over the subset of the α
corresponding to possible classical histories so that {cγ} is the set of possible coarse-grained
classical histories. Each of the classes cγ may be further partitioned by the behavior of
the matter field into a finer set of classes {cγβ}. The classes cγβ of physical interest will
typically be highly branch dependent as described in Section III.1.1, that is, the partitions
of the matter field of interest will depend on the classical spacetime geometry γ. We thus
have a division of the fine-grained histories into non-classical geometries and various classical
geometries with different behaviors for the matter field in those classical spacetimes. We
denote the coarse-grained classes by {cαβ} understanding that for the non-classical alterna-
tives for the geometry there is but a single alternative β for the matter — all possible field
histories. Our central assumption is that the geometrical alternatives decohere, that is that
the decoherence functional is approximately diagonal in the alternatives α (which include
the alternative classical histories, γ).
The decoherence functional (8.30) is constructed from amplitudes of the form
〈h′′, χ′′ ‖Cαβ‖h′, χ′〉 ◦Ψ [h′, χ′] (9.32)
where we are using a compressed notation in which indices (including coordinate labels)
have been suppressed. The class operator matrix elements are [cf. (8.27)]
〈h′′, χ′′ ‖Cαβ‖h′, χ′〉 =
∫
αβ
δgδφ∆Φ[g, φ]δ[Φ[g, φ]] exp {i (SE[g] + SM [g, φ])} . (9.33)
Including the integral over h′ and χ′ involved in the ◦ product, the amplitude (9.32) is
defined by a functional integral over metrics and matter fields including their values on the
initial surface σ′. We now assume that the coarse graining is such that, for wave functions
of the semiclassical form (9.21), the integral over metrics can be carried out by the method
of stationary phase. Significant contributions come only from the extrema of the exponent
SE [g;h
′′, h′] + S0 [h′] (9.34)
with respect to g and h′. Eq. (9.34) is extremized with respect to g by solutions of the
Einstein equations with no matter sources. Eq. (9.34) is an extremum with respect to h′
when the initial momenta of these classical solutions is connected to S0 by the classical
relation (9.22). In this approximation, therefore, amplitude for non-classical behavior of the
geometry is zero; classical spacetime is predicted.
We assume that the coarse graining defining the classical classes {cγβ} is fine enough
that an essentially unique geometry (up to the accuracy of the coarse graining) provides
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the extremum between σ′′ and σ′ and dominate the sum over metrics in the corresponding
amplitudes (9.32). Denote by gγ a metric representing this solution of the Einstein equation
that satisfies the gauge conditions Φα[g] = 0. Denote by σ′′γ and σ
′
γ respectively the hyper-
surfaces in the classical spacetime that respectively correspond to the surfaces σ′′ and σ′ in
superspace. Taking account of the semiclassical form (9.21), the amplitude (9.32) may be
written
AγFγ
∫
δχ′
〈
χ′′, σ′′γ ‖Cγβ‖χ′, σ′γ
〉
ψ
[
χ′, σ′γ
]
. (9.35)
where 〈
χ′′, σ′′γ ‖Cγβ‖χ′, σ′γ
〉
=
∫
γβ
δφ exp (iSM [gγ, φ]) . (9.36)
These expressions were arrived at as follows: The slowly varying factor A[hij] in (9.21) was
evaluated at the value of hij corresponding to the classical solution gγ, pulled out of the
integral and written Aγ. The functional integral over fields in the class cγβ occurs in (9.36).
It is an integral over all fields that are in the class cγβ and match the values χ
′ and χ′′ on
the hypersurfaces σ′γ and σ
′′
γ respectively. The remaining factors arising from the stationary
phase approximation to the integral over metrics are lumped together in Fγ.
Assuming that measure induced from (8.25) has an appropriate form, the matrix elements
(9.36) define the class operators of a matter field theory in the background spacetime gγ.
The composition with the wave function ψ[χ′, σ′γ] is the usual inner product between states
of definite field on a hypersurface σ′γ. Now assume that the wave functions {Φi(h′′, χ′′)}
specifying the final condition factor into products of functions of h′′ and functions of χ′′.
When we construct the full decoherence functional from the amplitudes (9.35) we find for
the only non-vanishing values
D (γ′, β′; γ, β) ∼= δγ′γ |Aγ|2FγDMγ (β′, β) (9.37)
where DMγ (β
′, β) is the decoherence functional for matter field alternatives {cγβ} in the fixed
background spacetime gγ. The factor Fγ represents the combination of the factors Fγ and
the final conditions on geometry.
Eq. (9.37) shows the sense in which the generalized quantum mechanics of spacetime
and matter fields reproduces field theory in curved spacetime when the geometry behaves
classically. The decoherence and probabilities of matter alternatives are governed by the
field theory in curved spacetime decoherence functional DMγ (β
′, β) in each classical spacetime
gγ. The probabilities of the different possible classical geometries themselves are given by
|Aγ|2Fγ. The conservation of current (9.31) makes it plausible that with suitable final
conditions Fγ will be the “velocity” δS0/δhij. However, a more careful analysis of the final
conditions and the stationary phase approximation would be needed to conclude such a
result.
E. Rules for Semiclassical Prediction and the Emergence of Time
While not complete, the discussion in this section points to two conclusions: First, the
usual rules for extracting the semiclassical predictions of a wave function of the universe can
be made precise and justified in the generalized sum-over-histories quantum mechanics of
cosmological spacetimes. A wave function specifying an initial condition does not generally
have a direct probability interpretation in this framework. It is an input to the calculation of
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the probabilities of partitions of cosmological four-geometries and matter field configurations
into decoherent classes. However, wave functions of the semiclassical form (9.21) imply that
suitably coarse-grained, decoherent sets of histories will, with high probability, exhibit the
correlations of classical spacetime. For each initial three-metric there is such a classical
spacetime. It can be found by integrating the Einstein equation with the initial data
hij(x), pi
ij(x) = δS0/δhij(x) . (9.38)
Thus, an initial condition represented by a wave function that is approximately of the semi-
classical form (9.21) may be said to predict the ensemble of classical spacetimes with the
initial data of (9.38). Not all classical spacetimes are predicted for that would correspond
to all data (hij, pi
ij) consistent with the constraints. Rather, only classical spacetimes cor-
responding to the initial data of the particular form of the initial wave function through
(9.38) are predicted. The relative probabilities of these classical spacetimes are proportional
to |A[hij]|2 as (9.37) shows.
The utility of a general framework for prediction is not simply to justify the rules for
semiclassical prediction that were posited on the basis of analogy with non-relativistic quan-
tum mechanics. The more general framework allows us to analyze the deviations from these
rules. It permits classical behavior to be precisely defined in terms of the probabilities for
histories. It permits an analysis of what level of coarse graining is necessary for a classical
description. It allows us to understand quantitatively how close the initial wave function
has to come to a semiclassical form to predict classical histories. It allows us to calculate
the probabilities for deviations from classical behavior and to analyze when the semiclassical
rules break down. It permits the calculation of probabilities for highly non-classical alter-
natives. Most importantly, it allows us to analyze which sets of alternative coarse-grained
sets of histories of the universe decohere.
The second conclusion which the discussion of this section points to concerns the problem
of time in quantum gravity. The sum-over-histories generalized quantum mechanics we have
been describing is in fully four-dimensional form and does not require the specification of a
preferred family of spacelike surfaces. Yet we have seen in eq. (9.37) how for coarse grainings
that exhibit the correlations of classical geometry, the decoherence functional can reduce to
the decoherence functional DMγ (β
′, β) for field theory in a curved spacetime, gγ. That theory
does have an equivalent Hamiltonian formulation in terms of states on any family of spacelike
surfaces that foliate the background spacetime, gγ. Its construction follows the discussion
in Section IV.4. Assuming that the measure induced from the Liouville construction in
(8.25) is appropriate, the resulting states evolve unitarily when unrestricted by the coarse
graining. States and unitarity may thus be recovered in quantum theory, not generally,
but in approximations in which spacetime geometry behaves classically. The consistency of
Hamiltonian formulation on different foliating families of spacelike surfaces is guaranteed
by their equivalence with the sum-over-histories formulation and traceable ultimately to the
causal structure supplied by the background geometry gγ.
For example, let us consider how the time ordering of the alternatives in the class opera-
tors of Hamiltonian quantum mechanics [cf. (2.14)] emerges from the generalized quantum
mechanics of spacetime which has no preferred time and therefore a fortiori no notion of
time ordering. Making essential use of the possibility of branch dependent partitions, con-
sider a coarse graining of the matter field histories by ranges of field averages over spatial
regions on a succession of non-intersecting spacelike surfaces σγ1, · · · , σγn of the background
geometry gγ. The class operators defined by (9.36) will be given by matrix elements of
143
projection operators that are time-ordered with respect to the causal structure of the back-
ground geometry. That is because functional integrals defining matrix elements of products
of operators automatically time-order them [cf. (5.37)]. Arrows of time, such as the second
law of thermodynamics, then can arise from asymmetries between the initial and final con-
ditions on the matter fields as described in Section IV.7. It is in such ways that a preferred
notion of time enters quantum mechanics when there is a classical background spacetime to
supply it.
X. SUMMATION
These lectures have developed generalized quantum frameworks for non-relativistic quan-
tum mechanics, field theory, and a single relativistic world line in which quantum theory
is put into fully spacetime form both with respect to dynamics and alternatives. These
frameworks motivate the proposal of Section VIII for a quantum framework for cosmology
incorporating a quantum dynamics of spacetime geometry. The three basic elements of a
generalized quantum theory are compared for these frameworks in the table above.
• Quantum mechanics is formulated for a closed system — the universe. Decoherence
rather than measurement distinguishes those alternatives which may consistently be
assigned probabilities from those which may not. The framework may thus be applied
to make predictions of alternatives of interest to cosmology in the very early universe
or on very large distance scales which are not part of any measurement situation.
144
• The sum-over-histories approach to quantum mechanics is used to formulate the quan-
tum mechanics of cosmology in fully spacetime form. Dynamics is expressed in terms
of sums over fine-grained histories that are four-dimensional manifolds, metrics, and
matter field configurations. Alternatives are defined by partitions (coarse-grainings)
of these four-dimensional, fine-grained histories into exhaustive sets of exclusive dif-
feomorphism invariant classes. The analogs of “unitary evolution” and “reduction of
the wave packet” are given a unified sum-over-histories expression. The formulation
is manifestly four-dimensionally diffeomorphism invariant.
• The alternatives to which this quantum theory assigns probabilities, if they decohere,
are at once more general and more restricted than the “observables” that are often con-
sidered in other formulations. Four-dimensional diffeomorphism invariant alternatives
on a spacelike surface, for example, usually are restricted to classical constants of the
motion in the sense that they commute with the constraints. The present formulation
considers the much larger, more realistic, and more accessible class of diffeomorphism
invariant spacetime alternatives. However, in its present form the theory considers only
alternatives describable in spacetime form as partitions of the unique fine-grained set
of histories of the sum-over-histories formulation. Alternatives analogous to all the
Hermitian observables of transformation theory are considered approximately by ex-
pressing them in spacetime form. A spacetime description is adequate for our experi-
ence and for cosmology. It remains to be seen whether it is fundamental, as assumed
here, or whether the theory can be extended to an even richer class of alternatives.
• The generalized quantum mechanics of spacetime is free from the “problem of time”.
No preferred family of spacelike surfaces was needed either to define the fine-grained
histories or quantum evolution or the alternatives for which probabilities are predicted.
These were specified directly in four-dimensional, geometrical, terms. This does not
mean that the notion of time has been eliminated from this framework, for this is a
quantum theory of spacetime! But this generalized quantum framework for spacetime
neither requires nor specifies a preferred family of spacelike surfaces.
• Familiar Hamiltonian quantum mechanics of matter fields, with its preferred time(s),
is an approximation to this generalized quantum mechanics of spacetime. The ap-
proximation is appropriate for decoherent coarse-grainings that specify coarse-grained
geometries that are correlated classically with high probability. The classical geome-
tries that summarize these correlations supply the notion of time for an approximate
Hamiltonian quantum mechanics of matter fields. Such classical behavior of geometry
is an emergent feature of the boundary conditions in cosmology. Having generalized
Hamiltonian quantum mechanics to deal with quantum spacetime, we recover known
physics in a suitable limit.
• A significant advantage of the sum-over-histories formulation of quantum mechanics
is that the classical limit may be analyzed directly. That is especially important in
quantum cosmology where we expect that most predictions of particular theories of
the initial condition that can be confronted with observation will be semiclassical in
nature. A system behaves classically when, in a suitably coarse-grained decoherent set
of histories, the probability is high for histories correlated by deterministic laws. These
probabilities are supplied by this generalized quantum framework. The wave function
that specifies the initial condition does not have a direct probabilistic interpretation in
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this framework. However, assuming their decoherence, the probabilities for histories
can be used to provide a justification for the familiar rules that have been used to
extract semiclassical predictions directly from wave functions of semiclassical form.
• A lattice version of this generalized quantum mechanics can be constructed using
the methods of the Regge calculus to consider fine-grained histories that are four-
dimensional simplicial geometries. Such quantum models are a natural cut-off version
of general relativity. They supply a finite and tractable arena in which to examine the
low energy, large scale predictions of specific proposals for initial condition and with
which to test the sensitivity of these predictions to the nature of quantum gravity at
smaller scales.
• This sum-over-histories formulation of the quantum mechanics of cosmological space-
times is a generalization of familiar quantum mechanics that neither utilizes states on
spacelike surfaces nor even permits their construction in general. It is therefore differ-
ent from the usual versions of Dirac or ADM quantum mechanics which are formulated
in terms of states on a spacelike surface. Constraints do not play a primary role in
constructing quantum dynamics. States satisfying the constraints are used to specify
the initial and final conditions of a quantum cosmology but it is only in this sense that
“true physical degrees of freedom” are defined. However, should a preferred time be
discovered in classical general relativity nothing necessarily needs to be changed in this
formulation of the quantum mechanics of spacetime as long as that preferred structure
is expressible in terms of the metric. Further, should experiment show that quantum
theory breaks general covariance by singling out a preferred family of spacelike surfaces
not distinguished by the classical theory it is still possible to construct a generalized
quantum mechanics on the principles described here, by suitably restricting the set of
fine-grained histories.
This short list of attractive features does not mean that the generalized quantum me-
chanics of spacetime that we have described is correct. That determination is, in principle, a
matter for experiment and observation. Of course, we are unlikely to have such experimental
checks any time in the near future. As far as quantum cosmology is concerned, the main
result of these investigations is to show that the rules for semiclassical prediction that are
commonly employed can be put on a firmer probabilistic footing in a generalized quantum
framework that does not require a preferred notion of time or or a definition of measurement.
Beyond theories of the initial condition, it is possible that these ideas may be useful in
formulating a complete and manageable quantum theory of gravity which must necessarily
predict the quantum behavior of spacetime geometry in a suitable limit. Thus, while we
have learned little about a correct quantum theory of gravity in these lectures, we may have
learned something of how to formulate questions to ask of it.
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Notation and Conventions
For the most part we follow the conventions of Misner, Thorne, and Wheeler [105] with
respect to signature, curvature, and indices. In particular:
Signature — (−,+,+,+) for Lorentzian spacetimes.
Indices — Greek indices range over spacetime from 0 to 3. Latin indices range over space
from 1 to 3. Indices on tensors are often suppressed where convenient.
Units — In Sections VI-VIII we use units in which ~ = c = 1. In Section IX we include ~
explicitly but set c = 1; The length ` is ` = (16piG)
1
2 = 1.15× 10−32cm which is (4pi)12 times
the Planck length.
Coordinates and Momenta — The four coordinates of spacetime {xα} are frequently abbrevi-
ated just as x. Similarly, conjugate momenta {pα} are abbreviated as p. Spatial coordinates
{xi} are written x and spatial momenta {pi} as p. Thus p · x = pαxα and p · x = pixi.
Similarly, configuration space coordinates {qi} are written as q, conjugate momenta {pi} as
p, and p · q = piqi.
Vectors — Four-vectors aα, bα, · · · are written a, b, c · · · and their inner products as a · b, etc.
Three-vectors are written as ~a,~b,~c · · · and their inner products as ~a ·~b, etc. Thus, in the case
of displacement vectors and their conjugate momenta we use p · x = ~p · ~x interchangeably.
Covariant Derivatives — ∇α denotes a spacetime covariant derivative and Di a spatial one.
∇2 = ∇α∇α. In flat space ∇f is ∇αf and ~∇f is the usual three-dimensional gradient.
Traces and Determinants — Traces of second rank tensors Kαβ are written as K = K
α
α
except when the tensor is the metric in which case g is the determinant of gαβ and h the
determinant of spatial metric hij;
Extrinsic Curvatures — If nα is the unit normal to a spacelike hypersurface in a Lorentzian
spacetime, we define its extrinsic curvature to be
Kij = −∇i nj .
Intrinsic Curvatures — Intrinsic curvatures are defined so that the scalar curvature of a
sphere is positive.
Momentum Space Normalization — We use Lorentz invariant normalization for momentum
states of a relativistic particle and include factors of 2pi and ~ as follows:〈
p ′′
∣∣p ′〉 = (2pi~)3(2ωp) δ(3) (p ′′ − p ′)
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where ωp =
√
p 2 +m2. Similarly in the non-relativistic case〈
p ′′
∣∣p ′〉 = (2pi~)3δ(3) (p ′′ − p ′) .
This convention means that sums over momenta occur as d3p/[(2ωp)(2pi~)3] or as d3p/(2pi~)3
respectively.
Klein-Gordon Inner Product —
i
∫
t
d3xφ∗(x)
↔
∂
δt
ψ(x) = i
∫
t
d3x
[
φ∗(x)
∂ψ(x)
∂t
− ∂φ
∗(x)
∂t
ψ(x)
]
.
The Feynman Propagator —
∆F (x) = ~2
∫
d4p
(2pi~)4
eip·x/~
p2 +m2 − i .
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