This paper discusses why P and NP are likely to be different. It analyses the essence of the concepts and points out that P and NP might be diverse by sheer definition. It also speculates that P and NP may be unequal due to natural laws.
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I n t r o d u c t i o n
It may be defined as a matter of polynomial time versus non-deterministic polynomial time; and hence the question whether P equals NP, or P does not equal NP. It is hailed the most significant problem within theoretical computer science and serves as a testimony of the complexity of seemingly simple logic and "everyday" axioms. But, it runs far deeper than that. In a sense it addresses the very nature of logic and physical truth; because the way we ask ourselves this question is well beyond the realm of mathematics, and therefore, it can be viewed as being metamathematical , as Scott Aronson 1 referred to it.
So, maybe the way of approach is far more important than the actual problem. Perhaps the manner in which P vs. NP is assessed and analyzed makes a significant difference in terms of importance. That is not to say that the essence of the problem is a variable depending on approach, but rather that the approach may hold the answer within itself.
Let us take a look at what the following entails:
P means Polynomial time and is defined as the computation runtime when no greater than the function of the problem. It would almost be foolish to assume that NP is anything else than the opposite of P. So NP means Non-deterministic Polynomial time, and is defined as the computation runtime when greater than the function of the problem. However, this definition is not exactly correct; the reason being indeterminism. In other words, problems in NP (besides those that are also in P) always rely on some sort of brute-force analysis or probabilistic measure. Therefore NP should be defined as the number of steps that may exponentially evolve in order to fit the relevant polynomial function. Thus, computation runtime is likely to be exponentially as long as a potential solution can be verified in polynomial time.
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Simply put, P problems are relatively fast to compute and hence also fast to solve and to verify, while NP problems are complicated to compute and therefore time-consuming to solve, but easy to verify once the answer is known. So, what is the differentiating factor in all this? Well, the variables of course. In order for P to equal NP, we need to eliminate the variables -Not literally speaking, but algorithmically speaking. However, is this at all possible?
I n p u t , p r o c e s s o r a n d o u t p u t
Definition of (a), a polynomial time problem, and (b), a non deterministic polynomial time problem, where k is an independent constant; n the input string and m the instance of process work:
In essence this tells us that a problem applied to the function f(n) characterizes that function by definition. Thus, a question in P or NP will render the function accordingly. So in general terms, all input with variables exceeding the number of functionalities of the processor, will most likely be NP type of problems. Let us examine this a little bit closer:
For example, providing an input of 1 and 1 to a processor, which performs addition, will result in an input of 2 units with an equal 2-unit processor functionality. The operation of addition will count as 1 unit and the production of a result, or output, may be considered as another 1 unit. Hence, in a straightforward manner, we could say that the plus (+) and equals (=) signs are the 2 units of functionality. This type of processor-analogy works very well for P problems, but it would not work for any type of NP problem. NP problems would not even fit the input intake; in a way it would be like feeding skittles through your inkjet, or putting stones in your juice blender. So, if we consider the Traveling salesman problem and the Subset sum problem: the variables are individually, or in some combination, processable by the kind of processor pictured above. However, all together it will render the processor in terms of I NTIME. So, concretely described, NP complexities are then solved by different, nondeterministic kinds of processors, as opposed to deterministic ones, like in Figure 1 . However, non-deterministic processors are intrinsically dependent on deterministic processors (i.e. P is a subset of NP). Therefore, as implied earlier, a complexity function is characterized by its input, thus suggesting that P is not the same as NP; strongly implying, (perhaps naively), that in general, P is not equal to NP.
C h a r a c t e r i z a t i o n s
P complexities are processed at their very essence, instantly, even if time-wise it may take very long:
-Therefore, n may approach infinity, and consequently, the function and its output approaches equal bounds. Although it possibly could be impractical and lingering, the runtime, on the other hand, does not approach infinity -Well, the total runtime may approach infinity to the extent that the input does, but, total runtime would normally not be counted until an end is reached, and subsequently, in this context, total runtime may be an invalid notion:
NP complexities may or may not be processed at their essence. That is to say, a bruteforce analysis, or some other type of non-deterministic activity may yield computational results that are relevant or irrelevant to the core of the question. Consequently:
II Let the sequential terms {a n } and {b n } be the instances of functionality and input, f(n) and m(n) III Let Ω denote all possible outcomes, {x 1 , x 2 , ...} Figure 1 3 -So, as with P complexities, n may approach infinity, but with one very significant difference, namely, the relationship between runtime and function. Here we see a dislocation between input, function and runtime. Firstly in terms of components and functionality; input may be non-deterministic in a way that yields no immediate function, or, it may be deterministic, but 'incorrect', thus yielding an irrelevant function. Secondly in terms of totality; input may produce disproportionate exponential or factorial runtimes, and runtime may depend on variables that are outside immediate and closely related sets. In other words, the scope of Ω may be considered unbounded by its own limits:
If we create an algorithm that renders P to equal NP it would have to remodel all dependencies and variables into a nice polynomial package. In addition it needs a realtime performance by the square root of all possible answers:
f -This would yield the same expression as the one for P complexities on previous page, but the problem with this is that it first entails the following:
-And thus we are back where we started:
Hence, trying to reduce size and limit the scope, while at the same time taking all the variables into account, results in an extrapolation of all possible outcomes (Ω). Therefore all steps that would normally be taken, when not using the algorithm, are reproduced as algorithmic processes that are a polynomial function of the input size.
Q u a n t u m c o n n e c t i o n ?
Quantum mechanics deals with things at the very essence of reality. And in a mathematical sense it would not be farfetched to say the same thing about the P vs. NP problem. Consider for a moment the Heisenberg uncertainty principle… Probability rules; things are dealt with in a non-deterministic manner.
What about Quantum computers and the equality of P and NP?
To answer this question, let us go back to the latter: Nature at its core, as far as we know, is probabilistic; this indeterminism leads to the deterministic phenomena observable in our everyday macroscopic world. So does this not in itself answer the question? Does this mean that quantum computers, as a concept and a tool to solve the P vs. NP problem, are no better than "normal" computers? It probably does.
C o n c l u s i o n
This brief has shown how NP type problems are intrinsically tied into themselves, almost like a subset concurrently outside and within the boundaries of a greater set. P problems, on the other hand, are free from such ties, and tend not to become bogged down within. So, it is tempting to speculate that if P equaled NP, this fact would be evident and clear. But of course, there may exist obscure conditions such that P equals NP; and the reason we cannot identify them could lie in possible short-comings of current mathematics. Hence we may need to discover new mathematics and/or a novel type of reasoning.
However, given what has been presented, it must be said that the likelihood of P being equal to NP is very slim. It might just be that the laws of nature prohibit this equality: Think quantum mechanics, think indeterminism…-But, if drawing parallels to nature is valid, does not that mean that P is just as probabilistic as NP? Well, that is a fair point. However, remembering that quantum mechanical phenomena leads to classical phenomena, then NP complexities would be the mathematical counterpart of quantum mechanical processes or systems; subsequently, P complexities would be the mathematical counterpart of processes or systems in the classical world. Then, disregarding potential fallacies, P is to Newton as NP is to Heisenberg. So, to end on a positive note: whatever our convictions; let us keep an open mind.
