Abstract
Introduction
Advance in technology has made possible multicomputers of large scale. In a multicomputer network, fast and efficient interprocessor communication is crucial to unleash the aggregated computing power. Recent research has put much attention on the collective communication, which incurs denser and heavier traffic on the network. Examples include one-to-all (broadcast), one-to-many (multicast), and all-to-all communications. Messages to be sent are further classified as non-personalized (i.e., all receivers will receive the same message from the same source) and personalized (i.e., each receiver will receive a distinct message from the same source).
In this paper, we study the all-to-all personalized communication, or known as complete exchange, where each This research is supported by the National Science Council of the Republic of China under Grant #NSC 87-2213-E-008-016 and Grant #NSC 87-2213-E-008-014.
node needs to send a distinct message to each of the rest of the nodes. Applications of complete exchange include matrix algorithms, fast Fourier transformation (FFT), graph algorithms, and data distribution in HPF. It can also be used to evaluate the quality of an interconnection network. Pervious work for complete exchange can be found in [1, 3, 6, 8, 9, 10] for meshes, and [2, 4, 7, 11, 12] for tori.
Here the torus network is considered, which architecture has been adopted by commercial machines such as Cray T3D/T3E. The switching model under consideration is wormhole routing, which has been widely used in existing machines. Works related to such problem include [2, 4, 7, 11, 12] . The result in [2] is based on a torus using packet switching. Such schemes are inappropriate for wormhole-routed networks as the distance-insensitive property is hardly exploited. Communication in a wormholerouted network typically incurs two kinds of costs: startup time and transmission time. 1 Both schemes by [4, 11] use the optimal transmission time to achieve complete exchange in a torus. However, the startup cost is pretty high -O(n 3 ) in a 2D n n torus and O(n 4 ) in a 3D n n n torus. To relieve this, reference [12] proposes a diagonal-propagation scheme that uses asymptotically optimal transmission time, but incurs a much lower O(n) startup time (for 2D and 3D tori). This startup time is still relatively higher than the theoretical lower bound of O(lg n). The first scheme that is known to use both asymptotically optimal startup time and transmission time is proposed in [7] . However, the constant associated with the transmission time is relatively high and the effect of such is significant as the amount of data sent in complete exchange is fairly large.
In this paper, we also present a complete exchange scheme which uses asymptotically optimal startup and transmission time. For a brief overview, refer to Table 2  and Table 3 . Our 2D and 3D schemes both incur transmission time of 65 48 times the lower bound, as opposed to that 1 In a wormhole-routed network, the communication latency to deliver a worm of m bytes is typically modeled as ts + mtx [5] . The former cost is termed as startup time, and the latter the transmission time.
of 9 2 and 10 times, respectively, the lower bound in [7] . According to our numerical evaluation, significant gain can be achieved by our schemes (refer to Fig. 6 and Fig. 7 for a quick overview). In addition to performance gain, our schemes also possess some features which are worth pointing out. First, we use a "gather-then-scatter" (or called bottom-up in [7] ) technique to achieve asymptotically optimal startup time. Second, we try to send messages along shortest paths as much as possible. This turns out to be important to achieve optimality in transmission time. Both results in [7, 11] use non-minimal paths to deliver messages. Third, inspired by [14, 15] , we adopt the network-partitioning technique to divide a torus into multiple logical sub-tori. This helps our schemes to fully utilize the communication bandwidth and to conform to the one-port model, in which a node can only send, and simultaneously receive, one worm at a time. Last, we take a dimension-by-dimension and gather-scattertree approach, which makes easy extending our schemes to any-dimensional, non-square, non-power-of-2 tori (which problem seems to be difficult, if not impossible, for the approaches adopted by [7, 12] ).
Complete Exchange on a Ring
We consider a ring of length n = 2 d 
The Gather-Scatter Tree
To move each block to its destination, our scheme consists of a sequence of gathering phases (GP s) followed by a sequence of scattering phases (SP s). Every node joins the communication first. After each gathering phase, the blocks are moved farther among fewer nodes. Then after each scattering phase, blocks are distributed to more and more nodes. Finally every block will arrive at its destination. The height of the tree is O(lg n). The tree determines how to route a block from one node to another, by taking some GP s followed by some SP s. The gather-scatter tree is also used in determining the set of nodes from/to which a node can gather/scatter blocks. We denote the set as GC + l (v i ) ("C" means "coverage").
Similarly, the set of nodes fv i ; v i+1 ; : : : ; v i+2 l ?1 g to which v i can forward blocks in scattering phases is denoted as SC + l (v i ). We may now give the important Lemma 1 which stands for the reachability. It is straightforward to generate the negative gatherscatter tree with Definition 3 in hand.
In Section 2.2 and 2.3, we will develop a complete exchange scheme using the positive and negative gather- i on the negative tree. However, as the negative tree is mostly symmetric to the positive one, we will concentrate our discussion on the positive tree.
The Path Selection Strategy for Blocks
As shown earlier, there may exist multiple paths between a pair of source and destination nodes in the positive gather-scatter tree. How to choose from these paths to reduce the communication latency is a difficult problem. Mainly, we need a good heuristic to balance the communication load (number of transmitted blocks) on each link in a phase.
The following observations are used as guidelines in designing our scheme:
V h 0 such that h > h 0 , the traffic in v i tends to be busier than that in v j as a node located on a higher level of the gatherscatter tree has wider gathering and scattering coverage than that of a node located on a lower level. phase (it will join later phases for wider coverage). Fig. 3 (b) 
The Routing Algorithm
We now re-organize the algorithm in a formal way. 
Overlapping Positive and Negative Phases
We have derived the routing on the positive gatherscatter tree; routing on the negative tree can be similarly obtained. To perform complete exchange, one naive solution is to sequentially perform the positive phases followed by the negative phases. Apparently, this is inefficient as half of the links will be unused in each phase. A better solution is to overlap positive phases and negative phases: 
Performance Analysis
The following Lemmas 2 to 6 show the communication latency of the original positive phases (i.e., without considering the modification in Section 2.4). Due to space limit, detailed proofs of some results are omitted and can be found in [13] . 
Complete Exchange on a Torus
First we consider the complete exchange on a 2D n n torus, where n = 2 d . Nodes in the torus are denoted as v (i;j) , i = 0::(n ? 1) and j = 0::(n ? 1). Each v (i;j) has a block b (x;y) (i;j) aimed at v (x;y) .
A Naive Scheme: Algorithm T1
Since a 2D torus is a graph product of two rings, we have an obvious approach which simply applies the ring complete exchange first along x-axis, and then along y-axis, to a 2D torus. This is summarized below. 
A Network-Partitioning Approach: Algorithm T4
In algorithm T1, transmissions happen along either X or Y dimension (but not both), which implies at least half of communication bandwidth is wasted. We propose a new scheme called T4, which is named so because four copies of T1 will be running simultaneously.
The idea is similar to the network-partitioning approach proposed in [15, 14] . We will construct four logical tori, P i;j , 0 i; j < 2, each of size n P1. The four logical tori P i;j , 0 i; j < 2, are nodedisjoint. We can freely use these tori without violating the 1-port constraint.
P2. Tori P 0;0 and P 1;1 are link-disjoint, and P 1;0 and P 0;1 are link-disjoint. 0  1  1  1  1  2  2  2  2  3  3  3  3  4  4  4  4  5  5  5  5  6  6  6  6  7  7  7  7   0  0  0  0  1  1  1  1  2  2  2  2  3  3  3  3  4  4  4 P2 allows algorithm T1 to run on tori P 0;0 and P 1;1 simultaneously without any link contention. To better utilize the bandwidth, algorithm T1 is also performed on P 1;0 and P 0;1 , in which the execution order of the two stages is swapped. The schedule is summarized as Table 1 . Note that there is no link contention among all these four tori. Because the logical tori are node-disjoint, some blocks may not reach their destinations. Thus some preparation phases are necessary. We schedule every node (say, v (x;y) 2 P i;j ) to forward its blocks aimed at nodes in the other three tori P i+1;j , P i;j+1 , and P i+1;j+1 (note that here "mod 2" is necessary for subscripts larger than one) before performing the above two stages. This can be done in two phases:
Pre1. Node v (x;y) sends to v (x+1;y) all blocks aimed at P i+1;j and P i+1;j+1 .
Pre2. Node v (x;y) sends to v (x;y+1) all blocks, together with the blocks received from v (x?1;y) (in Pre1), aimed at P i;j+1 .
The result is that each v (x;y) 2 P i;j has collected blocks from v (x?1;y) , v (x;y?1) , and v (x?1;y?1) aimed at nodes in P i;j , and will deliver these blocks in place of these three nodes. In both phases Pre1 and Pre2, n 2 =2 blocks are sent. The result can be extended to higher dimensional tori [13] . 
Performance Comparison
In this section, we compare our schemes (T4 and C64) against those by [7] (T-2D1, T-2D2, T-3D1, and T-3D2) and [12] (DP-2D and DP-3D). The following lemma helps to evaluate these schemes.
Lemma 8.
To perform complete exchange on a 2D n n torus (resp., 3D n n n torus), a lower bound on the startup time is lg(n 2 ) t s (resp., lg(n 3 ) t s ) and a lower bound on the transmission time is n 3 8 b t x (resp., n 4 8 b t x ) [12] . as yet to be shown later this will be offset by the transmission time, which is relatively more significant. In terms of transmission cost, T-2D1, T-2D2, and DP-2D are about 9 2 , 3, and 2 times the lower bound, respectively. Our T4 requires the least transmission time, about 65 48 1:35 times the lower bound. We plot Fig. 6 using different ratios of ts b tx = 8; 80; and 800. The larger the ratio, the more significant the startup costs will be. The plots are obtained by dividing the latency of other algorithms by that of ours (denoted as speedup in the figure, a value larger than 1 indicates the advantage of our scheme). We observe that the speedup is always larger than 1 at the whole range of d 4 and all ratios of ts b tx .
Only at d = 4, the speedup is insignificant. In all other cases, significant gains can be obtained. 
Non-Square, Non-Power-of-2 Tori
To adapt our scheme to a ring of any size n, first we slightly modify Definition 1 such that whenever the destination v i+2 l does not exist, we "wrap-around" it to node v 0 . v1  v1  v2  v2  v3  v3  v4  v4  v5  v5  v6  v6  v7  v7  v8  v8  v9  v9  v10 v11 
Conclusions
In this paper, we have presented a systematic solution to perform complete exchange in a torus network using wormhole routing. The solution can be used on nonsquare, non-power-of-2, any-dimensional tori, and this is the first result known to us with such generality in the literature. Interesting techniques used in this paper include the gather-scatter tree structure, network-partitioning approach, and dimension-by-dimension strategy to optimize the startup and transmission costs subject to wormhole routing. Numerical evaluation has shown significant speedup of these schemes over existing schemes at various communication parameters.
