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munikacijskih tehnologij bomo v prihodnosti računalnike in pametne naprave
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7.5 Povzetek rezultatov . . . . . . . . . . . . . . . . . . . . . . . . 59
8 Zaključek 63
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Povzetek
Naslov: Slovensko glasovno upravljanje android naprave
Avtor: Robi Markač
Diplomsko delo se ukvarja z razvojem prototipnega sistema za glasovno upra-
vljanje aplikacije na android napravi. Na spletu se pojavljajo večinoma
plačljive storitve razpoznave govora (tudi za slovenski jezik), ki jih ponu-
jajo tehnološki giganti in delujejo večinoma preko interneta. Odprtokodni
sistemi za razpoznavo govora so slabo dokumentirani in vsebujejo podporo
zgolj za svetovne jezike, kot sta na primer angleščina in nemščina. Zato je
bil izveden in opisan celoten postopek razvoja razpoznave govora na android
napravi za slovenski jezik na podlagi odprtokodnega orodja CMU Sphinx, ki
deluje brez internetne povezave. Z uporabo orodij CMU Sphinx je bil razvit
akustični model za omejen nabor slovenskih ukazov na podlagi enega go-
vorca. Ta akustični model je bil nato integriran v preprosto demonstracijsko
android aplikacijo, kjer je bilo s pomočjo knjižnice PocketSphinx implemen-
tirano razpoznavanje ukazov v slovenskem jeziku. Rezultati testiranj so bili
izredno uspešni in so pokazali hitro ter natančno delovanje razpoznave go-
vornih ukazov.
Ključne besede: CMU Sphinx, PocketSphinx, razpoznavanje govora, gla-
sovno ukazovanje, slovenski jezik

Abstract
Title: Slovenian voice control of android device
Author: Robi Markač
The diploma thesis is focused on the development of a prototype system for
voice control of an application on an android device. On internet majority of
services for speech recognition offered by technological giants are payable and
mostly works with usage of internet. Open source speech recognition systems
are not well documented and support only world languages like english or
german. Therefore, the whole process of speech recognition development on
android device for the Slovenian language was created and described on the
basis of open source tools CMU Sphinx, which are operating without an in-
ternet connection, which has not yet been addressed. Using the CMU Sphinx
tools, an acoustic model was developed for a limited set of Slovene commands
based on one speaker. This acoustic model was then integrated into a sim-
ple demonstration android application where the recognition of commands in
the Slovene language was implemented using the PocketSphinx library. Test
results were extremely successful and showed the fast and accurate operation
of voice command recognition.
Keywords: CMU Sphinx, PocketSphinx, speech recognition, voice com-
mand recognition, slovenian language

Poglavje 1
Uvod
Diplomsko delo se ukvarja z razvojem prototipnega sistema za glasovno upra-
vljanje aplikacije na android napravi. Sestavni del glasovnega upravljanja je
razpoznava govora. Večina rešitev za razpoznavo govora v slovenščini je
plačljivih in delujejo le preko interneta. Verjetno je to eden izmed razlogov,
da je v slovenskem prostoru malo mobilnih aplikacij, ki bi za uporabnǐski
vmesnik ponujale tudi govor, zato smo se odločili, da opǐsemo postopek ra-
zvoja in implementacije razpoznave govora ter posledično glasovnega upra-
vljanja na android napravi, ki deluje brez internetne povezave in temelji na
odprtokodnih rešitvah.
Na začetku diplomskega dela v poglavju 2 predstavimo osnovne koncepte
razpoznave govora, ki bralcu podajo bolǰse razumevanje nadaljnjega bese-
dila. V poglavju 3 opǐsemo Android platformo in podamo opise ter delova-
nje komponent, ki sestavljajo demonstracijsko aplikacijo in razpoznavalnik
govora v knjižnici PocketSphinx. V poglavju 4 predstavimo projekt CMU
Sphinx; s pomočjo njihovih orodij smo pripravili uspešno rešitev. V po-
glavju 5 podrobno opǐsemo postopek razvoja akustičnega modela za omejen
nabor slovenskih ukazov. V poglavju 6 opǐsemo tip projekta, predstavimo
njegovo strukturo s komponentnim diagramom, čemur sledi opis integracije
akustičnega modela z aplikacijo in predstavitev strukture aplikacije z razre-
dnim diagramom ter opis delovanja aplikacije. Glavni del se zaključi s po-
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glavjem evaluacija 7, v katerem podamo metode ocenjevanja natančnosti in
hitrosti razpoznave govora ter zaključimo z rezultati testiranja in njihovo in-
terpretacijo. Na koncu zaključimo s poglavjem 8, v katerem podamo sklepne
ugotovitve in razmislek o nadaljnjem razvoju.
Poglavje 2
Osnovni koncepti razpoznave
govora
V tem poglavju bomo najprej opisali strukturo govora, pri čemer bomo podali
osnovno teoretično podlago, ki jo uporablja večina sistemov za razpoznavanje
govora (SRG). V nadaljevanju bomo izpostavili glavne dele sistema in opisali
algoritme ter metode, ki so med drugim uporabljeni v CMU-jevi knjižnici
PocketSphinx.
2.1 Struktura govora
Govor je kompleksna tvorba, ki jo uporabljamo v komunikaciji med ljudmi
kot prenašalca informacij med možgani govorca in možgani poslušalca. Ko
se ljudje učimo govora, se naučimo izgovorjave vseh fonemov, potrebnih za
izgovorjavo besed. Besede so sestavljene iz manǰsih delov – glasovnih enot,
katerih zamenjava pomeni spremembo pomena besed. Glasovno enoto, s
katero govorci določenega jezika razlikujejo pomen besed, imenujemo fonem.
Jeziki se med seboj razlikujejo po glasovih, ki v njih nastopajo. Slovenski
knjižni jezik ima 29 fonemov, medtem ko jih ima angleški 44.
Besede naj bi bile po trenutnem razumevanju sestavljene zgolj iz fonemov,
ampak to ni popolnoma res. Akustične lastnosti izgovorjave posamičnega
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fonema lahko močno variirajo glede na veliko faktorjev: kontekst fonema,
govorec, stil govora in tako dalje. Izgovarjava fonema je ponavadi odvisna
od predhodnega in naslednjega fonema, ta pojav imenujemo koartikulacija.
Takšni sestavi treh fonemov pravimo trifon, metodam, ki ga obdelujejo, pa
trifonske metode [2, 32].
Rozman v [31] opredeli, da je običajen pristop v tej smeri razdelitev
fonema na manǰse enote, ki so lahko odvisne od predhodnih in naslednjih
fonemov v zaporedju. Glede na to odvisnost se fonemi razdelijo na enega,
dva ali tri dele; označimo jih kot kontekstno odvisne fonemske podkatego-
rije. Foneme, ki jih ne delimo na manǰse enote, pa označimo kot kontekstno
neodvisne – t. i. monofone [32]. Primer zapisa z monofoni in trifoni je
predstavljen v tabeli 2.1.
Tabela 2.1: Predstavitev besedne zveze ”pod skalo“ z monofoni in trifoni,
kjer () predstavlja tǐsino [39]
grafemi pod skalo
monofoni () p o t s k a l o ()
trifoni () ()-p+o p-o+t o-t+s t-s+k s-k+a k-a+l a-l+o l-o+() ()
2.2 Razpoznava govora
SRG v grobem sestoji iz treh modelov: akustični model, jezikovni model in
fonetični slovar.
Akustični model naučimo razpoznave fonemov na podlagi značilk, pri-
dobljenih iz zvočnih posnetkov govora in pripadajočih transkripcij. Naloga
akustičnega modela je razpoznavanje fonemov v zvočnem signalu.
Za učenje jezikovnega modela uporabimo besedilni korpus. Jezikovni mo-
del omeji iskanje besed, saj na podlagi predhodnih besed predlaga najbolj
verjetno naslednjo besedo.
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Oba modela povezuje fonetični slovar, v katerem vsaki besedi pripǐsemo
njen fonetični zapis.
Pri uporabi naučenega modela za razpoznavanje govora zvočni signal na-
prej razdelimo na odseke (okna), ločene s tǐsino, in nato poskušamo razpo-
znati, kaj je bilo izrečeno v vsakem odseku. Signal naprej obdelamo, da do-
bimo značilke. Akustični model s fonetičnim slovarjem nato predlaga najbolj
verjetne besede, ki ustrezajo danemu signalu. Te verjetnosti kombiniramo z
jezikovnim modelom, ki predlaga najbolj verjetne besede glede na kontekst
[39, 32].
Diagram postopka razpoznavanja govora lahko vidimo na sliki 2.1.
Slika 2.1: Diagram postopka razpoznavanja govora [2]
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2.3 Določanje značilk
SRG razpoznava govor v digitalni obliki in ga zaznava v obliki akustičnega
signala. Zajet signal je kombinacija govora in šuma. V prvem koraku raz-
poznavanja govora, pravimo mu akustična analiza, skušamo ločiti govor od
šuma in predstaviti le informacijo, vsebovano v govornem signalu. Informa-
cija v govornem signalu mora biti predstavljena na način, ki dobro razločuje
med posameznimi fonemi. Danes najpogosteǰse metode za akustično ana-
lizo govornega signala temeljijo na mel frekvenčnih kepstralnih koeficientih
(MFCC) [25]. Ta metoda je uporabljena v razpoznavalniku PocketSphinx.
2.3.1 Značilke MFCC
Koeficienti melodičnega kepstra predstavljajo značilke, ki so široma upo-
rabljene v sistemih za razpoznavo govora in razpoznavo govorca. Ena iz-
med pogostih tehnik preučevanja govora je z uporabo močnostnega spek-
tra. Močnostni spekter govora opisuje njegovo frekvenčno vsebino skozi čas.
Tipično so vrhovi spektra povezani s formantnimi frekvencami govora. Te
frekvence so ključne pri identifikaciji posameznih glasov, s pomočjo rela-
tivne razdalje med prvima dvema formantnima frekvencama lahko na primer
ločimo med samoglasniki [40].
Postopek izračuna MFCC [39, 2, 41]:
• zvočni signal razrežemo na kratke odseke (okna) dolžine nekaj milise-
kund (tipično 25 ms),
• izračunamo Fourierjevo transformacijo oken,
• izračunamo amplitudni spekter transformacije,
• filtriramo spekter preko mel razporejenih pasovnih filtrov – dobimo
moči spektra ob frekvencah filtra,
• nad dobljenim izračunamo kosinusno transformacijo in s tem kot rezul-
tat dobimo značilke MFCC,
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• običajno obdržimo le prvih 13 koeficientov.
Z diskretno kosinusno transformacijo zmanǰsamo dimenzije in korelacijo
izhodov filtrov, kar znatno pospeši nadaljnje obravnavanje modelov mešanic
Gaussovih porazdelitev (angl. Gaussian mixture models - GMM) [15].
Metoda daje velik pomen prvima dvema koeficientoma c0 in c1. c0 pred-
stavlja moč vseh pasovnih širin vzorca, c1 pa razmerje med visokimi in niz-
kimi frekvencami v vzorcu. Ni pa nujno, da ostali koeficienti ne nudijo dru-
gih interpretacij podatkov kot le grobega ločevanja med posameznimi zvoki.
Posledično je metoda občutljiva na šum in zaradi tega uporabna le za raz-
meroma brezšumne posnetke [20].
2.4 Akustični model
Namen akustičnega modela razpoznavalnika govora je razpoznavanje fone-
mov iz zvočnega signala. V preteklosti je bil najpogosteje osnovan na mo-
delu GMM-HMM (mešanica Gaussovih porazdelitev, angl. Gaussian mixture
model; skriti model Markova, angl. hidden Markov model - HMM). Vedno
bolj se uveljavlja akustično modeliranje s pomočjo nevronskih omrežij, pri
čemer še posebej dobre rezultate pri razpoznavanju govora kažejo globoka
nevronska omrežja [24, 26, 39].
Naloga akustičnega modela je razpoznavanje fonemov v akustičnem si-
gnalu oziroma čim bolj učinkovito predstaviti akustično-fonetične parametre
glasu. Danes se za ta namen uporabljajo predvsem skriti modeli Markova
(SMM). Za tvorjenje (oziroma učenje) akustičnih modelov SMM potrebu-
jemo govorne baze, ki vsebujejo posnetke govora in natančen (fonemski) pre-
pis tega, kar je bilo izgovorjeno. Pri učenju akustičnih modelov uporabljamo
predvsem Baum-Welchev algoritem. Največkrat se uporabljajo podbesedni
akustični modeli, kot so monofoni (ti so bolj ali manj ekvivalentni fonemom).
Ker se izgovorjava istega fonema razlikuje glede na njegova sosednja fonema,
se danes za akustično modeliranje najpogosteje uporabljajo trifonski aku-
stični modeli, ki upoštevajo tudi levi (predhodni) in desni (sledeči) fonem
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oziroma kontekst fonema [25].
2.4.1 GMM-HMM
Večina sistemov za razpoznavanje govora uporablja HMM za predstavitev
osnovnih enot govora. HMM predstavlja množico stanj, povezanih s prehodi.
Pogojna neodvisnost HMM predpostavlja, da je verjetnost opaženega stanja
neodvisna od predhodnega stanja in da so prehajanja med stanji naključna.
Kot osnovno enoto, ki je zajeta v enem stanju HMM, se največkrat upo-
rabijo monofoni ali trifoni, saj sosednji fonemi vplivajo na izgovorjavo. HMM
je možno zgraditi tudi na nivoju celotnih besed, vendar bi potrebovali veliko
učno množico, ki bi zajemala vse možne kombinacije besed.
Fonemi predstavljajo skrita stanja v HMM. Za njihov zapis moramo po-
znati izgovorjavo vsake besede, kar predstavimo s fonetičnim slovarjem, ki
ga bomo opisali v 2.6. Opazovana stanja HMM so mešanica Gaussovih po-
razdelitev, ki opisujejo spekter posameznega okna. Pri uporabi modela, ki
kot osnovno enoto uporablja trifon, potrebujemo veliko število trifonov v
učni množici. Težavo, do katere pride, ko katerega izmed trifonov ni med
učnimi podatki, rešujemo z združevanjem podobnih fonemov oziroma trifo-
nov v odločitvenem drevesu. [30, 38, 13, 40].
V razpoznavi govora je akustični model pogosto reprezentacija HMM-jev
za posamičen fonem. Naj bo U neznani govor, generiran s strani katerega koli
od HMM a1, a2, ..., an akustičnega modela, potem lahko uporabimo izračun
p(U |ai) za izbiro najbolj verjetno izgovorjenega fonema. Zaradi zmožnosti
učenja HMM-jev so slednji pogosto uporabljeni za razpoznavanje fonemov iz
zvočnega signala.
HMM ima dve množici parametrov, množico parametrov prehodne ver-
jetnosti, ki predstavljajo verjetnost za prehod iz enega v drugo stanje, in
množico izhodnih gostot verjetnosti, ki predstavljajo izhodne parametre. Na
sliki 2.2 je ilustrirana arhitektura HMM-ja. Množica a1,1 , ..., a3,4 parametrov
prehodne verjetnosti predstavlja verjetnost prehoda iz enega stanja v dru-
gega (ali nazaj v enako stanje). Za vsako od stanj s1, ..., s3 funkcija p(x|si)
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izračuna gostoto verjetnosti, da model oddaja simbol x. Zmožnost HMM-ja,
da iterira enako stanje večkrat, omogoča izračun fonemov različnih dolžin
[1, 16, 40].
Slika 2.2: Skriti model Markova
HMM nam na podlagi vektorja značilk odda nek niz znakov, glede na no-
tranje stanje modela. Ta niz znakov uporabimo skupaj z jezikovnim modelom
za identifikacijo izgovorjene besede [2].
2.4.2 Globoke nevronske mreže
Nevronske mreže predstavljajo metodo, ki je široko uporabljena pri raz-
poznavi teksta, govora in slik. Ime nevronske mreže izvira iz značilnosti
človeškega živčnega sistema, ki predstavlja inspiracijo za algoritem. Ideja
reševanja problemov z uporabo nevronskih mrež je implementirati inteligen-
tno obnašanje sistema (oziroma modela) z zmožnostjo učenja, podobno kot
delujejo človeški možgani. Globoko nevronsko omrežje (angl. Deep Neural
Network – DNN) je nevronsko omrežje z več kot enim skritim slojem med
vhodnim in izhodnim slojem. Nedolgo nazaj so DNN začeli uporabljati v raz-
poznavi govora in dokazano prekašajo metode, ki uporabljajo GMM [42, 17].
Tako kot HMM se tudi DNN uporabljajo v razpoznavi govora za raz-
poznavanje fonemov iz zvočnega signala. Na sliki 2.3 vidimo arhitekturo
nevronske mreže, ki vsebuje vhodni sloj (angl. input layer), izhodni sloj
(angl. output layer) in en skriti sloj (angl. hidden layer).
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Med učenjem nevronskih mrež se spreminjajo obtežitve povezav med vo-
zlǐsči (angl. node) tako, da se prilagodijo želenemu izhodu. Cilj učenja
nevronske mreže je, da določimo te uteži tako, da s celotno mrežo nevronov
predstavimo želeno funkcijo [17, 39].
Slika 2.3: Nevronska mreža
V jezikovnem modelu se za izdelavo besednih predlog, ki se najbolje
ujemajo z izgovorjenimi fonemi, uporablja Viterbijev algoritem. Algoritem
izračuna verjetnost vseh besed naenkrat in poǐsče najbolj verjetno pot do
cilja (stavek, ki ustreza izgovorjenim besedam). Viterbijevo iskanje je v raz-
poznavi govora uporabljeno za izračun verjetnosti nastalih hipotez (najbolj
verjetni stavki). Treba je izpostaviti, da algoritem Viterbi primerja vse možne
stavke drugega proti drugemu, kar skupaj z velikim slovarjem ustvari veliko
množico potencialnih stavkov. Za zmanǰsanje števila rezultatov in pospešitve
časa prevajanja se uporabljajo algoritmi obrezovanja [23, 22].
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2.5 Jezikovni model
V SRG uporabljamo jezikovni model, da omejimo iskanje besed in določimo,
katera beseda bi lahko sledila predhodno razpoznanim besedam. Prav tako
ga uporabimo, da bistveno omejimo postopek ujemanja z odstranjevanjem
besed, ki niso verjetne.
Najpogosteǰsi jezikovni modeli so: n-gramski jezikovni modeli (angl. n-
gram language models), ki vsebujejo statistične podatke o zaporedjih besed,
in končni jezikovni modeli (angl. finite state language models), ki definirajo
zaporedje govora s končnim avtomatom (angl. finite state automation). Da
bi dosegli dobro stopnjo natančnosti razpoznavanja govora, mora biti jezi-
kovni model zelo uspešen pri omejevanju iskalnega prostora. To pomeni, da
mora biti zelo dober pri predvidevanju naslednje besede [32].
V poglavju 5 bomo izpostavili nekatere formate jezikovnih modelov, ka-
terih uporabo omogoča knjižnica PocketSphinx.
2.6 Fonetični slovar
Fonetični slovar vsebuje preslikavo besed v foneme. Ta preslikava ni ravno
učinkovita. V njem so na primer zabeležene samo dve do tri različice iz-
govorjave, ampak v večini primerov je to dovolj. Slovar ni edini način za
preslikavo besed v foneme. Lahko bi uporabili tudi kakšno kompleksno funk-
cijo, naučeno z algoritmom strojnega učenja (angl. machine learning) [32].
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Poglavje 3
Android
V tem poglavju bomo najprej predstavili platformo Android, tej bo sledil
strnjen opis android komponent, ki tvorijo razpoznavalnik govora v knjižnici
PocketSphinx, in na koncu kratek opis komponent, ki sestavljajo našo de-
monstracijsko aplikacijo.
3.1 Platforma Android
Platforma Android predstavlja odprtokodni programski sklad za mobilne na-
prave, ki je sestavljen iz: operacijskega sistema, ki temelji na jedru ope-
racijskega sistema Linux, vmesne programske opreme in ključnih aplikacij
[12, 14].
Platforma prav tako vsebuje množico notranjih aplikacij, kot so na primer
predal za spletno pošto, brskalnik, kontakti, koledar in še mnogo drugih. Vse
aplikacije so napisane v programskem jeziku Java [12].
Razvijalci imajo popoln dostop do enakega ogrodja aplikacijskega vme-
snika (angl. framework API) kot notranje aplikacije. Aplikacijska struktura
je oblikovana tako, da olaǰsa ponovno uporabo komponent, zato je mogoče
objaviti zmožnosti katerekoli aplikacije in jih uporabiti z drugo aplikacijo
(znotraj varnostnih omejitev ogrodja). Ta enak mehanizem omogoča zame-
njavo komponent s strani uporabnika [12].
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Android vsebuje tudi nabor knjižnic v programskih jezikih C/C++, ki jih
uporabljajo mnoge komponente Android sistema. Te knjižnice so razvijalcem
izpostavljene preko Android aplikacijskega ogrodja [12].
Za razvijalce Android priskrbi tudi vsa orodja in ogrodja za hiter ter
enostaven razvoj mobilnih aplikacij. Android SDK je vse, kar potrebujemo,
da lahko začnemo z razvojem aplikacije [14].
V nadaljevanju bomo opisali, kaj so v Androidu aktivnost, servis in upo-
rabnǐski vmesnik. Za bralca, ki bi rad pridobil podrobno znanje o Android
platformi, pa priporočamo branje [14].
3.2 Komponente razpoznavalnika govora
V tej sekciji bomo opisali android komponente, ki so pomembne za vzposta-
vitev razpoznavalnika ukazov ali govora in so uporabljene v knjižnici Pocket-
Sphinx.
3.2.1 AudioRecord
Android komponenta AudioRecord je namenjena upravljanju snemanja zvoka.
To dosežemo z vlečenjem (angl. pulling) oziroma branjem podatkov iz objekta
AudioRecord. Iz objekta je možno brati v več formatih: polje bitov, polje
kratkih celih števil in z uporabo javanskega razreda ByteBuffer.
Ob kreiranju objekt AudioRecord inicializira asociiran medpomnilnik (angl.
buffer), ki ga v času delovanja polni z novimi avdio podatki. Velikost med-
pomnilnika, ki je definirana ob konstrukciji (angl. construction), določa,
kako dolgo lahko AudioRecord snema, preden povozi (angl. over-running)
oziroma prepǐse podatke, ki še niso bili prebrani. Podatke je treba brati iz
avdio strojne opreme v kosih, ki so manǰsi od skupne velikosti medpomnilnika
[4].
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3.2.2 Thread, Looper, MessageQueue in Handler
Javanski razred Thread (nit) je namenjen asinhronemu procesiranju. Za
upravljanje s sočasnostjo Android platforma nudi komponento Handler. Kom-
binacija javanskega razreda Thread in android komponente Handler omogoča
komunikacijo med različnimi nitmi operacijskega sistema, kar je še posebej
koristno pri komunikaciji z glavno nitjo, kjer deluje uporabnǐski vmesnik.
Android komponenta Looper omogoča ohranitev niti s pomočjo neskončne
zanke. Za potrebe hranjenja sporočil (angl. message) in naloge (angl. Run-
nable), ki se izvede, ko je nit prosta, Android platforma nudi komponento
MessageQueue.
Uporaba niti je koristna predvsem pri dalj trajajočih in računsko zahtev-
nih nalogah, kot je na primer razpoznavanje govora, saj s tem ne blokiramo
glavne niti sistema in tako omogočimo nemoteno delovanje android aplikacije.
Kombinacija zgoraj navedenih android komponent in knjižnic, napisanih
v programskem jeziku C, je uporabljena v implementaciji razpoznavalnika
govora knjižnice PocketSphinx.
3.3 Komponente demonstracijske aplikacije
V tej sekciji bomo opisali glavne android komponente, iz katerih je sestavljena
demonstracijska aplikacija.
3.3.1 Aktivnosti
Aktivnosti so eden izmed temeljnih gradnikov aplikacij na Android platformi.
Uporabljajo se kot vstopna točka za interakcijo uporabnika z aplikacijo, prav
tako pa so ključnega pomena, kako se uporabnik premika znotraj aplikacije
(kot z gumbom za nazaj) ali med aplikacijami (kot z gumbom nedavno) [3].
Aktivnosti nudijo okno, v katerega aplikacija izrǐse svoj uporabnǐski vme-
snik. To okno običajno zapolni zaslon, vendar je lahko manǰse od zaslona
in lebdi nad drugimi okni. Na splošno ena od aktivnosti implementira en
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zaslon v aplikaciji. Na primer, ena od aktivnosti aplikacije lahko implemen-
tira zaslon preference, medtem ko druga aktivnost implementira zaslon izbire
fotografije [8].
Če želimo uporabiti aktivnosti v aplikaciji, moramo registrirati informa-
cije o njih v manifestu aplikacije in primerno upravljati njihove življenjske
cikle [8].
Med svojim obstojem gre aktivnost skozi različno število stanj. Za obrav-
navo prehodov med stanji se uporabljajo številni povratni klici metod [8]:
• onCreate se sproži, ko sistem kreira aktivnost, in se ponavadi uporablja
za inicializacijo ključnih komponent aktivnosti,
• onStart se sproži, ko se onCreate zaključi, in aktivnost postane vidna
uporabniku ter se uporablja za zadnjo pripravo, preden pride aktivnost
v ospredje in postane interaktivna,
• onResume se sproži, tik preden aktivnost začne interakcijo z uporabni-
kom, in se ponavadi uporablja za implementacijo glavne logike,
• onPause se sproži, ko aktivnost izgubi fokus in vstopi v čakajoče sta-
nje; aktivnost je še vedno delno vidna, ampak indicira, da uporabnik
zapušča aktivnost,
• onStop se sproži, ko aktivnost ni več vidna uporabniku,
• onRestart se sproži, ko je aktivnost v ustavljenem stanju in je tik
pred ponovnim zagonom; metoda onRestart obnovi stanje aktivnosti
od časa, ko je bila ustavljena,
• onDestroy se sproži, preden je aktivnost uničena; to je zadnji povratni
klic, ki ga prejme aplikacija; ponavadi se v tem klicu sprosti računske
vire aktivnosti.
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3.3.2 Servis
Servis v Android platformi je komponenta, ki je namenjena opravljanju
dalǰsih operacij v ozadju in nima uporabnǐskega vmesnika. Druga aplikacij-
ska komponenta, ponavadi aktivnost (activity), lahko zažene servis, ki lahko
teče v ozadju tudi po končanju oziroma zamenjavi aplikacije, razen če se
programsko ustavi s klicem metode stopService [11].
Primer tipa servisa, ki lahko deluje tudi, ko uporabnik ni v interakciji
z aplikacijo, je osprednji servis (foreground service). Definiranje servisa kot
osprednjega je v našem primeru ustrezno zato, ker aplikacija posluša govor
uporabnika in je primerno, da je o tem obveščen, ter zato, ker če definiramo
servis kot osprednji, ga Android operacijski sistem manj verjetno ukine v
primeru potrebe po računskih virih za druge aplikacije [11].
Osprednji servis zahteva prikaz notifikacije uporabniku, v kateri je pri-
poročljivo obvestiti uporabnika o stanju servisa [11].
3.3.3 Namen
Namen (angl. intent) je abstraktni opis operacije, ki bo izvedena. Uporabljen
je lahko znotraj konteksta z metodo startActivity, da zažene aktivnost, me-
todo broadcastIntent, ki pošlje namen vsem zainteresiranim komponentam
BroadCastReceiver, ki čakajo na določene namene. Prav tako se uporablja
za zagon servisa s klicem metode startService ali povezovanja s servisom s
klicem metode bindService.
3.3.4 Uporabnǐski vmesnik
Uporabnǐski vmesnik aplikacije je vse, kar lahko uporabnik vidi in s čimer
komunicira. Android ponuja vrsto vnaprej pripravljenih komponent upo-
rabnǐskega vmesnika, kot so strukturirani objekti postavitve in kontrole upo-
rabnǐskega vmesnika, ki omogočajo izdelavo grafičnega uporabnǐskega vme-
snika za aplikacijo. Android ponuja tudi druge module uporabnǐskega vme-
snika za posebne vmesnike, kot so pogovorna okna, obvestila in meniji [10].
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V nadaljevanju bomo opisali komponente, kot so: notifikacija (angl. no-
tification); majhno obvestilo, imenovano Toast; pogled seznama (angl. list
view) in omejena postavitev (angl. constraint layout), ki smo jih upora-
bili v naši demonstracijski aplikaciji. Podrobneǰsi in širši opis komponent
uporabnǐskega vmesnika je mogoče najti na uradni Android strani (spletna
povezava).
Notifikacija
Notifikacija je sporočilo, ki ga Android prikaže izven uporabnǐskega vmesnika
aplikacije in uporabniku ponudi opomnike, sporočila drugih oseb ali druge
pravočasne informacije iz aplikacije. Uporabniki lahko ”tapnejo” obvestilo,
da odprejo aplikacijo, ali ukrepajo neposredno iz obvestila [7].
Toast
Kratko obvestilo Toast ponuja preprosto povratno informacijo o operaciji v
majhnem pojavnem oknu. Zasede le prostor, ki je potreben za sporočilo, in
trenutna aktivnost ostane vidna ter interaktivna. Toast samodejno izgine po
preteku časa [9].
Pogled seznama
Pogled seznama, ki je v Androidu definiran kot ListView, se uporablja za
prikaz zbirke pogledov, po kateri se je mogoče navpično premikati in si pogledi
zaporedoma sledijo [6].
Pogled seznama je adaptacijski pogled, ki ne ve podrobnosti tipa ali vse-
bine pogledov, ki jih vsebuje. Pogled seznama zahteva poglede glede na po-
trebo iz Android objekta ListAdapter, na primer, ko se uporabnik premika
po seznamu in je treba naložiti nove poglede [6].
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Omejena postavitev
Omejena postavitev (angl. constraint layout) je iz skupine Android pogledov,
ki omogoča postavitev in velikost widgetov na prilagodljiv način. Omejena
postavitev je na voljo kot podporna knjižnica, ki jo lahko uporabljamo v
sistemih Android, začenši z ravnijo API 9 (Gingerbread) [5].
Trenutno obstajajo različni tipi omejitev, ki jih lahko uporabimo [5]:
• relativno pozicioniranje,
• robovi,
• centriranje pozicioniranja,
• krožno pozicioniranje,
• obnašanje vidnosti,
• dimenzijske omejitve,
• verige,
• virtualni pomožni objekti,
• optimizator.
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Poglavje 4
CMU Sphinx
CMU Sphinx oziroma kratko Sphinx predstavlja skupino sistemov za razpo-
znavanje govora, ki jih razvijajo razvijalci univerze Carnegie Mellon. Leta
2000 so nekatere projekte za razpoznavo govora naredili odprtokodne (Sphinx
2, Sphinx 3, itd.). Dekodirniki govora vsebujejo tudi nekatere akustične mo-
dele in vzorčne aplikacije. Na voljo je tudi programska oprema za učenje
akustičnega modela, prevajanje (angl. compilation) jezikovnega modela in
javni slovar izgovorjav – cmudict [37].
Sphinx je sestavljen iz številnih programskih sistemov [37]:
• Sphinx,
• Sphinx 2,
• Sphinx 3,
• Sphinx 4,
• PocketSphinx.
Od zgoraj omenjenih sistemov sta v času pisanja tega diplomskega dela
aktualna Sphinx 4 in Pocketsphinx, v mali meri pa se še vedno vzdržuje
Sphinx 3, zato jih bomo v nadaljevanju na kratko opisali. Bralec, ki bi želel
prebrati podrobneǰso strukturo Sphinx sistema, lahko prebere članek [21].
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4.1 Sphinx 3
Sphinx 3 je CMU-jev sistem za razpoznavanje govora širšega besedǐsča. To je
stareǰsi dekodirnik na osnovi programskega jezika C, ki ga še naprej vzdržujejo.
Še vedno je najbolj natančen dekodirnik za naloge s širšim besedǐsčem. De-
koder je predvsem namenjen raziskovalcem, ki želijo raziskovati noveǰse, še ne
uradno aplicirane metode v avtomatskem razpoznavanju govora na podlagi
iskalnih dreves [33].
4.2 Sphinx 4
Sphinx 4 je trenutno ”state of the art” za razpoznavanje govora, v celoti
napisan v programskem jeziku Java. Najbolǰsi je za implementacijo kom-
pleksnega strežnǐskega ali oblačnega sistema z globoko interakcijo z moduli
NLP, spletnimi storitvami in računanjem v oblaku [33].
4.3 PocketSphinx
PocketSphinx je CMU-jev najhitreǰsi sistem za razpoznavanje govora. Je
zbirka, v celoti napisana v programskem jeziku C, ki je optimalen za razvoj
aplikacij za vgrajene sisteme v programskem jeziku C in za razvoj jezikovnih
povezav. Pri hitrosti v realnem času je to najbolj natančen stroj in je zato
dobra izbira za aplikacije, ki potrebujejo takoǰsno interakcijo [33].
Dober je za namizne aplikacije, ukazovanje in diktacijo, kjer sta cilja hitri
odgovor in nizka poraba resursov.
Prav tako vsebuje podporo za vgrajene sisteme za aritmetiko s fiksno
točko in je uspešno uporabljen na napravah iPhone, Nokia Maemon in Win-
dows Mobile [33].
Podrobneǰso strukturo in opis razvoja je moč najti v članku Huggins-
Dainesa in drugih avtorjev [19].
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Učenje akustičnega modela
Projekt CMU Sphinx že vsebuje veliko kakovostnih akustičnih modelov, ven-
dar žal ne akustičnega modela za slovenščino. Vsebuje amerǐsko-angleški
akustični model za mikrofon, televizijski prenos in za govor preko telefona.
Na voljo sta tudi francoski in kitajski model, ki sta bila naučena na ogromni
količini akustičnih podatkov. Poleg omenjenih so na voljo tudi grški, nemški,
španski, italijanski, ruski in še mnogi drugi. Ti modeli so bili skrbno optimi-
zirani, da bi dosegli najbolǰso razpoznavanje in dobro delovali za skoraj vse
aplikacije. Večina aplikacij za ukazovanje in celo nekatere aplikacije z veliko
besedami lahko uporabijo privzete modele [35].
Poleg modelov CMU Sphinx ponuja tudi nekaj pristopov za adaptacijo
obstoječih modelov, ki bi morali zadostovati za večino primerov, ko je po-
trebna večja natančnost. Adaptacija deluje dobro, če uporabljamo različna
snemalna okolja (blizu ali daleč mikrofona ali preko telefonskega kanala),
ali ko je prisoten rahlo drugačen naglas, ali celo ko je prisoten drug jezik.
Adaptacija na primer deluje zelo dobro, če je treba hitro dodati podporo za
neki nov jezik samo s preslikavo nabora fonemov akustičnega modela v ciljni
nabor fonemov s slovarjem. Tudi v našem primeru bi lahko adaptirali na
primer ruski akustični model glede na podobnost slovenskemu jeziku, vendar
je bil namen tega diplomskega dela prikazati implementacijo novega jezika,
v našem primeru slovenskega [35].
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5.1 Kdaj je in kdaj ni potrebno naučiti novi
akustični model
Novi akustični model moramo naučiti, če [35]:
• želimo narediti akustični model za novi jezik ali dialekt,
• ali potrebujemo specializirani model za aplikacijo z majhnim besedǐsčem
• in imamo dovolj podatkov, na katerih bomo učili akustični model:
– 1 uro posnetkov za ukazovanje in vodenje, če je en govorec
– 5 ur posnetkov 200-tih govorcev za ukazovanje in vodenje za mnogo
govorcev
– 10 ur posnetkov za narekovanje enega govorca
– 50 ur posnetkov 200-tih govorcev za narekovanje mnogih govorcev
• in imamo znanje o fonetični strukturi jezika
• in imamo čas za učenje modela in optimiziranje parametrov.
Ni nam treba učiti novega akustičnega modela, če [35]:
• želimo izbolǰsati natančnost, potem naredimo raje adaptacijo modela,
• nimamo dovolj podatkov, potem naredimo raje adaptacijo modela,
• nimamo dovolj časa,
• nimamo dovolj izkušenj.
5.2 Nastanek govornih posnetkov
Predpogoj učenja akustičnega modela za novi jezik je urejena podatkovna
zbirka, ki vsebuje govorne posnetke in vse potrebne datoteke za začetek
učenja. Podrobneǰso strukturo podatkovne zbirke bomo opisali v sekciji 5.3,
v tej sekciji pa se bomo osredotočili na strojno opremo, s katero smo ustvarili
govorne posnetke in opis snemanja ter lastnosti le-teh.
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5.2.1 Strojna oprema za snemanje govornih posnetkov
Za snemanje govornih posnetkov je bil uporabljen pametni telefon Huawei
P9 lite.
Tabela 5.1: Tehnični podatki o uporabljenem pametnem telefonu Huawei P9
lite
Lastnost Vrednost
CPU Octa-core (4x2.0 GHz Cortex-A53 & 4x1.7
GHz Cortex-A53)
OS Android 6.0 (Marshmallow), EMUI 4.1
GPU Mali-T830MP2
5.2.2 Snemanje govornih posnetkov
Snemanje govornih posnetkov je potekalo z uporabo android aplikacije Au-
dioRec, ki omogoča nastavitev ustreznih konfiguracij, ki jih zahteva Pocket-
Sphinx in so opisani v sekciji 5.3.
Posnetih je bilo 4800 avdio posnetkov s strani avtorja diplomske naloge,
od tega so začetna fraza in vsak od 47-ih ukazov posneti stokrat.
Posnetki so nastali v tihem okolju v manǰsi sobi. Vsak posnetek ima
minimalno tǐsino na začetku in koncu. Vsak ukaz je bil izrečen z normalno
pogovorno glasnostjo.
5.3 Priprava podatkov
Algoritem za učenje se nauči parametre za modele zvočnih enot z uporabo
množice govornih posnetkov. Ta se imenuje učna množica oziroma učni po-
datki. Zbirka, ki jo tvorijo posnetki in pripadajoče datoteke (transkripcije,
fonetični zapis itd.), vsebuje informacije, ki so potrebne za ekstrakcijo stati-
stičnih podatkov iz govora v obliki akustičnega modela [35].
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Algoritmu za učenje je treba povedati, parametre katerih zvočnih enot
naj se nauči in vsaj zaporedje, v katerem se pojavijo v vsakem zvočnem
posnetku v učni množici. Ta podatek je algoritmu za učenje podan v obliki
transkripcijske datoteke. Datoteka vsebuje zaporedje besed in polnil v točno
enakem zaporedju, kot se pojavijo v zvočnem posnetku, ter na koncu oznako,
ki asociira to zaporedje z ustreznim posnetkom [35].
Poleg posnetkov in transkripcijske datoteke je treba algoritmu za učenje
podati tudi fonetični slovar jezika (angl. language phonetic dictionary), ki
vsebuje preslikave besed jezika v zaporedja zvočnih enot, in slovar polnil
(angl. filler dictionary), ki vsebuje preslikave nebesednih zvokov v zvočne
enote. Algoritem za učenje nato pogleda v slovarje in izpelje zaporedje
zvočnih enot, ki so asociirana s posamičnim zvokom in transkripcijo [35].
Po učenju akustičnega modela je treba pognati dekodirnik (angl. deco-
der), ki preveri rezultate testiranja. Dekodirnik vzame akustični model in ga
testira na podlagi testne množice (angl. training set) in povezanih transkrip-
cij ter oceni kakovost modela. Med testiranjem uporabi jezikovni model, ki
vsebuje opis možnih zaporedij besed v jeziku [35].
Če želimo naučiti novi akustični model, moramo najprej oblikovati učno
množico ali prenesti obstoječo. Na primer, možno jo je kupiti pri konzorciju
za jezikovne podatke LDC. Seveda moramo datoteke pretvoriti v pravilen
format, ki ga bomo opisali v nadaljevanju [35].
Množica podatkov (učna in testna množica) mora biti dobra prezentacija
govora, ki ga želimo razpoznavati. Na primer, sami bomo razpoznavali zvok
na mobilni napravi, zato je tudi s strani CMU Sphinx priporočljivo, da se
s to napravo ustvarijo posnetki. Govor je zelo različen glede na snemalni
kanal. Če na snemalnem kanalu, ki ga mislimo uporabljati, nimamo ustvar-
jenih dovolj posnetkov govora, potem je vseeno možno uporabiti posnetke.
Na primer, če imamo televizijske posnetke, lahko pretakamo (angl. stream)
podatke skozi telefonski kodirnik, da izenačimo avdio [35].
Med množico podatkov naj bi bila čim večja variacija snemalnih pogojev,
veliko različnih govornikov, lingvističnih stavkov in akustičnih načinov. Ker
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smo se v našem diplomskem delu zaradi časa, ki nam je bil na voljo, omejili
na 47 ukazov, so nastali posnetki enega govornika v tihem okolju, ki zadostijo
namenu in implementaciji demonstracijske android aplikacije.
Kot že prej omenjeno, mora množica podatkov biti razdeljena na dva dela,
in sicer učni ter testni del. Testna množica naj bi predstavljala približno
desetino vseh podatkov, ampak kot testno množico ni priporočljivo imeti več
kot 4 ure posnetkov [35].
Nekateri priporočljivi pristopi, kako pridobiti množico podatkov za novi
jezik, so [35]:
• ročno segmentiranje avdio posnetkov z obstoječimi transkripcijami (no-
vice, govorne oddaje itd.),
• snemanje prijateljev ali družine,
• vzpostavitev avtomatizirane zbirke na Voxforge.
Datotečna struktura mora biti definirana, kot je prikazano na sliki 5.1.
V našem primeru je ime zbirke ”robi”, vendar bomo zaradi splošnosti prikaza
struktur in kode uporabljali ime ”your db”, ki predstavlja generično zamen-
ljivo ime. Na sliki 5.1 je prikazan tudi generičen zapis govorcev (speaker 1
in speaker 2), kar pa je v našem primeru samo ”rm0595”, saj imamo samo
enega govorca. Prav tako lahko na tej sliki vidimo generičen zapis posnet-
kov (file1 1 in file 2), ki pa so v našem primeru poimenovani kar kot besede
ukaza, združene z znakom ” ” in velikimi črkami ter naraščajoče oštevilčeni.
Opis formatov in načina priprave posamične datoteke:
• *.fileids: your db train.fileids in your db test.fileids sta tekstovni da-
toteki, ki vsebujeta seznam imen posnetkov. Ime posnetka je sesta-
vljeno iz identifikatorja govorca, ki mu sledita znak ”/” in identifikator
posnetka. Vsako ime je v svoji vrstici, v našem primeru [35]:
rm0595/PRIKAZI_MOJO_ZADNJO_MERITEV1
rm0595/PRIKAZI_MOJO_ZADNJO_MERITEV2
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Slika 5.1: Datotečna struktura podatkov [35]
Datoteki vsebujeta poti v datotečnem sistemu relativno na wav mapo
(angl. directory). Pri tem moramo paziti, da ne vključimo končnice
avdio posnetka, ampak samo ime [35].
• *.transcription: datoteki your db train.transcription in
your db test.transcription sta tekstovni datoteki, ki vsebujeta seznam
transkripcij za vsak avdio posnetek, v obliki:
<s> PRIKAŽI MOJO ZADNJO MERITEV
</s> (PRIKAZI_MOJO_ZADNJO_MERITEV1)
<s> PRIKAŽI MOJO ZADNJO MERITEV
</s> (PRIKAZI_MOJO_ZADNJO_MERITEV2)
Pomembno je, da se vsaka vrstica začne s <s> in konča s </s> ter da za
tem sledi ime oziroma identifikator posnetka v oklepaju. Pomembno
je, da je popolno ujemanje med *.fileids in *.transcription datoteko.
Število vrstic in pa zaporedje morata biti enaka [35]. Primer napačne
*.fileids datoteke za zgornji primer transkripcije:
<s> PRIKAŽI MOJO ZADNJO MERITEV
</s> (PRIKAZI_MOJO_ZADNJO_MERITEV2)
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<s> PRIKAŽI MOJO ZADNJO MERITEV
</s> (PRIKAZI_MOJO_ZADNJO_MERITEV1)
• Posnetki govora (*.wav files): avdio posnetki morajo zajeti vsebino,
ki jo želimo na koncu razpoznavati. V primeru, da je med posnetki
in transkripcijo neujemanje, lahko pričakujemo veliko odstopanje na-
tančnosti. Najbolje je snemati tip govora, ki ga želimo razpoznavati,
torej na primer, če želimo razpoznavati tekoč govor, morajo posnetki
vsebovati tekoč govor. Za tekoč govor je optimalna dolžina posnetkov
med 5 in 30 sekund. Zelo dolgi posnetki otežijo učenje. V našem pri-
meru bomo uporabljali kratke ukaze, zato so tudi posnetki ustvarjeni
na podlagi seznama ukazov. Priporočljivo je, da je čas tǐsine na začetku
in koncu manj kot 200 milisekund [35].
Posnetki morajo biti v MS WAV formatu s frekvenco vzorčenja 16 kHz,
16 bit, mono za namizne aplikacije, 8 kHz, 16 bit, mono za mobilne apli-
kacije. Kritično je, da imajo takšen format avdio datoteke. Knjižnica
za učenje modela Sphinxtrain sicer podpira nekaj različnih formatov,
ampak je privzeto nastavljena, da se uči iz 16 kHz, 16 bit, mono datotek
v MS WAV formatu [35].
Neusklajenost zvočnega formata je najpogosteǰsi problem pri učenju,
zato se je treba prepričati, da eliminiramo takšne probleme [35].
• Fonetični slovar (your db.dic): mora imeti vsako unikatno besedo
v svoji vrstici s pripadajočim fonetičnim zapisom, kot v našem primeru:
SPITI S P I T I
SPOROČAJ S P O R O TS A J
Na temo fonetičnega zapisa je moč najti mnogo knjig, tudi na Wiki-
pediji so nekateri fonetični slovarji. Razvijalci CMU Sphinx svetujejo
uporabo alfanumeričnega nabora fonemov v izogib morebitnim težavam
s posebnimi znaki. Če nimamo dovolj velikega znanja, lahko uporabimo
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tudi preprosto črkovanje besede in bomo prav tako dosegli dobre rezul-
tate [35], na primer:
MOJO M O J O
MOJA M O J A
V našem fonetičnem slovarju smo uporabili nekatere posebne kombina-
cije znakov za:
– ”Š” smo zamenjali s SS
– ”Č” smo zamenjali s TS
– ”Ž” smo zamenjali z ZZ
– ”dolgi E” smo zamenjali z EE
• Datoteka z naborom fonemov (your db.phone): mora vsebovati
unikatni fonem v vsaki vrstici. Število unikatnih fonemov se mora
ujemati s številom unikatnih fonemov, ki so uporabljeni v slovarju,
poleg tega pa mora vsebovati še poseben fonem SIL, ki predstavlja
tǐsino [35]. Naš nabor fonemov:
A
B
D
E
EE
G
H
I
J
K
L
M
N
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O
P
R
S
SS
T
TS
U
V
Z
ZZ
SIL
• Jezikovni model (your db.lm.DMP ali your db.jsgf): jezikovni
model je pomembna komponenta konfiguracije, saj dekodirniku pove,
katera zaporedja besed je možno razpoznati. Obstaja več tipov mode-
lov: seznami ključnih besed (angl. keyword lists), slovnice (angl. gram-
mars), statistični jezikovni modeli (angl. statistical language models)
in fonetični jezikovni modeli. Imajo različne zmožnosti in učinkovitosti
[34].
Za ukazovanje sta najbolj primerna seznam ključnih besed in slovnica
tipa JSGF. Prednost seznama ključnih besed je, da lahko nastavimo
prag (angl. threshold) zaznave, ki prepreči napačno razpoznavo besed.
Minimalni možni prag je 1e-1, maksimalni pa 1e-50 [34]. Ta pristop
je primeren za aplikacije, ki so občutljive na napačno razpoznavanje.
Slaba stran tega pristopa je večja možnost ignoriranja pravilnega go-
vora. Prav tako je treba optimizirati prag glede na dolžino in število
besed ter fonetične strukture. Prag je treba optimizirati, da čim bo-
lje razpoznava pravilni govor in ignorira nepravilnega. Optimizacijo je
možno izvesti s pomočjo dalǰsega avdio posnetka, ki vsebuje pojavitve
ključnih besed. Z različnimi pragi poženemo ukaz:
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pocketsphinx_continuous -infile <your_file.wav>
-keyphrase <your keyphrase>
-kws_threshold <your_threshold>
-time yes
in seštejemo število zgrešenih pravilnih ter napačno razpoznanih besed.
Izberemo prag z najmanǰso vsoto.
Primer seznama ključnih besed za naše ukaze:
UGASNI OBVEŠČANJE /1e-30/
KOLIKO VODE SEM SPIL /1e-50/
KOLIKO ŠE MORAM SPITI DANES /1e-50/
PORABA VODE /1e-30/
Praktični testi uporabe tega modela so pokazali, da deluje dobro, ven-
dar še vseeno velikokrat ne zazna pravilno izrečenega ukaza, zato je bolj
primeren za kritične aplikacije, kjer lahko napačno razpoznana beseda
naredi večjo škodo.
V naši implementaciji prototipa aplikacije smo uporabili slovnico v for-
matu JSGF (angl. Java Speech Grammar Format). Primer strukture
formata:
#JSGF V1.0;
grammar robi;
public <robi> = IZMERIL BI SI PRITISK | ZAČEL BI MERITEV
| IZMERI TEŽO ;
Prednost tega modela je, da je veliko bolj natančen in hiter. Slabost
pristopa pa je, da ne ignorira besed, ki niso v slovnici, ampak jih po-
skuša razpoznati, kar privede do napačno razpoznanih ukazov. To se
zelo dobro izbolǰsa tako, da se uporabi pristop z začetno frazo in ome-
jitvijo časa. Torej, uporabnik prvo izreče začetno frazo, ki aktivira
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razpoznavanje in pričakuje ukaz. Če ukaza ne izrečemo v omejenem
času oziroma če ga, se ponovno nastavi na poslušanje začetne fraze. Ta
pristop smo uporabili tudi v našem primeru.
• Slovar polnil (your db.filler): vsebuje polnilne foneme (fonemi, ki
niso v jezikovnem modelu, nelingvistični zvoki, kot je dihanje, ”hmm”
ali smeh). Lahko vsebuje samo tǐsine [35]:
<s> SIL
</s> SIL
<sil> SIL
5.4 Prevajanja (angl. compilation) potreb-
nih paketov
Sledeči paketi so potrebni za učenje [35]:
• sphinxbase-5prealpha, pomožna knjižnica, ki jo potrebujeta Pocket-
sphinx in Sphinxtrain,
• sphinxtrain-5prealpha, knjižnica z orodji za učenje akustičnega modela,
• pocketsphinx-5prealpha, knjižnica za razpoznavanje, napisana v pro-
gramskem jeziku C.
Sledeči zunanji paketi so prav tako potrebni [35]:
• perl, na primer ActivePerl za Windows,
• python, na primer ActivePython za Windows.
Če prenesemo pakete s končnico ”.gz”, potem potrebujemo program gun-
zip, ali kaj podobnega, za odpakiranje. Prav tako moramo nastaviti python
oziroma perl v izvršljivo (angl. executable) pot [35].
34 Robi Markač
Razvijalci CMU Sphinx priporočajo učenje na operacijskem sistemu Li-
nux, saj lahko tako izkoristimo vse funkcionalnosti paketa sphinxtrain za
učenje. Mi smo uporabili operacijski sistem Windows in ActivePerl, saj je
zadostovalo našim potrebam.
Potrebne pakete je moč najti na spletni strani (spletna povezava).
Paketi morajo biti v enaki korenski mapi, kjer jih odpakiramo, če pa upo-
rabljamo operacijski sistem Linux, pa moramo pognati še ukaze ”configure”,
”make” in ”install” v vsaki mapi paketa. Prav tako mora biti naša zbirka v
enaki korenski mapi [35].
Primer strukture datotek po razpakiranju na operacijskem sistemu Linux
lahko vidimo na sliki 5.2.
Slika 5.2: Datotečna struktura po odpakiranju [35]
Zahtevano programsko opremo je na operacijskem sistemu Linux treba
nastaviti kot administratorski uporabnik root. Po končani nastavitvi (Linux)
je treba posodobiti sistemsko konfiguracijo tako, da bo sistem lahko našel
dinamične knjižnice [35]:
export PATH=/usr/local/bin:$PATH
export LD_LIBRARY_PATH=/usr/local/lib
export PKG_CONFIG_PATH=/usr/local/lib/pkgconfig
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Možno je tudi namesto v sistemsko pot nastaviti pakete v domačo (home)
mapo. V tem primeru moramo dodati sledečo nastavitev k autogen.sh ali
configure skripti:
--prefix=/home/user/local
5.5 Nastavitev skript za učenje
Da začnemo učenje akustičnega modela, moramo pognati konzolo (angl.
command line interface) in spremeniti trenutno pot na lokacijo naše po-
datkovne zbirke. Nato vpǐsemo naslednji ukaz (<ime podatkovne zbirke>
zamenjamo z našim imenom) in poženemo:
na Linuxu:
sphinxtrain -t <ime podatkovne zbirke> setup
na Windowsu:
python ../sphinxtrain/scripts/sphinxtrain -t
<ime podatkovne zbirke> setup
To bo kopiralo potrebne konfiguracijske datoteke v podmapo etc/ naše
korenske mape in pripravilo zbirko za učenje. V procesu učenja se bodo
ustvarile različne datoteke in mape, zato bi datotečna struktura morala iz-
gledati kot na sliki 5.3.
Po končani osnovni namestitvi moramo urediti konfiguracijske datoteke
v etc/ mapi. Veliko spremenljivk je možno nastaviti, ampak za osnovne
nastavitve je dovolj urediti datoteko etc/sphinx train.cfg.
5.5.1 Nastavitev formata posnetkov
V datoteki etc/sphinx train.cfg vidimo sledeče konfiguracije 5.4 .
Ker smo snemali posnetke v WAV formatu, moramo spremeniti (če že ni)
”sph” v ”wav” in ”nist” v ”mswav”, tako da po spremembi izgleda kot na
sliki 5.5 .
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Slika 5.3: Datotečna struktura po učenju [35]
Slika 5.4: Konfiguracija formata posnetkov [35]
5.5.2 Konfiguracija poti datotek
V vrsticah datoteke etc/sphinx train.cfg, ki jih vidimo na sliki 5.6, se naha-
jajo spremenljivke, ki določajo poti do relevantnih datotek. .
Vrednosti spremenljivk vidnih na sliki 5.6 bi morale biti že nastavljene,
vendar se moramo še vseeno prepričati, da so v skladu z imeni in potmi naših
datotek.
Spremenljivka $CFG LIST DIR predstavlja /etc mapo v zbirki, spremen-
ljivka $CFG DB NAME pa ime zbirke oziroma korenske mape.
5.5.3 Konfiguracija parametrov in tipa modela
CMU Sphinx podpira različne tipe akustičnih modelov [35]:
• kontinuiran oziroma neprekinjen (angl. continuous) je računsko
bolj zahteven, ampak zato najbolj natančen, in se uporablja pred-
vsem za procesiranje na bolj zmogljivih napravah, kot sta na primer
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Slika 5.5: Konfiguracija formata posnetkov v WAV formatu [35]
Slika 5.6: Konfiguracija poti datotek [35]
računalnik ali strežnik,
• delno kontinuiran (angl. semi-continuous) je računsko najmanj zahte-
ven, ampak zato manj natančen, in se uporablja na napravah, ki so
manj zmogljive, kot na primer pametni telefon ali vgrajeni sistemi,
• fonetično vezan (angl. phonetically tied - PTM), ki predstavlja sredino
med zgoraj navedenima modeloma, je opazno hitreǰsi od kontinuira-
nega in natančneǰsi kot delno kontinuiran model in je primeren ter se
priporoča za uporabo na mobilnih aplikacijah.
Tip modela se nastavi v spremenljivki, vidni na sliki 5.7, pri čemer
odkomentiramo spremenljivko na podlagi tipa modela, ki ga želimo, kar je
v našem primeru ptm, saj predstavlja sredino med hitrostjo in natančnostjo
ter je priporočan s strani CMU, ostali dve pa pustimo zakomentirani.
Naslednji parameter, ki predstavlja število gostot (angl. number of den-
sities), je v spremenljivki $CFG FINAL NUM DENSITIES in lahko vsebuje
številko, ki je eksponent dvojke: 2, 4, 8, 16, 32, 64. Za kontinuiran tip mo-
dela je priporočljivo število 32, za delno kontinuiran ali PTM model pa 256,
kar smo uporabili mi.
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Slika 5.7: Konfiguracija tipa modela [35]
Tudi spremenljivka $CFG N TIED STATES predstavlja pomemben pa-
rameter, ki pove število vezanih stanj (senonov), ki se kreirajo v gručanju
odločitvenega drevesa. Več senonov kot ima model, bolj natančno diskrimi-
nira zvoke. Na drugi strani pa, če imamo preveč senonov, model postane manj
generičen, kar pomeni, da slabše razpozna še ne viden govor. To pomeni, da
bo napaka večja na ne videnih podatkih. V primeru, da je preveč senonov,
se med učenjem generira napaka. Približno število senonov in število gostot
za kontinuiran tip modela je prikazano v tabeli na sliki 5.8.
Slika 5.8: Tabela približnega števila senonov in gostot [35]
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5.5.4 Konfiguracija parametrov zvoka
Privzeta frekvenca vzorčenja za zvočne datoteke, ki se uporabljajo v Sphinxu,
je 16 tisoč na sekundo (16 kHz). V tem primeru se bo samodejno ustvarila
datoteka etc/feat.params s priporočenimi vrednostmi.
Če uporabljamo zvočne datoteke s frekvenco vzorčenja 8 kHz, potem mo-
ramo spremeniti parametre na vrednosti, prikazane na sliki 5.9.
Slika 5.9: Konfiguracija parametrov zvoka za 8 kHz [35]
5.5.5 Konfiguracija parametrov dekodirnika
Na koncu se prepričamo še, da so spremenljivke na sliki 5.10 v datoteki
etc/sphinx train.cfg ustrezno nastavljene, če ne, spremenimo ime in končnico
temu primerno.
Slika 5.10: Konfiguracija parametrov dekodirnika [35]
V našem primeru smo namesto $DEC CFG LANGUAGEMODEL upo-
rabili:
$DEC_CFG_GRAMMAR = "$CFG_BASE_DIR/etc/${CFG_DB_NAME}.jsgf";
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kar predstavlja našo slovnico v JSGF formatu.
5.6 Učenje
Preden lahko začnemo učenje akustičnega modela, se moramo v konzoli (com-
mand line interface) postaviti v našo zbirko oziroma korensko mapo. Da
začnemo učenje, poženemo naslednje ukaze v konzoli [35]:
na Linuxu:
sphinxtrain run
na Windowsu:
python ../sphinxtrain/scripts/sphinxtrain run
Učenje akustičnega modela lahko traja od nekaj minut pa do več tednov,
odvisno od velikosti naše zbirke in hitrosti računalnika [35].
Najpomembneǰsa je prva stopnja učenja, na kateri se preveri, ali so vse
datoteke pravilno skonfigurirane in vhodni podatki konsistentni. Napak ne
smemo ignorirati, saj lahko znatno pokvarijo akustični model. Ko se uspešno
izvedejo vse skripte in koraki učenja, se na koncu izvede še dekodiranje, da
lahko vidimo, kako uspešno razpozna posnetke iz testne množice glede na
naučen model [35]. Tipični standardni izhod v času dekodiranja izgleda
približno kot na sliki 5.11.
Slika 5.11: Primer izhoda med učenjem akustičnega modela [35]
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5.7 Testiranje
Pomembno je, da testiramo kakovost naučenega modela in ustrezno optimi-
ziramo parametre ter s tem dosežemo bolǰso natančnost in delovanje. Zadnji
korak učenja akustičnega modela je testiranje dekodirnika [35]. Dekodiranje
lahko poženemo z naslednjim ukazom:
na Linuxu:
sphinxtrain -s decode run
na Windowsu:
python ../sphinxtrain/scripts/sphinxtrain r-s decode run
Ta ukaz zažene dekodiranje, pri čemer uporabi naučen akustični model in
jezikovni model, ki smo ga konfigurirali v datoteki etc/sphinx train.cfg [35].
Ko je razpoznavanje končano, skripta izračuna stopnjo napačno razpozna-
nih besed (angl. Word Error Rate - WER) in stopnjo napačno razpoznanih
stavkov (angl. Sentence Error Rate - SER). Manǰse kot so te stopnje, bolǰse
je za razpoznavanje govora. Večja kot je govorna zbirka, večja je napaka. Na
primer, za tipično deseturno zbirko je WER približno 10 % [35].
Podrobneǰsa evaluacija je opisana v poglavju 7.
5.8 Uporaba modela
Po učenju se model nahaja v:
model_parameters/‘<your_db_name>‘.cd_<acoustic_model_type>_
‘<number_of senones>‘
V tej mapi so vse datoteke, ki sestavljajo akustični model, in sicer:
• mdef,
• feat.params,
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• mixture weights,
• means,
• noisedict,
• transition matrices,
• variances,
odvisno od tipa modela, ki smo ga naučili. Da uporabimo model v Pocket-
Sphinx, v konzoli enostavno izvedemo ukaz:
pocketsphinx_continuous -hmm ‘<your_new_model_folder>‘ -lm
‘<your_lm>‘-dict ‘<your_dict>‘.
Poglavje 6
Implementacija
demonstracijske aplikacije
Akustični model, ki smo ga zgradili, kot opisano v poglavju 5, smo uporabili
v demonstracijski aplikaciji.
V nadaljevanju bomo opisali postopek kreiranja aplikacije, integracije
akustičnega modela v aplikacijo in strukturo s poudarkom na osprednjem
servisu (angl. foreground service), kjer se nahaja celotna logika razpoznaval-
nika govora.
6.1 Kreiranje android projekta
Android projekt je bil kreiran s pomočjo razvojnega okolja Android Stu-
dio. Minimalna podprta Android verzija za aplikacijo je API 23 Android 6.0
(Marshmallow). V projektu je uporabljen programski jezik Java.
6.2 Komponentni diagram projekta
Celoten projekt demonstracijske aplikacije vsebuje več komponent, kot vidno
na sliki 6.1, in sicer:
• PocketSphinx, lahki razpoznavalnik, napisan v programskem jeziku C.
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• Sphinxbase, podporna knjižnica, ki jo potrebuje PocketSphinx (del
PocketSphinx komponente).
• Baza znanja, ki jo tvorita akustični model in jezikovni model.
• Snemalnik zvoka, ki je sestavljen iz več podkomponent (mikrofon, API
itd.).
• Android aplikacija.
Slika 6.1: UML komponentni diagram projekta
6.3 Integracija akustičnega modela z android
aplikacijo
V tej sekciji bomo opisali, kako najlažje integrirati akustični model in vse
potrebne datoteke v Android projekt, da lahko implementiramo delovanje
razpoznave govora v servisu.
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6.3.1 Sklicevanje na knjižnico PocketSphinx v Android
projektu
Knjižnica je distribuirana kot Android arhiv (AAR), ki vključuje tako binarne
datoteke za različne arhitekture kot tudi neodvisno kodo v Javi.
V Android Studio je možno dodati AAR v projekt tako, da z desnim
klikom izberemo projekt, nato možnost ”open module settings”, pri zavihku
”Modules” kliknemo znak ”+”, izberemo možnost ”Import .JAR/.AAR Pac-
kage” in se odločimo za datoteko. Ko je AAR dodan v projekt kot modul,
se moramo še prepričati, da je dodan v seznam odvisnosti glavnega modula
v app/build.gradle kot ”implementation project(’:aars’)” in pa v datoteki
settings.gradle v seznamu ”include” kot “:aars’” [36].
6.3.2 Dodajanje modelov in sredstev
Najlažji način, da dodamo potrebne modele in pripadajoče datoteke, je, da
kopiramo mapo models iz github naslova vzorčne aplikacije (link) ter dodamo
v seznam odvisnosti glavnega modula app/build.gradle vrstico ”implementa-
tion project(’:models’)” in v settings.gradle datoteko v seznam ”include” tudi
“:models’”. Nato enostavno sihroniziramo gradle s klikom na gumb ”Sync
now”, ki nam ga Android Studio ponudi sam.
Če želimo dodati svoj model, slovar in jezikovni model, potem zgolj ko-
piramo mapo, v kateri je naš akustični model, ter slovar in jezikovni model
v mapo models/src/main/assets/sync.
Tako lahko ustrezno konfiguriramo razpoznavalnik govora na naš lastni
akustični model, kot opisano v sekciji 6.4.2.
6.4 Struktura aplikacije
Strukturo glavnega android paketa aplikacije smo predstavili v obliki ra-
zrednega diagrama (zgenerirano z razvojnim okoljem Android Studio), kot
lahko vidimo na sliki 6.2. Izpostavili smo glavno aktivnost (MainActivity),
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osprednji servis (SpeechRecognizerService), CMU-jev vmesnik za povratne
klice tekom razpoznave govora (RecognitionListener) in asinhrono nalogo
(SetupTask). V nadaljevanju bomo opisali delovanje CMU-jevega objekta
SpeechRecognizer, ki ga zaradi velikega števila metod in spremenljivk nismo
izpostavili na sliki.
Slika 6.2: UML razredni diagram glavnega android paketa
6.4.1 Glavna aktivnost
Glavna aktivnost oziroma MainActivity, kot je poimenovana na razrednem
diagramu 6.2, je javanski razred, ki razširja razred AppCompatActivity osnov-
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nega android paketa, ki vsebuje osnovne metode za delovanje komponente
aktivnosti, opisane v sekciji 3.3.1. V naši aplikaciji predstavlja vstopno in
izhodno točko ter je odgovorna za prikaz uporabnǐskega vmesnika, ki je sesta-
vljen iz objekta ListView, opisanega v 3.3.4, ki je postavljen znotraj objekta
ConstraintLayout, opisanega v 3.3.4.
Opis metod razreda MainActivity:
• onCreate: v tej metodi inicializiramo pogled seznama, opisanega v
sekciji 3.3.4, z vsemi možnimi ukazi; prav tako izvedemo klic metode
checkPermissionAndStartService;
• checkPermissionAndStartService: v tej metodi se preveri, ali ima apli-
kacija pravico za snemanje zvoka in če nima, vpraša uporabnika za do-
voljenje s klicem metode ActivityCompat.requestPermissions, drugače
pokliče metodo startSpeechRecognition;
• onRequestPermissionsResult: ta metoda se izvede kot povratni klic me-
tode ActivityCompat.requestPermissions, ki uporabnika vpraša za do-
voljenje snemanja zvoka in se v njej preveri, ali se je uporabnik strinjal,
da se pokliče metodo startSpeechRecognition, drugače izpǐse obvestilo
o zavrnitvi snemanja zvoka;
• onResume: v tej metodi se pokliče metoda checkPermissionAndStart-
Service;
• startSpeechRecognition: v tej metodi se izvede klic metode startService
za začetek servisa SpeechRecognizerService preko namena, kot opisano
v 3.3.3;
• stopSpeechRecognitionService: v tej metodi se izvede klic metode stop-
Service, ki pošlje namen za ustavitev servisa SpeechRecognizerService;
• onDestroy: v tej metodi se ob koncu aplikacije pokliče metoda stop-
SpeechRecognitionService, da ustavi servis SpeechRecognizerService in
sprosti računske vire.
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6.4.2 Struktura in delovanje servisa za razpoznavo go-
vora
Servis za razpoznavo govora je implementiran v javanskem razredu SpeechRe-
cognizerService kot osprednji servis (ima notifikacijo), opisan v 3.3.2, ki im-
plementira vmesnik RecognitionListener, definiran v paketu edu.cmu.pocket-
sphinx, in razširja razred Service iz osnovnega android paketa, ki skrbi za
delovanje komponente servisa, opisane v 3.3.2.
Vmesnik RecognitionListener
CMU-jev javanski vmesnik RecognitionListener, katerega razredni diagram
lahko vidimo na sliki 6.2 in je iz paketa Pocketsphinx, definira metode, ki jih
je treba implementirati, da lahko programsko upravljamo z razpoznavalnikom
govora skozi tako imenovane povratne klice.
Vmesnik RecognitionListener vsebuje metode:
• onBeginningOfSpeech se pokliče na začetku govora in lahko vsebuje
poljubno kodo,
• onEndOfSpeech se pokliče na koncu govora, ko se ustavi razpoznaval-
nik, da dobi končni rezultat,
• onPartialResult se kliče med govorom, da obvešča o trenutnih hipote-
zah,
• onResult se pokliče, ko se ustavi razpoznavalnik in vsebuje končni rezul-
tat, ki je lahko tudi prazen (angl. null), če ni bilo ustreznega ujemanja,
• onError se pokliče v primeru napake in vsebuje informacije o tipu na-
pake,
• void onTimeout se pokliče, če smo določili čas poslušanja in je ta čas
potekel ter ni bilo govora oziroma ujemanja.
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Inicializacija servisa za razpoznavo govora
Ob prvem klicu za začetek servisa SpeechRecognizerService se v metodi on-
Create pokliče asinhrona naloga SetupTask, ki v niti procesa v ozadju posebej
izvede inicializacijo razpoznavalnika govora in nastavi ustrezne datoteke, kot
lahko vidimo v naslednjem odseku kode:
@Override
public void onCreate() {
super.onCreate();
Log.w(TAG, "onCreate: ", null);
// Recognizer initialization is
//a time-consuming and it involves IO,
// so we execute it in async task
new SetupTask(this).execute();
}
private static class SetupTask extends
AsyncTask<Void, Void, Exception> {
WeakReference<SpeechRecognizerService>
serviceReference;
SetupTask(SpeechRecognizerService service)
{
this.serviceReference =
new WeakReference<>(service);
}
@Override
protected Exception
doInBackground(Void... params) {
try {
Assets assets =
new Assets(serviceReference.get());
File assetDir = assets
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.syncAssets();
serviceReference.get()
.setupRecognizer(assetDir);
} catch (IOException e) {
return e;
}
return null;
}
@Override
protected void onPostExecute(Exception result) {
if (result != null) {
makeText(serviceReference.get()
.getApplicationContext(),
"Failed to init recognizer "
+ result, Toast.LENGTH_SHORT).show();
} else {
serviceReference.get()
.switchSearch(KWS_SEARCH);
makeText(serviceReference.get()
.getApplicationContext(),
"Recognizer is listening!"
, Toast.LENGTH_LONG).show();
}
}
}
Tukaj je treba izpostaviti še klic metode setupRecognizer, ki se zgodi v
metodi doInBackground, saj se v njej odvije potrebna konfiguracija razpo-
znavalnika, kar lahko vidimo v sledečem odseku kode:
private void setupRecognizer(File assetsDir)
throws IOException {
recognizer = SpeechRecognizerSetup
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.defaultSetup()
.setAcousticModel(
new File(assetsDir, "slo-ptm"))
.setDictionary(
new File(assetsDir, "robi.dic"))
.setKeywordThreshold((float)1e-50)
.getRecognizer();
recognizer.addListener(this);
// Create keyword-activation search.
recognizer
.addKeyphraseSearch(KWS_SEARCH, KEYPHRASE);
// Create grammar-based search
// for actions recognition
File actionsGrammar =
new File(assetsDir, "robi.jsgf");
recognizer
.addGrammarSearch(ACTIONS_SEARCH, actionsGrammar);
}
V metodi setupRecognizer se v spremenljivko recognizer tipa SpeechRe-
cognizer, ki je del edu.cmu.pocketsphinx paketa in je odgovoren za delovanje
razpoznavalnika, nastavi akustični model (setAcousticModel), slovar besed
(setDictionary), toleranca razpoznave (setKeywordThreshold), ki je lahko
od 1e-1 (minimum) pa do 1e-50 (maksimum), začetna fraza (addKeyphrase-
Search) in jezikovni model (addGrammarSearch).
Spremenljivke oziroma konstante, ki jih opazimo, da se pojavljajo, so:
• ACTIONS SEARCH: v našem primeru nosi vrednost ”robi”, kar je
koren poimenovanja naših datotek (jezikovni model, slovar itd.) in se
uporablja pri imenovanju tipa iskanja.
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• KEYPHRASE: v našem primeru nosi vrednost ”ROBI POSLUŠAJ
ME” in predstavlja začetno frazo, ki jo izgovorimo, da razpoznaval-
nik spremeni poslušanje na ukaze.
• KWS SEARCH: v našem primeru nosi vrednost ”wakeup” in se upo-
rablja pri imenovanju tipa iskanja z začetno frazo.
Delovanje servisa za razpoznavo govora
Servis za razpoznavo govora se ob klicu iz aktivnosti zažene kot osprednji
servis (angl. foreground service), ki ima notifikacijo, ki uporabnika obvesti,
da ga aplikacija posluša.
Po inicializaciji razpoznavalnika govora, opisani v 6.4.2, razpoznavalnik
konstantno posluša in čaka na začetno frazo. Ko je le-ta izgovorjena, se v
onPartialResult metodi preklopi način poslušanja na slovar naših ukazov z
desetsekundnim potekom časa (angl. timeout) in izpǐse obvestilo uporabniku,
da ga aplikacija posluša.
Če uporabnik izgovori ukaz, se izvede povratni klic v metodo onResult,
ki prejme hipotezo, iz katere dobimo izrečen ukaz in ga izpǐsemo v obliki
obvestila.
Po koncu govora se izvede povratni klic metode onEndOfSpeech, kjer
nastavimo razpoznavalnik na poslušanje začetne fraze.
V primeru, da uporabnik ne izgovori ukaza v desetih sekundah, se pokliče
metoda onTimeout, kjer obvestimo uporabnika o poteku časa in nastavimo
razpoznavalnik na poslušanje začetne fraze.
6.5 Delovanje aplikacije
Ko uporabnik izreče začetno frazo (angl. wakeup phrase), aplikacija odgo-
vori z obvestilom ”Poslušam te!”, s čimer da vedeti uporabniku, da je zaznala
začetno frazo in posluša na ukaz. Uporabnik ima deset sekund, da izgovori
želeni ukaz, drugače aplikacija obvesti uporabnika o poteku časa z obvesti-
lom ”Čas poslušanja ukaza se je iztekel” in ponovno čaka na začetno frazo.
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Če uporabnik pravočasno izreče ukaz, aplikacija preko obvestila uporabniku
izpǐse ukaz, ki ga je izrekel, in ponovno začne čakati na začetno frazo.
Diagram stanj za čas delovanja aplikacije lahko vidimo na sliki 6.3.
Slika 6.3: Diagram stanj za čas delovanja aplikacije
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Poglavje 7
Evaluacija
V tem poglavju se bomo osredotočili na evaluacijo kakovosti naučenih aku-
stičnih modelov. Uporabili bomo orodje iz paketa PocketSphinx (skripta
pocketsphinx batch), ki omogoča serijsko testiranje posnetkov na akustičnem
modelu.
Najprej bomo opisali metode evaluacije, ki jim bodo sledili rezultati te-
stiranj in primerjava rezultatov s sistemi za razpoznavanje govora, ki so v
času pisanja diplomskega dela vodilni na svetu.
Evaluacija sistemov bo zajemala dva aspekta, natančnost in čas prevaja-
nja. Pogost način ocenjevanja natančnosti sistema za razpoznavanje govora
je z merjenjem stopnje napačno razpoznanih besed - WER [27].
7.1 Stopnja napačno razpoznanih besed
Stopnja napačno razpoznanih besed (angl. Word Error Rate) je pogost način
evaluacije natančnosti sistema za razpoznavanje govora. Računanje WER
je način merjenja števila napak, ki so se zgodile med prevajanjem avdio
posnetka.
Predpostavimo, da imamo originalni tekst in razpoznani tekst z dolžino
N besed. Če je I število dodatno razpoznanih besed, ki jih sistem ne bi
smel razpoznati (angl. insertion), D število besed, ki jih sistem ne razpozna
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(angl. deletion), in S število besed, ki jih je sistem napačno razpoznal (angl.
substitution), potem lahko stopnjo napačno razpoznanih besed izračunamo
kot [32]:
WER =
I + D + S
N
(7.1)
WER se običajno meri v odstotkih.
Drugi možni način računanja natančnosti, ki je skoraj enak kot stopnja
napačno razpoznanih besed, ampak v poštev ne vzame števila vstavljanj, je
[32]:
natančnost =
N −D − S
N
(7.2)
7.2 Hitrost prevajanja
Hitrost prevajanja (angl. translation time) je pomemben faktor evaluacije
sistema zato, ker nam pove, koliko časa potrebuje sistem, da prejme avdio
posnetek, ga sprocesira in vrne rezultat v obliki niza črk.
Če je čas trajanja (angl. Recording time - RT) avdio posnetka na primer
dve uri in je dekodiranje trajalo šest ur, potem je hitrost prevajanja 3xRT
[32].
7.3 Testni podatki
Množico avdio posnetkov, ki smo jo uporabili za učenje akustičnega modela,
smo ločili na učno (90 % oziroma 4320 posnetkov) in testno množico (10 %
oziroma 480 posnetkov). Testna množica je namenjena testiranju kakovosti
akustičnega modela, naučenega na učni množici.
Dodatno je bilo ustvarjenih 480 posnetkov, ki so bili ustvarjeni s strani
avtorja učne množice v šumnem okolju za namen testiranja vpliva šuma na
kakovost razpoznavanja. Prav tako je bilo dodatno ustvarjenih 480 posnetkov
različnega moškega in ženskega govorca (skupno 960) v mirnem okolju za
namen testiranja vpliva različnega govorca na kakovost razpoznavanja. Za
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lažje razločevanje med govorci bomo v nadaljevanju označevali avtorja vseh
učnih posnetkov kar z besedo avtor.
7.4 Rezultati testiranja
V času nastajanja diplomskega dela je bilo razvitih več različnih akustičnih
modelov. Razlikujejo se glede na tip modela, kjer prideta v poštev PTM in
delno kontinuiran (SEMI) model, opisana v sekciji 5.5.3, ter število senonov.
Modele smo testirali na posnetkih z in brez šuma ter z različnimi govorci.
7.4.1 Testiranje na posnetkih brez šuma govorca av-
torja
V tabeli 7.1 so prikazani rezultati testiranja na posnetkih brez šuma. WER
je pri vseh modelih izredno nizek. Kvaliteto akustičnih modelov so potrdili
tudi praktični preizkusi na aplikaciji, ki jih je izvedel avtor. Opazimo lahko
razliko v hitrosti prevajanja (xRT), ki je pri delno kontinuiranem modelu
(SEMI) približno polovico hitreǰsa.
Tabela 7.1: Rezultati testiranja modelov na posnetkih brez šuma govorca
avtorja
tip modela št. senonov WER(%) natančnost(%) xRT
PTM 100 0.5 99.5 0.007
PTM 200 0.6 99.4 0.007
PTM 300 0.1 99.9 0.007
SEMI 100 1.5 98.5 0.003
SEMI 256 0.6 99.4 0.003
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7.4.2 Testiranje na posnetkih s šumom govorca avtorja
V tabeli 7.2 so prikazani rezultati testiranja na posnetkih s šumom okolja
(radio in beli šum, predvajan na prenosniku v neposredni bližini). Kar hitro
opazimo, da se je stopnja napačno razpoznanih besed povečala v primerjavi
s tabelo 7.1, kjer ni bilo šuma. Kljub povečani WER je ta še vedno nizka, še
posebej pri SEMI tipu modela.
Tabela 7.2: Rezultati testiranja modelov na posnetkih s šumom govorca av-
torja
tip modela št. senonov WER(%) natančnost(%) xRT
PTM 100 7.4 92.6 0.007
PTM 200 9.8 90.2 0.007
PTM 300 9.3 90.7 0.007
SEMI 100 1.6 98.4 0.003
SEMI 256 2.8 97.2 0.003
7.4.3 Testiranje na posnetkih brez šuma ženskega go-
vorca
V tabeli 7.3 so prikazani rezultati testiranja na posnetkih brez šuma, kjer je
govorec različna (od avtorja) oseba ženskega spola. Opazimo, da je WER
izraziteǰso večji kot v tabeli 7.1, kar lahko pripǐsemo predvsem različnim
akustičnim lastnostim ženskega glasu. To hipotezo potrdi izraziteǰso manǰsi
WER drugega moškega govorca v tabeli 7.4.
7.4.4 Testiranje na posnetkih brez šuma moškega go-
vorca
V tabeli 7.4 lahko vidimo rezultate testiranja na posnetkih brez šuma, kjer
je govorec različna (od avtorja) oseba moškega spola. Opazimo, da je WER
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Tabela 7.3: Rezultati testiranja modelov na posnetkih brez šuma ženskega
govorca
tip modela št. senonov WER(%) natančnost(%) xRT
PTM 100 44.9 55.1 0.009
PTM 200 61.3 38.7 0.009
PTM 300 70.6 29.4 0.009
SEMI 100 46.7 53.3 0.005
SEMI 256 66.4 33.6 0.005
večji kot v tabeli 7.1, ampak še vseeno izraziteǰso manǰsi kot v tabeli 7.3,
kar lahko pripǐsemo istemu spolu govorca in posledično podobnim vokalnim
lastnostim.
Tabela 7.4: Rezultati testiranja modelov na posnetkih brez šuma moškega
govorca
tip modela št. senonov WER(%) natančnost(%) xRT
PTM 100 11.1 88.9 0.008
PTM 200 17.3 82.7 0.008
PTM 300 17.4 82.6 0.008
SEMI 100 4.9 95.1 0.005
SEMI 256 10.8 89.2 0.005
7.5 Povzetek rezultatov
Rezultati testiranja avdio posnetkov, pri katerih je govorec avtor, tako na
posnetkih z in brez šuma, so pokazali izredno dobro natančnost akustičnih
modelov. Seveda je treba izpostaviti, da je razlogov za tako dobro natančnost
več:
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• vsi posnetki (učni in testni) so nastali s strani enega govornika,
• posnetki so izgovorjave vsakega ukaza (sestavljen iz 1 do 5 besed), kar
je praktično identična reprezentacija jezikovnega modela,
• zbirka je majhna (približno 2 uri),
• slovar in jezikovni model sta majhna,
• jezikovni model formata JSGF je nabor možnih ukazov (majhen iskalni
prostor), ki si v veliki meri med seboj niso podobni,
• dobra kakovost posnetkov.
Rezultati testiranja avdio posnetkov različnega ženskega in moškega go-
vorca so pokazali, da ima različen govorec velik vpliv na slabšo natančnost
akustičnih modelov, predvsem govorec različnega spola. To je v našem pri-
meru povsem logično, saj če bi želeli doseči dobro natančnost za različne go-
vorce, bi morali uporabiti bolj splošno učno množico, kar pa zaradi časovnih
omejitev ni bilo mogoče.
Po besedah razvijalcev sistemov CMU Sphinx znaša WER na primer za
tipično deseturno zbirko približno 10 % [35]. Po poročanju Venturebeata [29]
ima sistem za razpoznavanje govora podjetja Google WER enak 4.9 %, med-
tem ko ima razpoznavalnik konkurenčnega podjetja Microsoft po poročanju
Businessinsiderja [28] WER enak 5.1 %.
Naši akustični modeli so se v primerjavi z prej omenjenimi odrezali dobro,
predvsem pri testiranju z govorcema moškega spola. Seveda, večja kot je
zbirka, več kot je različnih govorcev in dalǰsi kot so posnetki ter ukazi, večji je
WER. Na primer, v diplomskem delu Rickarda Hjulströma [18], v katerem je
bilo izvedeno testiranje amerǐsko-angleškega akustičnega modela (angl. US-
English model) z dekodirnikom PocketSphinx, je znašal WER na posnetkih
brez šuma 34.19 % (kratke povedi) in 41.79 % (dolge povedi). WER na
Google Speech je bil 5.62 % (kratke povedi) in 11.52 % (dolge povedi). Na
posnetkih s šumom je bil WER s PocketSphinx 55.19 % (kratke povedi) in
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52.63 % (dolge povedi), medtem ko je bil z Google Speech 9.09 % (kratke
povedi) in 12.69 % (dolge povedi).
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Poglavje 8
Zaključek
Cilj diplomskega dela je bil implementirati ukazovanje android napravi v slo-
venščini z uporabo nabora orodij CMU Sphinx. V diplomskem delu smo
tako na začetku predstavili osnovne koncepte razpoznave govora in projekt
CMU Sphinx. Temu je sledilo poglavje z opisom Android platforme in neka-
terih relevantnih komponent, ki smo jih uporabili v demonstracijski aplikaciji
in so uporabljene v razpoznavalniku govora knjižnice PocketSphinx. Glavni
del diplomske naloge smo razdelili na dva dela. V prvem delu smo opisali
postopek učenja akustičnega modela, organizacijo in formatiranje potrebnih
datotek v slovenskem jeziku.
S tem smo pokazali postopek gradnje akustičnega modela za novi jezik,
seveda z omejenim naborom besed. Sledil je opis postopka implementacije
demonstracijske aplikacije z glasovnim ukazovanjem, kjer smo opisali tip An-
droid projekta, prikazali komponentni diagram projekta, opisali integracijo
akustičnega modela z android aplikacijo, opisali strukturo aplikacije in njeno
delovanje. Na koncu smo podali še evaluacijo delovanja razvitih akustičnih
modelov, kjer smo predstavili pristope testiranja natančnosti in hitrosti ter
rezultate testiranj.
Glavni del diplomske naloge predstavlja pomemben prispevek k razvoju
tovrstnih aplikacij, saj predstavi celovit postopek do delujoče android aplika-
cije, ki je brez internetne povezave zmožna zelo dobro razpoznavati govorne
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ukaze v slovenskem jeziku in jo je možno uporabiti v vsaki napravi, ki temelji
na Android operacijskem sistemu. Do sedaj uporaba slovenskega jezika na
android napravi v takšni obliki in s knjižnico PocketSphinx ni bila zabeležena,
zato je to izredno pomemben prispevek, ki bo morda motiviral bodoče raz-
vijalce, da razvijajo aplikacije s slovenskim glasovnim ukazovanjem, kar bi
olaǰsalo uporabo aplikacij, predvsem ljudem z omejenimi zmožnostmi.
Akustični model je bil razvit na podlagi enega govorca, in sicer avtorja di-
plomske naloge, zaradi omejitve obsega dela, zato demonstracijska aplikacija
posledično najbolje zazna ukaze le-tega. V prihodnosti bi bilo smiselno or-
ganizirati zbirke, kot so govorne zbirke Sofes, Gopolis in podobne ali zbirko,
ki bi vsebovala samo posnetke za avdio kanale, ki jih uporabljajo pametne
naprave na osnovi Android sistema. Tako bi bilo zelo enostavno razviti dobre
akustične modele, saj bi zbirka vsebovala veliko posnetkov različnih govorcev
v različnih okoljih.
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računalnǐstvo in informatiko, 2010.
[21] K. Lee, H. Hon, and R. Reddy. An overview of the sphinx speech
recognition system. IEEE Transactions on Acoustics, Speech, and Signal
Processing, 38(1):35–45, Jan 1990.
[22] Wei Liu and Weisheng Han. Improved viterbi algorithm in continu-
ous speech recognition. In 2010 International Conference on Computer
Application and System Modeling (ICCASM 2010), volume 7, pages V7–
207. IEEE, 2010.
[23] H-L Lou. Implementing the viterbi algorithm. IEEE Signal processing
magazine, 12(5):42–52, 1995.
[24] Liang Lu and Steve Renals. Probabilistic linear discriminant analysis
for acoustic modeling. IEEE Signal Processing Letters, 21(6):702–706,
2014.
[25] Mirjam Sepesy Maučec and Andrej Žgank. Razpoznavanje govora v
domeni dnevno-informativnih oddaj speech recognition in the broadcast
news domain. 2011.
70 Robi Markač
[26] Yajie Miao, Hao Zhang, and Florian Metze. Towards speaker adap-
tive training of deep neural network acoustic models. In Fifteenth An-
nual Conference of the International Speech Communication Associa-
tion, 2014.
[27] Andrew C. Morris, Viktoria Maier, and Phil D. Green. From wer and
ril to mer and wil: improved evaluation measures for connected speech
recognition. In INTERSPEECH, 2004.
[28] Rob Price. Microsoft wer. Dosegljivo: https://www.businessinsider.
com/microsofts-speech-recognition-5-1-error-rate-human-
level-accuracy-2017-8. [Dostopano: 27. 7. 2019].
[29] Emil Protalinski. Google wer. Dosegljivo: https://venturebeat.com/
2019/05/10/probeat-has-googles-word-error-rate-progress-
stalled/. [Dostopano: 27. 7. 2019].
[30] Mosur K Ravishankar. Efficient algorithms for speech recognition. Te-
chnical report, Carnegie-Mellon Univ Pittsburgh pa Dept of Computer
Science, 1996.
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