Abstract. In this paper, an efficient method based on Quasi-Newton's method and the simplified reproducing kernel method is proposed for solving nonlinear singular boundary value problems. For the Quasi-Newton's method the convergence order is studied. The uniform convergence of the numerical solution as well as its derivatives are also proved. Numerical examples are given to demonstrate the efficiency and stability of the proposed method. The numerical results are compared with exact solutions and the outcomes of other existing numerical methods.
Introduction
We now consider the following nonlinear singular boundary value problem with Neumann and Robin boundary conditions:
u (x) + α x u (x) = f (x, u(x)), 0 < x ≤ 1, α ≥ 1, u (0) = 0, au(1) + bu (1) = c.
(1.1)
Here we assume nonlinear function f (x, u) is continuous.
∂f ∂u exists and is continuous and ∂f ∂u ≥ 0 for any 0 ≤ x ≤ 1. Singular boundary value problems are frequent in a wide variety of applied mathematics and engineering practices, such as chemical reactions, gas dynamics, control and optimization theory, areas of biology and astrophysics [3, 13] . Due to the difficulty of singularity, it is usually impossible to obtain the analytical solution of such equations. Hence, it's quite necessary to seek accurate numerical solutions of equation (1.1) . Taylor series method is applied and the error analysis is presented in [2] . The authors [6] apply He's variational iteration method for solving equation (1.1) . In [7] , cubic spline method to analyze equation (1.1) is presented. The authors [1] use B-spline functions to develop a numerical method for computing approximation to the solution of equation (1.1) . A new approach implementing a modified decomposition method in combination with the cubic B-spline collocation technique is introduced in [8] . Furthermore, the improved Adomian decomposition based on Green's function is discussed [18] .The finite difference method and non-polynomial cubic spline method are given in [16] and [17] respectively. Recently, a novel approach based on the operational matrix of orthonormal Bernoulli polynomial has been proposed [13] . Numerical solution of equation (1.1) based on improved differential transform method(IDTM) has also been proposed by the authors in [10] . Furthermore, the similar method based on IDTM works well for the other type of nonlinear boundary value problems [11] . Although, these numerical methods are efficient and have many advantages, a lot of computational work or a high degree of smoothness are needed.
Recently, the theory of reproducing kernel has emerged as a powerful framework in numerical analysis, differential and integral equations, and probability and statistics [5] . Based on the reproducing kernel theory, the reproducing kernel method has been used and modified by many authors [4, 9, 14, 15, 19] . In this work, by combining with Newton iteration and modifying the reproducing kernel method, we will find the numerical solutions of equation (1.1). It's a different approach from those previous attempts. Our method can reduce computation cost and provide highly accurate global approximate solutions.
The Quasi-Newton's method
In this section, we describe the classical Newton method which is a very effective tool for solving nonlinear problems. Consider a nonlinear equation f (x) = 0, at the point (x 0 , f (x 0 )),we can get a tangent equation
Furthermore, the equation f (x) = 0 can be approximated by the following equation
Then, a Newton's iterative formula for solving f (x) = 0 is defined as following:
Now we introduce the Fréchet derivative proposed by paper [12] . 
for all h ∈ X denoted by F (u).
Lemma 1.
If F is a linear operator, there holds F (u)=F, for all u ∈ X.
Proof. Since F is a linear operator, we have
Especially, we can obtain the following Lemma.
Based on Fréchet derivative theory, we can get an approximate formula for equation (1.1) which is similar to formula (2.1).
Consider an operator F :
where N (u)= − f (x, u(x)). Equation (1.1) can be rewritten as
According the Definition (1) and Lemma (1), we can get the Fréchet derivative of F at u 0 :
Moreover the operator equation F(u) = 0 can be approximated by
By substituting (2.2) into (2.3), we get the following linear equation
Therefore, we obtain a Quasi-Newton's iterative process as the following form
and its general form
It can be seen equation ( 
Proof. Based on equation (2.5), we have
Supposing u(x) is a solution of F(u) = 0, and
Then,
Thus,
Note that
Substituting (2.7), (2.8) into (2.6), we obtain
Furthermore, we discuss the convergence order based on the mathematical induction. Firstly,
Hence,
Thus, the proof is completed.
In this section, we focus on solving the linear equation by simplified reproducing kernel method. For convenience, we discuss the simplified equation of equation (2.4) as follows
where
. Now, we introduce the reproducing kernel method for equation (3.1) . From [4] , it follows that W 
Taking a dense set
is linear independent.
For the proof, one may refer to [4] . Let
Theorem 3. Let u be the exact solution of the operator equation (3.2). Then Pu is also the solution of (3.2), where P is the orthogonal project operator from W 3 2 to S .
Let P n+2 is the orthogonal project operator from W 3 2 to S n+2 . Theorem 4. P n+2 u is the solution of the following linear equation system
Proof.
Denote u n = P n+2 u. It can be shown that u n is an approximate solution of u. Furthermore, we can prove the uniform convergence.
The proof is completed.
Hence, u n is a good approximate solution of (3.2). Since u n ∈ S n+2 , we get
As u n is the solution of equation (3.3), we have
The coefficients of formula (3.4) are the solution of linear equation system (3.5), hence we get the approximate solution u n of equation (3.1).
In this section, numerical examples are tested to demonstrate the efficiency and stability of our method. All examples are computed by Mathematica 7.0.
Example 1.
Consider the nonlinear differential equation [1, 18] :
The exact solution is u(x) = 2 ln
. In our method, we need to take a group of parameters, such as initial function u 0 (x),the number of iterations k, and the number of dense points n. Let u 0 (x) = x 4 . The absolute error function is E = |u k,n (x) − u(x)|, 0 < x ≤ 1, where u k,n (x) is the approximate solution. Table 1 compares the results for this example by the proposed method and the methods in [1, 18] . Figure 1 shows comparison of exact and approximate solution for k = 3, n = 8 and also plots the absolute errors for k = 3, n = 4, 6, 8. We can see that the presented method converges rapidly to the exact solution by iterating only three times. Example 2. Consider the nonlinear singular boundary value problem describing the equilibrium of the isothermal gas sphere [3, 10, 18] 
The exact solution is u(x) = 3/(3 + x 2 ). Let u 0 (x) = x 2 . Table 2 shows the comparisons of the presented method and the method used in [3, 10, 18] . After three iterations, the maximal absolute error can reach 10 −7 at n=10. We have higher accuracy compared to the other mentioned methods. Figure 2 gives comparison of u(x) and u 4,10 (x) and also shows the absolute errors for k = 3, n = 4, 6, 10. It indicates that the curves of the exact solution and the approximate solution are overlap. The approximate solution is getting more and more accurate as the number of dense points n increases. Our approach has good convergence and precision for numerical calculation. Figure 2 gives comparison of u(x) and u 4,10 (x) and also shows the absolute errors for k = 3, n = 4, 6, 10. It indicates that the curves of the exact solution and the approximate solution are overlap. The approximate solution is getting more and more accurate as the number of dense points n increases. Our approach has good convergence and precision for numerical calculation. Example 3. Consider the nonlinear singular boundary value problem studying the distribution of heat sources in the human head [7, 10, 13, 16] .
Since the exact solution of equation (4.1) is not known,we calculate function values of approximate solution in ten points which are presented in [7, 10, 13, 16] . The numerical results for k = 3, n = 10 are listed in Table 3. The proposed method is in good agreement to other methods [7, 10, 13, 16] . Example 4. Consider the nonlinear singular boundary value problem arising in the study of steady-state oxygen diffusion in a spherical cell [1, 10, 13, 17] . 
Taking u 0 (x) = x 3 , a good approximation is obtained for k = 4, n = 10. The numerical results of different methods are listed in Table 4 . Table 5 describes the comparison of absolute residual error between presented method and IDTM [10] . The implementation of our approach in good line with existing methods [1, 10, 13, 17] has a fast convergence speed and high accuracy. 
Conclusions
To summarize, in this paper, we propose a new approach for solving nonlinear singular boundary value problem. First, we reduce the nonlinear problem to a linear problem based on the Quasi-Newton's method. And second, the simplified reproducing kernel method which has less computation than before is presented to solve the linear problem. The approximate solution can be obtained after iterative computation. Our method is tested by four examples arising in applied science. The numerical results show that our method has higher accuracy, less calculation and high efficiency. It is worthy to note that the approach detailed here can be readily adapted to the case of nonlinear integral and integro-differential equation with various boundary value conditions.
