The paper deals with the characterization of Hopf bifurcations in families of third order autonomous systems involving quadratic nonlinearities. By employing Harmonic Balance (HB) tools, the set of system parameters corresponding to supercritical and subcritical bifurcations is analytically determined, together with an approximation of the actual bifurcated periodic solution. It is believed that these analytical results can be exploited in order to locate via bifurcation analysis simple systems able to display complex behaviors.
Introduction
In the last few years a growing interest in discovering simple nonlinear systems, i.e. third order autonomous systems with very few nonlinear terms which are able to display rich complex dynamical behaviors, has been observed (see e.g. [Sprott, 1994; Sprott & Linz, 2000; Čelikovský & Chen, 2002; Malasoma, 2002; Sprott, 2003; Zhou et al., 2005; Zhou & Chen, 2006; Heidel & Zhang, 2007; Innocenti et al., 2008] ). The interest in these systems stems from the need to provide a deeper understanding of the elementary mechanisms which cause the emergence of complex behaviors.
The standard way to determine such systems consists in first choosing a family of nonlinear models with a fixed structure and few free parameters and then employing numerical tools for a suitable bifurcation analysis. Unfortunately, it is well known that these tools are difficult to use for more general classes of nonlinear systems, which may depend on many coefficients. In these cases, the knowledge of suitable starting points in the parameter space is of fundamental importance. Obviously, these starting points should correspond to behaviors which are close to complex ones and, most importantly, should be determined in an analytical way.
The aim of the present paper is to provide mathematical tools to determine suitable starting points for a class of nonlinear systems. More specifically, families of third order autonomous models, described by a differential equation involving only quadratic terms in addition to the linear ones, are considered. Since these systems admit a feedback representation composed by a linear block in the forward path and an explicit quadratic nonlinearity in the feedback path, the Harmonic Balance (HB) tools can be fruitfully used to investigate the birth of periodic solutions [Mees, 1981; Moiola & Chen, 1996] . In particular, the set of system parameters corresponding to standard Hopf bifurcations is singled out. For any parameter vector in this set, an analytical test to assess the supercritical or the subcritical nature of the bifurcation is provided, together with an approximation of the bifurcated periodic solution. Furthermore, the expression of both the supercritical and subcritical subsets is derived for the special case of systems containing a unique quadratic term. Finally, an illustrative example is given, also to show how such bifurcation parameter sets can be efficiently employed as starting points to determine simple systems displaying rich complex dynamics.
The paper is organized as follows. The considered family of nonlinear systems is introduced in Sec. 2 along with some preliminary results. Section 3 concerns the characterization via HB of supercritical/subcritical Hopf bifurcations for the considered family, while Sec. 4 focuses on the subfamilies containing a unique quadratic term. An illustrative example is discussed in Sec. 5, while some brief comments are drawn in Sec. 6.
Notation
R n : real n-space; C n : complex n-space;
T : the transpose operator; x = (x 1 , . . . , x n ) T ∈ R n : column vector; e i ∈ R n : the ith element of the canonical base of R n ; 0 n ∈ R n : origin of R n ; R n 0 : the set R n \{0 n };
Problem Statement and Preliminaries
Consider the family of nonlinear systems described by the third order differential equation
also called jerk equation, jerk being the third timederivative term in mechanical systems. Here, y ∈ R is the system output and the function g(y,ẏ,ÿ) is of a quadratic form:
The jerk equations have frequently attracted special attention (see e.g. [Sprott, 1997; Eichhorn et al., 1998; Sprott, 2003; Malasoma, 2009; Innocenti et al., 2008] ). Despite the presence of only quadratic nonlinear terms, several systems displaying complex behaviors, such as the well-known Rössler model [Letellier & Rössler, 2006] and many processes in physics, engineering and biology (see e.g. [Sprott, 2003] ) admit the above representation.
Let p = (a T , b T ) T ∈ R 9 denote the parameter vector associated to system (1)- (2), where
describe the linear and the nonlinear parts, respectively. The aim of the paper is to provide a characterization of the subset P H ⊂ R 9 of the parameter space where standard Hopf bifurcations occur. Specifically, we are interested in determining the sets P Hsup ⊆ P H and P Hsub ⊆ P H which contain all the supercritical and subcritical Hopf bifurcations, respectively. To this regard, we recall that vectors belonging to P Hsup are often used as starting points in numerical tools for parameter bifurcation analysis [Seydel, 1994; Krauskopf et al., 2007] . The special case of jerk systems containing a unique quadratic term has been preliminarily considered in [Innocenti et al., 2006] .
The standard way to compute P Hsub and P Hsub is to rewrite Eqs. (1)-(2) in state-space form by employing the phase variables, i.e. choosing x . = (y,ẏ,ÿ) T ∈ R 3 as the state vector, and then to apply the (state-space) Hopf bifurcation Theorem [Farkas, 1994; Marsden & McCracken, 1976] . In particular, the so-called bifurcation stability coefficient β 2 , which discriminates between supercritical (β 2 < 0) and subcritical (β 2 > 0) cases, can be efficiently computed via the procedure proposed in [Fu & Abed, 1993] (see also [Howard, 1979; Hassard et al., 1981; Kuznetsov, 1995] ).
In this paper we pursue a different way to characterize P Hsup and P Hsub , which is based on the Harmonic Balance (HB) version of the Hopf bifurcation Theorem [Allwright, 1977; Mees, 1981; Moiola & Chen, 1996] . The main motivation to employ this approach is that it appears to be a more efficient analytical tool than the standard state space one. Furthermore, it provides a natural ground to develop approximate descriptions on how the parameter vector p affects the bifurcating periodic solutions. This fact can be fruitfully exploited to discover simple nonlinear systems able to display rich dynamical behaviors. Indeed, the use of numerical analysis after the supercritical Hopf detection is a common procedure to reveal new chaotic systems (see e.g. [Ueta & Chen, 2000; Lu et al., 2002] ).
In such a scenario P Hsup can be seen as a set of suitable starting points, since it is a boundary of the region where the system exhibits an oscillating regime. Moreover, the related stable limit cycles are further investigated to detect phenomena, such as the period doubling bifurcation, which drive the system into a more complex behavior. An application of the above method to simple jerk systems is illustrated in [Innocenti et al., 2006 . The first step in applying the HB tools consists of representing (1) as a feedback system. Indeed, it is not difficult to verify that it admits the feedback interconnection of Fig. 1 , which is governed by the equation
The linear time-invariant operator L(D) represents the linear subsystem and it is given by
while the nonlinear operator G is scalar, timeinvariant, and such that:
Notice that such nonlinear operator is explicit, i.e. the output corresponding to any given function y(t) can be directly computed [Tesi et al., 1996] . Observe that the output equilibrium points of the feedback system of Fig. 1 are obtained by considering y(t) = y e in (3) and then solving for y e the equation:
It follows that y e = 0 is an output equilibrium point for any parameter vector p ∈ R 9 . It corresponds to the equilibrium at the origin of the (y,ẏ,ÿ) statespace, i.e. x e = 0 3 . If b 1 = 0, then the feedback system has a second fixed point for y e = −a 3 /b 1 . Since this latter can be always moved into the first one via a simple output transformation (e.g.ỹ = y+ a 3 /b 1 ), without loss of generality in the following we will investigate Hopf bifurcations occurring at the (output) equilibrium point at the origin. For any parameter vector p ∈ R 9 , the local stability properties of that point are described by the set of eigenvalues of the state-space representation of the system, linearized at x e = 0 3 . Such a set is given by
where ν(λ) is the related characteristic polynomial.
Characterizing Hopf Bifurcations via Harmonic Balance
Consider the system of Fig. 1 and let the parameter vector p vary along a one-dimensional manifold Γ ⊂ R 9 , thus generating a one-parameter family of feedback systems. Let us assume that at p =p = (ā T ,b T ) T ∈ Γ a pair of complex conjugate eigenvalues of the equilibrium point at the origin crosses the imaginary axis, the third eigenvalue being negative real. The corresponding set Λ in (7) is such that:
for some positive scalars ω 0 and ρ 0 . According to the standard Hopf bifurcation theory, suchp is therefore a candidate Hopf bifurcation point. Moreover, let us also assume that the so-called transversality condition holds, i.e. such crossing has tangent direction, different from the imaginary axis. This implies that (locally) the equilibrium point is stable on one of the two branches of Γ starting atp and unstable on the other. Then,p is indeed a Hopf bifurcation point and the system in Fig. 1 displays a locally unique periodic solution in one of the two branches of Γ for p sufficiently close top [Allwright, 1977; Mees, 1981] . This limit cycle is stable (supercritical case) when the equilibrium is unstable and conversely it is unstable (subcritical case) when that fixed point is stable [Farkas, 1994; Kuznetsov, 1995] . Furthermore, as p →p the limit cycle collapses to the equilibrium at the origin and its period T (p) = 2π/ω(p) converges to T 0 = 2π/ω 0 [Farkas, 1994] . To characterize the existence and nature of such a limit cycle and hence of the selected Hopf bifurcation, we will follow the HB approach. We consider the so-called second order HB problem, which basically consists of balancing up to the second order harmonics along the loop of Fig. 1 . The key feature of such a problem is that its local solvability is directly related to the existence of the real periodic solution around standard Hopf bifurcation points. Indeed, it has been proved that the second order HB problem always admits a locally unique solution while p varies sufficiently close top, either before or after crossing that value [Allwright, 1977; Mees, 1981; Innocenti, 2008] . Therefore, the nature of the Hopf bifurcation can be assessed by exploiting both the branches of the second order HB solution and the stability property of the equilibrium point. Furthermore, according to the results in [Innocenti, 2008] , the solution of the second order HB problem turns out to be strictly close to the real limit cycle.
Hence, we investigate the sets P H , P Hsub and P Hsub according to the following steps.
(i) Compute the set of candidate Hopf bifurcation points, i.e. all the parameters vectorsp ∈ R 9 such that the eigenvalues condition (8) holds. Then, P H is composed by all the candidate points where at least a one-dimensional manifold Γ satisfying the transversality condition passes through. (ii) For anyp ∈ P H , write the second order HB problem for p varying aroundp along any chosen Γ. Identify the branch of Γ where the problem admits a locally unique solution. Then,p ∈ P Hsup if the equilibrium point at the origin is unstable on that branch, otherwisep ∈ P Hsub .
The above steps are considered in Secs. 3.1 and 3.2, respectively. For the following developments, it is convenient to define a proper parametrization of the manifold Γ in a neighborhood ofp, i.e. p = p(µ) ∈ Γ, µ ∈ R. Without loss of generality, let us introduce the following local µ-development:
The next result characterizes the transversality property of Γ.
Lemma 1. Consider a one-dimensional manifold Γ ⊂ R 9 such thatp ∈ Γ satisfies (8). Moreover, consider the local parametrization (9) of Γ around p and define:
Then, Γ satisfies the transversality condition if and only if χ(p,p) = 0.
Proof. As µ varies, the set Λ in (7) is described by the one-parameter family of characteristic polynomials
Sincep satisfies (8), the polynomial at µ = 0 is such that
Therefore, it is straightforward to derive the following equivalent form of (8) in terms of its coefficients:
Moreover, the relationships
hold.
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Denote by λ 1,2 (µ) the pair of roots of ν(λ) such that λ 1,2 (0) = ±ω 0 . Clearly, for small µ they are complex conjugate and can be written as
Hence, in order to guarantee that Γ satisfies the transversality condition we have to prove that σ is different from zero. Since by definition ν(λ 1,2 (µ)) ≡ 0, by evaluating (11) for λ = λ 1,2 (µ) and taking into account (12)- (13), after some manipulations, we get for any value of µ the following equation:
Then, we have the linear equation system
to be solved for σ and ϑ.
It is straightforward to check that:
, and, then, by (14) that
Therefore, sinceā 1 ,ā 2 > 0, λ 1,2 (µ) cross the imaginary axis with nontangent derivative, if and only if χ(p,p) = 0.
Remark 2. For any givenp ∈ R 9 , there always exists p ∈ R 9 such that χ(p,p) = 0. Hence, the above lemma ensures that for anyp ∈ R 9 satisfying (8) there exists at least one curve Γ passing throughp and such that the transversality condition holds.
Remark 3. Equation (17) implies that in a sufficiently small neighborhood of µ = 0 the equilibrium point at the origin is stable (respectively unstable) for all values of µ such that χ(p,p)µ < 0 (respectively χ(p,p)µ > 0).
The Hopf bifurcation set P H
According to step (i), we characterize the set P H of the parameter vectors at which a Hopf bifurcation occurs. The following statement summarizes the related result.
Proposition 4. Consider system (1)-(2) and let A ⊂ R 3 be the set
Then,
Proof. Observe first thatb ∈ R 6 0 simply ensures that g (y,ẏ,ÿ) in (2) is not identically zero. Moreover, according to the proof of Lemma 1,p satisfies (8), i.e. it is a candidate Hopf bifurcation point, if and only if (12) holds and, hence, if and only ifā ∈ A. Thus, the proof readily follows from Remark 2.
Remark 5. Observe that for system (1)-(2), the set P H is characterized by its linear part only, while the nonlinear one simply must not be identically zero.
Characterization of P Hsub and P Hsub via Harmonic Balance method
According to step (ii), we wish to analyze the nature of the standard Hopf bifurcation occurring atp ∈ P H by investigating the local solvability of the second order HB problem. Let us first summarize the equations of this problem for the system in Fig. 1 . Consider the following second order approximation of period 2π/ω of the output of the linear subsystem y(t) = A + B cos ωt + P cos 2ωt + Q sin 2ωt, (20) where, without loss of generality, it is assumed that B, ω = 0. The corresponding output of the nonlinear subsystem can be written as
(G •ŷ)(t) = g(ŷ(t),ẏ(t),ÿ(t)) =ẑ(t) + ∆z(t),
whereẑ(t) is the variable containing up to the second order harmonics and ∆z(t) collects all the higher order ones. We also introduce the complex valued signalsȳ(t) andz(t) such that
Then, it follows that
where
Hence, by balancing the second order approximations along the feedback loop, i.e.
y = −L(D)z,
the second order HB problem assumes the following form:
Observe that system (22) consists of one real and two complex equations which depend on the five unknowns A, B, P , Q, ω.
Let us now compute the explicit form of (22) for system (1)-(2). The first equation becomes:
The second equation of (22) is complex and taking into account that B = 0 after some manipulations it can be written as:
Similarly the third equation of (22) is complex and boils down to the two scalar equations
Then, we write the second order HB problem for p close top. Taking into account the µ-development p(µ) in (9) and enforcing the transversality condition χ(p,p) = 0, the HB problem (23)- (27) is led to a one-parameter family of five equation systems, compactly written as
where S = (A, B 2 , P, Q, ω) T ∈ R 5 denotes the system vector solution.
The related µ-developments around µ = 0 have the forms:
Observe that A(0) = B 2 (0) = P (0) = Q(0) = 0 and ω(0) = ω 0 , since for µ → 0, i.e. p →p, the limit cycle collapses into the equilibrium point at the origin and its period converges to 2π/ω 0 [Farkas, 1994; Kuznetsov, 1995] . Hereafter, we denote (29) as:
By substituting (30) in (28), the second order HB problem becomes
where Σ 0 , Σ 1 ∈ R 5 . After tedious though straightforward computations, we have
where the second equality in (32) is due to conditions (12) and (13), while M (p) ∈ R 5×5 and V (p,p) ∈ R 5 are defined as in Table 1 . According to step (ii), we now identify the range where that problem is locally solvable. 
holds. Furthermore, the solution is given by: M (p) = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4ā
Then, the following conditions hold:
Proof. Observe that the sets H (i) 0 , i = 1, . . . , 6, represent the restriction of P H as in (19) to the families F i , i = 1, . . . , 6. According to Theorem 7, the supercritical or subcritical nature of the Hopf bifurcation occurring atp ∈ P H only depends on the sign of det M (p). The corresponding values are reported in Table 2 . Case 1 : Sinceā ∈ A it is straightforward to check that det M (p) is negative for all three families F 1 , F 2 and F 4 . Case 2 : Sincē a ∈ A, det M (p) is always positive for these families. Case 3 : According to Table 2, observe that for family F 3 the sign of det M (p) depends on that of the quantity 3ā 2 1 −8ā 2 , which is positive if 8ā 2 < 3ā 2 1 and negative if 8ā 2 > 3ā 2 1 . From Remark 9 it results that for 8ā 2 = 3ā 2 1 the corresponding Hopf bifurcation is degenerate. Here the previous results in [Innocenti et al., 2006 are recovered as special cases in a more general setting.
Examples and Discussion
This section is devoted to illustrate how Theorem 7 can be fruitfully exploited to investigate complex behaviors in quadratic systems. Such an idea is based on the observation that oscillatory phenomena are often strongly related to the emergence of complex dynamics. Therefore, supercritical Hopf bifurcations can be reasonably considered suitable starting regimes for further investigations. In this respect, we point out that the previous results allow one to completely characterize Hopf bifurcations by analytical formulas in the parameter vector p. Indeed, Proposition 4 defines the set P H and, moreover, Theorem 7 provides an explicit relationship between any parameter vectorp ∈ P H and the supercritical, subcritical or degenerate nature of the corresponding Hopf bifurcation.
Example
Consider the system subfamily of (1)- (2) ... y + a 1ÿ +ẏ + a 3 y + y 2 +ÿy − 3ẏ
which depends on the two parameters a 1 and a 3 , the others being fixed values. Assumingp = (1, 0, 0, 0, 0, 0, 0, 0, 0) T , from Proposition 4 it turns out that P H is given by the following onedimensional set
Consider anyp ∈ P H . It turns out that χ(p,p) = −1 = 0 and that the matrix M and the vector V of Table 1 assume the form 
In particular, it follows that det M (p) = 27 − 13 2 a 2 + 4 .
Therefore, exploiting Theorem 7 and observing that a > 0, we obtain that the supercritical branch of P H is characterized by a > 8 13 .
Otherwise, for a ∈ (0, 8/13) the Hopf bifurcation is subcritical. Let us consider the supercritical case and let us choose a = 1. Then, according to Remark 9 we can approximate the stable limit cycle arising from the Hopf bifurcation atp by (41) obtaining y p (t) = −2.000µ + −1.333µ cos((1.000 − 1.000µ)t) − 0.133µ cos(2(1.000 − 1.000µ)t) − 2.666µ sin(2(1.000 − 1.000µ)t). Figure 2 illustrates the comparison between the real limit cycle computed by numerical simulations and its approximation (42), as the bifurcation parameter µ varies.
The stable limit cycle detected by the supercritical Hopf bifurcation can be used for further investigations. In particular, we are interested in systems (40) of minimal complexity with respect to the number of the nonzero coefficients and exhibiting complex behavior. Hence, let us consider the projection Fig. 3 . The projection of P H onto the plane a 1 -a 3 and the path followed by the system during the bifurcation analysis described in Example 5.1, as well. The set P H is represented by the separatrix of the first quadrant and it is divided into P Hsup (solid line) and P Hsub (dashed line) by the critical point C at a = p 8/13. The analysis is carried out starting from (a 1 , a 3 ) = (1.1, 1) and varying only a 1 until the point (a 1 , a 3 ) = (0.8, 1). The supercritical Hopf bifurcation H is encountered at (a 1 , a 3 ) = (1, 1) . Then, the system moves along the straight line (a 1 , a 3 ) = −(0.8, 1)µ + (0.8, 1), µ ∈ [0, 1], reaching the origin of the plane (a 1 , a 3 ) = (0, 0) . At the first stage, only parameter a 1 varies and the system undergoes a supercritical Hopf bifurcation at a = 1. Once the point (a 1 , a 3 ) = (0.8, 1.0) is reached, we let both parameters a 1 and a 3 vary on a straight line toward the origin (0, 0). Along such a path a period doubling cascade ending in a chaotic regime is experienced.
of P H onto the plane a 1 -a 3 . Starting from the initial point (a 1 , a 3 ) = (1.1, 1), the two free parameters are varied according to the scheme in Fig. 3 . The bifurcation diagram reported in Fig. 4 is obtained. Observe that the original limit cycle undergoes a period doubling cascade leading to a chaotic regime. Since such a behavior is still present when the system reaches the origin of the plane a 1 -a 3 , we have obtained a model with a lesser number of nonzero parameters and exhibiting chaos, as illustrated in Fig. 5 . Notably, the system ... y +ẏ + y 2 +ÿy − 3ẏ 2 = 0 (43) Fig. 5 . The chaotic attractor exhibited by system (43). is also referred to as the JD5 system [Sprott, 2003] and it is known as one of eight jerk equation models able to produce a chaotic regime with the least number of nonzero coefficients. Observe that P H is always located outside the region corresponding to the family of the reduced system (43), because a 1 = a 3 = 0. Nonetheless, starting from a suitable point on P H we have been able to investigate complex dynamics also in the system (43). For the sake of completeness, Fig. 6 illustrates the bifurcation diagram for p crossing the subcritical branch of P H at a = 0.5.
Conclusions
A complete characterization of supercritical and subcritical Hopf bifurcations for families of third order autonomous quadratic systems has been obtained via Harmonic Balance (HB) techniques. A distinguished feature of the HB approach with respect to the commonly employed state-space one, is that it provides a computationally more efficient way to locate and even to approximate the bifurcated periodic solutions. Moreover, it has been discussed via an illustrative example how the parameters corresponding to supercritical bifurcations can be exploited as starting points by bifurcation analysis tools to reveal simple systems exhibiting complex dynamics.
