Abstract. We present a method for inverse modeling in hydrology that incorporates a physical understanding of the geological processes that form a hydrologic system. The method is based on constructing a stochastic model that is approximately representative of these geologic processes. This model provides a prior probability distribution for possible solutions to the inverse problem,. The uncertainty in the inverse solution is characterized by a conditional (posterior) probability distribution. A new stochastic simulation method, called conditional coding, approximately samples from this posterior distribution and allows study of solution uncertainty through Monte Carlo techniques. We examine a fracture-dominated flow system, but the method can potentially be applied to any system where formation processes are modeled with a stochastic simulation algorithm. based on geologic theory. We solve the inverse modeling problem by using this stochastic model to define a broad suite of possible spatial structures, and we then select samples from this suite that are consistent with (i.e., conditioned upon) the available hydraulic response data. The resulting solution is a model that is consistent with flow data and the geologic theory represented in the stochastic model. Our inverse modeling method is Bayesian, so we give a brief description of Bayesian theory and introduce some notation. In the Bayesian approach one first assumes that the unknown hydraulic geometry is randomly chosen from a given probability distribution of possible hydraulic geometries. This distribution is called the prior distribution or just the prior. Probabilities given by the prior can be represented with the notation P(X = X), where X represents the random hydraulic geometry and X is a particular geometry that X could equal. Before data are collected, the prior contains the only information about possible values for X, but after the data are taken some Xs will be more compatible with the data and so become more probable while other Xs are less compatible and less probable. Our Bayesian approach has two main components. First we define X using a physically based stochastic model that represents the geologic processes that form a hydraulic geometry; 3335 
Introduction
Determining the hydrologic properties of a flow system from well test measurements is a fundamental problem in hydrology. This problem is an inverse problem, and a process for determining a solution is commonly called inverse modeling. One fundamental issue is that well test measurements do not uniquely determine the hydrologic properties of a flow system, so solutions to the inverse problem are not unique. To deal with this nonuniqueness, assumptions are usually made that restrict possible solutions. These assumptions first impose a spatial structure on the hydrologic properties [Yeh, 1986] . Once this spatial structure is defined, a number of unknown parameters, such as permeability values, are needed to complete the model and to enable it to give predictions of well test responses. A function can be constructed to measure how well the parameterized model predicts the observed responses. By minimizing this function one obtains a set of parameters that give a "best fit." We call this function the distance function; others have referred to it as the output error criterion or objective function. Definition of the distance function depends on assumptions about measurement errors and previous knowledge about likely values of the parameters. Framed in this way, the inverse modeling procedure involves two steps:
(1) defining the geometry of hydrogeologic structures and (2) determining parameter values for the structures that minimize a distance function.
One weakness of the above method is that the choice of structure in step 1 is somewhat arbitrary and can lack justification on the basis of flow observations or geologic theory. The inverse modeling method presented here addresses this weakness by defining the structure with a stochastic model that is based on geologic theory. We solve the inverse modeling problem by using this stochastic model to define a broad suite of possible spatial structures, and we then select samples from this suite that are consistent with (i.e., conditioned upon) the available hydraulic response data. The resulting solution is a model that is consistent with flow data and the geologic theory represented in the stochastic model. Our inverse modeling method is Bayesian, so we give a brief description of Bayesian theory and introduce some notation. In the Bayesian approach one first assumes that the unknown hydraulic geometry is randomly chosen from a given probability distribution of possible hydraulic geometries. This distribution is called the prior distribution or just the prior. Probabilities given by the prior can be represented with the notation P(X = X), where X represents the random hydraulic geometry and X is a particular geometry that X could equal. Before data are collected, the prior contains the only information about possible values for X, but after the data are taken some Xs will be more compatible with the data and so become more probable while other Xs are less compatible and less probable. In the Bayesian approach, the posterior distribution is the solution to the inverse problem. This solution represents nonuniqueness through a probability distribution that reflects the information about X contained in M. Using the posterior distribution, it is also possible to obtain unique answers to the inverse problem, such as taking the mode of P(X = XlM = M), but obtaining unique solutions is usually not as crucial as understanding the full posterior that quantifies the uncertainty and nonuniqueness in the problem. [Hestir, 1995 [Hestir, , 1998 ], which generates flow structures that are samples from P(X --XIM = M). In this way a geologic model for the formation of a flow system is incorporated into an inverse modeling procedure.
The resulting samples from P(X --XIM -M) are models of the hydrogeologic system that are based on flow measurements and a geologic theory for how the system formed. The technique is quite general and has potential application to any system where a physically based prior is defined through a simulation algorithm. In this paper we first describe a model X for a fracture flow system that uses stochastic rules to form a fracture network. Next we consider the inverse problem using flow data M and the rule-based definition of X as a prior distribution. We then describe the conditional coding procedure for sampling from P(X = xIu = M) and conclude with two examples.
Physically Based Stochastic Models
Solutions of inverse modeling problems are commonly used for prediction. For example, a solution that matches test measurements from one region could be used to predict measurements elsewhere, or it could be used to predict a response from a different type of test. An inverse solution can be improved owing to an increase in the quantity, quality, or variety of information on which it is based. For example, even an improvement in the qualitative geologic constraints can yield a more useful hydrologic model. A physical understanding of geologic processes is particularly important if a model is to be extended to a region where direct geologic observations are scarce or absent. For a discussion of the philosophy of using physically based stochastic models, see Freedman [1985] .
Another benefit of using physically based stochastic models in inverse modeling is that they can enhance geologic understanding of flow system formation. Theoretical development of stochastic models requires representing the important processes with stochastic rules. Implementing these rules and comparing the results to geologic data can further the understanding of formation processes.
Stochastic Models for Rock Fractures
In this study all fracture network models are two-dimensional with fractures represented as coplanar line segments. These line segments mark the intersection of vertical, planar, strata-bound fractures with a horizontal plane parallel to the bedding. The matrix is assumed to be impermeable. In the example presented later the two-dimensional assumption is geologically reasonable, but there is likely some matrix flow that is not represented in our model. The growth rules for a single set of parallel mode I (opening mode) fractures (i.e., joints) are based on the following assumptions: (1) The fractures behave as though they were mechanically independent, (2) The stress field near the tip of a fracture determines how the fracture grows, and (3) All fractures grow parallel to each other. These assumptions are most appropriate in cases where the fractures grow primarily in response to the far-field (i.e., regional) stress state and pore pressure in the rock rather than to fracture interactions [Olson and Pollard, 1989] .
A commonly used criterion for fracture propagation is that fractures grow in a way that maximizes the fracture energy 
To cast this fracture mechanics expression into a stochastic growth rule we set the probability of fracture growth proportional to G. This assumption, coupled with (3), leads to Prob(fracture growth)= min (-•, 1) (4) where L is a cutoff half-length related to the material strength and driving stresses. During a given iteration of the fracture growth algorithm, a fracture of half-length less than L may grow (probability less than one) and a fracture of half-length greater than L must grow (probability equal to one). Table 1 ; these parameter values were chosen to give a fracture pattern that resembles the map in Figure 2 . A major conceptual difference between continuum and lattice-restricted growth is that lattice-restricted growth introduces the possibility of two collinear fractures growing into each other. If this occurs, the fractures are coalesced into a single fracture, a mechanism that is not present in the continuum model but is nonetheless geologically reasonable for nearly coplanar fractures.
Once the lattice-restricted network is formed, the elements are assigned hydrologic properties of transmissivity T and storativity S. Hydraulic properties of a natural fracture are determined by how it forms and by subsequent dissolution or precipitation of minerals along it. Thus T and S might be modeled on an element-by-element basis by a stochastic process. We have not done this here. Instead, we make the simplifying assumption that T and S are constant across the fracture network [Long e! al., 1989] . This has the effect of accounting for flow response by network geometry rather than by individual fracture characteristics, an approach fundamentally similar to that of Mauldon et al. [1993] .
The assumption of constant values of T and S for all elements has some computational advantages for the flow data we are using. These flow data are drawdowns measured at a number of locations during constant flux pumping in a particular well. In a model for such data, drawdown curves for In (head) versus In (time) will shift vertically or horizontally with changes in T or S [Fair e! al., 1966] . Once drawdown curves are calculated for specific values of T and S, drawdown curves for other values of T and S can be obtained through shifting rather than by recalculating flow in the whole network. The same shifting principal is used to determine transmissivity and storativity in a uniformly layered medium by shifting observed In (head) versus In (time) curves to match a Theis type curve. A similar shifting procedure with inverse modeling is also described by Doughty et al. [1994 Doughty et al. [ , p. 1728 .
A simple way to make T and S part of the stochastic model is to let the horizontal and vertical shifts each be independently chosen uniformly at random over given ranges; or equivalently, let In (T) and In (T/S) have independent uniform distributions over given ranges. The upper and lower bounds of these ranges are model parameters which are chosen to bracket the horizontal and vertical shifts that allow numerical drawdown curves to approximately match the data. The assumption of independent uniform distributions reflects a lack of preference for any specific values of the horizontal and vertical shifts. Further, some elementary probability calculations show that this induces a distribution on T and S with a positive correlation, so if T is large, S tends to be large as well.
Conditional Coding
With X defined by the lattice-restricted two-set fracture growth model, we wish to implement a Bayesian inverse modeling scheme by sampling from the posterior distribution P(X = XIM = M). In this section we discuss the computa- 
where U is the vector whose entries are the pseudorandom numbers used to generate X; !7 represents the fracture simulation algorithm, which can be thought of as a function acting on U, so a simulation of X is X = 17(U); and In(X) represents the numerical model of flow response in X without measurement error. Equation (5) shows that U can be viewed as a parameter that could possibly be optimized to create an M that gives a good match to data (Figure 4) . Theoretically, optimization of U with simulated annealing randomly generates a vector of numbers Uc that matches data through (5), but if the correct distance function is used, it can be shown [Hestir, 1998 ] that Uc is also a sample from the which is generated using the pseudorandom numbers in U.
A property of conditional distributions then implies that the network simulated with Uc(X = #(U0) is a sample from P(X =XM= M).

To see what the correct distance function of U is, we note that simulated annealing optimizes a distance function d(U) by generating a sample from the Gibbs distribution, -a(u)) f G( u) = k exp tmin (7)
where fG is the density, k is a normalization constant, and tmi n is the smallest (final) temperature in the temperature schedule [Bertsimas and Tsitsiklis, 1993 ]. Now (6) can be written as a density in this form. To see this, we first note that
where fUIM(U) is the conditional probability density function of U given M and fE is the probability density function of E. For example, if we assume that E is a vector of independent identically distributed Gaussian errors with mean zero and standard deviation 0., we have for E --(E•, E2, ..., E,), 
fE(E)=k•exp(-½(E)
which is simply the sum of the squared differences between the data and the simulation. Using simulated annealing to optimize d(U) with a temperature schedule that has a minimum temperature of 2o '2 gives a sample from a distribution with a density given by (7), and so it is a sample from the distribution in (6). Formulation of an error distribution is required for our method as well as for the maximum likelihood approach [Carrera and Neuman, 1986] and other Bayesian inverse methods [Ripley, 1988] . Traditionally, the distributions used are independent Gaussian as in (9) or Gaussian with nonzero correlations as in Carrera and Neuman [1986] . Independent Gaussian errors lead to the distance function (12), which is perhaps the simplest distance function that one could define. Indeed, we have chosen the Gaussian distribution in this paper because of this resulting simplified distance function. Other error distributions can be used that would result in more complicated forms; in fact, conditional coding can be used with very general error densities and even with nonadditive errors [Hestir, 1998 ].
'5. Inverse Modeling Example With Synthetic
Data
In this section and in section 6 we provide examples of conditional coding solutions to inverse problems in fracture hydrology. The solutions match hydraulic data, and the fracture patterns are consistent with the lattice-restricted fracture generation model. The first example uses synthetic drawdown data derived from a known fracture network, shown in Figure 5 , that was generated by the lattice-restricted fracture growth model. Parameters used for the growth model are given in Table 2 . The synthetic flow data for this example, and for all flow simulations presented in this paper, were numerically calculated using the Trinet program [Karasaki, 1987] . Drawdown curves were calculated at the six wells of give a rough estimate for a tolerance.
A general problem with simulated annealing is the lack of a widely applicable criteria for determining the number of iterations required for convergence. Hence a temperature schedule must be devised using numerical trial and error as described in this section. This step would be greatly facilitated by the theoretical development of rigorous convergence criteria.
Inverse Modeling Example With Data From the Conoco Test Facility
Our second example is based on a hydrologic test conducted in the Fort Riley limestone at the Conoco Borehole Test Fa- Table 3 A temperature schedule is derived in the same way as was done for the synthetic example described above. We numerically experiment with a series of temperature schedules and establish practical lower bounds for values of d(Uc). The minimal value of t in the temperature schedule required to reach this lower bound is then set equal to 20 2 . In this example the minimal value reached after many experiments was d(Uc) = 15.34 at tmin = 0.94, giving a value of tr = 0.69. Some care must be used in this overall approach. If the errors are large and highly correlated, then overfitting can occur, i.e., the matching of noise rather than signal.
A fracture network obtained with conditional coding is shown in Figure 10 , and the flow response of the network is plotted in the Figure 11 . Computation of this network required 2 weeks (on a 70 MHz Sparc 20 workstation).
A major feature of the conditional coding network is a relatively short flow path between wells GW-5 and GW-2, reflecting the primary feature of the well test data as described in this section. With enough computer time many such samples could be generated giving estimates of posterior probabilities for the existence, extent, and location of this short flow path. The fracture models so generated will have features that are reasonable from a geologic point of view, will match field measurements, and naturally quantify the information about the fracture network contained in the flow data.
Summary and Conclusions
We have presented a general method for inverse modeling that incorporates a geologic theory for system formation. The method is not limited in application to fracture networks, rather it provides a general means for incorporating geologically reasonable models into inverse problems.
The method requires two main steps. The first is devising a geologically realistic stochastic model and a means for simulating field response. The second step is implementing a new simulation technique, called conditional coding, for sampling from the conditional (posterior) distribution of the model given field measurements. The conditional coding technique requires only the algorithms for simulating the model and field measurements, so it is very general and can be used on a wide variety of inverse problems.
The strength of the method is that it leads to inverse solutions that should be more realistic because they are constrained by an understanding of the geologic system. The posterior distribution formulation is also a natural way to quantify the uncertainty in the solution through a range of predictions given by Monte Carlo sampling.
Drawbacks of the method are that it is highly computer intensive and lacks a theoretical convergence criteria. Both of these problems would be alleviated by theoretical development of applicable convergence criteria and annealing schedules based on statistical analysis of the Markov chain. One further problem, brought out in our example, is that the parameters of the stochastic model are estimated through trial and error. In fact, it is a difficult problem, in general, to relate mapped patterns to the parameters of formation processes. It is theoretically possible to use conditional coding on thig problem, and we are currently working on this approach.
The stochastic model we have presented is a rather simplistic representation of the complex process of fracture system growth. It could clearly be improved by accounting more fully for fracture interaction and, in general, by incorporating more of the physics of fracture growth. We would argue, however, that a simplified stochastic model of some kind will almost always be required for modeling complex mechanical systems. Reasons for this are that detailed deterministic models are very computationally intensive and require unattainable information on the precise geologic boundary conditions and material properties.
Others have used geologic process models and related ideas to generate reservoir structure [Koltermann and Gorelick, 1996; Wang, 1996; Bogdan and Lerche, 1985] . Among these approaches are stochastic models that duplicate structure but , that are not explicitly related to formation processes, such as the "structure-imitating" processes described by Koltermann and Gorelick [1996] . Structure-imitating models stochastically generate geologically reasonable structures but are not based on geologic processes. It is clear that a structure-imitating process could likely be devised that produces fracture networks comparable to the networks generated by our physically based model. However, using a structure-imitating model means that less physics is used in forming the inverse solution. Indeed, the main weakness of our example application is that it does not contain enough physics to be clearly better than a structureimitating model. This is not a weakness of the general inverse modeling procedure we have outlined. Further, if one insists on using a structure-imitating model, the conditional coding method is, of course, still applicable. So this class of stochastic models can also be conditioned on field data for inverse solutions.
