Abstract
Introduction
Recognizing that large reductions in interconnect delay can be achieved by selectively widening the branches of the interconnect tree (wire sizing), different approaches to wire sizing have been proposed [l, 2, 3, 41 . The approach in [I, 21 uses the properties of monotonicity, separability, and dominance which apply to the Elmore delay [5, 61 to determine the optimal wire sizing solution. Recognizing that monotonicity and separability do not apply to the Elmore delay under certain conditions, a sensitivity-based wire sizing heuristic is presented in [ 3 ] . The approach of [4] uses an approximate relationship between the moments of the RC tree and the delay to guide a non-linear leastsquares minimizaton to find the gate and wire sizes that will yield the target delays at the critical sinks of the interconnect tree. However, there is no guarantee of optimality in the final wire sizing solution since the delay constraints * This work was supported in part by the Semiconductor Research Corporation under contract 95-DJ-343, the National Science Foundation under contract ME'-9157263, and IBM Corp.
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The approach of [4] differs from the other approaches in that it uses accurate delays computed from RICE [7]
(instead of the Elmore delay approximation) and a gate delay model which captures the complex interaction between the CMOS gates and the corresponding RC loads P I .
In [3], the posynomiality of the Elmore delay in terms of the widths of the RC interconnect tree (first mentioned in [9]) was used to convert the wire sizing problem into a convex program under a simple transformation. However, the "one-wire-at-a-time" TEOS heuristic of [3] does not fully exploit the convexity of the transformed wire sizing problem. In this paper, we demonstrate the efficacy of a sequential quadratic programming approach [ 101 to the gate and wire sizing problem under the Elmore delay approximation when a simple fixed-resistor gate delay model is used. For a simple gate delay model, the concurrent gate and wire sizing problem applied to paths is also posynomial under the Elmore delay model [9]. Therefore, SQP can also be applied to path delay optimization.
However, the error resulting from a fixed-resistor driver model in conjunction with the Elmore delay can be significant [ll] . Also, during wire sizing the load on the driver changes significantly and should be reflected in a loaddependent gate delay model. Moreover, a fixed-resistor gate delay model when used in conjunction with the Elmore delay approximation implicitly assumes that the load on the gate is accurately modeled by the total interconnect capacitance, an assumption that is especially invalid for large RC-interconnect loads [ 121. Furthermore, input transition time effects must be considered for proper path sensitivities. With this in mind, for situations where extreme accuracy is required we apply SQP to the gate and wire sizing problem using a gate delay model [8] which captures the interaction between the gate and the RC load with accurate delays computed by RICE. We also demonstrate the utility of our SQP approach for optimization of RC meshes.
The concurrent gate and wire sizing problem
Consider a gate with its associated fanout tree as shown in Figure la . Modeling the gate by a resistor R, driven by Given target delays at certain fanout nodes of interest (critical sinks) in the circuit, the concurrent gate and wire sizing problem involves determining the optimal gate size and wire widths for the branches of the interconnect tree which will yield the target delays. The objective function is usually defined in terms of the area required for the circuit layout. However, given the current thrust in lowpower design, power dissipation may need to be considered too. Furthermore, since certain branches of the interconnect tree may pass through congested areas of the chip the routability of these branches should be factored into the objective function of the optimization. Lastly, for a feasible routing solution the wires are subject to upper bounds on their allowable widths.
Let W = {wl, w2 ,..., wN, w N + l } be the vector of the widths of the N branches of the interconnect tree and the gate size, wg(= wN+l), and a(W) the circuit area corresponding to W. If the delay at a critical sinkj is denoted by t i ( W) and the delay constraint at j by ?i the concurrent driver and wire sizing problem can be stated as:
In (l), it is assumed that glwg + go is the area occupied by the driver -a reasonable assumption for CMOS gates. yi ( 2 0) denotes the congestion coeficient for interconnect branch i which is determined by its routability. w i and mi correspond to the lower and upper bounds on the width of branch i, wb li denotes the length of branch i while M denotes the number of critical sinks.
The posynomiality of the Elmore delay
The delay at any node in an RC tree can be approximated by the Elmore delay [5, 6] which is the first moment of the impulse response and a known upper bound [ 141 on the 50% delay. If it is assumed that the output resistance of the driver is inversely proportional to the driver size, that is Rd = R$Wg, then for the RC representation of Figure shown that the Elmore delay at any node in an RC interconnect tree is a posynomial function of the tree branch widths. Also, since usually go, g, 2 0 , the objective function in (1) is posynomial in the branch widths and the driver size. Therefore, under the transformation wi = ex', for the Elmore delay approximation the transformed problem
where -. is a convex program. T i (X) is used to denote the Elmore delay at node j as a function of the vector of the transformation variables, X = {XI, x2, ..., xj,~, XN+1} .
The monotonicity of the transformation w = d: also implies any local minimum of the untransformed concurrent driver and wire sizing problem described in (1) under the Elmore delay model is also a global minimum. Based on this, an iterative "one-wire-at-a-time" sensitivity-based heuristic is proposed in [3] in which a single wire is sized at each iteration of the optimization. However, more effective techniques which size several wires at a time can be used to find an optimal solution to the transformed convex form of the concurrent driver and wire sizing problem.
Posynomiality of the path delay
Consider a typical path in a CMOS circuit composed of a sequence of stages each of which consists of a driver and its associated RC interconnect tree. If a critical sink n of the RC interconnect tree of a stage k connects to the driver 
and the coefficients ci of the fit are positive -a reasonable assumption for CMOS gates -the Elmore delay of stage k is posynomial in the widths of the branches of the RC fanout tree, and the sizes of the drivers of stage k and stage k + 1 respectively. Therefore, in [9] it was shown that for the Elmore delay approximation, the path delay which is the sum of the stage delays is posynomial too. Hence, path delay optimization can be converted into a convex program too.
3 Concurrent gate and wire sizing via SQP One of the most common approaches to nonlinear optimization is sequential quadratic programming (SQP) [ 101 which reduces the nonlinear optimization to a sequence of quadratic programming (QP) subproblems. At each iteration, a QP subproblem is constructed from a quadratic approximation of the non-linear objective function and the linearization of the constraints about the solution from the previous iteration. The solution of the QP subproblem which is detemined by any general-purpose QP-solver is then used as the initial solution for the next iteration. The optimization terminates when some convergence criterion is met. Under certain conditions the SQP approach is guaranteed to converge to a solution for any convex programming problem [ 171.
Sequential quadratic programming expressed as
The strictly convex quadratic program can be generally minimize ~X T Q X + XTC, subject to A T X l bi, ie I .
Here, the matrix Q is symmetric and positive definite, and I is the index set for the inequality constraints.
(8)
Consider the following optimization problem
where F(X) and hi(X) are nonlinear functions of X. Let g (X) be the gradient vector defined by g (X) = VF (X), Variable metric methods for constrained optimization [lo] solve (9) by solving a sequence of the following QP subproblems 
SQP applied to the concurrent driver and
wire sizing problem For the concurrent driver and wire sizing problem under the Elmore delay model described by (4), our experimental results indicate that an SQP optimization performed with only the Hessian of the objectivefunction taken into consideration provides good overall results. For this problem it can be shown that the second derivative of the objective function is positive semidefinite at every iteration thus aiding in the convergence. When applied to (4) this method compared favorably with the program NLPQL [18] which does take the Hessian of the Lagrangian into account.
In our implementation, we use H(X) and C(X) to denote the Hessian and Jacobian of the circuit area 5 (X). At each iteration the Elmore delay constraints are linearized about an initial point X (the solution of the previous iteration), and the QP subproblem
Results
We have implemented the driver routines for the SQP algorithm on a SPARCstation 20 in 5000 lines of C code (this excludes the QP solver). The routine e04nfc from the NAG C library [21] is used for the QP solver. We tested our approach on several nets randomly generated on a 10 mm x 10 mm grid. The minimum and maximum allowable width of each branch is set to 1.0 pm and 6.0 pm respectively. The branches of the interconnect tree lie on different layers with parasitics as shown in Table 1 . For clarity, in (12), ki = yiZi for each wire i and kN+l = gl for the driver. The Hessian and the Jacobian of the objective function of (4) are given by
Since all diagonal terms of the matrix H are positive and off-diagonal terms zero, H is always positive definite. The sensitivity of the Elmore delay with respect to the transformation variable, xi, is computed by the chain rule as Using SQP for path delay optimization requires the path delay sensitivities which are easily computed for the fixedresistor gate delay model since it does not account for transition time effects [20] After a feasible solution has been found, the allowable change in the wire widths during each iteration is limited to a certain predetermined percentage of the initial widths. This is because the quadratic approximation of the objective function as well as the linearization of the constraints is valid only in a certain region around the previous solution. Experimental results indicate that fastest convergence is obtained if the allowable relative width variation is between 10 and 15%. A lower allowable variation results in slower convergence while a higher value may result in the "bouncing" of successive QP solutions. That is, at a particular iteration if the solution from the QP solver is far away from the initial solution, then this optimal QP solution is not necessarily a better solution for the original problem since neither the quadratic approximation to the objective function nor the linearization of the constraints is valid at this point. The next QP iteration around this new point may lead to a new optimal value near the original initial point without significant progress to the true optimum. The allowable width variation is dynamically varied between successive iterations: It is initially set to a high value and then progressively decreased as the QP solutions converge. We terminate our algorithm when the relative objective function decrease between two successive iterations is less than and the delays are either less than or within a relative factor of the target delays. We note that the optimization usually reaches the vicinity of its final solution within 10 iterations. The improvement in the objective function value after these first few iterations is exceedingly small.
The results for single-stage concurrent gate and wire sizing are presented in Table 2 . Here the gate size refers to the width of the n-channel transistor of the inverter driver. We set the target delays at the critical sinks equal to 50% 
Concurrent gate and wire sizing with accurate delays
Accurate delays to the critical sinks of the RC tree in Figure l b can be efficiently computed using simulators like RICE [7] that are based on asymptotic waveform evaluation (AWE) [22] . Optimizing for the accurate delays, however, also requires exact delay sensitivity c mputation.
Delay sensitivity computation in RC trees
t, applied at the input of a system with transfer function Consider a saturated-ramp signal with transition time,
where the pi's and ki's are the poles and residues of the transfer function. The time, ty, at which the output signal will attain the value y for an input saturated ramp of magnitude 1 with transition time, t,., is given by the solution of the equation (18) The y-delay of the system, tdy, which is defined as the time difference between the y time-point of the output response and the y time-point of the input signal for a fixed input ramp is td,, = t,, -yt,.. Therefore, the y-delay sensitivity is at,/aw = at l a w , and the delay sensitivities are easily computed from the pole and residue sensitivities. The output transition time sensitivity is similarly computed.
Pole and residue sensitivity computation
We know that the response at any node in an RC circuit can be accurately expressed by the first few dominant poles and residues that are efficiently calculated by moment-matching techniques like AWE [22] . If the transfer function at any node of a linear circuit is described in terms of its moments, mi, by ~( s ) = mo+mls+m2s2+ ... +mIq-1s2q-1+ ..., (19) then an approximation for the first q poles and residues can be obtained by the solution of [22] In general (21) is a linear system of 24 equations with 24 unknowns, which is readily solved for small values of 4. If necessary, for large values of 4, frequency scaling [22] can be used to prevent ill-conditioning of this system due to the powers of poles in the denominator of the matrix coefficients. Moment sensitivities for general RC trees as well as meshes can be computed by the adjoint sensitivity approaches described in [20, 23] . The pole and residue sensitivity computation technique described above can also be used to generate the voltage and current waveform sensitivities 1231.
Near-posynomiality of the accurate delays
Unlike for the Elmore delay model, we cannot prove that posynomiality of the accurately-computed delays. It has been shown that for RC trees the Elmore delay represents an upper bound on the 50% delay [14] . We, therefore, rely on the fact that the Elmore delay is a reliable indicator of the actual delay and hypothesize that the wire sizing problem is posynomial for the accurate 50% delays.
In Table 3 we show the results of applying SQP for optimization of the transformed wire sizing problem to the nets of Table 2 using the accurate 50% delays as well as the Elmore delays. The delays are accurately and efficiently computed using RICE [7] . A fixed driver with Rd = 50R is assumed. The target delays at the critical sinks are set to a fraction of the delays when the branches of the tree are at minimum width. An input transition time of 0.5 ns is assumed.
for a delay reduction of 15% In [24] it was shown that the cost of the optimal trees routed using the Elmore delay model is very close to the cost of the optimal trees using the accurate delay thereby demonstrating theJidelity of the Elmore delay model for routing trees. The results of Table 3 strongly suggest that the fidelity of the Elmore delay model holds for wire sizing too -the cost of the solutions obtained for wire sizing under the Elmore delay model and those obtained using the accurate RICE-computed delays for a certain percentage delay reduction are nearly the same. This also indicates that the wire sizing problem using the actual delays is near posynomial. (It should be noted that the reduction in the actual delay for a certain net may be different from the Elmore delay reduction.)
Driver and wire sizing taking the CMOS gate-RC load interaction into account
Modeling the gate by a constant resistor as we have done until now can result in errors up to 30% [ll] . Furthermore, this gate model when used in conjunction with the Elmore delay model implicitly assumes that the load presented by the RC fanout tree is the total capacitance of the tree. In [12] it was shown that, for large RC loads, errors up to 100% can be observed by using a total capacitance approximation of the load. The second-order driving point admittance of the load, which is modeled by a n-circuit, was shown to be a better load approximation for onchip RC interconnect [12] . If the 50% delay, and the 10-50% and 10-90% output transition times of the driver are precharacterized as a function of the load capacitance and the input transition time, the single-resistor voltage-ramp gate delay model presented in [8] accurately estimates the driver delay as well as the driver output waveform. More importantly, it can also be used to determine the waveforms and, therefore, delays at the critical sinks of the RC fanout tree directly using RICE.
Single-stage driver and wire sizing
The single-resistor voltage-ramp model of [8] for the driver shown in Figure 1 sitivities of the critical sink delays with respect to the widths of the interconnect branches and the size of the driver is described in [20] . delay model for an accurate wire sizing solution by comparing it with the solution obtained using a simple fixedresistor model for the driver. Again SQP is used for optimization in the transformed domain. It is observed that the fixed-resistor model underestimates the area required for the solution. The simple fixed-resistor model can be used during the earlier stages of design, for example during layout when the lengths of the wire segments or the parasitics are only estimates. For later stages of design when accuracy is an issue the voltage-ramp gate delay model must be used. The results obtained by optimizing the examples of Table 2 for a delay reduction of 50% are shown in Table 4 . The CPU times shown in the last column seem to grow cubically in the number of wires. Dramatic improvements in runtime can be achieved by recognizing that for large nets most wires do not influence the optimization [25] . The heuristics of [25] can be used to eliminate the sizes of these wires as optimization variables. 
Driver and wire sizing for paths
SQP can be applied in the transformed domain for path delay optimization using the voltage-ramp delay model in conjunction with the exact delays. The path delays are computed by the timing analysis technique described in [4] . Due to transition time effects, however, calculating the sensitivities of the path delay with respect to the circuit component sizes is not so trivial as for the Elmore delay model and is described in [20] . The interconnect-dominated path of 
SQP applied to RC meshes
For RC interconnect meshes the Elmore delay is not posynomial in the widths of the mesh branches and, therefore, the convexity of the Elmore delay under an exponential transformation does not hold for RC meshes.
However, even without a convexity proof we apply SQP to experiment with delay reduction with RC meshes by adding links in the RC tree and determining which links to eliminate. For example, the delay at sink 1 for the circuit in Figure 5 is 0.36 ns. The wiring segments of this net cannot be sized up for further delay reduction because of constraints imposed by neighboring segments from other nets. A link (possibly routed on another layer) is introduced between the root node and node 1, and SQP optimization carried out with the lower bounds on the widths set to zero. To realize a 0.29 ns delay at node 1, the optimization yields a zero estimate for the width of the 4000 pm segment indicating that it should be eliminated and sizes the 6000 pm segment to a 4 pm width. 
Conclusions
We have demonstrated the application of a classical optimization approach to delay optimization via gate and wire sizing. The convexity of the optimization under a simple transformation for the Elmore delay model with a simple fixed-resistor model for the gate is used to justify the use of the same transformation for a more complex gate delay model used with the accurate RICE-computed delays. The utility of SQP for delay reduction using wire meshes is also demonstrated.
In addition, a general-purpose delay sensitivity computation technique for linear circuits which can be applied to other problems as well is described.
