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Este proyecto se centra en la clasificacio´n de ima´genes. Usualmente, para resolver
este problema se utiliza un extractor de caracter´ısticas con el objetivo de cambiar la
representacio´n de estas ima´genes. Estos extractores se centran en la identificacio´n
de las figuras y formas deseadas en la imagen que se clasifica. En este proyecto
se estudia la utilizacio´n de una Restricted Boltzmann Machine como extractor
de caracter´ısticas de ima´genes. Estas caracter´ısticas extra´ıdas se utilizara´n para
mejorar la clasificacio´n que realizan otros dos me´todos de aprendizaje estad´ıstico:
la Logistic Regression y la Support Vector Machine, esta u´ltima con el arc-cosine
kernel.
Se dispone de un conjunto de ima´genes para realizar los experimentos. Este con-
junto es el MNIST: un conjunto de ima´genes de nu´meros del 0 al 9 escritos a
mano, donde cada nu´mero tiene una etiqueta con el nu´mero correspondiente. Las
ima´genes del MNIST provienen de distintas fuentes y esta´ compuesto por 60.000
ima´genes de entrenamiento y 10.000 de test.
Se ha estudiado co´mo las configuraciones de la Restricted Boltzmann Machine
afectan a las clasificaciones hechas por la Logistic Regression y la Support Vector
Machine con el arc-cosine kernel. En las clasificaciones realizadas por la Logistic
Regression utilizando las caracter´ısticas extra´ıdas por la Restricted Boltzmann
Machine se reduce el error hasta una tercera parte de las clasificaciones hechas
so´lo por la Logistic Regression. Con la Support Vector Machine utilizando el arc-
cosine kernel y la Restricted Boltzmann Machine el error se reduce a la mitad del
error obtenido con so´lo la Support Vector Machine utilizando el arc-cosine kernel.
Resum
Aquest projecte es centra en la classificacio´ d’imatges. Normalment, per a resol-
dre aquest problema s’utilitza un extractor de caracter´ıstiques amb l’objectiu de
canviar la representacio´ d’aquestes imatges. Aquests extractors es centren en la
identificacio´ de les figures i formes desitjades a l’imatge que es classifica. En aquest
projecte s’estudia l’utilitzacio´ d’una Restricted Boltzmann Machine com a extrac-
tor de caracter´ıstiques d’imatges. Les caracter´ıstiques extretes s’utilitzaran per a
millorar la classificacio´ que realitzen altres me`todes d’aprenentatge estad´ıstic: la
Logistic Regression i la Support Vector Machine, aquesta u´ltima amb l’arc-cosine
kernel.
Es disposa d’un conjunt d’imatges per a realitzar els experiments. Aquest conjunt
e´s el MNIST: un conjunt d’imatges de nombres del 0 al 9 escrits a ma`, on cada
nombre te´ una etiqueta amb el nombre corresponent. Les imatges del MNIST
provenen de diferents fons i esta` format per 60.000 imatges de entrenament i
10.000 de test.
S’ha estudiat com les configuracions de la Restricted Boltzmann Machine afecten
a les classificacions fetes per la Logistic Regression i la Support Vector Machine
amb l’arc-cosine kernel. En les classificacions realitzades per la Logistic Regression
utilitzant les caracter´ıstiques extretes per la Restricted Boltzmann Machine es
redueix l’error fins a una tercera part de l’error come`s amb les classificacions fetes
nome´s per la Logistic Regression. Amb la Support Vector Machine utilitzant l’arc-
cosine kernel i la Restricted Boltzmann Machine l’error es redueix a la meitat
de l’error obtingut nome´s amb la Support Vector Machine utilitzant l’arc-cosine
kernel.
Abstract
This project focuses on image classification. Usually, to solve this problem, a fea-
ture extractor is used in order to change the representation of these images. These
feature extractors are focused on identifying the desired figures and shapes in the
image that is classified. This project studies a Restricted Boltzmann Machine as
feature extractor from images. These features will be used to improve the classi-
fication done by another two statistical learning methods: the Logistic Regression
and the Support Vector Machine using the arc-cosine kernel.
MNIST is the images dataset used in the project. MNIST is a set of images of
handwritten numbers from 0 to 9, where each number is labeled with the corres-
ponding number. MNIST images come from different sources and is composed for
60,000 training images and 10,000 test images.
It has been studied how the configurations of the Restricted Boltzmann Machine
affect the classifications made by the Logistic Regression and the Support Vector
Machine using the arc-cosine kernel. In the classifications made by the Logistic
Regression using the features extracted by the Restricted Boltzmann Machine the
error is reduced to one third of the classifications made only by the Logistic Regres-
sion. With the Support Vector Machine using the arc-cosine kernel and Restricted
Boltzmann Machine the error obtained is half the error obtained with only the
Support Vector Machine using the arc-cosine kernel.
Agradecimientos
En primer lugar, me gustar´ıa agradecer a Luis Belanche por su asesoramiento y
orientacio´n durante todo el desarrollo de este proyecto, as´ı como por su
capacidad de afrontar los problemas surgidos durante el proyecto.
Tambie´n quiero agradecer el apoyo de mi familia y amigos, sin ellos no hubiese
sido posible acabar la carrera ni realizar este proyecto.
I´ndice general
1. Introduccio´n 1
1.1. Proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Formulacio´n del problema . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1. Limitaciones del proyecto . . . . . . . . . . . . . . . . . . . 6
1.3.2. Solucio´n planteada . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.3. Objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4. Organizacio´n de la memoria . . . . . . . . . . . . . . . . . . . . . . 8
2. Gestio´n del proyecto 10
2.1. Objetivos y alcance . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2. Requisitos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3. Planificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1. Planificacio´n Inicial . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1.1. Duracio´n del Proyecto . . . . . . . . . . . . . . . . 13
2.3.1.2. Control de las fases . . . . . . . . . . . . . . . . . . 14
2.3.1.3. Fases del proyecto . . . . . . . . . . . . . . . . . . 14
2.3.1.4. Planificacio´n temporal . . . . . . . . . . . . . . . . 17
2.3.2. Desviaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2.1. Ana´lisis de las causas . . . . . . . . . . . . . . . . . 19
2.4. Costes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.1. Recursos humanos . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.2. Recursos hardware . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.3. Recursos software . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.4. Gastos indirectos . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.5. Coste total . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3. Conceptos teo´ricos 23
3.1. Restricted Boltzmann Machine . . . . . . . . . . . . . . . . . . . . . 23
3.1.1. Redes neuronales . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2. Estructura de una Restricted Boltzmann Machine . . . . . . 26
3.1.3. Contrastive Divergence . . . . . . . . . . . . . . . . . . . . . 30
3.1.4. Persistent Contrastive Divergence . . . . . . . . . . . . . . . 33
3.1.5. Caracter´ısticas aprendidas . . . . . . . . . . . . . . . . . . . 33
3.2. Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5
Contents 6
3.3. Arc-cosine Kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.1. Support Vector Machines . . . . . . . . . . . . . . . . . . . 35
3.3.2. SVM no lineal . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.3. Ejemplos de kernels . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.4. Arc-cosine Kernel . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.4.1. Propiedades ba´sicas . . . . . . . . . . . . . . . . . 40
4. Implementacio´n 41
4.1. Tratamiento de datos . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2. Restricted Boltzmann Machine . . . . . . . . . . . . . . . . . . . . . 42
4.3. Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4. Arc-cosine kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5. Experimentos 47
5.1. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.1.1. Restricted Boltzmann Machine . . . . . . . . . . . . . . . . . 48
5.1.2. Logistic Regression y Support Vector Machine con el arc-
cosine kernel . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2. Entorno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3. Configuraciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.4. Limitaciones pra´cticas . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.5. Clasificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6. Resultados 54
7. Conclusiones 60
7.1. Objetivos alcanzados . . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.2. Futuro trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61





CUDA: Compute Unified Device Architecture
DBN: Deep Belief Network
GPU: Graphics processing unit
LR: Logistic Regression
MNIST database: Mixed National Institute of Standards and Technology
database
PCD: Persistent Contrastive Divergence
RDLab: Research and Development laboratory
RBM: Restricted Boltzmann Machine
SVM: Support Vector Machine
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Glosario
Logistic Regression: Te´cnica que consiste en realizar un ana´lisis de regresio´n
sobre los datos para predecir el resultado de una variable catego´rica binaria.
Red neuronal : Paradigma de aprendizaje con la intencio´n de crear un modelo
matema´tico que sea capaz de realizar o tomar decisiones sobre los datos de
entrada.
Restricted Boltzmann Machine: Red neuronal generativa de origen estoca´stico
que puede aprender la distribucio´n de los datos de entrada.
Deep Learning : Conjunto de algoritmos de aprendizaje automa´tico con el
objetivo de crear una representacio´n de los datos ma´s eficaz.
Kernel : Funcio´n que representa un producto escalar en un espacio de
caracter´ısticas.
Arc-cosine kernel : Kernel que simula una capa infinita de neuronas.
Support Vector Machine: Me´todo de aprendizaje supervisado utilizado para
clasificar los datos. Este me´todo busca el hiperplano que mejor separe los datos
maximizando el margen entre el hiperplano y los puntos que esta´n ma´s cerca.




A continuacio´n se realiza una breve explicacio´n del proyecto, el problema a resolver
y sus objetivos. En la memoria del proyecto se han mantenido los nombres de los
algoritmos y de sus para´metros en ingle´s, escritos en letra ita´lica para diferenciarse.
Al final de este cap´ıtulo se detalla la composicio´n de la memoria.
1.1. Proyecto
La idea de realizar este proyecto surgio´ en una de las reuniones con el director del
proyecto, Luis Antonio Belanche. Mi objetivo era realizar un proyecto que tuviese
relacio´n con las redes neuronales, debido a que siempre me atrajo la capacidad
que ten´ıan para resolver problemas complejos, como los que se introducen en la
siguiente seccio´n.
Este proyecto tiene como base el art´ıculo ”To go deep or wide in learning?” [1],
pero ha sido extendido para comprender mejor el comportamiento que tiene la red
neuronal utilizada. En el proyecto se ofrece la utilizacio´n de una red neuronal para




1.2. Formulacio´n del problema
En los u´ltimos 10 o´ 15 an˜os han empezado a aparecer sistemas informa´ticos que
utilizan redes neuronales artificiales como modelos de ca´lculo para resolver proble-
mas computacionalmente costosos con un aceptable e´xito, como el reconocimiento
facial [2]. Pero ya se aplicaban en el pasado a otros problemas, como el recono-
cimiento de textos manuscritos [3]. Aunque estos problemas tienen en comu´n el
reconocimiento de ima´genes, las redes neuronales tambie´n se pueden aplicar al
reconocimiento de voz [4] o para resolver problemas de telecomunicaciones [5].
El concepto de red neuronal aparecio´ en el an˜o 1940, pero durante mucho tiem-
po no pudieron utilizarse para problemas complejos. El motivo de que se tardase
tantos an˜os desde su invencio´n hasta su aplicacio´n a ma´s problemas es la falta
de algoritmos de entrenamiento eficaces y la dificultad computacional de entrenar
dichos modelos de manera eficiente. Es gracias a los avances en capacidad compu-
tacional en las ma´quinas actuales y a la aparicio´n de algoritmos de entrenamiento
ma´s eficaces que las redes neuronales esta´n utiliza´ndose ma´s que en el pasado,
logrando buenos resultados en un tiempo de computacio´n aceptable.
Uno de los tipos de redes neuronales ma´s conocidos y utilizados en la actualidad
es la Restricted Boltzmann Machine [6] (RBM). Estas redes neuronales pueden ser
utilizadas como clasificadores, pero tambie´n como reductores de dimensionalidad.
Desde hace unos an˜os, las RBM se utilizan para formar una red neuronal de varias
capas, dando lugar a uno de los algoritmos de Deep Learning [7], la Deep Belief
Network [8] (DBN). Esta te´cnica consiste en pasar la informacio´n a una RBM,
pasando su salida a su vez a otra RBM, pero con un nu´mero inferior de neuronas.
Este proceso puede repetirse hasta llegar al nu´mero deseado de capas. Como cada
capa contiene un nu´mero inferior de neuronas que la capa anterior, se logra una
mayor compresio´n de la informacio´n segu´n vaya aumentando su profundidad.
Esta te´cnica ha logrado resultados muy buenos, dando lugar a una controversia
sobre si los algoritmos de Deep Learning son los que obtienen mejores resultados
superando a otras te´cnicas.
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Otra te´cnica que obtiene buenos resultados con problemas complejos es la Support
Vector Machine [9] (SVM). Las SVM tratan de construir un hiperplano en un
espacio de dimensionalidad infinita (o muy elevada) que logre una separacio´n entre
las clases de los datos. Una buena separacio´n permitira´ una correcta clasificacio´n.
Por ejemplo, si tuvie´semos datos de tumores de pecho y quisie´ramos clasificarlos
en benignos o malignos, una SVM intentar´ıa construir la separacio´n que mayor
margen tuviese entre los dos tipos de tumores, tal como muestra en la figura 1.1.
Figura 1.1: Ejemplo de separacio´n de clases por una SVM.
La utilizacio´n de la SVM y las funciones de kernel para obtener la proyeccio´n en
el nuevo espacio suele obtener buenos resultados en problemas de clasificacio´n.
El problema que conlleva utilizar este me´todo es que la complejidad espacial es
como mı´nimo cuadra´tica, llegando a ser exponencial en ciertos casos. Esta desven-
taja impide su aplicacio´n en la clasificacio´n de grandes volu´menes de datos, como
ima´genes con gran densidad de p´ıxeles.
Para solucionar esta desventaja, este proyecto estudia la implementacio´n de una
RBM con una sola capa de neuronas. La RBM aprendera´ caracter´ısticas de dichas
ima´genes y posteriormente se entrenara´ una SVM con el arc-cosine kernel.
Uno de los problemas tipo ma´s extendidos en el a´mbito del aprendizaje automa´tico
es el planteado por MNIST [10], y sera´ el problema principal que se intentara´ re-
solver en el proyecto. MNIST es un conjunto de 60.000 ima´genes de entrenamiento
junto a 10.000 de test, siendo las ima´genes d´ıgitos escritos a mano del 0 al 9. Las
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ima´genes de entrenamiento y las de test provienen de fuentes distintas, es decir, las
personas que escribieron los nu´meros de entrenamiento no son las que escribieron
las de test. En la figura 1.2 puede verse unos ejemplos de estos nu´meros.
Figura 1.2: Ima´genes del MNIST.
El problema consiste en entrenar al sistema con el conjunto de entrenamiento y
utilizar el conjunto de test para clasificarlas. Una vez se han clasificado, se puede
utilizar el error cometido para compararlo con el error obtenido por otras te´cnicas
en el MNIST. Debido a su extensa utilizacio´n, se considera que es un benchmarking
en el mundo del aprendizaje automa´tico [11, 12].
La diferencia entre clasificar las ima´genes y clasificar las ima´genes en un espacio de
caracter´ısticas es que en la primera opcio´n los clasificadores aprenden directamente
de la variacio´n de los valores que toman los p´ıxeles, es decir, aprenden al ma´s bajo
nivel.
Sin embargo, con el cambio de representacio´n que hace la RBM, se clasifica segu´n
la variacio´n de las caracter´ısticas. Por ejemplo, el nu´mero 3 esta formado por
dos semic´ırculos, mientras que el nu´mero 5 esta formado por dos rectas y un se-
mic´ırculo. En el caso de los nu´meros, e´stas son posibles caracter´ısticas que aprende
la RBM, y al pasar al espacio de caracter´ısticas las ima´genes se traducen en las
caracter´ısticas que tienen. Por lo tanto, aprendiendo en este espacio los clasifica-
dores no se ven tan influidos por la variabilidad en las ima´genes, porque aprenden
de la variacio´n de caracter´ısticas de ma´s alto nivel.
En el cap´ıtulo 6 se muestran las caracter´ısticas obtenidas con los mejores modelos.
En el proyecto se ha decidido resolver el problema del reconocimiento de ima´genes
utilizando la RBM como extractor de caracter´ısticas y dos clasificadores: la la
Logistic Regression (LR) y la SVM con el arc-cosine kernel.
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1.3. Estado del arte
Existen diversos tipos de redes neuronales, siendo las RBM una de las ma´s co-
nocidas a causa del e´xito reciente del Deep Learning. El Deep Learning es un
conjunto de algoritmos y te´cnicas de aprendizaje automa´tico con el objetivo de
modelar abstracciones de alto nivel en datos usando arquitecturas compuestas de
transformaciones no-lineales mu´ltiples [13].
Como se ha comentado anteriormente, una de estas te´cnicas es la Deep Belief
Network (DBN), que consiste en concatenar varias RBM, conectando las salidas
de una a las entradas de la siguiente, logrando as´ı una mayor generalizacio´n segu´n
aumenta su profundidad. Las DBN han obtenido mejores resultados que otros
sistemas de clasificacio´n, dando lugar a la interpretacio´n de que la mejora viene al
concatenar las RBM y darles ma´s profundidad.
En el art´ıculo “To go deep or wide learning?” presentado en Febrero de 2014, sus
autores ponen en duda esta interpretacio´n sobre la concatenacio´n de las RBM. En
el art´ıculo, se muestran los resultados obtenidos al clasificar ima´genes utilizando
una RBM para aprender sus caracter´ısticas, junto a una SVM con el arc-cosine
kernel entrenado con estas caracter´ısticas. La RBM del art´ıculo tiene una u´nica
capa de 1.000 neuronas, por ese motivo lo llaman wide learning (entrenamiento
amplio), porque al contrario que las DBN, pretende ganar anchura en vez de
profundidad.
Este proyecto replica los resultados del art´ıculo “To go deep or wide learning?”
con las ima´genes del MNIST. Adema´s, se prueba otro algoritmos de aprendizaje
de la RBM. Este cambio se realiza para estudiar los resultados obtenidos con el
nuevo algoritmo y comprobar si se pueden superar los resultados obtenidos en el
art´ıculo.
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Tabla 1.1. Tabla comparativa de resultados tomados del art´ıculo “To go deep or
wide learning?”.
En la tabla 1.1 se encuentra la comparacio´n entre los resultados obtenidos por
distintas te´cnicas de aprendizaje automa´tico. En negro esta resaltado el covariance
arc-cosine kernel (es el sistema utilizado en el art´ıculo) por ser la te´cnica que
mejor resultados obtiene. Es interesante comprobar que este sistema supera en 4
de 5 conjuntos de datos a la DBN (el representante del Deep Learning). Tambie´n
aparece el arc-cosine kernel, que es la SVM con el kernel, pero sin utilizar la RBM
para aprender caracter´ısticas. Tambie´n esta´n los resultados obtenidos con una red
neuronal cla´sica y un Stacked Autoencoder (otra te´cnica de aprendizaje de Deep
Learning), pero los resultados relevantes para el proyecto son los comentados.
1.3.1. Limitaciones del proyecto
En el proyecto se pretende replicar los resultados obtenidos por el art´ıculo y es-
tudiar como var´ıan estos resultados con otros algoritmos de aprendizaje para la
RBM. No se pretende presentar un sistema de aprendizaje automa´tico que su-
pere a los actuales, ni se pretende presentar el sistema o´ptimo para cada tipo de
problema utilizado.
Se pretende implementar e estudiarlo, debido a que el art´ıculo en el que se basa
es muy reciente y apenas existe informacio´n ni conocimiento, ni existen unas re-
glas sobre co´mo se comportan las redes neuronales dependiendo del algoritmo de
aprendizaje y del problema. Esta falta de informacio´n es debida a la naturaleza
altamente no lineal de las redes neuronales: resulta muy complejo entender co´mo
las variaciones en la entrada afectara´n a todo el sistema.
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Adema´s, la RBM es de naturaleza estoca´stica, es decir, en su aprendizaje interviene
un componente de azar, por lo tanto dos entrenamientos con las mismas ima´genes
y el mismo algoritmo de aprendizaje conducen a dos aprendizajes distintos. A
causa de estas limitaciones, el proyecto se limita al estudio de la RBM, y no a
presentar un clasificador ma´s eficiente y con ma´s posibilidades de acertar en la
clasificacio´n.
Al ser un proyecto ma´s basado en la investigacio´n que en la creacio´n de un pro-
ducto, no existe un grupo de usuarios claramente definidos. Por este motivo no
se ha realizado un estudio de mercado, porque el objetivo principal del proyecto
no es crear un producto atractivo para un grupo definido de usuarios (por ello no
existe una estrategia para entrar en un nicho de mercado).
Durante el desarrollo del proyecto han aparecido obsta´culos que dificultaban poder
realizar todos los experimentos planteados en un principio. La aparicio´n de estos
obsta´culos se hab´ıa tenido en cuenta en la planificacio´n del proyecto, y por ello se
han tomado las decisiones pertinentes que estaban planificadas si aparec´ıan estos
obsta´culos. Las decisiones y un resumen de los obsta´culos se explican en el cap´ıtulo
3, mientras que los obsta´culos detallados se encuentran en el cap´ıtulo 5.
1.3.2. Solucio´n planteada
En el mundo del aprendizaje automa´tico existen muchos algoritmos y te´cnicas
que pueden resolver el problema del reconocimiento de ima´genes. Como en los
u´ltimos an˜os el Deep Learning ha ganado popularidad, han aparecido otras te´cnicas
que intentan superar sus resultados en los problemas aplicados. No solo existe la
solucio´n planteada en el art´ıculo ni las versiones del proyecto.
Se ha escogido el sistema propuesto por el art´ıculo porque utiliza una RBM, como
en el Deep Learning, y adema´s utiliza una SVM que imita el funcionamiento del
Deep Learning a trave´s del arc-cosine kernel. Esta solucio´n es muy interesante
porque intenta obtener mejores resultados que el Deep Learning utilizando algu-
nos algoritmos que usa el Deep Learning, pero sin entrar a hacerlo directamente.
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Adema´s, es posible ampliar esta solucio´n convirtiendo la RBM en una DBN, o
modificando los para´metros de la SVM y del kernel.
Por lo tanto, la solucio´n que se propone en el proyecto puede ser ampliamente
extendida, mientras que otras posibles soluciones utilizando otros algoritmos no
permitir´ıan este margen de accio´n.
Existen diversas te´cnicas de entrenamiento para la RBM. Se ha decidido utili-
zar dos te´cnicas de entrenamiento: el Contrastive Divergence [14], propuesta por
Geoffrey Hinton [15] y el Persistent Contrastive Divergence, siendo este una mo-
dificacio´n del primero. Ambas te´cnicas son explicadas en el cap´ıtulo 3.
1.3.3. Objetivo
El principal objetivo del proyecto es el estudio de la Restricted Boltzmann Machine
como extractor de caracter´ısticas de ima´genes. Adema´s de este objetivo principal,
otro objetivo secundario es utilizar al menos dos clasificadores distintos (la Logistic
Regression y la Support Vector Machine utilizando el arc-cosine kernel).
1.4. Organizacio´n de la memoria
La estructura de esta memoria da una perspectiva global del desarrollo que se ha
seguido en el proyecto, desde la planificacio´n, pasando por la documentacio´n y
aparicio´n de obsta´culos, hasta su posterior finalizacio´n con los resultados y con-
clusiones.
En el cap´ıtulo 2 se explica la gestio´n del proyecto, es decir, la planificacio´n inicial
y la seguida, los costes y la toma de decisiones junto a otros aspectos relevantes.
El cap´ıtulo 3 engloba todos los conceptos teo´ricos que han sido necesarios para el
desarrollo del proyecto. En el cap´ıtulo 4 se entra en detalles ma´s te´cnicos con la
implementacio´n de la RBM, la LR y del arc-cosine kernel. El cap´ıtulo 5 es una
explicacio´n de co´mo se han desarrollado los experimentos. El cap´ıtulo 6 engloba
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los resultados que se han obtenido. Finalmente, las conclusiones y el futuro trabajo
se encuentran en el cap´ıtulo 7.
Cap´ıtulo 2
Gestio´n del proyecto
En este cap´ıtulo se explica todo lo relacionado a la gestio´n del proyecto, es decir,
los objetivos, alcance, requisitos y planificacio´n. Adema´s se detallan los obsta´culos
y retrasos que han ocurrido en la realizacio´n del proyecto.
2.1. Objetivos y alcance
Para realizar un proyecto hay que decidir primero cua´les son los objetivos que
se busca cumplir y cua´l es el alcance que tiene, es decir, hasta donde llegara´ el
proyecto. Si se escogen mal los objetivos y el alcance, el proyecto puede sufrir
retrasos o ni siquiera se puede completar. Por eso estos dos puntos han sido muy
estudiados para garantizar que el proyecto se finalice.
El principal objetivo del proyecto es el estudio de la Restricted Boltzmann Machine
como extractor de caracter´ısticas de ima´genes. Para ello, tal y como se ha comen-
tado anteriormente, se utilizan dos clasificadores, la Logistic Regression (LR) y la
Support Vector Machine (SVM) utilizando el arc-cosine kernel para clasificar las
ima´genes del MNIST. Se utiliza la RBM para aprender las caracter´ısticas de e´stas
ima´genes, para luego pasar las ima´genes de entrenamiento y validacio´n al espacio
de las caracter´ısticas extra´ıdas y clasificarlas.
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Como se explica en los siguientes cap´ıtulos, existen muchas combinaciones de con-
figuraciones en la RBM que afectan directamente a las caracter´ısticas aprendidas,
que a su vez influyen en la clasificacio´n, por eso este proyecto se centra en el estudio
de dichas configuraciones.
La SVM con el arc-cosine kernel tambie´n tienen para´metros que afectan en la
clasificacio´n, por lo tanto este clasificador tambie´n tiene distintas configuraciones
que podr´ıan probarse, pero si a las configuraciones de la RBM an˜adimos las que
puede tomar la SVM con el arc-cosine kernel, el trabajo tendr´ıa un alcance poco
real, puesto que ser´ıa necesario mucho ma´s tiempo para entrenar a la SVM con el
kernel con cada combinacio´n de configuraciones (las suyas y las de la RBM).
La LR no tiene para´metros que puedan ser modificados, por eso no existen mu´lti-
ples configuraciones que puedan ser probadas. Se ha decidido utilizar tambie´n la
LR por dos motivos. Primero, es un me´todo lineal mientras que el kernel es no
lineal, por ello es interesante ver co´mo afecta la utilizacio´n de la RBM en un repre-
sentante de modelo lineal y en otro no lineal. Segundo, como se explica en detalle
en el cap´ıtulo 5, el tiempo de entrenar el kernel con todas las configuraciones
es muy grande, por ello se utiliza a la LR para explorar los resultados de estas
configuraciones y se entrenara´ al kernel con la combinacio´n que obtenga mejor
resultado.
Como el proyecto no intenta ofrecer un producto que sirva de clasificador, no se
ofrece ningu´n programa con interfaz que resuelva este problema de clasificacio´n de
ima´genes. S´ı se ofrece el co´digo utilizado y en el cap´ıtulo 5 se detalla el entorno de
ejecucio´n necesario.
Finalmente, respecto al objetivo y al alcance del proyecto, no han habido cambios
ni desviaciones mientras se realizaba.
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2.2. Requisitos
Debido al nu´mero de configuraciones de la RBM, el tiempo de ejecucio´n ha sido
un obsta´culo que se ten´ıa presente desde el principio. En la planificacio´n inicial se
establecio´ implementar la RBM en C++ y optimizarla al ma´ximo para reducir todo
lo posible el tiempo de entrenamiento. Se siguio´ la planificacio´n pero finalmente
e´sta implementacio´n no fue todo lo ra´pida que era necesaria: computaba cada
imagen en 4 de´cimas de segundo, pero al ser 50.000 ima´genes de entrenamiento,
el tiempo de procesarlas todas (llamado tambie´n epoch) era de 5 horas y media.
El nu´mero de epoch utilizado en el proyecto es de 30 (explicado en datalle en
el cap´ıtulo 3); eso significa que por cada entrenamiento se necesitar´ıan 7 d´ıas de
ejecucio´n continua. Este coste situo´ al proyecto en una encrucijada: utilizar otra
implementacio´n o reducir el nu´mero de configuraciones que se probasen. Con la
segunda opcio´n, teniendo en cuenta este tiempo y que por cada configuracio´n se
realizan 10 ejecuciones, siendo optimistas en 4 meses solo se podr´ıan realizar 2
experimentos, haciendo que esta opcio´n fuese inviable para un Trabajo Final de
Grado.
A la hora de escoger otra implementacio´n, se valoro´ la utilizacio´n de otras librer´ıas
de C++ que implementasen la RBM, pero el tiempo computacional, aunque era
inferior a los 7 d´ıas, segu´ıa siendo de casi un d´ıa por configuracio´n. Finalmente
se decidio´ escoger la librer´ıa Theano [16], que corre en el lenguaje Python. Pese
a que la librer´ıa es en Python [17], internamente las funciones de ca´lculo esta´n
escritas en CUDA [18] y se ejecutan en las GPU (tarjetas gra´ficas) de Nvidia [19].
Esta librer´ıa permite que el entrenamiento de 7 d´ıas pase a una hora y media
de ejecucio´n. Adema´s incorpora dos algoritmos de entrenamientos distintos para
la RBM (uno de ellos el escogido en la planificacio´n), es sencillo modificar sus
para´metros de configuracio´n y permite obtener la representacio´n del espacio de
caracter´ısticas.
Esta librer´ıa tiene dos inconvenientes: para utilizarla se necesita una GPU de Nvi-
dia actual y la librer´ıa no se puede modificar. El ordenador en el que se ejecutaba
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el proyecto utiliza una GPU de Nvidia actual, por lo tanto no ha sido necesario ob-
tener una, pero la limitacio´n de la librer´ıa impide poder modificar los para´metros
dentro del algoritmo, impidiendo aplicar te´cnicas de aceleracio´n del aprendizaje
como el momentum [20].
Pese a esta u´ltima limitacio´n, el abanico de posibles configuraciones es muy amplio:
permite realizar los experimentos que se planificaron inicialmente ma´s otros extra.
Por ello este desvio´ afecta a la implementacio´n final utilizada, pero no al resto de
la planificacio´n.
2.3. Planificacio´n
La siguientes secciones aportan informacio´n sobre la planificacio´n inicial, creada
al principio del proyecto y la planificacio´n final, es decir, la seguida durante el
proyecto. Debido a los obsta´culos que han aparecido, han habido cambios en la
planificacio´n, an˜adiendo nuevas etapas y modificando las existentes.
Pese a estos cambios, gracias a la planificacio´n inicial de los posibles obsta´culos se
ha logrado finalizar el proyecto en el plazo definido.
2.3.1. Planificacio´n Inicial
En este seccio´n se explica la planificacio´n inicial, realizada en la asignatura de
Gestio´n de Proyectos.
2.3.1.1. Duracio´n del Proyecto
La primera estimacio´n sobre la duracio´n del proyecto fue de 4 meses, finalizando
la tercera semana de Mayo. Se hizo esta estimacio´n para tener margen de tiempo
de un mes en caso de que surgiesen contratiempos. La fecha ma´s temprana de
presentacio´n de la memoria era el 22 de Junio y calculando el mes de margen
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situaba la finalizacio´n del proyecto en la tercera semana de Mayo. Se decidio´ tener
este mes de margen porque se conoc´ıa que el tiempo invertido en la implementacio´n
y entrenamiento de la RBM podr´ıa ser ma´s elevado del esperado. Adema´s, con este
mes de margen se permite realizar los experimentos y la redaccio´n de la memoria
sin ma´s presio´n de la necesaria.
2.3.1.2. Control de las fases
La forma de controlar el tiempo de desarrollo fue dividir las fases en subfases ma´s
simples y estipular un tiempo aproximado por cada fase. Controlando el tiempo
dedicado a cada subfase se logra no dedicar ma´s tiempo de lo planificado, evitando
posibles retrasos.
En caso de tener una subfase mal estimada, se realiza una nueva estimacio´n y se
an˜ade el nuevo coste temporal al proyecto. Si este tiempo an˜adido es demasiado
costoso, se plantean soluciones y alternativas para solventarlo y evitar retrasos.
Es dif´ıcil estimar correctamente el tiempo de desarrollo de un algoritmo, y en el
caso de la RBM esta estimacio´n es todav´ıa ma´s dif´ıcil al an˜adirle el tiempo que se
tarda en entrenar y poder evaluar el resultado del entrenamiento.
2.3.1.3. Fases del proyecto
El proyecto se dividio´ en 5 etapas, junto a una estimacio´n de tiempo requerido
por cada fase y a una estimacio´n incluyendo el tiempo con los posibles retrasos
que podr´ıan surgir. A continuacio´n se detallan estas fases junto a la estimacio´n de
tiempos.
Fase 1 - Documentacio´n
Esta fase esta dedicada en exclusiva al estudio de las bases teo´ricas y de los
conocimientos necesarios para desarrollar el proyecto. Esta fase se basaba
en la lectura de art´ıculos, libros y explicaciones que sirviesen para crear una
base teo´rica solida.
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Estimacio´n temporal: 120 horas
Riesgo: Esta fase tiene un riesgo bajo de sufrir retrasos; al ser la parte de
documentacio´n es sencillo controlar el tiempo dedicado.
Fase 2 - Planificacio´n
La fase de planificacio´n consiste en estimar las fases, tiempos, costes y recur-
sos que necesitara´ el proyecto. Adema´s tambie´n se evalu´an posibles obsta´cu-
los y alternativas para evitar al ma´ximo los retrasos.
Estimacio´n temporal: 75 horas
Riesgo: Esta fase se realiza durante el curso de Gestio´n de Proyectos, donde
se realizan entregas semanales para controlar el desarrollo de la plani-
ficacio´n. Por ese motivo el riesgo de retrasos en esta fase es muy bajo.
Fase 3 - Implementacio´n de la RBM
Esta fase consiste en la implementacio´n de la RBM. Para ello se utilizan los
conocimientos adquiridos en la primera fase.
Estimacio´n temporal: 75 horas (90 horas con retrasos)
Riesgo: Es la fase que ma´s riesgo tiene de sufrir retrasos por el tiempo que
necesita en ejecutarse. Es muy importante tener alternativas en esta
fase para evitar los retrasos que pueden surgir.
Fase 4 - Implementacio´n del Arc-cosine kernel
La implementacio´n del kernel es la parte final de la implementacio´n del
proyecto y depende directamente de la anterior fase. Sin la anterior fase no
se puede desarrollar el kernel, haciendo que sea completamente dependiente.
Estimacio´n temporal: 100 horas (110 horas con retrasos)
Riesgo: Esta fase tiene menos riesgo que la anterior, pero depende directa-
mente del desarrollo de esa fase. Si en la tercera fase ocurren retrasos, el
desarrollo de esta fase sera´ costoso y dif´ıcil. Por ello tambie´n es impor-
tante tener alternativas que reduzcan todo lo posible el tiempo invertido
en caso de retrasos.
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Fase 5 - Redaccio´n de la memoria
La fase final del proyecto es la redaccio´n de la memoria, incluyendo la reco-
gida de datos de los experimentos realizados.
Estimacio´n temporal: 170 horas
Riesgo: El riesgo de esta fase es medio debido a que engloba la parte de
los experimentos. Puede ocurrir que algunos experimentos sean ma´s
costoso de lo estimado, creando retrasos en otros experimentos.
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2.3.2. Desviaciones
Durante las dos primeras fases del proyecto, documentacio´n y planificacio´n, no
ocurrieron desviaciones y se cumplio´ con la planificacio´n, pero en la ejecucio´n de
la tercera fase, la fase ma´s cr´ıtica, aparecieron problemas que causaron retrasos en
el proyecto. Los problemas que aparecieron fueron los siguientes:
Problemas de memoria : A la hora de cargar los datos y crear las estructuras
necesarias para ejecutar el algoritmo, la ejecucio´n finalizaba con error debido
a que no se pod´ıa manejar tanto volumen de datos con los tipos de estructuras
utilizados.
Tiempo de ejecucio´n : El tiempo de ejecutar todo el algoritmo era muy supe-
rior a las estimaciones que se hab´ıan hecho, haciendo inviable realizar los
experimentos tal y como se hab´ıa planificado con la implementacio´n del al-
goritmo.
Estos dos problemas obligaron a utilizar la alternativa de cambiar la implementa-
cio´n de la RBM por otra implementacio´n que fuese ma´s ra´pida a la hora de procesar
los datos. El adoptar esta alternativa requirio´ poco tiempo, aproximadamente una
semana, tal y como se hab´ıa calculado en la planificacio´n inicial.
Con la nueva implementacio´n desaparec´ıan los problemas de memoria y se reduc´ıa
en gran medida el tiempo de ejecucio´n de la RBM, pero no lo suficiente como para
evitar utilizar el margen de tiempo que se decidio´ dejar en la planificacio´n inicial.
Se ha necesitado el margen de tiempo porque los experimentos, pese a ejecutarse
en una GPU, necesitan horas en completarse.
Este cambio de implementacio´n no significa que la implementacio´n inicial de la
RBM hecha en C++ sea inu´til, puesto que ha servido para comprender el algo-
ritmo de entrenamiento de la RBM y para reforzar los conocimientos aprendidos.
Adema´s, el algoritmo implementado en la librer´ıa Theano es exactamente el mis-
mo al que se ha implementado en C++, pero en el lenguaje CUDA y encapsulado
en Python.
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2.3.2.1. Ana´lisis de las causas
Existen diferentes causas de esta desviacio´n en el proyecto:
A la hora de calcular el tiempo de ejecucio´n, no se calculo´ correctamente co-
mo afectaban las configuraciones de los experimentos al tiempo de ejecucio´n.
Se sobrestimo´ la velocidad de ejecucio´n de la RBM implementada en C++.
A pesar de tener alternativas factibles, se apuro´ al ma´ximo el intentar utilizar
la implementacio´n de la RBM en C++. Un cambio temprano en la imple-
mentacio´n hubiese resultado en no necesitar el margen de tiempo extra.
2.4. Costes
El coste inicial del proyecto se ha mantenido durante toda la realizacio´n: las al-
ternativas escogidas no implicaron aumentar el coste del proyecto, gracias a que
el ordenador utilizado para ejecutar los experimentos tiene una GPU apta para la
implementacio´n alternativa. S´ı aumento´ el coste en recursos humanos, pero dentro
del margen calculado si aparec´ıan obsta´culos.
A continuacio´n se muestran los costes del proyecto.
2.4.1. Recursos humanos
La remuneracio´n asociada a cada rol corresponde a la remuneracio´n por hora que
se establece en el estudio de remuneracio´n de PagePersonnel, llevado a cabo en
2014.
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Figura 2.2: Tabla con los costes en recursos humanos.
2.4.2. Recursos hardware
La estimacio´n de la vida u´til del hardware utilizado es de 4 an˜os. Para poder
establecer un coste de amortizacio´n, se considera que un an˜o de vida u´til son 249
d´ıas de trabajo, a un ritmo de 8 horas diarias. Por lo tanto, el coste de amortizacio´n
viene marcado en la siguiente tabla:
Figura 2.3: Tabla con los costes en recursos hardware.
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2.4.3. Recursos software
La estimacio´n de la vida u´til del hardware utilizado es de 3 an˜os. Teniendo en
cuenta esta vida u´til, el coste de amortizacio´n del software viene marcado en la
siguiente tabla:
Figura 2.4: Tabla con los costes en recursos software.
2.4.4. Gastos indirectos
Adema´s de los gastos directos generados por los recursos utilizados, existen otros
gastos indirectos a tener en cuenta.
Figura 2.5: Tabla con los costes en gastos indirectos.
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2.4.5. Coste total
El coste total del proyecto es el siguiente:
Figura 2.6: Tabla con los costes totales del proyecto.
Cap´ıtulo 3
Conceptos teo´ricos
A continuacio´n se explican los conceptos teo´ricos necesarios para realizar el pro-
yecto. Antes de explicar la implementacio´n, los experimentos y resultados, es ne-
cesario comprender las te´cnicas que se han utilizado, sus ventajas, inconvenientes
y el motivo de los obsta´culos que han surgido en el proyecto.
3.1. Restricted Boltzmann Machine
La Restricted Boltzmann Machine es la te´cnica utilizada para extraer caracter´ısti-
cas de las ima´genes utilizadas. A continuacio´n se explica su funcionamiento y los
dos algoritmos de entrenamiento.
3.1.1. Redes neuronales
Las redes neuronales son un paradigma de aprendizaje con la intencio´n de crear un
modelo matema´tico que sea capaz de realizar predicciones o tomar decisiones sobre
los datos de entrada. El elemento ba´sico de procesamiento de una red neuronal es
la neurona: a partir de una entrada proporciona una salida. Las conexiones entre
neuronas tienen asociados pesos que modifican su comportamiento.
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El entrenamiento de un red neuronal consiste en el procesamiento de los datos de
entrada con el objetivo de encontrar la combinacio´n de pesos que cree el modelo
ma´s eficaz. Este entrenamiento puede ser supervisado o no supervisado.
Supervisado : En el entrenamiento supervisado, los datos han sido previamente
etiquetados, es decir, por cada dato se sabe que´ respuesta es la correcta.
Mientras se entrena a la red, se va asociando cada dato a esta respuesta, re-
forza´ndose las conexiones que dan lugar a ella (aumentando o disminuyendo
el valor del peso de cada conexio´n).
No supervisado En el entrenamiento no supervisado los datos no han sido pre-
viamente etiquetados, por lo tanto no se asocian los datos al resultado objeti-
vo. En este entrenamiento la propia red aprende caracter´ısticas, correlaciones
y grupos en los datos.
Al finalizar el entrenamiento se logra que cada neurona responda a los datos que
son relevantes para ella. Esta activacio´n se produce con la funcio´n de activacio´n:
con los para´metros de la neurona y los datos de entrada calcula su grado de
activacio´n.
La funcio´n ma´s utilizada es la funcio´n sigmoidea. El propo´sito de esta funcio´n es
que cambios pequen˜os en los pesos produzcan pequen˜os cambios en la salida, faci-
litando as´ı el aprendizaje. En la figura 3.1 se puede ver como la funcio´n sigmoidea
tiene una pendiente suave, logrando as´ı su propo´sito.
La funcio´n log´ıstica es un caso particular de la funcio´n sigmoidea. La funcio´n

















Figura 3.1: Funcio´n log´ıstica.
Una red neuronal puede tener una o ma´s capas de neuronas, donde las salidas de
una son las entradas de la siguiente capa, tal y como se muestra en la figura 3.2.
Cuando la red tiene ma´s de una capa hidden, pertenece al Deep Learning.
Figura 3.2: Red neuronal con 2 capas ocultas.
El Deep Learning es un conjunto de algoritmos de aprendizaje automa´tico con el
objetivo de crear una representacio´n de los datos ma´s eficaz. En el caso de las
redes neuronales, e´sta representacio´n se logra aumentando el nu´mero de capas.
En estas redes neuronales profundas, cada capa de neuronas es una Restricted
Boltzmann Machine, es decir, cada capa aprende y extrae caracter´ısticas de las
caracter´ısticas aprendidas por la capa anterior, logrando as´ı la generalizacio´n de
los datos pretendida y obteniendo una representacio´n ma´s eficaz.
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Cada capa extrae caracter´ısticas de los datos que procesa, siendo estas caracter´ısti-
cas de mayor nivel segu´n ma´s profunda sea la red. En el problema de la clasificacio´n
de ima´genes, en la primera capa se extraer´ıan caracter´ısticas de bajo nivel, como
agrupaciones de p´ıxeles, pero si an˜adimos ma´s capas, las caracter´ısticas de alto ni-
vel reconocidas en los nu´meros pueden ser semi c´ırculos, rectas, c´ırculos, etc. Estas
caracter´ısticas son las que reconocer´ıa un nin˜o si tuviese que describir los nu´meros,
haciendo parecer poco sorprendente que una RBM extraiga estas caracter´ıstica,
pero la RBM las aprende automa´ticamente, es decir, si cambiamos el problema
del reconocimiento de ima´genes por el reconocimiento de audio, no se necesitar´ıa
modificar la RBM porque procesara´ los datos de igual forma. Esto significa que
las redes neuronales, y en nuestro caso la RBM, automatiza todo el proceso de
aprendizaje sin la necesidad de modificar la implementacio´n.
3.1.2. Estructura de una Restricted Boltzmann Machine
Una RBM tiene dos tipos de neuronas: neuronas visible y hidden. Las neuronas
visible representan los datos de entrada, es decir, estas neuronas no tienen ninguna
funcio´n de activacio´n ni un peso asociado que indique su importancia (tienen otro
para´metro, explicado en los siguientes para´grafos); simplemente son los datos que
pasamos a la red neuronal. En el caso de las ima´genes del MNIST, la red tiene
784 neuronas visible, siendo cada neurona un p´ıxel de la imagen. Las neuronas
hidden son las neuronas que tienen los pesos y la funcio´n de activacio´n: son las
que aprenden de los datos recibidos (las neuronas visible). En la figura 3.3 se
muestra las conexiones entre los dos tipos de capa en una RBM.
Figura 3.3: Estructura de una Restricted Boltzmann Machine: hi indica la
neurona hidden i, mientras que vj indica la neurona visible j.
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Como se ha comentado anteriormente, las neuronas de una capa pueden estar o
no interconectadas [21], en el caso de la RBM del proyecto las neuronas no esta´n
conectadas entre ellas. Esto hace que el aprendizaje de la red sea ma´s sencillo al
tener menos para´metros que configurar. Adema´s, la RBM solo tiene una capa de
neuronas hidden, con la restriccio´n de que el grafo de conexiones creado con las
neuronas visible y las hidden sea un grafo bipartito, tal y como se muestra en la
figura 3.3.
Adema´s del peso, las neuronas tienen otros 2 para´metros: el offset de las neuronas
visible y el offset de las neuronas hidden. Estos offsets existen para corregir la
tendencia que ganan las neuronas hacia un resultado. El taman˜o del offset de las
neuronas visible es el nu´mero de estas neuronas, es decir, en el caso del MNIST es
un vector de taman˜o 784. En el caso de las hidden, con mil neuronas, el offset ser´ıa
un vector de taman˜o 1000. Cada conexio´n entre neuronas visible y hidden tiene
un peso, por lo tanto, continuando con el ejemplo del MNIST y mil neuronas, los
pesos son una matriz de 784 x 1000.
La RBM pertenece a los modelos basados en la energ´ıa: cada configuracio´n posible
tiene asociada una energ´ıa y el aprendizaje corresponde a modificar estas confi-
guraciones para obtener la energ´ıa ma´s baja (minimizar la energ´ıa corresponde a
obtener un mejor modelo). La funcio´n de energ´ıa dado una neurona visible v y
una hidden h es la siguiente:
E(v, h) = −bTv − cTh− hTWv (4)
donde v son las neuronas visible, b es el offset de v, h son las neuronas hidden, c
es el offset de h y W es la matriz de pesos.
La distribucio´n de probabilidad que utiliza la RBM entre neuronas visible y hidden
esta definida en te´rminos de la funcio´n de energ´ıa[22]:




donde Z es la funcio´n de particio´n [22] (Z es una normalizacio´n para garantizar





Como las neuronas hidden no esta´n interconectadas, son independientes entre
s´ı [22]. Por eso, la probabilidad condicional de una configuracio´n de neuronas
visible (hay m neuronas visible) dada una configuracio´n de neuronas hidden (hay










Las probabilidades de activacio´n individuales son dadas por:








donde σ es la funcio´n sigmoidea (la funcio´n de activacio´n).
Un modelo basado en la energ´ıa puede aprender calculando el stochastic gradient
descent en el log-likelihood negativo de los datos de entrenamiento [21, 22]. La
funcio´n likelihood es un estimador que determina la credibilidad de nuestra pre-
diccio´n. Al ser un producto de probabilidades, su valor no llega a 1, y su logaritmo
(el log-likelihood) sera´ negativo. Maximizar el likelihood es lo mismo que maximizar









donde S = {x1,...,xl} es el conjunto de ejemplos, l es el nu´mero de ejemplos y xi
es el elemento i del conjunto S.
Para la RBM, que es un modelo en la forma de (5), el log-likelihood dado un solo
ejemplo de entrenamiento v y siendo sus para´metros Θ = {v, h, c, b} es:










































h exp (−E(v, h))
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h




v,h exp (−E(v, h))
∑
v,h














La u´ltima parte de (13) es la diferencia entre dos esperanzas: los valores esperados
de la funcio´n de energ´ıa bajo la distribucio´n del modelo y bajo la distribucio´n
condicional de las neuronas hidden dado el ejemplo. Esta suma es la suma de
todos los valores posibles de las variables v y h, con un coste exponencial (2m+n).
Con este coste exponencial, para la mayor´ıa de datos del mundo real es imposible
calcular el gradiente del log-likelihood. Por ejemplo, regresando al MNIST, las
ima´genes tienen 784 p´ıxeles, el valor de cada p´ıxel1 es 0 o´ 1 y con 1000 neuronas
hidden, el nu´mero de combinaciones posibles es de 21784. Por eso se realiza una
aproximacio´n al log-likelihood utilizando el stochastic gradient descent.
1en el MNIST el valor se encuentra entre 0 y 255, pero para facilitar el entrenamiento lo
volvemos binario, es decir, pasa a ser 0 o 1, cogiendo como frontera el 127
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En la ecuacio´n (13) el gradiente es escrito como la suma de dos valores esperados.
En el caso de la RBM, el primer termino de (13) puede computarse eficientemente






















donde h−i son todos los elementos de h hasta i. En la ecuacio´n (14) puede verse
como en el gradiente aparecen los offsets de las neuronas hidden (ci).
3.1.3. Contrastive Divergence
El Contrastive Divergence [14] (CD) es el me´todo ma´s comu´n para calcular el
stochastic gradient descent [21, 22]. Debido a que es imposible calcular el gradiente
exacto, este algoritmo lo aproxima con el conjunto de para´metros de la red (su
configuracio´n) y los datos de entrada.
Un me´todo para aproximar la segunda parte de (13) es correr una cadena de
Markov hasta llegar a la distribucio´n estacionaria [22]. Una cadena de Markov se
define como un proceso estoca´stico discreto, donde la probabilidad de que ocurra
un evento depende solamente del evento anterior y no de toda la cadena de eventos
que le preceden. Las variables de la cadena son aleatorias y su dominio se define
como el espacio estado (el valor que toma la variable en el tiempo n es su estado).
La cadena llega a una distribucio´n estacionaria cuando todos los estados siguientes
siguen esta misma distribucio´n.
El problema de este me´todo es obvio: no sabemos cua´ndo llegaremos a una distri-
bucio´n estacionaria. Para evitar este problema, el CD calcula k pasos de la cadena
de Gibbs [22] (normalmente se utiliza k=1, llamado tambie´n CD-1).
La cadena de Gibbs [22] es un algoritmo para producir samples (muestras) de
una distribucio´n de probabilidad de un conjunto de variables aleatorias. La idea
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ba´sica es la de construir una cadena de Markov actualizando cada variable con su
distribucio´n condicional dado el estado de las otras variables [25].
El algoritmo CD inicializa una cadena de Gibbs con un ejemplo de entrenamiento
v(0) y genera el sample v(k) despue´s de k pasos. Cada paso, llamado t, consiste
en crear el sample h(t) de p(h|v(k)) y a continuacio´n generar el sample v(t+1) de
p(v|h(t)).
Con este me´todo, el gradiente del log-likelihood con un ejemplo v(0) se aproxima















Esta aproximacio´n se realiza por cada ejemplo dentro del conjunto de entrenamien-
to. Para realizar el entrenamiento, CD utiliza batch learning : consiste en partir el
conjunto de entrenamiento S en subconjuntos de taman˜o igual. Por cada imagen
del subconjunto se realiza esta aproximacio´n, se calcula la nueva configuracio´n de
la red y se suma a la configuracio´n obtenida con el ejemplo anterior [22]. Cuando
se han procesado todos los ejemplos del subconjunto, tenemos el incremento de
la configuracio´n calculado. Este incremento lo sumamos a la configuracio´n de la
RBM.
Con este me´todo logramos procesar m ejemplos con la misma configuracio´n y
calcular la siguiente configuracio´n utilizando la configuracio´n aprendida con estos
m ejemplos.
Este algoritmo es el que se aplica a cada subconjunto, por eso en los 3 u´ltimos
fors , dentro del ForAll , se calcula el incremento de los para´metros de la RBM
(el peso y los offsets). Al acabar el bucle ForAll , se suma este incremento (se
actualizan) a los para´metros de la RBM (tal y como se explicaba anteriormente)
y se pasa a aplicar el CD-k al siguiente subconjunto.
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A continuacio´n se muestra el algoritmo CD-k :
Input: RBM (V1, ..., Vm, H1, ..., Hn), subconjunto S
Output: aproximacio´n al gradiente ∆wij,∆bj y ∆ci para i = 1,...,n, j = 1,...,m
for all v  S do
v(0) ← v //Se procede al calculo de las cadenas de Gibbs
for t = 0,...,k-1 do









for i=1,...,n, j=1,...,m do // Actualiza el incremento de los pesos de W
∆wij ← ∆wij + p(Hi = 1|v(0)) · v(0)j − p(Hi = 1|v(k)) · v(k)j
end for
for j = 1,...,m do // Actualiza el incremento del offset de las neuronas visible
∆bj ← ∆bj + v(0)j − v(k)j
end for
for j = 1,...,n do // Actualiza el incremento del offset de las neuronas hidden
∆ci ← ∆ci + p(Hi = 1|v(0))− p(Hi = 1|v(k))
end for
end for
A la hora de actualizar los para´metros, existe una constante, llamada learning
rate [21], por la cual se multiplican los antiguos para´metros. La idea detra´s del
learning rate es poder controlar el ritmo de aprendizaje de la red neuronal. Si esta
constante es grande, la red aprendera´ ma´s ra´pido, pero si en los datos hay presente
una gran variabilidad entonces la red no aprendera´ bien. Fijando la constante en
valores pequen˜os, la red aprendera´ ma´s despacio pero aprendera´ mejor si hay
mucho variabilidad en los datos. Aprender ma´s ra´pido o ma´s despacio no hace
referencia al tiempo de ejecucio´n sino a llegar a un mı´nimo local en menos pasos.
Normalmente la distribucio´n estacionaria no se alcanza hasta realizar un cierto
nu´mero de pasos, por eso v(k) no es un sample con la distribucio´n del modelo y la
aproximacio´n de (11) no es imparcial (tiene una tendencia) [22]. Esta tendencia
desaparece cuando k →∞.
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3.1.4. Persistent Contrastive Divergence
El Persistent Contrastive Divergence (PCD) esta´ basado en el Contrastive Diver-
gence pero con una modificacio´n a la hora de calcular las cadenas de Gibbs. La
aproximacio´n del PCD viene dada por (14) remplazando el sample v(k) por un
sample de una cadena de Gibbs que es independiente de la distribucio´n del sample
v(0). Esta modificacio´n hace que no sea necesario reinicializar la cadena de Markov
con el ejemplo de entrenamiento cada vez que generamos el sample v(k). En vez
de reiniciar, se mantienen las cadenas de Gibbs generadas con k pasos despue´s de
cada actualizacio´n de los para´metros, es decir, el estado inicial de la cadena de
Gibbs es el estado v(k) de la actualizacio´n anterior de los para´metros [22].
La idea fundamental en la que se basa PCD es que se puede asumir que las cadenas
esta´n cerca de la distribucio´n estacionaria si el learning rate es suficientemente
pequen˜o, haciendo que el modelo solo cambie ligeramente entre las actualizaciones
de los para´metros.
3.1.5. Caracter´ısticas aprendidas
Como se ha mostrado anteriormente, la RBM es capaz de aprender las caracter´ısti-
cas de los datos, pero no tiene ninguna salida, es decir, al terminar de ejecutar
el entrenamiento de la RBM con todos los datos (no solo un subconjunto) no
obtenemos ningu´n resultado de prediccio´n.
Al finalizar el algoritmo, se puede obtener la representacio´n de su conocimiento con
la matriz de pesos y los vectores de offsets calculados. Esta matriz y estos vectores
son las caracter´ısticas que ha aprendido la RBM de los datos y son necesarios para
clasificar con posterioridad.
Para clasificar usando el conocimiento de la RBM hay que cambiar la representa-
cio´n de los datos a la representacio´n creada por la RBM. Este cambio de repre-
sentacio´n se realiza en 3 pasos:
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1. Se debe multiplicar los datos por la matriz de pesos. Siendo Dl×m los datos
(l es el nu´mero de ejemplos y m el nu´mero de caracter´ısticas), Wm×n la
matriz de pesos (n es el nu´mero de neuronas hidden) y Rl×n el resultado de
la multiplicacio´n:
R = W T × D
2. A continuacio´n es necesario sumar a R el offset de las neuronas hidden. Para
ello es necesario que el vector de offset sea una matriz de la siguiente forma:
cada fila de la matriz es igual al vector hidden y el nu´mero de filas es igual al
nu´mero de filas de R (el taman˜o del vector es el nu´mero de neuronas hidden,
es decir, n, por lo tanto no hay que realizar ninguna transformacio´n). Siendo
Rl×n el resultado del paso anterior y Ol×n la matriz de offsets y Sl×n el
resultado de la suma:
S = R + O
3. Como se ha explicado en anterioridad, la funcio´n sigmoidea es la funcio´n de
activacio´n de las neuronas, por ello es conveniente aplicar esta funcio´n a S.
Siendo σ(x) la funcio´n sigmoidea donde x es una matriz, S el resultado del
paso anterior y T el resultado de aplicar la funcio´n a todos los elementos de
S :
T = σ(S)
Despue´s de seguir estos pasos, en T se encuentran los datos representados en el
espacio de caracter´ısticas aprendidas por la RBM. Esta matriz T es del siguiente
taman˜o:
El nu´mero de filas es el nu´mero de instancias originales: en el caso del MNIST,
ser´ıa el nu´mero de ima´genes. Cada fila de T es la representacio´n de esa misma
fila de D pero con el cambio de representacio´n.
El nu´mero de columnas es el nu´mero de neuronas hidden de la RBM. Cada
columna es una caracter´ıstica aprendida por la RBM.
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Con esta representacio´n tenemos que en Tij se encuentra la caracter´ıstica j de la
imagen i.
3.2. Logistic Regression
La Logistic Regression es una te´cnica que consiste en realizar un ana´lisis de regre-
sio´n sobre los datos para predecir el resultado de una variable catego´rica binaria.
Regresando a la funcio´n sigmoidea (ecuacio´n (1)), si se considera una funcio´n




1 + exp(β0 + β1x+ ...+ βnx)
(15)
El LR utiliza maximiza el log-likelihood de sus coeficientes βi para realizar la
prediccio´n de la variable dependiente segu´n sus variables independientes (el valor
de la variable dependiente es binario).
Como se ha comentado, la prediccio´n de la LR es binaria pero se puede utilizar
la multinomial Logistic Regression para hacer predicciones de 3 o ma´s clases. Una
multinomial LR puede verse como una red neuronal de una sola capa, donde hay
que encontrar la configuracio´n de los pesos de estas neuronas para tener obtener
la prediccio´n.
3.3. Arc-cosine Kernel
3.3.1. Support Vector Machines
La Support Vector Machine es un me´todo de aprendizaje automa´tico basado en
una solida teor´ıa estad´ıstica [23]. Dado un conjunto de datos pertenecientes a una
de dos clases, la SVM busca la separacio´n lineal o´ptima. Para lograrlo construye
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un hiperplano que maximiza la distancia ortogonal mı´nima hasta un punto de
cualquiera de las dos clases. Esta distancia tambie´n es llamada el margen de la
separacio´n.
Considerando un conjunto de datos S = {x1, . . . , xl} con taman˜o l, procedentes de
ejemplos de entrenamiento (con d dimensiones) etiquetados en dos clases ω1, ω2
por z1, . . . , zl, con zi = +1 si xi ∈ ω1 y zi = −1 si xi ∈ ω2. Si construimos
una funcio´n af´ın g(x) = wTx + b, entonces tenemos un discriminante lineal como
sgn(g(x)), para el cual quisie´ramos:
wTxi + b > 0 xi ∈ ω1(zi = +1) (16)
wTxi + b < 0 xi ∈ ω1(zi = −1) (17)
En resumen, zi(w
Txi + b) > 0 , o´ zi g(xi) > 0, para todo 1 ≤ i ≤ l. Dado el
hiperplano pi : g(x) = 0, la distancia perpendicular desde x hasta pi es d(x, pi) =
|g(x)|
‖w‖ . Los support vectors son los x ma´s cercanos al hiperplano. Reescalando w y
b de tal manera que |wTx + b| = 1 para estos puntos ma´s cercanos, se obtiene
|wTx+ b| ≥ 1. Los support vectors son ahora los siguientes: {xi / |wTxi + b| = 1}.
El margen m(pi) de un plano pi puede ahora escribirse como el doble de su distancia
a cualquier support vector : m(pi) = 2 d(xSV, pi) =
2
‖w‖ , donde |g(xSV)| = 1. Para
maximizar el margen, se debe minimizar ‖w‖ sujeto a zi (wTxi+ b) ≥ 1, para todo
1 ≤ i ≤ l.
En el caso de que no exista un hiperplano que pueda separar correctamente los
puntos de los datos, un conjunto de variables no negativas se introducen para
permitir que algunos puntos se encuentren en el lado opuesto del margen:
zi(w
Txi + b) + ξi ≥ 1 i = 1, ..., l (18)
donde ξi ≥ 0.
Para que se produzca un error, la correspondiente ξi debe exceder la unidad,
entonces
∑
i ξi es una cota superior del nu´mero de errores de entrenamiento. La
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separacio´n o´ptima del hiperplano puede encontrarse como la solucio´n de problema










Txi + b) ≥ 1− ξi, i = 1, . . . , N (19)
La solucio´n a este problema de optimizacio´n corresponde al punto de la ”silla de















donde αi, µi ≥ 0 for i = 1, ..., l.
Una vez que se resuelve el problema de QP, el vector solucio´n w∗ puede expresarse






Los support vectors son precisamente los xi ∈ S para los cuales α∗i > 0.
3.3.2. SVM no lineal
Asumamos que no es posible separar un conjunto de entrenamiento con un hi-
perplano en el espacio de entrada, pero que una SVM puede proyectar ahora las
entradas xi hacia un espacio caracter´ısticas con mayor dimensionalidad, usando
una proyeccio´n no lineal, en el que el conjunto de entrenamiento es casi separable.
Conceptos teo´ricos 38
Como en un caso no lineal separable, podemos mapear el conjunto de entrenamien-
to a (posiblemente con dimensionalidad infinita) un espacio Hilbert H, usando el













Entonces el algoritmo de entrenamiento, de nuevo, dependera´ del conjunto de
entrenamiento so´lo a trave´s de productos escalares en H, por ejemplo, en funcio-
nes de la forma φT (xi)φ(xj). Ahora bien, si hay una funcio´n de kernel tal que
K(xi, xj) = φ
T (xi)φ(xj), s´olo tendr´ıamos que utilizar K en el algoritmo de entre-
namiento, y nunca se tendr´ıa que saber de forma expl´ıcita φ. En los casos lineales
no separables, si uno reemplaza φT (xi)φ(xj) por K(xi, xj) en todos los sitios del
algoritmo, el algoritmo producira´ una SVM que trabaja impl´ıcitamente en H.
Finalmente un clasificador en H es







La gran ventaja de las SVM se puede resumir en:
Esta´n basadas en una teor´ıa solida y en el principio de minimizacio´n estruc-
tural del riesgo.
No tienen mı´nimos locales y tienen pocos para´metros que se tengan que
ajustar, normalmente C y los para´metros del kernel.
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Son resistentes al sobreajustamiento (aunque no inmunes); sobreajustar es
ma´s probable cuando el para´metro C es ma´s grande de lo necesario.
Los vectores de entrada no necesitan ser nu´meros reales; pueden ser cualquier
cosa siempre que se pueda inventar un kernel.
3.3.3. Ejemplos de kernels
Los siguientes kernels son los ma´s extendidos y utilizados en la actualidad:
Linear Kernel
K(u, v) = uTv
Polynomial Kernel
K(u, v) = (uTv + γ)d
con para´metros γ ∈ R, γ > 0 y d ∈ N.
Gaussian Kernel, tambie´n conocido como Radial Basis Function (RBF) ker-
nel.
K(u, v) = e−
||u−v||2
σ2
con para´metro σ ∈ R.
Sigmoidal Kernel
K(u, v) = tanh(αuTv + r)
para algunos para´metros (no todos) α > 0 y r < 0, donde tanh es la tangente
hiperbo´lica.
El RBF es el kernel ma´s conocido y popular en las Support Vector Machines.
Esto se debe a que es localizado y tiene representacio´n en todos los reales; adema´s
incluye el polynomial kernel como un caso l´ımite.
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3.3.4. Arc-cosine Kernel
El Arc-cosine Kernel [1], como otros kernels hacen, calcula la similitud entre dos
vectores, x, y ∈ Rd. Este calculo requiere un para´metro, llamado n, siendo la
formula del kernel de grado n:








siendo Θ(z) = 1
2
(1 + sign(z)). Las propiedades ba´sicas de este kernel hacen que
tenga conexiones con las redes neuronales, convirtie´ndolo en un buen candidato
para beneficiarse del Deep Learning.
3.3.4.1. Propiedades ba´sicas





que muestra una relacio´n trivial entre las magnitudes de x e y, pero con una



































A continuacio´n se explica la implementacio´n necesaria para realizar el proyecto.
4.1. Tratamiento de datos
En la seccio´n de metodolog´ıa, situada en el siguiente cap´ıtulo de Experimentos, se
explica el tratamiento que necesitan los datos de entrada para poder ser procesados
por los algoritmos. En el caso de la RBM, Theano se encarga de realizar este
tratamiento, pero para entrenar la Logistic Regression, la SVM con el kernel y
pasar las ima´genes al espacio de caracter´ısticas, ha sido necesario implementar
una serie de scripts.
Se ha implementado un script en C++ que se encarga de leer el MNIST, convierte
los datos en 1 o 0 y los guarda en un archivo .csv. Se ha decidido utilizar este
formato porque es un esta´ndar a la hora de guardar datos. El mismo script lee las
etiquetas de cada imagen y las guarda en un fichero aparte, tambie´n en formato
.csv. En ambos ficheros se mantiene el orden que segu´ıan las ima´genes, sino ser´ıa




Tal y como se explica en los apartados de conceptos teo´ricos, se realiza una trans-
formacio´n de las ima´genes al espacio de caracter´ısticas para poder clasificarlas.
Esta preparacio´n de los datos se realiza con un script en el lenguaje R que se
encarga de leer las 10 matrices de conocimiento que se obtienen por cada con-
figuracio´n, realiza la multiplicacio´n de esta matriz por los datos, posteriormente
multiplica el resultado por el vector de offsets de las neuronas hidden convertido
en matriz y aplica la funcio´n sigmoidea. El resultado se guarda en un fichero en
formato .csv.
El kernel necesita que los datos este´n en un orden especial para poder tratarlos.
Ese orden es el siguiente:
Etiqueta 1:valor 2:valor 3:valor ... n:valor
En el caso de la representacio´n del MNIST en el espacio de caracter´ısticas, quedar´ıa
as´ı:
6 1:0 ,003567 2:0 ,91236 3:0 ,01456 ... n:0 ,31548
Para tenerlos en este orden, se ha implementado un script en C++ que lee los
datos guardados por la funcio´n en R junto al fichero con las etiquetas y lo guarda
en otro fichero con este formato. El mismo script sirve para leer los datos del
MNIST sin transformar y guardarlos tambie´n en un fichero con este formato.
4.2. Restricted Boltzmann Machine
La implementacio´n de la RBM ofrecida por Theano incorpora dos algoritmos de
entrenamiento que pueden escogerse en el co´digo en la configuracio´n de los para´me-
tros. Estos para´metros se encuentran en dos puntos distintos del co´digo que se
detallan a continuacio´n.
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La cabecera original de la funcio´n de entrenamiento contiene los siguientes para´me-
tros:
test_rbm(learning_rate =0.1, training_epochs =15, n_samples =10,
dataset=’mnist.pkl.gz’, batch_size =20, n_chains =20,
output_folder=’rbm_plots ’, n_hidden =500)
A continuacio´n se explican estos para´metros:
learning rate: el valor del learning rate
training epochs: el nu´mero de epoch
dataset: el fichero de los datos
batch size: el taman˜o de los subconjuntos
n chains: el nu´mero de cadenas de Gibbs
n samples: el nu´mero de samples
output folder: la carpeta destino
n hidden: el nu´mero de neuronas hidden
La funcio´n creadora de la RBM:
RBM(input=x, n_visible =28 * 28, n_hidden=n_hidden , numpy_rng=rng ,
theano_rng=theano_rng)
A continuacio´n se explican estos para´metros:
input: los datos de entrada
n visible: el nu´mero de neuronas visible
n hidden: el nu´mero de neuronas hidden
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numpy rng: la instancia de la libreria numpy
theano rng: la instancia de Theano
Para ejecutar la RBM, se utiliza la siguiente llamada en consola:
time sudo THEANO_FLAGS=mode=FAST_RUN ,device=gpu ,floatX=float32
python rbm.py
donde ”THEANO FLAGS=mode=FAST RUN,device=gpu,floatX=float32”son los
atributos que indican a Theano que debe ejecutarse en GPU.
4.3. Logistic Regression
El entorno utilizado para la ejecucio´n de la Logistic Regression es RStudio[25], y
se ha utilizado la implementacio´n que se encuentra en el paquete nnet del lenguaje
R[26]. Se ha utilizado la funcio´n de este paquete porque esta LR tiene que clasificar
los datos en 10 clases, por lo tanto es una multinomial Logistic Regression. Como se
ha comentado anteriormente, la multinomial LR es equivalente a una red neuronal
de una sola capa. Como el volumen de datos que debe clasificar tiene muchas
caracter´ısticas y es muy grande, el l´ımite de pesos que tiene por defecto esta
funcio´n son insuficientes, por eso es necesario modificar este limite.
Con el MNIST, la rutina es la siguiente:
result <- multinom (l ~ ., data=X2df , MaxNWts =10020)
A continuacio´n se explican estos para´metros:
l: Es el para´metro donde esta´n guardadas las etiquetas de los datos en el
data.frame X2df.
X2df: Es el data.frame donde esta´n guardados los datos, es decir, las ima´ge-
nes en el espacio de caracter´ısticas.
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MaxNWts: Indica el limite de pesos, se escogen 10020 porque es el ma´ximo
que se puede necesitar con estos datos1.
Una vez ha terminado de ejecutarse, tenemos en una variable el modelo generado
por la LR. A continuacio´n, se predice con los datos de validacio´n en el espacio de
caracter´ısticas utilizando la funcio´n predict :
predictionResult <- predict(result , newdata=validationData)
Donde result es el modelo y validationData son los datos de validacio´n. Para
calcular el error primero es necesario calcula la matriz de confusio´n:
tab <- table(predictionResult , validationLabels)
error <- 100*(1 - sum(tab[row(tab)==col(tab)])/sum(tab))
Donde predictionResult son las predicciones hechas con los datos de validacio´n
y validationLabels son las etiquetas de estos datos. En error se guarda el error
cometido.
Este proceso se realiza por cada configuracio´n de la RBM. Teniendo en cuenta
que cada configuracio´n crea una matriz con un distinto nu´mero de columnas, el
co´digo se ha implementado para ser independiente a este taman˜o. Por eso el mismo
co´digo puede utilizarse sin modificaciones (so´lo es necesario indicar la ruta donde
se encuentran los datos).
4.4. Arc-cosine kernel
Para ejecutar el kernel se ha utilizado la libreria libSVM [27]. Esta librer´ıa se en-
cuentra en java y C++. Adema´s permite ejecutar un kernel propio implementa´ndo-
lo y pasa´ndolo a la SVM.
1Al ejecutar la funcio´n con los datos, ella misma calcula el nu´mero de pesos que necesitara´. Si
supera al limite de pesos que tiene, no se ejecutara´. Con la primera ejecucio´n ya se conoce cual
es el limite, solo es necesario indicarlo a la funcio´n en caso de que supere al limite por defecto
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La implementacio´n del arc-cosine kernel utiliza es la implementada por el alumno
Xavier Serra en su Trabajo Final de Grado Implementacio´ i estudi d’una deep/wide
kernel machine.
Para entrenar la SVM, se utiliza el siguiente comando:
./main input.inp -T num_layers model.mod
donde input.inp es el fichero de entrada, -T indica que es una ejecucio´n de entre-
namiento, num layers es el valor del para´metro n del kernel y model.mod es el
archivo donde se guarda el modelo creado.
El siguiente comando se utiliza para para predecir:
./main input_pred.inp -P model.mod output.out
donde input pred.inp es el archivo con los datos a predecir, -P indica que es una
ejecucio´n de prediccio´n, model.mod es el archivo con el modelo y output.out es el
archivo donde se guardan las predicciones.
Cap´ıtulo 5
Experimentos
En el siguiente cap´ıtulo se detalla todo lo referente a los experimentos: la meto-
dolog´ıa utilizada, el entorno necesario para realizar los experimentos y las confi-
guraciones utilizadas. El entorno final ha sido influenciado por de las decisiones
tomadas y explicadas en el cap´ıtulo 2. Tambie´n se explican las dificultades y limi-
taciones practicas del proyecto al realizar los experimentos.
5.1. Metodolog´ıa
Para realizar los experimentos y obtener resultados fiables se necesita seguir una
metodolog´ıa que nos garantice que estos resultados obtenidos no son fruto del azar.
Para ello se divide la metodolog´ıa en 2 apartados:
1. La metodolog´ıa seguida para la RBM.
2. La metodolog´ıa seguida para la LR y la SVM con el kernel.
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5.1.1. Restricted Boltzmann Machine
Para obtener resultados fiables es necesario realizar las predicciones 10 veces1.
Eso significa que por cada configuracio´n se tiene que ejecutar la RBM 10 veces.
Por cada ejecucio´n se guarda la matriz y los offsets en ficheros distintos, para ser
utilizados posteriormente en la clasificacio´n con la Logistic Regression y la SVM
con el kernel. Estos dos clasificadores utilizan las 10 ejecuciones de la RBM: no es
necesario ejecutarlo 10 veces para cada clasificador.
5.1.2. Logistic Regression y Support Vector Machine con
el arc-cosine kernel
Es necesario utilizar la matriz de pesos y el offset de las neuronas hidden de la
RBM para pasar las ima´genes al espacio de caracter´ısticas (esta transformacio´n se
ha explicado en profundidad en el cap´ıtulo dedicado a la teor´ıa del proyecto). Por
cada ejecucio´n se aplica esta transformacio´n a los datos de entrenamiento: en el
caso del MNIST, son las mismas 50.000 ima´genes con las que se ha entrenado la
RBM.
Cuando se ha entrenado el modelo, se predicen las 10.000 ima´genes de validacio´n
y se calcula el error cometido. Con el error de las 10 ejecuciones se calcula el error
medio de la configuracio´n en validacio´n.
La configuracio´n que obtenga un error medio ma´s bajo se entrenara´ con todas las
ima´genes para luego clasificarlas con el conjunto de test (10.000 ima´genes).
Adema´s, cada clasificador se entrenara´ con los datos originales (sin pasar al espacio
de caracter´ısticas) para tener un referente de la mejora que implica utilizar la RBM
como extractor de caracter´ısticas.
1Se utilizan los mismos datos, pero como la naturaleza de la RBM es estoca´stica, produce 10
matrices y offsets distintos
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5.2. Entorno
Como se ha explicado en anteriores cap´ıtulos, la librer´ıa utilizada para entrenar la
RBM es la librer´ıa Theano. Esta librer´ıa tiene muchas dependencias de librer´ıas
de terceros, detalladas en la pa´gina oficial[19]. Theano puede ejecutarse tanto
en Windows como en Ubuntu y se escogio´ utilizar Windows, ya que los drivers
Nvidia esta´n ma´s optimizados en este sistema operativo. Pero en Windows existen
conflictos entre librer´ıas instaladas y librer´ıas que requiere Theano, siendo el mayor
problema de este conflicto el que algunas librer´ıas de Theano no eran reconocidas
por el compilador de CUDA. Finalmente se decidio´ utilizar Ubuntu, donde los
drivers esta´n menos optimizados, pero la instalacio´n de Theano fue menos dif´ıcil.
Para ejecutar la Logistic Regression, se utilizo´ RStudio[25] y el sistema operativo
Windows con el lenguaje R[26] instalado.
Para la SVM con el arc-cosine kernel se utilizo´ en primer lugar el IDE NetBeans
con Windows y la librer´ıa libSVM con el arc-cosine kernel. El problema que surgio´
es la cantidad de memoria y de tiempo computacional que requiere para ejecutarse
con 50.000 ima´genes, por ello se ha utilizado el cluster del RDLab[28]. Como por
cada configuracio´n se requiere ejecutar la SVM con el kernel 10 veces, se crearon
10 instancias simulta´neas en el cluster que entrenasen al kernel y realizasen la
clasificacio´n.
5.3. Configuraciones
A continuacio´n se explican las configuraciones escogidas para realizar los experi-
mentos del proyecto.
Como se ha explicado en la parte teo´rica de la RBM, existen distintos para´metros




taman˜o del subconjunto de entrenamiento
k pasos de la cadena de Gibbs
nu´mero de neuronas hidden
A la hora de escoger estos para´metros, se han consultado art´ıculos y libros para
encontrar los para´metros ma´s comunes que suelen dar mejores resultados. Se ha
realizado de esta forma para no calcular configuraciones que luego no aportasen
informacio´n a la hora de sacar conclusiones.
Los valores ma´s comunes del learning rate que se han encontrado son 0,1 y 0,01. El
primer valor es el que aprende ma´s ra´pido, pero es ma´s susceptible a equivocarse
si los datos muestran una gran variabilidad. En contraposicio´n, el segundo valor
es menos susceptible pero aprendera´ ma´s lento.
El nu´mero de epoch son las veces que se procesa todo el conjunto de entrenamiento.
Para conjuntos tan grandes como el MNIST se suele realizar 30 epoch. Este valor
afecta mucho al tiempo de entrenamiento que necesitara´ la red.
El taman˜o del subconjunto de entrenamiento ma´s comu´n que se ha encontrado es
100. Esto significa que se aprenden durante 100 ima´genes con los mismos para´me-
tros mientras se calcula el incremento que se realizara´ en la siguiente actualizacio´n.
k es el valor de CD-k explicado anteriormente. Los valores ma´s comunes son 1, 10
y 100. Se ha decidido utilizar 1 y 10, descartando 100 por el tiempo que tarda en
ejecutarse.
El nu´mero de neuronas hidden es el para´metro que ma´s influye en la clasificacio´n
posterior: cada neurona representa una caracter´ıstica. Los valores ma´s normales
utilizados son 50, 100 y 200, pero el objetivo de este proyecto es estudiar los
resultados segu´n aumentan el nu´mero de hidden. Por ello se ha decidido escoger
100, 200, 500 y 1000. Superar la barrera de 1000 significaba aumentar demasiado
el tiempo de aprendizaje, por eso no se utilizan ma´s de 1000 neuronas.
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Otro aspecto que afecta en la clasificacio´n es el algoritmo. Por ello se utilizan los dos
algoritmos explicados anteriormente, dando lugar a 32 configuraciones distintas.
La multinomial Logistic Regression no tiene para´metros que afecten a la clasifica-
cio´n. El u´nico para´metro que se ha modificado de la configuracio´n de la LR es el
nu´mero de pesos ma´ximo, tal y como se ha explicado en el cap´ıtulo de implemen-
tacio´n.
El arc-cosine kernel tiene para´metros para configurar, explicados en detalle en el
cap´ıtulo de teor´ıa. Debido al tiempo de entrenamiento que necesita la SVM con
el kernel y al nu´mero de configuraciones que ofrece la RBM, se ha decidido tomar
los siguientes valores:
Para n, el grado del kernel, se ha decidido el valor 1. Este valor reduce el
tiempo de entrenamiento y es el utilizado en el art´ıculo ”To go deep or wide
in learning?”.
C es el para´metro de tolerancia de la SVM. Cuanto mayor sea, ma´s tolerante
es a valores mal clasificados. Se ha fijado el valor de C a 1 (es el valor ma´s
comu´n).
5.4. Limitaciones pra´cticas
Existe una limitacio´n importante a la hora de ejecutar la RBM, la LR y el kernel :
el tiempo de entrenamiento.
En el caso de la RBM, se utilizan 32 configuraciones distintas para la RBM, esas
configuraciones son 320 ejecuciones, en total son aproximadamente 300 horas de
computacio´n entrenando solo la RBM (sin contar el tiempo extra por pruebas ni
cierres de procesos).
Este tiempo aumenta segu´n los para´metros de la configuracio´n, explicados en de-
talle en el cap´ıtulo de explicacio´n teo´rica. Esta limitacio´n impide aumentar el
Experimentos 52
nu´mero de epoch o el para´metro k en CD-k y PCD-k tal y como se explicaba en
las configuraciones.
Un ejemplo de esta limitacio´n es el siguiente caso: para entrenar 10 veces la RBM
con CD-1 y 1000 neuronas se requieren 45 minutos, pero para CD-10 y 1000
neuronas son 883 minutos (aproximadamente 15 horas); este aumento de tiempo
es de unas 18 veces, es decir, con K=100 (cd-100, un para´metro que se suele
utilizar para algunos problemas) el tiempo ser´ıa de 270 horas (poco ma´s de 11 d´ıas
de ejecucio´n ininterrumpida) y por ese motivo el valor ma´ximo de k es 10. Esta
limitacio´n tambie´n ocurre con las neuronas, donde pasar de 100 a 1000 neuronas
implica un poco ma´s del doble de tiempo (de 7,5 horas de 10 entrenamientos con
CD-10 y 100 neuronas a 16 horas con CD-10 y 1000 neuronas), por eso pasar de
1000 a 2000 neuronas implica ma´s de 32 horas de ejecucio´n.
En el caso de la Logistic Regression y del arc-cosine kernel, el tiempo depende
de la dimensio´n de los datos representados en el espacio de caracter´ısticas, y no
importa el para´metro que haya tenido k en CD-k (k no afecta al taman˜o de los
datos).
Respecto a la LR, este tiempo es de 45 minutos con los 10 entrenamientos de 100
neuronas y 6 horas con los 10 entrenamientos de 1000 neuronas.
Para la SVM con el kernel, el tiempo es muy superior al de la LR. Entrenar la
SVM con el kernel con una matriz de 30.000 datos y 784 columnas (el MNIST sin
modificar) tarda 5 horas. Con 10 ejecuciones, significa que se tarda 50 horas para
cada configuracio´n.
Como se ha podido observar, el tiempo de ejecucio´n ha sido el gran obsta´culo a
superar durante el proyecto, y ni tan siquiera utilizando una implementacio´n en
GPU se ha logrado solucionar por completo este problema. La forma de atenuarlo
ha sido utilizar k=1 en los experimentos exploratorios y k=10 en los experimentos
que han sido ma´s prometedores.
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5.5. Clasificacio´n
Como se ha calculado anteriormente, aumentar el nu´mero de configuraciones in-
crementaba demasiado el tiempo de ejecucio´n que se necesita. Adema´s, en el caso
de la SVM con el kernel, el tiempo de clasificar con todas las configuraciones ser´ıa
de ma´s de un mes. Este tiempo hace inviable probar todas las configuraciones con
la SVM y el kernel.
En cambio, clasificar todas las configuraciones con la Logistic Regression solo re-
quiere de 8 d´ıas de ejecucio´n. Este tiempo puede ser elevado, pero comparado con
el tiempo que necesita el kernel es un tiempo aceptable.
Por este motivo la LR clasificara´ con las 32 configuraciones (320 clasificaciones), y
se obtendra´ el error medio de cada configuracio´n. Despue´s se utilizara´n estas dos
configuraciones para clasificar utilizando la SVM con el arc-cosine kernel.
Cap´ıtulo 6
Resultados
A continuacio´n se muestran so´lo los mejores resultados obtenidos por cada cla-
sificador. Todos los resultados se encuentran al completo en los anexos. En las
siguientes secciones solo se muestran los seis resultados ma´s relevantes. Se ha es-
cogido 6 resultados para mostrar los 3 mejores de cada algoritmo.
Con estos 6 resultados tambie´n se muestra el error de cada te´cnica con los datos
originales.
El error obtenido con los datos originales del MNIST (50.0000 datos de entrena-
miento y 10.000 de validacio´n) y la LR es de 27,07 %. Es interesante comparar los
resultados obtenidos fijando k = 10. Este valor es sugestivo porque indica cuantas
cadenas de Gibbs calculamos. A continuacio´n se muestran los 3 mejores resultados
de cada algoritmo fijando k = 10 (se han ordenado de mejor a peor).
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Algoritmo K Neuronas learning rate Error medio
PCD 10 200 0,1 9,564
CD 10 200 0,1 10,576
PCD 10 500 0,1 10,595
PCD 10 100 0,1 11,742
CD 10 100 0,1 12,079
CD 10 200 0,01 12,273
Tabla 6.1. Tabla con los 3 mejores resultados con PCD-10 y CD-10.
Como se puede ver en la tabla 6.1, el mejor resultado obtenido es 9,564 %; si se
compara con el error en los datos originales, el aplicar el cambio de representacio´n
significa reducir el error a casi un tercio. El segundo mejor resultado ha sido
obtenido con la misma configuracio´n que el primero, pero con el algoritmo CD.
Este resultado es un 1 % peor que el mejor resultado, es decir, con la misma (y
mejor) combinacio´n CD-10 obtiene un 1 % ma´s de error que PCD-10. El segundo y
el tercer resultado han sido obtenidos con algoritmos distintos y neuronas distintas
pero consiguen un resultado muy similar (pra´cticamente el mismo). El resto de
resultados ya se alejan ma´s de estos 3 resultados, movie´ndose los tres entre 0.5 %
de diferencia entre ellos.
En los 5 mejores resultados el valor del learning rate es 0,1, es decir, la variabilidad
es pequen˜a en los datos representados en el espacio de caracter´ısticas, por eso
se consigue los mejores resultados. Es interesante destacar que en los mejores
resultados no aparece una configuracio´n con 1.000 neuronas. El mejor resultado
con 1.000 obtenido es de 13,082 %, obtenido con PCD-10 y learning rate 0,1.
Este resultado se queda lejos del 9,564 % obtenido con la mejor combinacio´n. Una
posible interpretacio´n es que representar las ima´genes con tantas caracter´ısticas
no es un buena representacio´n. Tambie´n es posible que al ser la LR un modelo
lineal no sea capaz de converger con tantas caracter´ısticas.
A continuacio´n se muestran los resultados de las mismas configuraciones pero con
k = 1 (donde EM es el Error Medio):
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Algoritmo Neuronas learning rate EM (k=10) EM (k=1)
PCD 200 0,1 9,564 9,936
CD 200 0,1 10,576 12,403
PCD 500 0,1 10,595 10,775
PCD 100 0,1 11,742 11,758
CD 100 0,1 12,079 12,616
CD 200 0,01 12,273 12,465
Tabla 6.2. Tabla con los 3 mejores resultados con PCD-1 y CD-1.
En la tabla 6.2 se muestra que excepto para la segunda configuracio´n, los resultados
obtenidos no var´ıan mucho entre k = 1 y k = 10. Sorprende ver como con la segunda
configuracio´n el nu´mero de pasos s´ı afecta mucho al mı´nimo local al que llega.
A continuacio´n se muestran los 6 mejores resultados de todas las configuraciones:
Algoritmo K Neuronas learning rate Error medio
PCD 10 200 0,1 9,564
PCD 1 200 0,1 9,936
CD 10 200 0,1 10,576
PCD 10 500 0,1 10,595
PCD 1 500 0,1 10,775
PCD 10 100 0,1 11,742
Tabla 6.3. Tabla con los 6 mejores resultados.
Se puede comprobar en la tabla 6.3 como los mejores resultados son obtenidos
con PCD. Adema´s, las tres mejores configuraciones tienen el mismo nu´mero de
neuronas y el mismo valor de learning rate, so´lo cambia el algoritmo (y k para
la segunda configuracio´n). Se puede intuir que estos tres resultados son causados
porque con 200 neuronas hidden (200 caracter´ısticas extra´ıdas) se obtiene la mejor
representacio´n. En cambio no se encuentra entre los mejores resultados ninguna
configuracio´n con learning rate 0,01, es decir, los datos son lo suficientemente inva-
riantes para que con un learning rate grande se llegue a una buena representacio´n.
A continuacio´n se muestra el resultado de aplicar la mejor combinacio´n aumentan-
do su learning rate, incluyendo tambie´n el resultado con 0,01 (los datos se ordenan
de menor a mayor segu´n el learning rate):
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Algoritmo K Neuronas learning rate Error medio
PCD 10 200 0,01 12,845
PCD 10 200 0,1 9,564
PCD 10 200 0,2 10,853
PCD 10 200 0,3 9,92
PCD 10 200 0,4 10,098
PCD 10 200 0,5 10,509
Tabla 6.4. Tabla de los resultados aumentando el learning rate con PCD-10 y 200
neuronas hidden.
Se puede apreciar en la tabla 6.4 como los resultados no mejoran incrementando
el learning rate. Esto se debe a que aumenta´ndolo, aumenta la sensibilidad a la
variabilidad de los datos y no se llega a una correcta representacio´n.
En la figura 6.1 se muestran las caracteristicas que ha extraido la RBM al entrenar
con PCD-10, learning rate 0,1 y 200 neuronas hidden.
Figura 6.1: Caracteristicas extraidas por la RBM con PCD-10, learning rate
0,1 y 200 neuronas hidden.
Entre la LR y la SVM con el arc-cosine kernel, e´ste u´ltimo es quien ha logrado
un error de validacio´n ma´s bajo. Por ese motivo se calcula el error de test con la
SVM y el arc-cosine kernel.
Como se ha explicado anteriormente, la SVM con el arc-cosine kernel solo se ha
ejecutado con la mejor combinacio´n de para´metros de la RBM (la que ha obtenido
un error ma´s bajo con la LR). Esta configuracio´n es el algoritmo PCD10 con
learning rate 0,1 y 200 neuronas hidden. Con esta configuracio´n y en los datos de
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validacio´n el kernel consigue un error del 3,353 %. Este error es casi una tercera
parte del error obtenido con LR y la misma configuracio´n de la RBM.
A continuacio´n se resumen los resultados obtenidos en el conjunto de test:
La Logistic Regression entrenada con los datos de entrenamiento y predi-
ciendo los datos de test ha logrado un error del 28,9 %.
La Logistic Regression entrenada con los datos de entrenamiento en el es-
pacio de caracter´ısticas aprendido por la Restricted Boltzmann Machine y
prediciendo con los datos de test en este mismo espacio ha logrado un 9,8 %
de error, es decir, un tercio del error obtenido con la Logistic Regression.
El error obtenido con la SVM con el arc-cosine kernel entrenada con los
datos de entrenamiento y prediciendo los datos de test ha logrado un error
del 2,5 %.
El error obtenido con la SVM con el arc-cosine kernel entrenada con los datos
de entrenamiento representados en el espacio de caracter´ısticas aprendido por
la Restricted Boltzmann Machine y prediciendo el conjunto de test en este
mismo espacio ha logrado un error del 1,25 %. E´ste error es la mitad del
obtenido utilizando solo la SVM con el arc-cosine kernel.
En la pa´gina web oficial del MNIST [10], adema´s de los datos se ofrecen otros
art´ıculos que han utilizado el MNIST con diferentes algoritmos. El error en el con-
junto de test ma´s elevado es de 12 %, mientras que el resto de errores se encuentran
por debajo del 5 % (la mayor´ıa oscilando entre 1,5 % y 3,5 %). El error ma´s bajo
es de 0,25 %.
El resultado obtenido con la SVM con el arc-cosine kernel es un buen resultado













Tabla 6.5. Tabla con los 10 resultados obtenidos por la SVM con el arc-cosine
kernel utilizando las representaciones aprendidas por la Restricted Boltzmann
machine.
En la tabla 6.5 se encuentran los 10 resultados obtenidos por cada ejecucio´n de
la SVM con el arc-cosine kernel utilizando las representaciones aprendidas por la
Restricted Boltzmann machine. Como se puede observar, hay ocho resultados que
se encuentran sobre el 0,5 % de error, una obtiene 1,5 % de error y otra un 7 % de
error. Este u´ltimo resultado es quien eleva el error medio hasta 1.25 % de error.
Como se ha explicado en el cap´ıtulo 3, la RBM es de naturaleza estoca´stica, por eso
hay un par de errores donde el azar ha intervenido haciendo que el error sea mucho
ma´s elevado. Por lo tanto, con la configuracio´n utilizada de la RBM y de la SVM
con el arc-cosine kernel se obtienen resultados ma´s cercanos al mejor resultado
obtenido con MNIST. Pero al ser de origen estoca´stico la RBM, es posible que
con otras ejecuciones se obtenga un resultado ma´s bajo, es decir, todav´ıa queda
margen de mejora.
En el art´ıculo “To go deep or wide learning?”, se obten´ıa un error del 0,95 % con
el MNIST. Este resultado es muy similar al obtenido por el proyecto de media,




Realizar este proyecto ha sido muy interesante y dida´ctico porque durante el grado
no se llega a profundizar en las redes neuronales como extractores de caracter´ısti-
cas. Existe una asignatura que las introduce, pero no se utilizan para mejorar los
resultados de otros me´todos realizando un cambio de representacio´n.
Adema´s, es muy interesante estudiar co´mo se comporta la RBM dependiendo del
me´todo de aprendizaje y de las configuraciones que se utilizan. Como el tiempo de
ejecucio´n es tan elevado, antes de realizar cada configuracio´n es necesario plantear
que´ valor de los para´metros puede tener ma´s sentido y lograr un modelo ma´s
representativo de los datos. Este proceso de plantear los futuros pasos ha sido una
gran experiencia, porque normalmente se invierte ma´s tiempo en implementar, no
en plantear que´ experimento aportara´ ma´s informacio´n para el estudio.
7.1. Objetivos alcanzados
Utilizar a una RBM como extractor de caracter´ısticas ha resultado marcar una
gran diferencia en el caso de la Logistic Regression y del MNIST, donde se ha
logrado reducir el error a una tercera parte del error que comete la LR con los
mismos datos. Esta reduccio´n del error se logra a cambio de necesitar ma´s tiempo
de ejecucio´n, pero la mejora que se logra hace que valga la pena.
60
Conclusiones 61
En el caso de la SVM con el arc-cosine kernel y con los para´metros escogidos,
tambie´n es muy apreciable la mejora. Se reduce de media a la mitad el error,
aunque en la mayor´ıa de ocasiones se reduce a una quinta parte.
El objetivo principal del proyecto era el estudio de la RBM como extractor de
caracter´ısticas. Este objetivo se ha logrado ampliamente, porque se han logrado
utilizar ma´s configuraciones de las planeadas inicialmente.
El objetivo secundario era utilizar dos clasificadores distintos. Pese a que no era
posible probar todas las configuraciones con ambos clasificadores, si se ha logrado
obtener resultados de los dos clasificadores, por lo tanto este objetivo tambie´n se
ha cumplido.
Adema´s de lograr replicar el resultado obtenido en el art´ıculo “To go deep or wide
learning?”, se ha logrado reducir este error a la mitad en 8 de las 10 ejecuciones
realizadas con la configuracio´n utilizada.
Todos los objetivos marcados en el proyecto se han logrado realizar, obteniendo
adema´s muy buenos resultados para los dos clasificadores.
7.2. Futuro trabajo
Ser´ıa muy interesante lograr ejecutar la SVM con el kernel con ma´s configura-
ciones para ver si el error se reduce (esta opcio´n es probable teniendo en cuenta
que so´lo se ha utilizado una configuracio´n). Adema´s, una mejora sustancial ser´ıa
poder modificar la librer´ıa Theano para incluir en los algoritmos de aprendizaje el
momentum.
Utilizar otros conjuntos de ima´genes aportar´ıa ma´s informacio´n sobre co´mo se
comporta la RBM modificando el problema a resolver. Por ejemplo, se podr´ıa
utilizar el conjunto de ima´genes CIFAR-10, compuesto por 50.000 ima´genes de
entrenamiento y 10.000 de test. Sus ima´genes tienen una dimensio´n de 32 p´ıxeles
por 32 p´ıxeles (el taman˜o de la ima´genes del MNIST es de 28x28). En este conjunto
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de datos las ima´genes pueden ser de 10 tipos distintos: avio´n, automo´vil, pa´jaro,
gato, ciervo, perro, rana, caballo, barco y camio´n. Estas ima´genes son distintas a
los nu´meros del MNIST, porque tienen ma´s variacio´n de p´ıxeles y probablemente
sea ma´s complejo el aprendizaje, convirtie´ndolo en un buen conjunto de datos para
probar con la RBM. Tambie´n se podr´ıan utilizar otros clasificadores en vez de la
LR y de la SVM con el kernel.
Actualmente la red neuronal es una RBM de una capa, pero podr´ıa ponerse ma´s
RBM, haciendo que una RBM aprenda de las caracter´ısticas aprendidas por otra
RBM, y as´ı sucesivamente. Con este cambio tendr´ıamos una DBN capaz de apren-
der caracter´ısticas de ma´s alto nivel que la RBM. Este cambio podr´ıa reducir
todav´ıa ma´s el error cometido.
Saliendo del objetivo de estudiar la RBM, tambie´n podr´ıa crearse un programa que
juntase la RBM y un clasificador, de forma que al pasar una imagen directamente
la clasificase. Este programa se lograr´ıa juntando los distintos co´digos y scripts
implementados y utilizados en el proyecto. Un ejemplo claro de uso ser´ıa para
identificar los nu´meros de las matr´ıculas de los coches en las ima´genes que toma
un radar, tal y como realiza el software Automatic Number Plate Recognition [30].
Ape´ndice A
Tabla de resultados
En la Tabla A.1 se muestran los resultados obtenidos con LR y con todas las
configuraciones de la RBM. Los resultados esta´n ordenados por algoritmo, valor
de k, neuronas y learning rate.
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Algoritmo K Neuronas learning rate Error medio
PCD 1 100 0,1 11,758
PCD 1 100 0,01 12,921
PCD 1 200 0,1 9,936
PCD 1 200 0,01 12,801
PCD 1 500 0,1 10,775
PCD 1 500 0,01 17,629
PCD 1 1000 0,1 13,522
PCD 1 1000 0,01 22,93
PCD 10 100 0,1 11,742
PCD 10 100 0,01 13,128
PCD 10 200 0,1 9,564
PCD 10 200 0,01 12,845
PCD 10 500 0,1 10,595
PCD 10 500 0,01 17,568
PCD 10 1000 0,1 13,082
PCD 10 1000 0,01 23,677
CD 1 100 0,1 12,616
CD 1 100 0,01 13,03
CD 1 200 0,1 12,403
CD 1 200 0,01 14,465
CD 1 500 0,1 16,489
CD 1 500 0,01 17,088
CD 1 1000 0,1 19,306
CD 1 1000 0,01 20,036
CD 10 100 0,1 12,079
CD 10 100 0,01 12,718
CD 10 200 0,1 10,576
CD 10 200 0,01 12,273
CD 10 500 0,1 14,68
CD 10 500 0,01 17,473
CD 10 1000 0,1 17,828
CD 10 1000 0,01 23,933
Tabla A.1. Tabla con todos los resultados obtenidos con MNIST, la LR y todas
las configuraciones de la RBM.
En la Tabla A.2 se muestran los mismos resultados pero ordenados de menor a
mayor.
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Algoritmo K Neuronas learning rate Error medio
PCD 10 200 0,1 9,564
PCD 1 200 0,1 9,936
PCD 10 500 0,1 10,595
CD 10 200 0,1 10,576
PCD 1 500 0,1 10,775
PCD 10 100 0,1 11,742
PCD 1 100 0,1 11,758
CD 10 100 0,1 12,079
CD 10 200 0,01 12,273
CD 1 200 0,1 12,403
CD 1 100 0,1 12,616
CD 10 100 0,01 12,718
PCD 1 200 0,01 12,801
PCD 10 200 0,01 12,845
PCD 1 100 0,01 12,921
CD 1 100 0,01 13,03
PCD 10 1000 0,1 13,082
PCD 10 100 0,01 13,128
PCD 1 1000 0,1 13,522
CD 10 500 0,1 14,68
CD 1 200 0,01 14,465
CD 1 500 0,1 16,489
CD 1 500 0,01 17,088
CD 10 500 0,01 17,473
PCD 10 500 0,01 17,568
PCD 1 500 0,01 17,629
CD 10 1000 0,1 17,828
CD 1 1000 0,1 19,306
CD 1 1000 0,01 20,036
PCD 1 1000 0,01 22,93
PCD 10 1000 0,01 23,677
CD 10 1000 0,01 23,933
Tabla A.2. Tabla con todos los resultados obtenidos con MNIST, la LR y todas
las configuraciones de la RBM ordenados de menor a mayor.
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