This paper resolves a longstanding open question pertaining to the design of near-optimal firstorder algorithms for smooth and strongly-convex-strongly-concave minimax problems. Current stateof-the-art first-order algorithms find an approximate Nash equilibrium usingÕ(κ x + κ y ) [Tseng, 1995] et al., 2019] gradient evaluations, where κ x and κ y are the condition numbers for the strong-convexity and strong-concavity assumptions. A gap remains between these results and the best existing lower boundΩ( √ κ x κ y ) due to Zhang et al. [2019]. This paper presents the first algorithm withÕ( √ κ x κ y ) gradient complexity, matching the lower bound up to logarithmic factors. Our new algorithm is designed based on an accelerated proximal point method and an accelerated solver for minimax proximal steps. It can be easily extended to the settings of strongly-convex-concave, convex-concave, nonconvex-strongly-concave, and nonconvexconcave functions. This paper also presents algorithms that match or outperform all existing methods in these settings in terms of gradient complexity, up to logarithmic factors.
Introduction
Let R m and R n be finite-dimensional Euclidean spaces and let the function f : R m × R n → R be smooth. Let X and Y are two nonempty closed convex sets in R m and R n . Our problem of interest is the following minimax optimization problem: min x∈X max y∈Y f (x, y).
(1) Table 2 : Comparison of gradient complexities to find an ǫ-stationary point of f (Definition 3.5) or ǫstationary point of Φ(·) := max y∈Y f (·, y) (Definition A.1, A.5) in the nonconvex-concave settings. This table only highlights the dependency on error tolerance ǫ, and the condition number of strong-concavity κ y . tablished the convergence of the optimistic gradient descent ascent (OGDA) method to a neighborhood of the solution; Liang and Stokes [2019] proved the linear convergence of the OGDA algorithm using a dynamical system approach. Very recently, Mokhtari et al. [2019b] have proposed a unified framework for achieving the sharpest convergence rates of both EG and OGDA algorithms. For the convex-concave minimax problem, Nemirovski [2004] proved that his mirror-prox algorithm returns an ǫ-saddle point within the gradient complexity of O(ǫ −1 ) when X and Y are bounded sets. The mirror-prox algorithm was subsequently generalized by Auslender and Teboulle [2005] to a wider class of distance-generating functions, and the complexity result was extended to unbounded sets and composite objectives by Svaiter [2010, 2011] using the hybrid proximal extragradient algorithm with a different error criterion. Nesterov [2007] also developed a dual extrapolation algorithm which possesses the same complexity bound as in Nemirovski [2004] . Tseng [2008] presented a unified treatment of these algorithms and proved the same complexity result using a refined convergence analysis. Nedić and Ozdaglar [2009] analyzed the (sub)gradient descent ascent algorithm for convex-concave saddle point problems when the (sub)gradients are bounded over the constraint sets. Abernethy et al. [2019] presented a Hamiltonian gradient descent algorithm with last-iterate convergence under a "suf-ficiently bilinear" condition.
Several papers have studied special cases in the convex-concave setting. For the special case when the objective function is a composite bilinear form, f (x, y) = g(x) + x ⊤ Ay − h(y), Chambolle and Pock [2011] introduced a primal-dual algorithm that converges to a saddle point with the rate of O(1/ǫ) when the convex functions g and h are smooth. Nesterov [2005] proposed a smoothing technique and proved that the resulting algorithm achieves an improved rate of O( A /ǫ+ ℓ g /ǫ) when h is the zero function, X and Y are bounded and ℓ g is the smoothness parameter of the function g. The same result has been obtained for unbounded sets [He and Monteiro, 2016] and non-Euclidean setting [Kolossoski and Monteiro, 2017] . Chen et al. [2014 Chen et al. [ , 2017 generalized Nesterov's technique to develop optimal algorithms for solving a class of stochastic saddle point problems and stochastic monotone variational inequalities. The second case is the so-called affinely constrained smooth convex problem, min x∈X g(x), s.t. Ax = u. Esser et al. [2010] proposed a O(1/ǫ) primal-dual algorithm while Lan and Monteiro [2016] provided a first-order augmented Lagrangian method with the same rate. By further exploiting the problem structure, Ouyang et al. [2015] improved the rate to O( A /ǫ + ℓ g /ǫ) which is tight in this setting [Ouyang and Xu, 2019] .
For the strongly convex-concave minimax problem, Tseng [1995] and Nesterov and Scrimali [2006] proved that their algorithms find an ǫ-saddle point with a gradient complexity ofÕ(κ x + κ y ) using a variational inequality. Using a different approach, Gidel et al. [2019] and Mokhtari et al. [2019b] derived the same complexity results for the OGDA algorithm. Very recently, Alkousa et al. [2019] proposed an accelerated gradient sliding algorithm with a gradient complexity ofÕ(min{κ x √ κ y , κ y √ κ x })
while Zhang et al. [2019] established a lower complexity bound of O( √ κ x κ y ) among all the first-order algorithms in this setting. For strongly-convex-concave minimax problems, the best known general lower bound for first-order algorithm is O( κ x /ǫ), as shown by Ouyang and Xu [2019] . Several papers have studied stronglyconvex-concave minimax problem with additional structures. This includex optimizing a strongly convex function with linear constraints [Goldstein et al., 2014 , Xu and Zhang, 2018 , Xu, 2019 , the case when x and y are connected only through a bilinear term x ⊤ Ay [Nesterov, 2005 , Chambolle and Pock, 2016 , Xie and Shi, 2019 and the case when f (x, ·) is linear for each x ∈ R m [Juditsky and Nemirovski, 2011 , Hamedani and Aybat, 2018 , Zhao, 2019 . The algorithms developed in these works were all guaranteed to return an ǫ-saddle point with a gradient complexity ofÕ(1/ √ ǫ) and some of them even achieve a nearoptimal gradient complexity ofÕ( κ x /ǫ) [Nesterov, 2005, Chambolle and Pock, 2016] . However, the best known upper complexity bound for general strongly-convex-concave minimax problems is O(κ x / √ ǫ)
which was shown using the dual implicit accelerated gradient algorithm [Thekumparampil et al., 2019] . For nonconvex-concave minimax problems, a line of recent work [Jin et al., 2019 , Rafique et al., 2018 , Lin et al., 2019 has studied various algorithms and proved that they can find an approximate stationary point of Φ(·) := max y∈Y f (·, y). In a deterministic setting, all of these algorithms guarantee a rate ofÕ(κ 2 y ǫ −2 ) andÕ(ǫ −6 ) when f (x, ·) is strongly concave and concave respectively. Very recently, Thekumparampil et al. [2019] proposed a proximal dual implicit accelerated gradient algorithm and proved that the algorithm finds an approximate stationary point of Φ(·) with the rate of O(ǫ −3 ). The same rate is also achieved by another smoothing-based algorithm proposed by Kong and Monteiro [2019] using a slightly different but equivalent notion of stationarity. On the other hand, there have been different notions of stationarity proposed in literature for nonconvex-concave minimax problems [Lu et al., 2019 , Nouiehed et al., 2019 . These notions are weaker than the one considered in this paper, in the sense that our notion of stationarity implies these other notions (without loss in parameters); see Thekumparampil et al. [2019] or Propositions 5.1 and 5.2 in Lin et al. [2019] for the details. For one such weaker notion, Nouiehed et al. [2019] and Lu et al. [2019] derived algorithms with a convergence rate of O(ǫ −3.5 ) and O(ǫ −4 ) respectively. Since the notion they consider is weaker, it does not imply the same convergence rate in our setting. There are also several other algorithms which have been developed either for specific nonconvex-concave minimax problems or in stochastic setting; see Namkoong and Duchi [2016] , Sinha et al. [2018] , Sanjabi et al. [2018] , Grnarova et al. [2018] .
Preliminaries
In this section, we clarify the notation used in this paper, review some background, and provide formal definitions for the class of functions considered in this paper, and the optimality measure that we consider.
Notation. We use bold lower-case letters to denote vectors, as in x, y, z and calligraphic upper case letters to denote sets, as in X and Y. For a differentiable function f (·) : R n → R, we le4t ∇f (z) denote the gradient of f at z. For a function f (·, ·) : R m ×R n → R of two variables, ∇ x f (x, y) (or ∇ y f (x, y)) to denote the partial gradient of f with respect to the first variable (or the second variable) at point (x, y). We also use ∇f (x, y) to denote the full gradient at (x, y) where ∇f (x, y) = (∇ x f (x, y), ∇ y f (x, y)). For a vector x, we denote x as its ℓ 2 -norm. For constraint sets X and Y, we let D x and D y denote their diameters, where D x = max x,x ′ ∈X x − x ′ and D y = max y,y ′ ∈Y y − y ′ . We use the notation P X and P Y to denote projections onto the sets X and Y. Finally, we use the notation O(·), Ω(·) to hide only absolute constants which do not depend on any problem parameter, and notationÕ(),Ω() to hide only absolute constants and log factors.
Minimax optimization
We are interested in the ℓ-smooth minimax optimization problems in the form (1). The regularity conditions that we consider for the function f are as follows.
Furthermore, there exists at least one saddle point (or Nash equilibrium) (x ⋆ , y ⋆ ) ∈ X × Y such that the following equality holds true:
( 3) Therefore, for any point (x,ŷ) ∈ X × Y, the duality gap max y∈Y f (x, y) − min x∈X f (x,ŷ) forms the basis for a standard optimality criterion. Formally, we define
In the case when f (·, y) is strongly convex for each y ∈ Y and f (x, ·) is strongly concave for each x ∈ X , we use µ x and µ y to denote the corresponding strongly-convex or strongly-concave moduli. If f is further ℓ-smooth, we denote κ x = ℓ/µ x and κ y = ℓ/µ y as the corresponding condition number of f (·, y) and f (x, ·).
Nonconvex-concave setting: we only assume that f (x, ·) is concave for each x ∈ R m . The function f (·, y) can be possibly nonconvex for some y ∈ Y. Here Y is a convex and bounded constraint set. In general, finding a global Nash equilibrium of f is intractable since in the special case where Y has only a single element, this problem reduces to a nonconvex optimization problem in which finding a global minimum is already NP-hard [Murty and Kabadi, 1987] . Similar to the literature in nonconvex constrained optimization, we opt to find local surrogates-stationary points-whose gradient mappings are zero. Formally, we define our optimality criterion as follows.
If ǫ = 0, then (x,ŷ) is a stationary point.
In the absence of constraints, Definition 3.5 reduces to the standard condition ∇ x f (x,ŷ) ≤ ǫ and ∇ y f (x,ŷ) ≤ ǫ for unconstrained problems. Intuitively, the norms of the vector P Y [ŷ+(1/ℓ)∇ y f (x,ŷ)]− y represent the distance to the point (x,ŷ) when performing one step of projected gradient ascent on y starting from that point. The vector also refers to gradient mapping at (x,ŷ); see Nesterov [2013] .
We note that this notion of stationarity of f (Definition 3.5) is closely related to an optimality notion in terms of stationary points of the function Φ(·) := max y∈Y f (·, y) for nonconvex-concave functions. We refer readers to Appendix A.1 for more discussion.
Nesterov's accelerated gradient descent
Nesterov's Accelerated Gradient Descent (AGD) dates back to Nesterov's seminal paper [Nesterov, 1983] where it is shown to be optimal among all the first-order algorithms for smooth and convex functions [Nesterov, 2018] . We present a version of AGD in Algorithm 1 which is frequently used to minimize an ℓ-smooth and µ-strongly convex function g over a convex set X . The key steps of the AGD algorithm are Line 5-6, where Lines 5 performs a projected gradient descent step, while Line 6 performs a momentum step, which "overshoots" the iterate in the direction of momentum (x t − x t−1 ). Line 7 is the termination condition to ensure that the output achieves the desired optimality.
Algorithm 1 AGD(g, X , x 0 , ℓ, µ, ǫ) 1: Input: initial point x 0 ∈ X , smoothness ℓ, strongly-convex module µ and tolerance ǫ > 0.
Algorithm 2 Inexact-APPA(g, x 0 , ℓ, µ, ǫ, T ) 1: Input: initial point x 0 ∈ X , proximal parameter ℓ, strongly-convex module µ, tolerance ǫ > 0 and the maximum iteration number T > 0.
The following theorem provides a upper bound on the gradient complexity of AGD; i.e., the total number of gradient evaluations used by the algorithm to find an ǫ-optimal point in terms of function value.
Theorem 3.6 Assume that g is ℓ-smooth and µ-strongly convex, the outputx = AGD(g, x 0 , ℓ, µ, ǫ) satisfies g(x) ≤ min x∈X g(x) + ǫ and the total number of gradient evaluations is bounded by
where κ = ℓ/µ is the condition number, and x ⋆ ∈ X is the unique global minimum of g.
Compared with the classical result for Gradient Descent (GD), which requiresÕ(κ) gradient evaluations in the same setting, AGD improves over GD by a factor of √ κ. AGD will be used as a basic component for acceleration in this paper.
Algorithm Components
In this section, we present two main algorithm components. Both of them are crucial for our final algorithms to achieve near-optimal convergence rates.
Inexact Accelerated Proximal Point Algorithm
Our first component is the Accelerated Proximal Point Algorithm (APPA, Algorithm 2) for minimizing a function g(·). Comparing APPA with classical AGD (Algorithm 1), we note that both of them have momentum steps which yield acceleration. The major difference is in Line 4 of Algorithm 2, where APPA solves a proximal subproblem
instead of performing a gradient-descent step as in AGD (Line 5 in Algorithm 1). We refer to the parameter ℓ in (4) as the proximal parameter.
We present an inexact version in Algorithm 2 where we tolerate a small error δ in terms of the function value in solving the proximal subproblem (4). That is, we require the solution x t to satisfy
A theoretical guarantee for the inexact APPA algorithm is presented in the following theorem, which claims that as long as δ is sufficiently small, the algorithm finds an ǫ-optimal point of any µ-stronglyconvex function g with proximal parameter ℓ inÕ( ℓ/µ) iterations.
Theorem 4.1 Let the function g be µ-strongly convex. For any ℓ > µ and ǫ ∈ (0, 1), the output x = Inexact-APPA(g, x 0 , ℓ, µ, ǫ, T ) will satisfy g(x) ≤ min x∈X g(x) + ǫ if the maximum iteration number T satisfies the following
where κ = ℓ/µ is an effective condition number, x ⋆ ∈ X is the unique global minimum of g, and c > 0 is an absolute constant.
Comparing with Theorem 3.6, the most important difference here is that Theorem 4.1 does not require the function g to have any smoothness property. In fact, ℓ is only a proximal parameter in proximal subproblem (4), which does not necessarily relate to the smoothness of g. On the flip side, the proximal subproblem (4) may not be easy to solve in general. Theorem 4.1 only guarantees the total number of iterations for Algorithm 1; it does not include the complexity for solving these proximal steps.
TWe conclude that APPA has a unique advantage over AGD in settings in which function g does not have a smoothness property but the proximal step (4) is easy to solve. These settings include LASSO [Beck and Teboulle, 2009] , as well as minimax optimization problems (as we show in later sections).
Accelerated Solver for Minimax Proximal Steps
In minimax optimization problems of the form (1), we are interested in solving following proximal subproblem
which is equivalent to solving the following minimax problem:
Algorithm 3 Maximin-AG2(g, x 0 , y 0 , ℓ, µ x , µ y , ǫ) 1: Input: initial point x 0 , y 0 , smoothness ℓ, strongly convex module µ x , µ y and tolerance ǫ > 0.
For a generic strongly-convex-strongly-concave function g(·, ·), solving a minimax problem is equivalent to solving a maximin problem, due to Sion's minimax theorem:
A straightforward way of solving the maximin problem is to use a double-loop algorithm which solves the maximization and minimization problems on two different time scales. Specifically, the inner loop performs AGD on function g(·, y) to solve the inner minimization; i.e., to compute Ψ(y) := min x∈X g(x, y) for each y, and the outer loop performs Accelerated Gradient Ascent (AGA) on the function Ψ(·) to solve the outer maximization. Since the algorithm aims to solve a maximin problem we use AGA-AGD, and we name the algorithm Maximin-AG2. See Algorithm 3 for the formal version of this algorithm. We also incorporate Lines 8-9 to check termination conditions, which ensures that the output achieves the desired optimality. The theoretical guarantee for Algorithm 3 is given in the following theorem.
Theorem 4.2 Assume that g(·, ·) is ℓ-smooth, g(·, y) is µ x -strongly convex for each y ∈ Y and g(x, ·) is µ y -strongly concave for each x ∈ X . Then the outputx = Maximin-AG2(g, x 0 , y 0 , ℓ, µ x , µ y , ǫ) satisfies that max y∈Y g(x, y) ≤ min x∈X max y∈Y g(x, y) + ǫ, and the total number of gradient evaluations is bounded by
where κ x = ℓ/µ x and κ y = ℓ/µ y are condition numbers,
Theorem 4.2 claims that Algorithm 3 finds an ǫ-optimal point inÕ(κ x √ κ y ) iterations for stronglyconvex-strongly-concave functions. The rate is slow, and does not match the lower boundΩ( √ κ x κ y ) of Zhang et al. [2019] . At a high level, it takes AGDÕ( √ κ x ) steps to solve the inner minimization problem and compute Ψ(y) := min x∈X g(x, y). Despite the fact that the function g is ℓ-smooth, function Ψ is only guaranteed to be (κ x ℓ)-smooth in the worst case, which makes the condition number of Ψ be κ x κ y . Thus, AGA requiresÕ( √ κ x κ y ) iterations in the outer loop to solve the maximization of Ψ, which gives a total gradient complexityÕ(κ x √ κ y ).
The key observation here is that although Algorithm 3 is slow for general strongly-convex-stronglyconcave functions, the functionsg of the form (6) in the proximal steps have a crucial property that κ x = O(1) if the proximal parameter ℓ is chosen to be the smoothness parameter of function f . Therefore, when f (x, ·) is strongly concave, by Theorem 4.2, it only takes Algorithm 3Õ( √ κ y ) gradient evaluations to solve the proximal subproblem (6), which is very efficient. We will see the consequences of this fact in the following section.
Accelerating Convex-Concave Optimization
In this section, we present our main results for accelerating convex-concave optimization. We first present our new near-optimal algorithm and its theoretical guarantee for optimizing strongly-convexstrongly-concave functions. Then, we use simple reduction arguments to obtain results for stronglyconvex-concave and convex-concave functions.
Strongly-convex-strongly-concave setting
With the algorithm components from Section 4 in hand, we are now ready to state our near-optimal algorithm. Algorithm 4 is a simple combination of Algorithm 2 and Algorithm 3. Its outer loop performs an inexact APPA to minimize the function Φ(·) := max y∈Y f (·, y), while the inner loop uses Maximin-AG2 to solve the proximal subproblem (5), which is equivalent to solving (6). At the end, after finding a near-optimal x T , Algorithm 4 performs another AGD on the function −f (x T , ·) to find a near-optimal y T . The theoretical guarantee for the algorithm is given in the following theorem.
Theorem 5.1 Assume that f is ℓ-smooth and µ x -strongly-convex-µ y -strongly-concave. There exists T > 0 such that the output (x,ŷ) = Minimax-APPA(f, x 0 , y 0 , ℓ, µ x , µ y , ǫ, T ) will be an ǫ-saddle point, and the total number of gradient evaluations is bounded by
where κ x = ℓ/µ x and κ y = ℓ/µ y are condition numbers. 
Strongly-convex-concave setting
Our result in the strongly-convex-strongly-concave setting readily implies a near-optimal result in the strongly-convex-concave setting. Consider the following auxiliary function for an arbitrary y 0 ∈ Y:
By construction, it is clear that the difference between f and f ǫ,y is small in terms of function value:
This implies, according to Definition 3.4, that any (ǫ/2)-saddle point of function f ǫ,y is also a ǫ-saddle point of function f , and thus it is sufficient to only solve the problem min x∈X max x∈Y f ǫ,y (x, y). Finally, when f is a µ x -strongly-convex-concave function, f ǫ,y becomes µ x -strongly-convex-ǫ/(2D 2 y )-stronglyconcave, which can be fed into Algorithm 4 to obtain the following result.
will be an ǫ-saddle point, and the total number of gradient evaluations is bounded by
where κ x = ℓ/µ x is the condition number, and f ǫ,y is defined as in (7).
Convex-concave setting
Similar to the previous subsection, when f is only convex-concave, we can construct following stronglyconvex-strongly-concave function f ǫ :
which can be fed into Algorithm 4 to obtain the following result.
Corollary 5.
3 Assume function f is ℓ-smooth and convex-concave, then there exists T > 0, where the output (x,ŷ) = Minimax-APPA(f ǫ , x 0 , y 0 , ℓ, ǫ/(4D 2 x ), ǫ/(4D 2 y ), ǫ/2, T ) will be an ǫ-saddle point, and the total number of gradient evaluations is bounded by
where f ǫ is defined as in (8).
Algorithm 5 Minimax-PPA(g, x 0 , y 0 , ℓ, µ y , ǫ, T ) 1: Input: initial point x 0 , y 0 , proximity ℓ, strongly-convex parameter µ, tolerance δ, iteration T .
Accelerating Nonconvex-Concave Optimization
In this section, we present methods for accelerating nonconvex-concave optimization. Similar to Section 5, we first present our algorithm and its theoretical guarantee for optimizing nonconvex-strongly-concave functions. We then use a simple reduction argument to obtain results for nonconvex-concave functions. This section present results using the stationarity of the function f (Definition 3.5) as an optimality measure. Please see Appendix A for additional results using the stationarity of the function Φ(·) := max y∈Y f (·, y) as the optimality measure (Definition A.1 and A.5).
Nonconvex-strongly-concave setting
Our algorithm for nonconvex-strongly-concave optimization is described in Algorithm 5. Similar to Algorithm 4, we still use our accelerated solver Maximin-AG2 for the same proximal subproblem in the inner loop. The only minor difference is that, in the outer loop, Algorithm 5 only uses the Proximal Point Algorithm (PPA) on function Φ(·) := max y∈Y f (·, y) without acceleration (or momentum steps). This is due to fact that gradient descent is already optimal among all first-order algorithm for finding stationary points of smooth nonconvex functions [Carmon et al., 2019a] . The standard acceleration technique will not help for smooth nonconvex functions. We presents the theoretical guarantees for Algorithm 5 in the following theorem.
Theorem 6.1 Assume that the function f is ℓ-smooth and f (x, ·) is µ y -strongly-concave for all x. There exists T > 0, where the output (x,ŷ) = Minimax-PPA(f, x 0 , y 0 , ℓ, µ y , ǫ, T ) will be ǫ-stationary point of f with probability at least 2/3, and the total number of gradient evaluations is bounded by
Theorem 6.1 claims that Algorithm 5 will find an ǫ-stationary point, with at least constant probability, inÕ( √ κ y /ǫ 2 ) gradient evaluations. At a high level, similar to Theorem 5.1, the inner loop takesÕ( √ κ y ) gradient evaluations to solve the proximal step due to fact that the condition number of g t (·, y) is O(1) for any y ∈ Y. In the outer loop, regardless of the smoothness of Φ(·), PPA with proximal parameter ℓ is still capable of finding the stationary point inÕ(1/ǫ 2 ) iterations. This gives a total gradient complexitỹ O( √ κ y /ǫ 2 ).
Nonconvex-concave setting
Our result in the nonconvex-strongly-concave setting readily implies a fast result in the nonconvexconcave setting. Consider the following auxiliary function for an arbitrary y 0 ∈ Y:
By construction, it is clear that the gradient of f andf ǫ are close in the sense
This implies that any (ǫ/2)-stationary point off ǫ is also a ǫ-stationary point of f , and thus it is sufficient to solve the problem min x∈X max x∈Yfǫ (x, y). Finally, the functionf ǫ (x, ·) is always ǫ/(2D y )-stronglyconcave, which can be fed into Algorithm 5 to obtain the following result.
Corollary 6.2 Assume that the function f is ℓ-smooth and f (x, ·) is concave for all x. There exists T > 0 such that the output (x,ŷ) = Minimax-PPA(f ǫ , x 0 , y 0 , ℓ, ǫ/(2D y ), ǫ/2, T ) will ǫ-stationary point of f with probability at least 2/3, and the total number of gradient evaluations is bounded by
is the initial function value gap andD x = x 0 − x * g 1 (y 0 ) is the initial distance where x * g (y 0 ) = argmin x∈X g(x, y 0 ).
Conclusions
This paper has provided the first set of near-optimal algorithms for strongly-convex-(strongly)-concave minimax optimization problems and state-of-the-art algorithms for nonconvex-(strongly)-concave minimax optimization problems. For the former class of problems, our algorithms match the lower complexity bound for first-order algorithms Xu, 2019, Zhang et al., 2019] , up to logarithmic factors. For the latter class of problems, our algorithms yield the best known upper bound. In future research, one important direction is to investigate the lower complexity bound of first-order algorithms for nonconvex-(strongly)-concave minimax problems. Despite several striking results on lower complexity bounds for nonconvex smooth problems Carmon et al. [2019a,b] , this problem remains challenging as it is likely to require the construction of novel "chain"-style functions and resisting oracles.
A Additional Results for Nonconvex-Concave Optimization
In this section, we present our results for nonconvex-concave optimization using stationary of Φ(·) := max y∈Y f (·, y) (Definition A.1 and Definition A.5) as the optimality measure.
A.1 Optimality notion based on Moreau envelope
We present another optimality notion based on Moreau envelope for nonconvex-concave setting in which f (·, y) is not necessarily convex for each y ∈ Y but f (x, ·) is concave for each x ∈ X . For simplicity, we let X = R m and Y be convex and bounded. In general, finding a global saddle point of f is intractable since solving the special case with a singleton Y globally is already NP-hard [Murty and Kabadi, 1987] as mentioned in the main text.
One approach, inspired by nonconvex optimization, is to equivalently reformulate problem (1) as the following nonconvex minimization problem:
and define an optimality notion for the local surrogate of global optimum of Φ. In robust learning, x is the classifier while y is the adversarial noise. Practitioners are often only interested in finding a robust classifier x instead of an adversarial response y to each data point. Such a stationary point x precisely corresponds to a robust classifier that is stationary to the robust classification error. If f (x, ·) is further assumed to be strongly concave for each x ∈ R m , then Φ is smooth and a standard optimality notion is the stationary point. In contrast, when f (x, ·) is merely concave for each x ∈ X , Φ is not necessarily smooth and even not differentiable. A weaker sufficient condition for the purpose of our paper is the weak convexity.
First, a function Φ is ℓ-weakly convex if it is ℓ-smooth. Second, the subdifferential of a ℓ-weakly convex function Φ can be uniquely determined by the subdifferential of Φ(·) + (ℓ/2) · 2 . This implies that the optimality notion can be defined by a point x ∈ R m with at least one small subgradient: min ξ∈∂Φ(x) ξ ≤ ǫ. Unfortunately, this notion can be restrictive if Φ is nonsmooth. Considering a onedimensional function Φ(·) = | · |, a point x must be 0 if it satisfies the optimality notion with ǫ ∈ [0, 1). This means that finding a sufficiently accurate solution under such optimality notion is as difficult as solving the minimization exactly. Another optimality notion based on the Moreau envelope of Φ has been recognized as standard when Φ is weakly convex [Davis and Drusvyatskiy, 2019] .
Lemma A.4 (Properties of Moreau envelopes) If the function Φ(·) is ℓ-weakly convex, its Moreau envelope Φ 1/2ℓ (·) is 4ℓ-smooth with the gradient ∇Φ 1/2ℓ (·) = 2ℓ(· − prox Φ/2ℓ (·)) in which a point
Thus, an ǫ-stationary point of an ℓ-weakly convex function Φ can be alternatively defined as a pointx satisfying that the gradient norm of Moreau envelope ∇Φ 1/2ℓ (x) is small.
If ǫ = 0, thenx is called a stationary point. Lemma A.6 shows that an ǫ-stationary point defined by the Moreau envelope can be interpreted as the relaxation for a point with at least one small subgradient. In particular, ifx is an ǫ-stationary point of a ℓ-weakly convex function Φ, then it is close to a point which has small subgradient.
A.2 Nonconvex-strongly-concave setting
In the setting of nonconvex-strongly-concave function, we still use Algorithm 5. Similar to Theorem 6.1, we can obtain a guarantee, which finds a pointx satisfying ∇Φ(x) ≤ ǫ in the same number of iterations as in Theorem 6.1.
Theorem A.7 Assume function f is ℓ-smooth and f (x, ·) is µ y -strongly-concave for all x, then there exists T > 0, where the output (x,ŷ) = Minimax-PPA(f, x 0 , y 0 , ℓ, µ y , ǫ, T ) will satisfy ∇Φ(x) ≤ ǫ with probability at least 2/3, and the total number of gradient evaluations is bounded by
A.3 Nonconvex-concave setting
We can similarly reduce the problem of optimizing a nonconvex-concave function to the problem of optimizing a nonconvex-strongly-concave function. The only caveat is that, in order to achieve the near-optimal point using Definition A.5 as optimality measure, we can only add a O(ǫ 2 ) term as follows:
Nowf ǫ (x, ·) is only ǫ 2 /(100ℓD 2 y )-concave, by feeding it to Algorithm 5 and through a slightly more complicated reduction argument, we can only obtain gradient complexity bound ofÕ(ǫ −3 ) instead of O(ǫ −2.5 ) as in Corollary 6.2. Formally, Corollary A.8 Assume function f is ℓ-smooth, and f (x, ·) is concave for all x, then there exists T > 0, where the output (x,ŷ) = Minimax-PPA(f ǫ , x 0 , y 0 , ℓ, ǫ 2 /(100ℓD 2 y ), ǫ/10, T ) will satisfy ∇Φ 1/2ℓ (x) ≤ ǫ with probability at least 2/3, and the total number of gradient evaluations is bounded by
B Proofs for Algorithm Components
In this section, we present proofs for our algorithm components.
B.1 Proof of Theorem 3.6
We divide the proof into three parts. In the first part, we show that the outputx satisfies g(x) ≤ min X g(x) + ǫ. In the second part, we derive the sufficient condition for guaranteeing the stopping criteria in Algorithm 1. In the third part, we derive the gradient complexity of the algorithm using the condition derived in the second part.
. Sincex = x t in Algorithm 1, it suffices to show that x t − x ⋆ ≤ 2ǫ/ℓ if the following condition holds true,
Letx t = P X (x t − (1/ℓ)∇g(x t )) be defined as the point achieved by one-step projected gradient descent from x t , the ℓ-smoothness of g implies
Using the definition ofx t and x ⋆ , we have
Summing up the above two inequalities and rearranging yields that
Since g is ℓ-smooth and µ-strongly convex, we have
Therefore, we conclude that
≤ 2ǫ ℓ .
Part II. We first show that x t − x ⋆ ≤ (1/3κ) ǫ/2ℓ is sufficient to guarantee Eq. (12). By the definition of x ⋆ , we have x ⋆ = P X (x ⋆ −(1/ℓ)∇g(x ⋆ )). This equation together with the triangle inequality and the nonexpansiveness of P X yields that
Therefore, we conclude that x t − x ⋆ ≤ (1/3) ǫ/2κ 2 ℓ is sufficient to guarantee Eq. (12). Then we derive a sufficient condition for guaranteeing x t − x ⋆ ≤ (1/3) ǫ/2κ 2 ℓ. Since g is µstrongly convex, [Nesterov, 2018, Theorem 2.1.5] implies that
Putting these pieces together yields the desired sufficient condition as follows,
Part III. We proceed to derive the gradient complexity of the algorithm using the condition in Eq. (14). Since Algorithm 1 is exactly Nesterov's accelerated gradient descent, standard arguments based on estimate sequence [Nesterov, 2018] implies
Therefore, the gradient complexity of Algorithm 1 to guarantee Eq. (14) is bounded by
This completes the proof.
B.2 Proof of Theorem 4.1
Lettingx = Inexact-APPA(g, x 0 , ℓ, µ, ǫ, T ). Sincex = x T , it suffices for us to estimate an lower bound for the maximum number of iterations T such that g(x T ) ≤ min x∈X g(x) + ǫ. The following technical lemma is crucial to the subsequent analysis.
Lemma B.1 For any x ∈ X and {(x t ,x t )} t≥0 generated by Algorithm 2, we have
Proof. Using the definition of x t in Algorithm 2, we have
Defining x ⋆ t = argmin x∈X {g(x)+ℓ x−x t−1 2 } and using µ-strongly convexity of g, we have the following for any x ∈ X :
Equivalently, we have
On the other hand, we have
Using Young's inequality yields
Putting these pieces together yields that
Also, we have
Putting these pieces together with κ ≥ 1 yields the desired inequality.
The remaining proof is based on the modification of the convergence analysis of Güler's accelerated proximal point algorithm [Güler, 1992] . Indeed, we define the estimated sequence as follows,
We use the inductive argument to show that,
Eq. (15) trivially holds when t = 0. In what follows, we show that Eq. (15) holds true when t = T if Eq. (15) holds true for all t ≤ T − 1. Let w t = argmin x∈R m Λ t (x) and Λ * t = min x∈R m Λ t (x), the sequences {Λ t (x)} is in the canonical form Λ t (x) = Λ * t + (µ/4) x − w t 2 . The following recursive rules hold true for w t and Λ * t :
It follows from the recursive rule for Λ t and its canonical form that
The recursive rule for w t can be achieved by setting ∇Γ k+1 (v k+1 ) = 0. Then we have
Plugging the recursive rule for w t into the above equality and rearranging yields the recursive rule for Λ * t . By the induction, Λ * t ≥ g(x t ) when t = T − 1. Therefore, we have
Applying Lemma B.1 with t = T and x = x T −1 further implies that
Putting these pieces together further yields that
Using the update formulax t+1 = x t+1 + 2
. Therefore, we conclude that Eq. (15) holds true for all t ≥ 0. On the other hand, Lemma B.1 and the update formula for Λ t (·) implies that
Since κ ≥ 1, we have
Repeating the above inequality yields that
Since the tolerance δ ≤ ǫκ −3/2 /44, we conclude that the iteration complexity of Algorithm 2 to guarantee that g(x T ) − min x∈X g(x) ≤ ǫ if there exists an absolute constant c > 0 such that
B.3 Proof of Theorem 4.2
Before presenting the main proof, we define the following important functions:
Φ g (·) = max y∈Y g(·, y), y ⋆ g (·) = argmax y∈Y g(·, y), Ψ g (·) = min x∈X g(x, ·),
x ⋆ g (·) = argmin x∈X g(x, ·).
All the above functions are well defined since g(·, ·) is strongly convex-concave. We provide their complete characterization in the following structural lemma.
Lemma B.2 Under the assumptions imposed in Theorem 4.2, we have
is 2κ y ℓ-smooth and µ x -strongly convex with ∇Φ g (·) = ∇ x g(·, y ⋆ g (·)).
is 2κ x ℓ-smooth and µ y -strongly concave with ∇Ψ g (·) = ∇ y g(x ⋆ g (·), ·).
where κ x = ℓ/µ x and κ y = ℓ/µ y are condition numbers.
Now we are ready to prove Theorem 4.2. We divide the proof into three parts. In the first part, we show that the outputx = Maximin-AG2(g, x 0 , y 0 , ℓ, µ x , µ y , ǫ) satisfies
In the second part, we get the sufficient condition for guaranteeing the stopping criteria in Algorithm 3.
In the third part, we estimate an upper bound for the gradient complexity of the algorithm using the condition derived in the second part. For the ease of presentation, we denote (x ⋆ g , y ⋆ g ) as the unique solution to the minimax optimization min x∈X max y∈Y g(x, y).
Part I. By the definition of Φ g , the inequality in Eq. (16) can be rewritten as follows,
Since Φ g is 2κ y ℓ-smooth, [Nesterov, 2018, Theorem 2.1.5] 
x κ 3 y in Algorithm 3, it suffices to show that x T − x * g ≤ ǫ/κ y ℓ if the following stopping conditions hold true,
Indeed, we observe that
By definition, we have x ⋆ g (y ⋆ g ) = x ⋆ g . Also, x ⋆ g (·) is κ x -Lipschitz. Therefore, we have
We first bound the term x T − x ⋆ g (y T ) . Since g(·, y T ) is µ x -strongly convex, we have
Then we bound the term y T − y ⋆ g . Indeed, we have ∇Ψ g (y T ) = ∇ y g(x * g (y T ), y T ) and
Since P Y is nonexpansive and ∇ y g is ℓ-Lipschitz, we have
Putting these pieces together with Eq. (18) and Eq. (20) yields that
Since y ⋆ g = argmax y∈Y Ψ g (y) andỹ T = P Y (y T + (1/2κ x ℓ)∇Ψ g (y T )) is achieved by one-step projected gradient ascent from y T , we derive from the 2κ x ℓ-smoothness of Ψ g , we have
Using the definition ofỹ T and y ⋆ g , we have
Since Ψ g is 2κ x ℓ-smooth and µ y -strongly concave, we have
This implies that
Plugging Eq. (20) and Eq. (23) into Eq. (19) yields that
Part II. We first show that y T − y * g ≤ (1/216κ 2 x κ y ) ǫ/κ y ℓ and Eq. (17) are sufficient to guarantee Eq. (18). Indeed, we have y ⋆ g = P Y (y ⋆ g + (1/2κ x ℓ)∇Ψ g (y ⋆ g )). This together with the triangle inequality and the nonexpansiveness of P Y yields
Furthermore, ∇Ψ g (y T ) = ∇ y g(x ⋆ (y T ), y T ) and
Since g is ℓ-smooth and Ψ g is 2κ x ℓ-smooth, we have
Also, Eq. (17) guarantees that Eq. (20) holds true. Then we have
The above inequality together with y T − y ⋆ g ≤ (1/216κ 2 x κ y ) ǫ/κ y ℓ guarantees Eq. (18). Next we derive a sufficient condition for guaranteeing y T − y ⋆ g ≤ (1/216κ 2 x κ y ) ǫ/κ y ℓ. Since Ψ g is µ y -strongly concave, [Nesterov, 2018, Theorem 2.1.5] implies that
Putting these pieces together yields the desired condition as follows,
Part III. We proceed to estimate an upper bound for the gradient complexity of Algorithm 3 using Eq. (24). Note thatǫ ≤ ǫ 4477676(κxκy) 11/2 and we provide a key technical lemma which is crucial to the subsequent analysis. Lemma B.3 For any y ∈ Y and {(y t ,ỹ t )} t≥0 generated by Algorithm 3, we have
Proof. For any y ∈ Y, the update formula
Since ∇Ψ g (ỹ t−1 ) = ∇ y g(x * g (ỹ t−1 ),ỹ t−1 ), we have
Since g(·,ỹ t−1 ) is µ x -strongly convex, we have
Using Young's inequality, we have
Putting these pieces together yields the desired inequality.
The remaining proof is based on the modification of Nesterov's techniques [Nesterov, 2018, Section 2.2.5] . Indeed, we define the estimate sequence as follows,
We apply the inductive argument to prove, max y∈R n Γ t (y) ≤ Ψ g (y t ) for all t ≥ 0.
Eq. (25) holds trivially when t = 0. In what follows, we show that Eq. (25) holds true when t = T if Eq. (25) holds true for all t ≤ T − 1. Let v t = argmax y∈R n Γ t (y) and Γ * t = max y∈R n Γ t (y), we have the canonical form Γ t (y) = Γ * t − (µ y /4) y − v t 2 . The following recursive rules hold for v t and Γ * t :
It follows from the recursive rule for Γ t and its canonical form that
The recursive rule for v t can be achieved by solving ∇Γ t+1 (v t+1 ) = 0. Then we have
Then we conclude the recursive rule for Γ * t by plugging the recursive rule for v k into the above equality. By the induction, Eq. (25) holds true when t = T − 1 which implies
Applying Lemma B.3 with t = T and y = y T −1 further implies that
Using the update formulaỹ t = y t + 4 √ κxκy−1 4 √ κxκy+1 (y t − y t−1 ) and the recursive rule for v t with the inductive argument, it is straightforward that (y t −ỹ t ) + 1 4 √ κxκy (v t −ỹ t ) = 0 for all t ≥ 0. This implies that Γ * T ≤ Ψ g (y T ). Therefore, we conclude that Eq. (25) holds true for all t ≥ 0. On the other hand, Lemma B.3 and the update formula for Γ t implies that
Since κ x , κ y ≥ 1, we have
Since the toleranceǫ ≤ ǫ 4477676(κxκy) 11/2 , we conclude that the iteration complexity Algorithm 3 to guarantee Eq. (24) is bounded by O( √ κ x κ y log(ℓD 2 y /ǫ)). Now it suffices to establish the gradient complexity of the two AGD subroutines at each iteration. In particular, we use the gradient complexity of the AGD subroutine to guarantee that g(x) ≤ min X g(x)+ǫ is bounded by
where D > 0 is the distance between the initial point and optimal set. Since Y is a convex and bounded set, {y t } t≥0 is a bounded sequence. Hence {ỹ t } t≥0 is also a bounded sequence. Since x * g (·) is κ x -Lipschitz (cf. Lemma B.2), the sequences {x * g (ỹ t )} t≥0 and {x * g (y t )} t≥0 are bounded. To this end, we have
. Putting these pieces together yields that the gradient complexity of every fixed-point iterations at each iteration is bounded by O(
. Therefore, the gradient complexity of Algorithm 3 to guarantee Eq. (24) is bounded by
C Proofs for Convex-Concave Settings
In this section, we present proofs for all results in Section 5.
C.1 Proof of Theorem 5.1
We first show that there exists T > 0 such that (x,ŷ) = Minimax-APPA(f, x 0 , y 0 , ℓ, µ x , µ y , ǫ, T ) is an ǫ-saddle point. Then we estimate the total number of gradient evaluations required to output an ǫ-saddle point. First, we note that Minimax-APPA in Algorithm 4 can be interpreted as an inexact accelerated proximal point algorithm Inexact-APPA with the inner loop solver Maximin-AG2 and AGD. Using Theorem 3.6 and Theorem 4.1, the point (x,ŷ) satisfies
and max y∈Y f (x, y) − f (x,ŷ) ≤ǫ. For simplicity, we let Φ(·) = max y∈Y f (·, y) and note that Φ is µ x -strongly convex function. Since f is µ x -strongly-convex-µ y -strongly-concave, the Nash equilibrium (x ⋆ , y ⋆ ) is unique and x ⋆ = argmin x∈X Φ(x). Therefore, we have
Since f (x, ·) is µ y -strongly concave, [Nesterov, 2018, Theorem 2.1.5] implies that
Here y ⋆ (·) = argmax y∈Y f (·, y) is κ y -Lipschitz (cf. Lemma B.2), we have
Since f is ℓ-smooth and µ x -strongly-convex-µ y -strongly-concave, the function min x∈X f (x, ·) is 2κ x ℓsmooth. Therefore, we conclude that
Note thatǫ ≤ ǫ/8κ x κ y and δ ≤ ǫ/440κ 7/2
x κ 2 y . This together with the above inequality implies that
To this end, there exists an absolute constant c > 0 such that max y∈Y f (x, y) − min x∈X f (x,ŷ) ≤ ǫ if the maximum number of iterations T ≥ c √ κ x log(κ 2 x κ 2 y ℓ x ⋆ − x 0 2 /ǫ). This implies that the total number of iterations is bounded by
Furthermore, we call the solver Maximin-AG2 at each iteration. Using Theorem 4.2 and δ ≤ ǫ/440κ 7/2
x κ 2 y , the number of gradient evaluations at each iteration is bounded by
Recalling D = max{D x , D y } < +∞, we conclude that the total number of gradient evaluations is bounded by
C.2 Proof of Corollary 5.2
We first show that (x,ŷ) = Minimax-APPA(f ǫ,y , x 0 , y 0 , ℓ, µ x , ǫ/(4D 2 y ), ǫ/2, T ) is an ǫ-saddle point. Then we estimate the number of gradient evaluations to output an ǫ-saddle point using Theorem 5.1. By the definition of f ǫ , the output (x,ŷ) satisfies
Since the function f (x, ·) is concave for each x ∈ X , we have
Putting these pieces together yields that max y∈Y f (x, y) − min x∈X f (x,ŷ) ≤ ǫ. Furthermore, letting κ y = 2ℓD 2 y /ǫ in the gradient complexity bound presented in Theorem 5.1, we conclude that the total number of gradient evaluations is bounded by
C.3 Proof of Corollary 5.3
We first show that (x,ŷ) = Minimax-APPA(f ǫ , x 0 , y 0 , ℓ, ǫ/(4D 2 x ), ǫ/(4D 2 y ), ǫ/2, T ) is an ǫ-saddle point. Then we estimate the number of gradient evaluations to output an ǫ-saddle point using Theorem 5.1. By the definition of f ǫ , the output (x,ŷ) satisfies Since the function f (x, ·) is concave for each x ∈ X , we have Putting these pieces together yields that max y∈Y f (x, y) − min x∈X f (x,ŷ) ≤ ǫ. Furthermore, letting κ x = 4ℓD 2 x /ǫ and κ y = 2ℓD 2 y /ǫ in the gradient complexity bound presented in Theorem 5.1, we conclude that the total number of gradient evaluations is bounded by
Sincex = x s is uniformly chosen from {x s } 1≤s≤T and δ ≤ ǫ 2 /(10κ y ) 4 ℓ, we have E (ℓ x − P X (x − (1/ℓ)∇Φ(x)) ) 2 = 1 T
Using the Markov inequality, we conclude that there exists T > cℓ∆ Φ ǫ −2 , where the outputx will satisfy ℓ x − P X (x − (1/ℓ)∇Φ(x)) ≤ ǫ/2 with probability at least 2/3. Sinceŷ is obtained by running AGD on −f (x, ·) to optimal with tolerance δ ≤ ǫ 2 /(10κ y ) 4 ℓ, and f (x, ·) is µ y -concave function, we know that δ-optimality guarantees:
Putting these pieces together yields that ℓ x − P X (x − (1/ℓ)∇ x f (x,ŷ)) ≤ ℓ x − P X (x − (1/ℓ)∇Φ(x)) + ∇Φ(x) − ∇ x f (x,ŷ)
≤ ℓ x − P X (x − (1/ℓ)∇Φ(x)) + ℓ ŷ − y ⋆ (x) ≤ ǫ.
This implies that (x,ŷ) is an ǫ-stationary point. Furthermore, we call the solver Maximin-AG2 at each iteration. Using Theorem 4.2 and δ ≤ ǫ 2 /(10κ y ) 4 ℓ, the number of gradient evaluations at each iteration is bounded by O √ κ y log κ 5 y ℓ 2 (D 2 x + D 2 y ) ǫ 2 log κ 4 y ℓ 2 D 2 y ǫ 2 .
Therefore, we conclude that the total number of gradient evaluations is bounded by
D.2 Proof of Corollary 6.2
Recall that the functionf ǫ is defined bỹ f ǫ (x, y) = f (x, y) + ǫ y − y 0 2 4D y .
This implies that the following statement holds for all (x, y) ∈ X × Y that ∇ x f (x, y) − ∇ xfǫ (x, y) = 0, ∇ y f (x, y) − ∇ yfǫ (x, y) ≤ ǫ 2 .
Since (x,ŷ) = Minimax-PPA(f ǫ , x 0 , y 0 , ℓ, ǫ/(2D y ), ǫ/2, T ), we have
Therefore, we conclude that (x,ŷ) is an ǫ-stationary point of f . Furthermore, letting κ y = 2ℓD y /ǫ in the gradient complexity bound presented in Theorem 6.1, we conclude that the total number of gradient evaluations is bounded by
D.3 Proof of Theorem A.7
Using the same argument as in Theorem 6.1, we have
and
Since Φ is differentiable, we have ∇Φ(x *
Sincex = x s is uniformly chosen from {x s } 1≤s≤T and δ ≤ ǫ 2 /144κ 2 y ℓ, we have
Using the Markov inequality, we conclude that there exists T > cℓ∆ Φ ǫ −2 , where the outputx will satisfy ∇Φ(x) ≤ ǫ with probability at least 2/3. Furthermore, we call the solver Maximin-AG2 at each iteration. Using Theorem 4.2 and δ ≤ ǫ 2 /144κ 2 y ℓ, the number of gradient evaluations at each iteration is bounded by
D.4 Proof of Corollary A.8
Recall that the functionf ǫ is defined bȳ 
