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Abstract: Hemorrhagic shock is a common cause of death in emergency rooms. Early diagnosis of hemorrhagic
shock makes it possible for physicians to treat patients successfully. Therefore, the purpose of this study was to select
an optimal survival prediction model using physiological parameters for the two analyzed periods: two and five min-
utes before and after the bleeding end. We obtained heart rates, mean arterial pressures, respiration rates and tem-
peratures from 45 rats. These physiological parameters were used for the training and testing data sets of survival
prediction models using an artificial neural network (ANN) and support vector machine (SVM). We applied a 5-fold
cross validation method to avoid over-fitting and to select the optimal survival prediction model. In conclusion, SVM
model showed slightly better accuracy than ANN model for survival prediction during the entire analysis period. 
Key words: hemorrhagic shock, artificial neural network, support vector machine, 5-fold cross validation, survival
prediction
I. 서  론
2010년 WHO(world health organization)의 보고에 따
르면, 전 세계적으로 전체 사망의 14%가 상해로 인해 사망
에 이르게 되고 그 사망 중 1/3의 직접적인 원인은 출혈성
쇼크이다[1,2]. 쇼크란 조직에 필요한 산소 요구량과 산소 공
급 간의 불균형에 의해 유발되는 임상 증후군을 말하며 이러
한 조직의 산소 불균형 상태는 모든 형태의 쇼크에서 치명
적이다[3]. 쇼크 상태가 상당히 진행된 경우에는 점차 임상
양상이 뚜렷해지므로 진단에 어려움은 없으나, 이미 주요 장
기가 손상되어 치료에 대한 효과가 좋지 않다. 반면에 쇼크
초기 상태에서는 뚜렷한 임상 양상을 확인하는 것이 쉽지 않
아 진단과 치료가 지연될 수 있다. 따라서 쇼크의 초기 상태
에 대한 평가와 이에 따른 치료가 매우 중요하기 때문에, 이
를 위한 다양한 시도가 있었다. 그 예로 최근 기계학습 방
법들을 이용한 다양한 시도가 늘어나고 있다[4-6]. 
본 연구에서는 흰쥐의 대퇴부정맥을 통해 일정량의 출혈을
유도하면서 출혈 종료 전 후의 구간에서 심박수(heart rate,
HR), 평균 동맥압(mean arterial pressure, MAP), 호흡수
(respiration rate, RR) 및 체온(temperature, TEMP)의
생체 신호를 획득하여 출혈로 인한 쇼크 발생 시 생존을 상
당히 정확하게 예측할 수 있는 생존 예측 모델을 생성 및
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검증하여 최적의 생존 예측 모델을 제시하였다. 예측 모델
로는 인공신경망(artificial neural network, ANN)과  최근
많이 연구되고 있는 분류 방법인 지원벡터기계(support
vector machine, SVM)를 사용하였다. 객관적으로 우수하
고 일반적인 생존 예측 모델을 선정하기 위하여 5-fold cross
validation을 이용하여 인공신경망과 지원벡터기계에서 최적
의 생존 예측 모델 선정하였고 그 성능을 비교하였다.
II. 본  론
1. 동물실험준비
본 연구의 동물실험은 체중 300-360 g의 45 마리 수컷 흰
쥐(Sprague-Dawley rats)를 대상으로 복강 내 주사로 마취
한 후(Zoletil 50, Virvac, France) 앙와위(supine position)
로 고정하였다. 양쪽 서혜부(inguinal area)에 최소한의 절
개를 한 후 동맥혈압 측정을 위하여 우측 대퇴동맥에 24
gauge 카테터(Becton Dickinson Korea, Korea)를 삽입하
였고, 출혈을 위해 좌측 대퇴정맥에 22 gauge 카테터를 삽
입하였다. 심전도 측정을 위하여 양쪽 앞 다리와 뒤쪽 오른
쪽 다리에 침습적인 바늘 전극을 삽입하였으며, 호흡수와 체
온 측정을 위하여 흉곽에 호흡벨트를 부착하였으며 동물용
직장온도계를 삽입하였다. 그림 1은 동물실험을 위한 준비
장면이다. 또한 정량적으로 출혈량을 제어하기 위하여 출혈
유도펌프(Pump 11 plus, Harvard Apparatus, USA)를
사용하여 출혈을 일으켰다. 그림 2의 블록 다이어그램과 같
이 심전도, 동맥압, 호흡수, 체온의 생체신호 측정은 상용화
된 제품인 PowerLab 8/30(AD Instruments, USA)를 사
용하였으며, 1 kHz의 샘플링 주파수로 측정하였다. 획득한
모든 신호는 컴퓨터로 전송된 후 LabChart 6 Pro(AD
Instruments)를 사용하여 분석하였다. 좀 더 자세한 내용
은 Lee 등[7]을 참조. 
2. 데이터 획득(Data Acquisition)
표 1과 같이 45마리의 흰쥐를 출혈량에 따라 15 마리씩
세 군으로 나누었고 각 군을 나누는 출혈량의 기준은 체중
100 g당 2.0 ml, 2.5 ml, 3.0 ml이며, 이는 전체 혈액 중
32.8%, 41.0%, 49.2%의 출혈에 해당하는 양이다[6-8]. 세 군
으로 나누어진 흰쥐로부터 생존 예측 모델을 구축하기 위해
심박수, 평균 동맥압, 호흡수 및 체온을 측정하였다. 생체 신
호 데이터는 그림 3과 같이 출혈 종료(지혈) 시점인 30분을
기준으로 25-30분(I 구간), 30-35분(II 구간), 28-30분(III
구간), 30-32분(IV 구간), 총 4개의 구간에 대하여 1분 평균
값을 구하였다. 출혈 환자의 응급실 도착, 지혈 과정, 지혈
후 환자 관찰 등, 실제 응급 상황을 모사하기 위하여 출혈 종
료 시점을 기준으로 데이터 분석 구간을 다르게 하여 분석
그림 1. 동물실험준비 장면[7]
Fig. 1. Photo of rat experimental setup[7]
그림 2. 측정시스템의 블록 다이어그램[7]
Fig. 2. Block diagram of measurement system[7]
표 1. 흰쥐 세 그룹의 특성
Table 1. Three different groups of rats 
Rats (weight) Sprague-Dawley rats (300-350 g)




Hemorrhagic ratio (%) 32.8 41.0 49.2
Shock class III IV IV
그림 3. 흰쥐의 출혈성 쇼크 실험 과정 및 생체 신호 분석 구간
Fig. 3. Experimental protocol of hemorrhagic shock using
rats and four analyzed periods of physiological parameters
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하였다. 여기서 출혈 종료 전 구간의 생존 예측 모델은 지
혈 전의 환자 상태를 진단하기 위함이고, 출혈 종료 후 구간
의 생존 예측 모델은 지혈 후 실제 지혈이 잘 되었는지를 판
단하기 위함이다. 또한 환자의 생명을 다투는 응급 상황에서
좀 더 신속하고 정확한 생존 예측 모델을 선정하기 위하여
분석 구간의 길이를 각 2분과 5분으로 다르게 적용하여 분
석하고 비교하였다. 총 데이터 세트의 개수는 표 2와 같이 I,
II 분석 구간의 경우 225개(1 set/min × 5 min × 45 rats)의
데이터 세트가 만들어 지고, III, IV 분석 구간의 경우 90
개(1 set/min × 2 min × 45 rats)의 데이터 세트가 만들어졌
다. 총 150분 간 실험이 진행되었고, 사망을 판단하는 기준
은 평균 동맥압이 0 mmHg로 측정되는 시점으로 규정하였
다[9]. 각각의 데이터 세트는 측정된 4가지 생체 신호와 생존
여부의 정보를 가진 독립적인 데이터 세트로 이루어지며, 생
존 예측 모델 훈련과 평가에 사용되었다. 
3. 생존 예측 모델
출혈을 일으킨 흰쥐로부터 획득한 생체 신호는 분석 구간
에 따라 각각 225개, 90개의 데이터 세트로 표 2와 같이 중
복을 피하여 무작위로 훈련 데이터 세트와 평가 데이터 세
트로 나누었다. 여기서 훈련 데이터 세트는 5-fold cross
validation을 위하여 사용되며, 이를 통해 생존 예측 모델
의 훈련 및 검증이 이루어진다. 또한 평가 데이터 세트를 적
용하여 선정된 생존 예측 모델을 평가하고, 그 결과를 통해
인공신경망과 지원벡터기계의 성능을 비교하였다. 5-fold
cross validation은 훈련 데이터 세트에 의한 과대적합
(over-fitting)을 피하고, 일반화된 최적의 생존 예측 모델을
선정하기 위해 적용되었다. 인공신경망과 지원벡터기계의 분
석을 위하여 MATLAB Version 2008a(Mathworks Inc,
Natick, USA)을 사용하였다.
(1) 인공신경망
인공신경망은 인간의 뇌 구조를 파악하여 그와 비슷한 역
할을 할 수 있도록 가상의 모델을 구현하는 알고리즘으로,
본 연구에서 사용된 인공신경망의 구조는 그림 4(a)와 같이
일반적으로 사용되고 있는 다층 퍼셉트론(multi-layer per-
ceptron)을 적용하였다. 적용된 다층 퍼셉트론은 각각 1개
의 입력층(input layer), 은닉층(hidden layer), 출력층
(output layer)으로 구성되어 있다. 훈련 방법은 빠른 속도
로 국소 최적해를 찾는 Levenberg-Marquardt 역 전파
(back-propagation) 방법을 사용하였고, epoch는 500회 이
며, 평균 오차범위가 10−5 이하일 경우 모델 생성을 종료하
였다. 역전파 알고리즘은 입력 정보가 가중치를 통하여 순방
향으로 전달되어 나타난 출력값과 실제 출력값 간의 오차를
역방향으로 전파하여 오차가 최소가 되도록 가중치를 조정하
는 방법이다[10]. 역전파 알고리즘을 사용한 이유는 다층 퍼
셉트론 모델 생성 시 훈련에 용이하며 다양한 분야에서 널
리 활용되고 있기 때문이다.
인공신경망의 입력 노드는 심박수, 평균 동맥압, 호흡수,
체온이고, 출력 노드는 생존 또는 사망의 정보를 나타낸다.
은닉노드의 수는 인공신경망의 구조 설계 시 모델의 성능에
큰 영향을 미친다[11]. 따라서 은닉 노드의 수는 최적의 인
공신경망 모델을 결정하는데 중요하다. 일반적으로 은닉 노
드의 수는 시행오차를 통한 경험적 방법으로 결정되지만, 최
근 은닉 노드 개수를 입력 노드와 출력 노드 사이의 수, 입력
노드와 출력 노드 수의 합에 2/3를 곱한 수, 또는 입력 노드
의 두 배 이하의 수로도 제시하고 있다[11]. 따라서 본 연구
에서는 은닉 노드의 수를 2-5개로 변경하여 최적의 성능을 가
지는 은닉 노드의 수를 찾아 제안하였다. 인공신경망의 단점
중 하나는 형성된 모델이 훈련 데이터 세트에 최적화되는, 과
대적합을 가져와 모델의 일반성이 떨어질 수 있다는 것이다
[12]. 따라서 5-fold cross validation과 평가 데이터를 이
용한 모델 검증을 통해 적절한 인공신경망의 구조 설계가
필요하다.
(2) 지원벡터기계
지원벡터기계는 다층 퍼셉트론을 비롯한 통계적 패턴인식
방법과 같은 전통적인 학습방식들의 대안학습방법으로, 분류
및 예측 기법에 사용되는 기계 학습법의 일종이다[13]. 복잡
한 데이터 패턴을 커널함수(kernel function)를 이용하여 고
차원 특징공간으로 변환시킬 수 있다는 점과 최적의 대역적
인 식별이(global minima) 가능하다는 특징이 있다[14]. 또
표 2. 분석 구간별 데이터의 생존 여부와 훈련 및 평가 데이터 세트
분포, (a) 출혈 종료 전과 후 각각 5분의 데이터 분포, (b) 출혈 종료
전과 후 각각 2분의 데이터 분포
Table 2. Distribution of each analysis period data divided
into training and test set, survival. and death sets, (a)
Distribution of 5 min data before and after bleeding end, (b)
Distribution of 2 min data before and after bleeding end
(a)
Group Training set Testing set Total set
Survival set 65 30 95
Death set 85 45 130
Total set 150 75 225
(b)
Group Training set Testing set Total set
Survival set 25 13 38
Death set 35 17 52
Total set 60 30 90
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한, 지원벡터라는 훈련 데이터의 부분집합을 통하여 분류의
경계를 표현한다. 이를 통해 분류 경계를 이루는 초평면
(hyper-plane)과 지원 벡터와의 거리가 최대가 되도록 하는
훈련 과정을 거쳐 최적의 분류 모델을 구축한다. 지원벡터기
계 역시 인공신경망과 마찬가지로 생존 예측 모델을 생성하
기 위하여 심박수, 평균 동맥압, 호흡수, 체온을 입력정보로
사용하였으며, 출력값은 흰쥐의 생존 혹은 사망 여부이다. 지
원벡터기계의 구조 설계 시 가장 큰 영향을 미치는 것은 데
이터를 고차원으로 사상시키는 커널함수 이다. 따라서 본 연
구에서는 커널함수를 쓰지 않는 모델과 커널함수가 각각 2
차, 4차, 가우시안 함수들로 구성된 지원벡터기계 모델을 설
계하여 생존 예측 모델을 제안하였다. 생존 예측 모델의 지
원벡터기계 도식은 그림 4(b)와 같다.
4. 5-fold cross validation 및 생존 예측 모델 선정 방법
5-fold cross validation은 인공신경망과 지원벡터기계를
통해 생성된 생존 예측 모델이 훈련 데이터 세트에 의한 과
대적합을 피하고 최적의 생존 예측 모델을 선정하기 위하여
사용하였다. 그림 5와 같이 5-fold cross validation의 과
정은 훈련 데이터 세트와 평가 데이터 세트를 중복을 피하
여 무작위로 나눈 후, 나누어진 훈련 데이터 세트를 5등분
한다. 5등분된 부분 훈련 데이터 세트 중 1개는 검증 데이
터 세트로, 나머지 4개는 훈련 데이터 세트로 사용되어 생
존 예측 모델을 만든다. 이 과정을 검증 데이터 세트를 다
르게 하여 5회 반복 시행하였다. 이를 통해 생성된 5개의
모델의 정확도(accuracy)를 평균하였다. 이 정확도의 평균값
은 각 분류기의 성능을 객관적으로 나타내는 지표라 할 수
있으며, 최적의 생존 예측 모델을 선정하기 위해 평균 정확
도에 가장 근접한 모델을 선택하였다[15]. 그러나 평균 정확
그림 4. 예측 모델과 변수에 대한 도식, (a) 인공신경망의 은닉 노드
와 가중치 변수, (b) 지원벡터기계의 커널함수 변수
HR: 심박수, MAP: 평균 동맥압, RR: 호흡수, TEMP: 체온
Fig. 4. ANN and SVM with their variables, (a) Weight and
hidden nodes of ANN, (b) Kernel function factor of SVM
HR: heart rate, MAP: mean arterial pressure, RR: respiration
rate, TEMP: temperature
그림 5. 5-fold cross validation을 통한 생존 예측 모델 선정 흐름도
Fig. 5. Flow chart for the selection of a survival prediction
model using 5-fold cross validation
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도에 근접한 모델을 선택할 경우 검증 데이터 세트의 수가
많지 않아 5개의 생존 예측 모델의 정확도가 평균값과 일치
혹은 동일하게 근접한 모델이 존재할 수 있다. 이 경우 민감
도 (sensitivity)와 특이도 (specificity)를 기준으로 모델을




TP(true positive)는 진양성으로, 사망한 개체를 사망군으
로 예측한 사례의 수, TN(true negative)는 진음성으로, 생존
한 개체를 생존군으로 예측한 사례의 수, FP(false positive)
는 위양성으로, 생존한 개체를 사망군으로 예측한 사례의 수,
FN(false negative)는 위음성으로, 사망한 개체를 생존군으
로 예측한 사례의 수를 말한다. 최적의 모델 선택 시 고려해
야 하는 사항은 구축된 생존 예측 모델을 통해 더 위중한 환
자들에게 보다 빠른 치료를 받게 하여 위급한 환자의 생존율
을 높이는 것이다. 따라서 만약 동일한 정확도의 모델이 존
재한다면 사망한 개체를 더 잘 판단하는 민감도가 더 높은
모델을 선택했다. 선택된 모델은 성능 평가를 위해 평가 데
이터 세트에 적용시켰다.
최적의 생존 예측 모델 생성 과정 시 훈련 데이터가 많지
않아 무작위로 선택하는 과정을 거칠 경우 편향된 데이터
조합이 생길 수 있다. 따라서 본 연구에서는 이를 보완하기
위해 그림 5의 과정을 10회 반복하여 구한 평균 민감도, 특
이도와 정확도를 바탕으로 최적의 생존 예측 모델을 제안하
여 보다 객관적으로 생존 예측 모델의 성능을 평가하였다.
III. 결  과
인공신경망과 지원벡터기계의 모델 생성시간을 비교해보
면 인공신경망은 약 8초이며 지원벡터기계는 약 1초미만으
로 지원벡터기계가 훨씬 빠르게 생존 예측 모델을 생성하는
것을 확인하였다. 표 3은 5-fold cross validation을 통해 생








TP TN FP FN+ + +
-----------------------------------------=
표 3. 5-fold cross validation을 통해 생성된 생존 예측 모델의 정확도 (평균 ±표준편차, 10회 반복)
Table 3. Accuracy of the survival prediction models using 5-fold cross validation (mean ± standard deviation, 10 times
repetitions)
Model Period (min) Number of hidden node Sensitivity (%) Specificity (%) Accuracy (%)
ANN
25-30 (I) (n = 150) 2 80.2 ± 7.2 91.0 ± 7.1 84.7 ± 3.2
30-35 (II) (n = 150) 2 95.0 ± 3.2 97.7 ± 3.7 96.0 ± 2.6
28-30 (III) (n = 60) 2 79.1 ± 10.5 92.5 ± 12.7 85.0 ± 5.3
30-32 (IV) (n = 60) 2 86.9 ± 9.1 94.0 ± 9.7 90.0 ± 3.5
Model Period (min) Kernel function Sensitivity (%) Specificity (%) Accuracy (%)
SVM
25-30 (I) (n = 150) Gaussian 86.8 ± 8.3 88.3 ± 7.8 87.0 ± 4.3
30-35 (II) (n = 150) Gaussian 97.0 ± 3.2 99.4 ± 1.9 98.0 ± 1.7
28-30 (III) (n = 60) Non-kernel 85.5 ± 2.7 97.5 ± 7.9 90.8 ± 2.6
30-32 (IV) (n = 60) Gaussian 91.3 ± 6.0 96.3 ± 7.8 92.5 ± 2.6
표 4. 5-fold cross validation을 통해 생성된 생존 예측 모델에 평가 데이터 세트를 적용한 정확도(평균 ±표준편차, 10회 반복)
Table 4. Accuracy of the selected survival prediction models with the test data set (mean ± SD, 10 times repetitions)
Model Period (min) Number of hidden node Sensitivity (%) Specificity (%) Accuracy (%) 
ANN
25-30 (I) (n = 75) 2 86.4 ± 4.4 87.3 ± 8.9 86.8 ± 3.8
30-35 (II) (n = 75) 2 92.7 ± 5.6 97.3 ± 3.4 94.5 ± 2.8
28-30 (III) (n = 30) 2 87.1 ± 10.3 89.2 ± 11.0 88.0 ± 6.7
30-32 (IV) (n = 30) 2 91.8 ± 6.3 95.4 ± 8.3 93.3 ± 4.2
Model Period (min) Kernel function Sensitivity (%) Specificity (%) Accuracy (%) 
SVM
25-30 (I) (n = 75) Gaussian 90.9 ± 4.5 86.3 ± 7.3 89.1 ± 3.8
30-35 (II) (n = 75) Gaussian 97.3 ± 2.0 97.0 ± 1.9 97.3 ± 1.9
28-30 (III) (n = 30) Non-kernel 93.5 ± 7.6 88.5 ± 10.4 91.3 ± 4.5
30-32 (IV) (n = 30) Gaussian 93.5 ± 5.8 99.2 ± 2.4 96.0 ± 3.8
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분석구간에서의 민감도, 특이도, 정확도를 보여주고 있다. 각
분류기의 최적의 생존 예측 모델을 선정한다면, 인공신경망
의 경우 은닉 노드의 개수가 2인 경우 모든 분석 구간에서
정확도를 기준으로 가장 우수한 성능을 보였고, 지원벡터기
계의 경우 I, II, IV 구간에서 가우시안 커널함수를 사용하
였을 때, III 구간에서 커널함수를 사용하지 않았을 경우 우
수한 정확도를 보였다. 
표 4는 선정된 모델에 평가 데이터 세트를 적용한 결과이
다. 평가 데이터를 적용한 결과, I, II, III, IV의 모든 구간
에서 지원벡터기계가 인공신경망보다 조금 더 좋은 성능을
보이는 것을 확인하였다. 그러나 두 모델의 성능 차이는 크
지 않았다. 출혈 종료 전후의 각 분류기의 성능을 비교해보
면, 두 분류기 모두 출혈 종료 후 모델이 출혈 종료 전 모델
보다 우수한 성능을 보였다. 그 이유는 출혈 종료 전의 생체
신호의 경우 생존군과 사망군의 생체 신호의 특징이 크게 다
르지 않아 생존을 판단하기 쉽지 않고, 출혈 종료 후의 경우
생존군과 사망군의 생체 신호가 시간이 경과함에 따라 점차
극명하게 나누어지는 양상을 보이기 때문으로 사료된다. 출
혈 종료 전 각 5분과 2분인 I, III 구간과 출혈 종료 후 각
5분과 2분인 II, IV 구간으로 분석 시간의 길이를 다르게 하
여 생성된 모델의 성능의 경우, 인공신경망과 지원벡터기계
모두 출혈 종료 전에는 III 구간이, 출혈 종료 후에는 II 구
간이 더 좋은 성능을 나타내었다. 그러나 I, III 구간 모델의
성능 차이와 II, IV구간 모델의 성능의 차이가 약 2% 내외
의 작은 차이를 보였다. 따라서 신속한 진단과 치료가 중요
시 되는 위중한 외상환자의 경우 짧은 측정시간과 우수한 정
확도를 가지는 출혈 종료 전 2분과 후 2분 구간의 지원벡터
기계 모델의 적용이 적절하다고 사료된다. 
IV. 결  론
고전적인 회귀분석보다 예측력이 높으며 특히 상관관계가
복잡한 문제에 대하여 비교적 잘 분석하는 인공신경망의 장
점에도 불구하고 과대적합, 지역 최소값 문제는 인공신경망
의 가장 큰 단점으로 남아있다. 지원벡터기계는 인공신경망
의 대안적인 방법으로 지역 최소값 문제를 보완한 데이터 분
류 기법이다. 따라서 본 연구에서는 지원벡터기계를 추가적
으로 사용하여 더 좋은 성능의 생존 예측 모델을 제안하였다. 
기존 연구에서 Lee 등[6]은 인공신경망 모델만을 사용하여
출혈성 쇼크를 일으킨 흰쥐에서의 생존율을 예측하였다. 또
한 검증 과정을 거치지 않아 객관적인 모델로 제시하기에는
부족함이 있다. 따라서 본 연구에서는 인공신경망 보다 더 좋
은 성능의 지원벡터기계 모델을 추가 시행하고 검증 과정을
통해 더욱 객관적이고 우수한 성능의 모델을 제시하였다. 출
혈 종료 시점을 기준하여 I, II, III, IV 구간에서의 예측 모
델을 구축함으로써, 환자의 상태에 따른 생존 예측 모델을
제안하였다. 또한, 5-fold cross validation을 통해 일반화
된 최적의 생존 예측 모델을 선정하고 평가 데이터 세트에
적용하였다. 인공신경망과 지원벡터기계의 성능을 비교해 본
결과, 지원벡터기계가 인공신경망보다 짧은 모델 생성시간
을 가지며 우수한 성능을 보이는 것을 확인하였다. 
그러나, 본 실험에서 제시한 모델은 우수한 성능에도 불구
하고 출혈량을 일정하게 제어하였기 때문에 실제 임상 상황
과는 차이가 있다. 또한 일반적인 동물 실험 모델은 마취 상
태에서 진행이 되며, 이는 심혈관 기능, 대사 기능 등에 영향
을 줄 수 있기 때문에, 임상에 바로 적용하기에는 무리가 있
다[16]. 따라서 추후 연구로는 비제어 출혈(uncontrolled
hemorrhage shock) 모델을 통해 얻은 동물실험과 궁극적으
로는 실제 임상 데이터를 이용한 생존 예측 모델을 제안한다. 
본 연구에서는 시간과의 싸움이라 할 수 있는 출혈성 쇼
크의 조기 진단을 임상에서 신속하고 측정이 용이한 변수를
통해 생존 예측 모델을 제안하였다. 이 연구를 바탕으로 추
후 실제 임상에서 출혈성 쇼크를 높은 정확도로 조기 진단
하는 생존 예측 모델이 구축된다면 다수의 외상환자 발생
시 신속히 쇼크의 경중을 판단하여 사망 위험군 환자들을
우선적으로 치료할 수 있을 것이다.
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