Abstract: Optical network-on-chip (ONoC) has been proposed to provide higher bandwidth and lower power consumption for future multicore systems. However, due to the intrinsic characteristic of optical devices, crosstalk noise is a potential issue for ONoC. The traditional routing algorithms for Benes ONoC have not considered the aspect of crosstalk. In this paper, we build the crosstalk model of the optical switch and analyze the crosstalk noise, signal-to-noise-ratio (SNR) and bit-error-rate (BER) for Benes ONoC. Moreover, we propose a routing algorithm to relieve the crosstalk problem. Simulation results verify the effectiveness of the algorithm compared to the conventional alternatives. Keywords: Optical network-on-chip, Benes, crosstalk, routing algorithm Classification: Fiber optics, Microwave photonics, Optical interconnection, Photonic signal processing, Photonic integration and systems
Introduction
As the number of processors on chip continues increasing, the conventional on chip communication techniques for system-on-chip (SoC) suffer from lots of critical issues related to limited bandwidth, low data rate, high power consumption and poor scalability. Optical network-on-chip (ONoC), enabled by the emergence of CMOS compatible silicon photonics technology, has attracted significant interest as a mean of achieving ultra-high bandwidth, high-energy efficiency, and low power dissipation. However, due to the imperfection of the microresonator and waveguide crossing, utilized as the basic building blocks of optical switch in ONoC, a small portion of the power of one optical signal will leak to another signal during the transmission and become noise. Thus, the performance of ONoC is considerably affected by crosstalk. [1] analyzes the crosstalk in Mesh, but it is not suitable for Benes ONoC. Benes provides several paths for one communication pair. Different transmission paths result in different crosstalks in the optical signal. This adds a new dimension to the design of the routing algorithm for Benes ONoC. The traditional routing algorithms for Benes ONoC have not considered the aspect of crosstalk [2, 3] . For the first time, this paper models and analyzes the crosstalk, signal-to-noise-ratio (SNR) and bit-error-rate (BER) for Benes ONoC. Then, based on the models, we propose a distributed routing algorithm to minimize the crosstalk noise in optical signal. Finally, we compare the performance of the crosstalk aware routing algorithm (CRA) with some popular algorithms, such as the well-known bit-controlled algorithm (BRA) [2] . Simulation results demonstrate that CRA improves the performance of Benes ONoC with respect to optical power loss, crosstalk noise, SNR and BER.
Benes ONoC layout
An N×N Benes comprises N IP cores and 2log N 2 −1 stages, each stage including N/2 switches. Taking the floor plan constraints and the characteristics of the optical devices into account, we design the layout of Benes ONoC, as is shown in Fig. 1 . It contains two layers. The top optical layer integrates the silicon photonic devices, such as planar waveguides and microresonators. The bottom electrical layer includes the IP cores and 2×2 electrical crossbars. The IP cores are placed on the two edges of the layer for symmetry and interconnected by the crossbars. The electrical layer interfaces with the optical layer through a set of optical-network-interfaces (ONI), whose basic functions are to convert electrical signals to optical ones and vice versa. Inter-layer communications are realized through TSVs. Fig. 1 (b) and (d), the 2×2 optical switch in Benes ONoC is composed of microresonators and waveguides. According to the basic operation principle of microresonator, the 2×2 optical switch has two states: the off state and on state to implement its switching function.
Sketched in
When the microresonators are in off states, most of the input power is directed to the through port. Meanwhile, due to the imperfection of optical devices, a small portion is coupled to the undesired drop port and becomes the noise of another optical signal. Assume that the input power is P I . The output power of the through port is
where L Moff and L W C are the power losses of the 1×2 optical switch in off state and waveguide crossing respectively. L of f is defined as the total power loss of the 2×2 optical switch in off state. The output power of the drop port is
are the crosstalk coefficients of the 1×2 optical switch in off state and waveguide crossing respectively. K of f is defined as the total crosstalk coefficient of the 2×2 optical switch in off state.
Similarly, when the microresonators are in on states, the output powers of the through and drop port are The powers of the output port 1, 2 and 3 of the waveguide crossing shown in Fig. 1 (c) are P O1 = L W C P I and P O2 = P O3 = K W C P I . With the crosstalk models in mind, the crosstalk noise for one communication in Benes ONoC P C can be calculated by Eq. (1). num is defined as the number of the ele- ments introducing crosstalk on the data transmission path according to the routing algorithm. P C−i is the crosstalk that the i-th element introduced. L m,m+1 is the optical power loss between the two elements numbered m and m+1 respectively. The optical power loss of the element numbered m+1 is L m+1 . L num+1 is the demodulation loss of the destination ONI. In addition, the power of the optical signal received at the destination node P S can be obtained through Eq. (2), where P in is the input power at the source node and L 0 is the modulation loss of the source ONI. Based on the calculation of crosstalk and optical signal, we can get the SNR of Benes ONoC by Eq. (3). Moreover, BER measures the reliability of data transmission in ONoC. Considering that the optical signal is modulated in a nonreturn-to-zero on-offkeying format, it can be computed by Eq. (4).
SN R = 10 log 10 (P S /P C ).
Crosstalk aware routing algorithm
To relieve the crosstalk noise issue, we propose CRA, as is described in Ta 
Simulation and analysis
In order to evaluate the performance of CRA, we utilize the simulator OPNET to construct Benes ONoC models and employ optical circuit switching technique. In the simulation, the data packets are generated following the passion process and the path-setup message is 32 bits. The bandwidth of the optical channel is assumed to be 12.5 Gbps [6] . Uniform traffic pattern is used which means the source nodes send packets to each other destination nodes with the same probability. Fig. 2 (a) and (b) show the average end-to-end (ETE) latency and throughput versus offered load in 8×8 and 16×16 Benes ONoC with the packet size set to be 64 bytes and 128 bytes respectively. The results show that the networks using different routing algorithms saturate at different offered loads. The saturation points of CRA and the distributed routing al- gorithm (DRA) are the same and larger than that of BRA. This is due to that CRA and DRA have more paths to choose. Thus, the blocking probability of the path-set-up message is reduced. As a result, more packets are received and the throughput increases. Moreover, as the packet length increases, the ETE latency becomes low and the throughput increases. The reason is that the efficiency of the path-set-up process is higher for larger packets in optical circuit switching mechanism. When the network enlarges, more packets are generated and contend for the network resources resulting in a higher blocking probability. Thus, the ETE delay increases and the throughput decreases. Fig. 2 (c) and (d) show various optical power losses and maximum crosstalk noises for the 56 communication pairs in 8×8 Benes ONoC employing different routing algorithms. The horizontal coordinate ij indicates that the source node i communicates with the destination node j, where 0 ≤ i,j ≤ 7 and i =j. From the figures, we can see that although the maximum and minimum power loss of CRA and DRA are the same respectively, the average power loss of CRA is the lowest among the three. Similar situations can be seen in various maximum crosstalk noises. This is due to that the CRA can minimize the optical power loss and crosstalk noise by choosing the data path with the optical switches in off states as much as possible. Fig. 2 (e) and (f) show average-minimum SNR and average-maximum BER of different communications in 8×8 Benes ONoC. The average-minimum SNR of the CRA is better than that of DRA and BRA respectively. As a result, the average-maximum BER of the proposed routing algorithm is the lowest of the three algorithms.
Conclusion
Crosstalk has a significant impact on the performance of ONoC at the system level and adds a new dimension to the design of the routing algorithm for Benes ONoC. This paper models and analyzes the crosstalk, SNR and BER of Benes ONoC. Moreover, we propose a crosstalk aware routing algorithm to relieve the crosstalk issue. Simulation results show the enhancement in the performance of Benes ONoC utilizing CRA compared with BRA and DRA.
