ABSTRACT With the emergence of new Industry 4.0 technologies, real-time order acceptance and scheduling is a key problem in a make-to-order (MTO) production system where customers place orders in real-time and the decision maker has to make acceptance or rejection decisions based on the available resources at that point in time. This paper focuses on simultaneously accepting orders and scheduling decisions in realtime, as is required for the operation of an MTO flow shop production system, a topic that has received little attention in academia due to the complexity of the problem. This paper presents a hybrid genetic algorithm and particle swarm optimization algorithm (GA-PSO) to solve the considered problem. A detailed computational study based on realistic problem instances has been conducted. In this study, the hybrid GA-and PSO-based approach performed better than other state-of-the-art approaches reported in the literature.
I. INTRODUCTION
The permutation flow shop scheduling problem (PFSP) is one of the most challenging scheduling problems that arises in manufacturing industries such as pharmaceuticals, food processing, steel, automobiles, and semiconductors [1] , [2] . In a traditional PFSP, a set of n jobs is scheduled in a set of m machines, where each job has to follow the same processing order in all machines. For solving PFSPs, makespan minimization is a common measure of performance. In flow shop manufacturing systems, the production system can be either make-to-order (MTO) or make-to-stock (MTS) production systems [1] . Over the last decade, a huge volume of research has been reported on PFSPs that considers static situations where an order (consisting of a set of jobs) is processed by the set of machines and scheduling is performed only once. In static single and multiple order PFSPs, the production managers receive a single order (for single order PFSPs) or a pool of orders (for multiple orders) at the beginning of The associate editor coordinating the review of this article and approving it for publication was Jagdish Chand Bansal.
production, along with a due date which is known in advance. For static problems, both single and multiple order PFSPs are expected to be solved only once. Johnson [3] introduced the idea of the static single order or traditional PFSP, proposing an optimal algorithm for two and special three machine single order PFSPs. Until then single order PFSPs have been widely studied by researchers. To solve single order PFSPs with more than two machines, many researchers proposed detailed algorithms, such as the branch and bound (B&B) [4] , and integer programming [5] algorithms. However, as the problem is classified as NP Hard [6] , these algorithms can only find optimal solutions for small-sized problems. To solve bigger-sized PFSPs, researchers have focused on developing heuristics [7] and meta-heuristic algorithms [8] - [17] . The next level of complexity of the order acceptance and scheduling problem is static multiple order PFSP, where the manufacturers receive a pool of customer orders at the beginning of production [18] . In this case, arrival time, due date and composition of each order are known in advance. Static order acceptance and scheduling problems have been studied for single and multiple machine environments [18] - [24] .
Although static single and multiple order PFSPs have been widely studied in the literature, static scheduling problems have limited real-life applications since new orders arrive randomly in the system [25] and production capacity varies with time [26] . With the fourth generation industrial revolution (Industry 4.0) [27] , multiple order PFSPs have become dynamic and customer oriented, whereby customers can place their orders with the desired order compositions (such as product specifications) and due dates into the system in real-time. In this case, the decision makers have to make two decisions sequentially. First, they must accept or reject the order while considering available machine capacity and the customer-specified due date. Second, the jobs involved in each new order must be scheduled with the existing accepted orders, which are either already being processed by the machines or are waiting in the processing queue. These decisions can be taken more effectively if the jobs are scheduled properly. Accordingly, the decision maker has to accept a set of orders that are feasible to complete when taking the production capacity available at that point in time into account, in addition to scheduling and assigning the jobs of the selected orders to the m machines on the shop floor. Therefore, for this class of problem, order acceptance decisions have to be made instantly, i.e. once the order is placed in the system. The considered problem is practical but more complex than the reported static PFSPs (static single order PFSPs and static multiple order PFSPs). To the best of the authors' knowledge, very few studies have been reported on real-time multiple order PFSPs, and the reported ones oversimplify the problem and are very challenging to implement in real-world MTO environments.
Due to these limited assumptions, there is a significant gap between theoretical flow shop scheduling research and practical manufacturing environments. This gap provides an opportunity to exploit the potential of advanced MTO flow shop environments arising due to the application of advanced manufacturing technology such as Industry 4.0 elements by developing novel scheduling algorithms for finding effective solutions for real-time multiple order PFSPs. In multiple order PFSPs, individual orders can be considered as a single order PFSP, but with no prior information about the order's arrival time, due date and composition of the order. Due to the high level of complexity, classical optimization techniques are not suitable for solving the problem under study. Therefore, it is essential to develop an efficient search technique to achieve a fast and feasible solution in near real-time. Metaheuristic algorithms have a good track record of solving complex combinatorial optimization problems similar to the scheduling problem under study. To solve this problem, this paper proposes a hybrid approach by integrating a genetic algorithm (GA) and particle swarm optimization (PSO), referred to hereafter as a GA-PSO-based real-time strategy for solving real-time multiple order PFSPs. The objective of the problem is to maximize the number of accepted orders. Researchers have been proposing hybrid algorithms for the last few years [28] , and they are gaining popularity because of their ability to combine the strengths of different methods under a common scheme. By hybridizing two metaheuristics, the resulting algorithm reduces each individual metaheuristic algorithm's weaknesses and improves overall performance for several complex optimization problems [29] , [30] , similar to the problem under study. Despite of its real-industrial applications, these problems are hardly studied and reported in the literature. To the authors' best knowledge, real-time multiple order problem was first studied Rahman, et al. [31] . They proposed a GA based real-time approach for solving the problem. As real-time multiple-order PFSP is a complex scheduling problem, there is still room for improvement to find better schedules for a newly arrived order and therefore, increase the chance of its acceptance. Motivated by this fact, major contribution of this present study is to propose and test hybrid GA-PSO based approach for solving the realtime multiple order PFSPs. By hybridizing GA and PSO, better solutions are obtained than those obtained using individual algorithms (e.g. only GA or only PSO based approach) in short computational time which is critical in real time scheduling. For comparison, PSO based approach is also developed. Based on the experimental results it can be seen that the proposed hybrid GA-PSO-based real-time approach show superior performance when compared to the PSO-based real-time approach and the state-of-the-art approach reported in Rahman, et al. [31] based on the same set of problem instances generated in [31] . Finally, performance of the proposed approaches has been evaluated based on a real-world sanitary ware production system [31] . The proposed approach will be advantageous for real time decision making that can help production managers to ensure profitability and provide higher customer satisfaction.
The remainder of the paper is organized as follows: the relevant literature is discussed in Section II, and Section III formally defines the problem under study. The proposed algorithms for solving real-time multiple PFSPs are described in Section IV. An experimental analysis and an assessment of the effectiveness of the proposed approaches are presented in Section V. Finally, Section VI presents the conclusion of this study and possible future research directions.
II. LITERATURE REVIEW
In MTO systems, production managers have to manage order acceptance and scheduling decisions for a single order or stream of orders that dynamically enter either a single or multiple machine production system [18] . This section provides a brief literature review about dynamic order acceptance and scheduling problems in both single and multiple machine environments. Dynamic order acceptance and scheduling problems in single [32] and multimachine [31] , [33] - [37] environments produce practical and realistic solutions; however, it is significantly more complicated than static order acceptance and scheduling problems.
The considered problem in this paper is similar to dynamic order acceptance and scheduling problems [32] . The relationships between four different order-acceptance strategies are VOLUME 7, 2019 reported: 1) accepting orders based on workload estimation, 2) order selection based on aggregated load profile, 3) order acceptance based on the effect of tardiness of previous accepted orders, and 4) order selection based on the current state of the production schedule to maximize the utilization. Of the three order selection strategies, using available information on the current state of production is widely considered to be superior to the other two approaches. Duenyas and Hopp [33] considered stochastic order arrival and extended the problem for a job shop environment with customer tolerance limits based on order acceptance or rejection policies to maximize expected profit. Duenyas [34] extended this study by considering multiple customer classes and customerquoted due dates. For multiple machine environments, Nandi and Rogers [35] proposed a simulation-based order acceptance and scheduling strategy. To solve this problem, they set profit maximization as the objective and considered two different types of customer order (regular and urgent). Later, they proposed another approach based on a simulation tool [36] , which considered the resources required to process the order and its load on the busiest machine. They also proposed a priority rules (earliest due date, minimum slack per operation, and first come, first served) -based approach for scheduling the orders in the system. Moreira and Alves [37] used simulations to minimize lateness penalties and improve workload performance in a job shop environment. They also utilized priority rules to schedule the orders. Tang et al. [38] studied a dynamic order acceptance and scheduling problem, considering the minimization of average flow time, number of tardy jobs, and tardiness as their objectives. To solve the problem, they developed a neural network approach that integrates six priority rules. For real-time multiple order PFSPs the only study available in the literature is presented in [31] . They propose an order acceptance heuristic and GAbased real-time strategy to solve the problem. Since realtime multiple order PFSPs are classified as NP Hard, there is scope to improve order acceptance and scheduling decisions in real-time multiple order PFSPs. Another approach is proposed by .Eriksen and Nielsen [39] , who investigated the number of incoming customer order requests that need to be aggregated in order to establish a stable inflow of orders.
From the above mentioned literature review, it can be summarized that order acceptance and scheduling problems have been studied with some restrictive assumptions, which are: (1) as with typical order acceptance and scheduling problems, most of the studies, when formulating their problems, considered static conditions, such as order arrival, due date, and composition, to be known. However, in practice, orders enter the systems in a dynamic fashion; (2) most of the studies considered order acceptance/rejection decisions and scheduling separately and sequentially; (3) most of the studies of dynamic order acceptance and scheduling considered small-sized problems (with a small number of machines); and (4) when scheduling complex orders, most of the studies considered only simple priority rule-based approaches.
These assumptions isolates the above mentioned studies from real-life manufacturing scenarios. Hence, this paper aims to derive an approach for solving real-time PFSPs in an efficient manner, which is more realistic and relevant.
Over the last few years bio-inspired optimization techniques have become popular in solving wide range of solving real world complex decision making problems [40] . Like other optimization domains, there has been a growing literature in the field of bio-inspired techniques for solving different types of scheduling problems, e.g. job shop [41] , flow shop [1] , single machine [42] , assembly line production [43] , resource constrained project scheduling [44] .
Among these scheduling problems, real-time or dynamic scheduling problem is more challenging than the static scheduling. Since real-time events may cause a change in scheduling, the initial feasible and good schedule may turn into infeasible after uncertain event occurs [45] . Hence, real-time scheduling problem is a complex decision-making process considering two factors: (1) difficulty in finding an optimal or near-optimal solution for the problems and (2) finding that solution within reasonable amount of time due to real-time decision process. Considering these factors, bio-inspired algorithms are excellent choice for solving such problems, as they can meet these criteria. Furthermore, these algorithms are easy to implement. A good number of research studies have been published on solving realtime scheduling problems by efficient bio-inspired optimization techniques. For example, Rossi and Dini [46] proposed a genetic algorithm based approach for solving job shop scheduling problem (JSSP) considering the following realtime events: dynamic batch arrival, unavailability of parts in production floor, and machine breakdowns. Souier, et al. [47] proposed six metaheuristic-based optimization techniques for solving the real-time alternative route selection problem in flexible manufacturing environment with the objective of reduction of the congestion in the system. Among them three meta-heuristic techniques are bio-inspired algorithms. The study was extended by [48] by considering uncertainty in the problem and the authors proposed a genetic algorithm based approach for solving the problem. Tang, et al. [49] proposed an improved differential evolution algorithm for solving dynamic or real-time scheduling in steelmaking-continuous casting production problems. Similarly, Lu, et al. [50] proposed a grey wolf optimizer for solving dynamic or realtime scheduling problems in a real-world welding industry. Sama, et al. [51] proposed an ant colony-based approach for solving real-time train scheduling and routing problems in a railway network. Based on our preliminary research and the literature review, it can be seen that researchers have focused on developing and utilizing bio-inspired optimization techniques for solving real-time complex scheduling problems from different real-life environments (e.g. manufacturing and transportation), which motivate us to propose efficient GA-PSO (bio-inspired optimization technique) based approach for solving real-time multiple order permutation flow shop scheduling problem.
III. PROBLEM DEFINITION AND ASSUMPTIONS
This section briefly describes the formulation of real-time multiple order PFSPs similar to the one reported in [31] . Due to dynamic or real-time behavior of the problem, this problem is the more complex than the single order or static multiple order PFSPs. The problem is defined as the 'real-time scheduling problem' since in the shop floor environment, customers place orders in the system in real-time and decision makers do not have prior information about the orders (e.g. arrival time, number of jobs per order, and due date). While scheduling and processing orders on the production floor, the decision makers requires to make order acceptance and scheduling decisions for newly arrived orders. The following measures of performance and constraints of a multiple order PFSP are described as follows. 
Maximum completion time or makespan, C g max (equivalent to makespan of a static single order PFSP), of an order g is the time difference between the start time of the first job at the first machine and the end time of the last job from the same order.
At the beginning of production, completion time of the first accepted order is equal to its makespan, since all machines are available to process the job:
The start time of the first job from the first accepted order in the first machine is 0.
Tardiness (lateness) of an order is
The objective function of the real-time multiple order PFSP is to maximize the total number of accepted orders (TAO) in the production shift. This function is presented in Equation 5 .
where,
order is rejected (6) In formulating the real-time multiple order PFSPs the following assumptions are held.
• Order composition (e.g. number of jobs per order and processing time), arrival times, and due dates are not known in advance.
• The manufacturer rejects the order if it is tardy (late).
• Throughout production, the production process is uninterrupted.
• Setup and transportation times are included in the processing time.
• If an order is accepted, it cannot be rejected. 
IV. SOLUTION APPROACH
This section presents the proposed GA-PSO-based real-time strategy for solving multiple order PFSPs. A framework of the proposed real-time multiple order PFSP is presented in Figure 1 . Based on Figure 1 , first the order acceptance and rejection approach is presented. Following this, a description of the procedure of implementing GA and PSO algorithm for the hybrid GA-PSO algorithm for solving realtime multiple order PFSPs is described. The idea behind hybridizing GA-PSO is to combine the advantages of both of these algorithms and simultaneously overcome their disadvantages [52] . By combining the genetic algorithm operation and PSO operations, exploration and exploitation ability are further improved [29] .
A. ORDER ACCEPTANCE AND REJECTION DECISIONS
The decision to accept or reject an order is made when the order enters the system. The decision depends on the VOLUME 7, 2019
arrival time of the order, the availability of machines in the shops at that time, and the due date. It is to be noted that here machine availability means whether the machines are busy or unavailable for certain periods of time due to processing previously accepted orders. An order is accepted only if it can be completed before its due date. Therefore, to calculate the completion time of an order, a hypothetical schedule is generated based on machine availability or unavailability. In this study, order acceptance and rejection decisions are based on the order acceptance/rejection heuristic described in [31] . The schedule or completion time is calculated based on a metaheuristic algorithm which is presented in the next section.
B. SCHEDULING DECISIONS
Once an order is placed by a customer, a hypothetical schedule of that order is generated, considering machine availability/unavailability constraints at that point in time and the orders currently under process. On the basis of that hypothetical schedule, an order acceptance or rejection decision is made, if jobs of that order can be completed within its due date. Otherwise, the order is rejected. Therefore, generating an effective schedule within a reasonable time is critical in order acceptance/rejection decisions. When an order is registered in the production system, a hypothetical schedule of that order is generated, since there is a likelihood that it cannot be processed immediately due to machine availability constraints. However, if the first machine is free when the job arrives, the job can be immediately processed into the first machine without violating the machine availability constraints, and without interrupting the other accepted orders which are already being processed by other machines. If the first machine or the following machines are not immediately free, then the orders need to wait in a queue for processing until the next machine is free. Scheduling the jobs of each order while considering the current state of availability at that time may reduce the completion time of each order and therefore increase the possibility of its acceptance. Therefore, on basis of that hypothetical schedule, an order acceptance or rejection decision is made on basis of local view of whether all jobs of that order can be completed within its due date or not. This approach is called real-time strategy for multiple order PFSPs. A simple example of 3 machine flow shop and 2 orders (e.g. order X and order Y ), with Gantt charts in Figure 2 illustrates the overall process. Each of the order contains 5 jobs. In Figure 2 , the top Gantt chart represents the order X . This order has the static single order makespan (and completion time) is 30 and the sequence: 2-5-3-4-1. The order X is accepted since it has the due date of 48 units of time (> completion time, 30) . Assume that order Y arrives in the production floor after 15 units of time from the start of processing the order X . Hence, the order Y arrives in the system while order X is in process. The due date for order Y is 57. The second Gantt chart of Figure 2 shows that the static single order makespan for order Y is also 30 and sequence: 2-5-3-4-1. In the worst-case scenario, order Y starts to process its first job just after finishing the last job of order X . It gives the completion time of order Y is 60 (= 30+30). The third Gantt chart shows the worst-case scenario. This scenario refers to the upper bound of the problem and it will be referred later. Now if the order Y starts to process as soon as the first machine completes order X and schedule the jobs of order Y while taking into consideration of availability of some machines for only certain time windows. For convenience of understanding, this approach is referred as Realtime approach for solving real-time multiple order PFSP. It is important to note that static single order schedule is generated assuming all machines are available at any time. Hence, the new schedule generated by real-time strategy varies from the static single order schedule. As shown in the last Gantt chart of Figure 2 , after applying the real-time strategy, the job sequence for order Y is 5-1-4-3-2, which is different from its static schedule. The completion time is 55 and it can also be accepted (<due date 57).
In this study a GA-PSO based real-time approach is proposed for solving multiple order PFSPs. The motivation for selecting GA and PSO algorithms for making critical scheduling decisions is to use the strength of both algorithms, since they have been developed with the aim of carrying out a global search with two main purposes: solving large problems in a reasonable time and obtaining robust algorithms. However, both the algorithms have strengths and weaknesses. In GA, if an individual is not selected from the information contained, that individual is lost, but PSOs keep this information in memory. On the other hand, PSOs waste computation time on poor individuals since they do not have a selection operator. By hybridizing GA and PSO one can combine the advantages of these algorithms, capable of reaching a global region (for GA) and group interaction boost in the search for optimum solutions (for PSO). In the following section, the proposed GA and PSO algorithms for the hybridized GA-PSO algorithm for solving multiple order PFSPs are presented.
C. GENETIC ALGORITHM
GA is a popular bio-inspired metaheuristic algorithm for finding optimal or near optimal solutions for complex combinatorial optimization problems [41] , [53] , [54] . The structure of GAs for solving multiple order PFSPs is described in this section. For solving different types of PFSPs, permutation representation of job sequences is widely accepted; a non-random initialization is proposed where the first member/individual of the initial generation starts with an NEH heuristic [7] . A certain percentage of members in the population is generated either by the random swapping of two jobs or by randomly inserting a job into a randomly selected position. Finally, the remaining members are generated randomly. A tournament selection technique [53] is applied to select parents to go through the crossover process to generate new offspring.
To maintain both quality and diversity in each generation, a new generational scheme is proposed whereby each population contains two sets of population -one set is the 80% of the population with high-quality solutions and remaining 20% is the diversified solutions. No duplication is allowed. Here, duplication refers to individuals with the same job sequence. Next, each of the o th offspring will replace the existing member of the population in the same o th position only if it is more diversified than the (o -1) th member in the population. Exact position-based diversity measures [55] are applied for obtaining diversity. To avoid this situation a restart mechanism [11] , [14] , [15] is applied, where if the algorithm is unable to find better solutions after a certain number of generations, all individuals are sorted into three segments: the top 5% (the best individuals), the next best 45% (of medium quality), and the remaining 50% (the worst individuals).
We apply an elitism strategy to preserve the best individuals from the current generation and transfer them to the next generation. In this algorithm, block order crossover (SBOX) [14] and shift mutations [11] , [14] , [56] have been selected as the reproduction operators as they generate promising candidate solutions. In SBOX, both parents' job sequence positions are checked one by one. Finally, to enhance the performance of the proposed algorithm, an insertion neighborhood-based [10] , [14] , [57] local search approach has been incorporated into the algorithm to enhance its performance.
D. PARTICLE SWARM OPTIMIZATION ALGORITHM
Particle Swarm Optimization (PSO) is a well-known metaheuristic algorithm which is based on the social behavior of flocks of birds or schools of fish [58] - [60] . PSO consists of a number of particles (a swarm) which represents a job sequence in the considered problem, where these particles move around in the search space and evolve, continuously trying to find a good feasible solution. Each particle is assigned with a velocity and moves around in the search space based on this velocity. Each particle keeps track of the best fitness they encounter, referred to as local best, and this information is passed between particles in order to determine the global best in the swarm. PSO is initiated with a set of solutions, referred to as a swarm, and each of the solutions is called a particle. The population of a PSO evolves with velocity and position updates, as shown in Equations 7 and 8. The algorithm terminates once the stopping conditions are met. The structure of a PSO for solving multiple order PFSPs is described below:
where U 1 and U 2 are the velocity coefficients (random numbers between 0 and 1), v t i is the initial velocity, e P t i is the local best, G t is the global best, P t i is the current particle position, and c 1, c 2 and c 3 are the learning coefficients. e P t i refers to the best position of the i th particle at generation 't'. G t refers to the best position of all particles at generation 't'.
1) POPULATION INITIALIZATION
To enhance the performance of PSO, it is essential to have a good set of initial particles, all of which are generated randomly. However in this study, we adopt a procedure similar to the one utilized in the population generation of GA. This is done to improve the quality of the solutions obtained during the search process. In this study, the number of particles is equal to the population in GA. In the initial population of the PSO, the solutions generated by the GA are copied directly to the PSO.
2) VELOCITY UPDATE
By using the velocity vector the position of each particle is updated towards the good solution. Local best (personal best) and global best (best solution among the population) VOLUME 7, 2019 are used to find better solutions using Equation 8. In the first iteration, each particle is randomly assigned with a velocity pair based on the size of the problem considered, where the velocity pair represents the position of the tasks in the sequence or particles and it is referred to as transposition. In this study, velocity pairs are randomly generated based on the utilized concept [61] . 
E. HYBRID GA-PSO ALGORITHM
In this section, the developed hybridized GA-PSO algorithm is described and a flowchart is presented in Figure 3 . The balance between exploration and exploitation is further improved by combining GA with PSO algorithms. The idea of combining these two algorithms is to combine the social thinking ability of PSO with the global search ability of GA. The procedure starts by generating the initial population followed by the execution of genetic algorithm operations such as selection, crossover and mutation. A local search is also embedded to enhance the performance of the GA algorithm. The procedure is repeated for a certain set number of iterations, which is considered as one of the parameters during the experimentation process. The population is obtained after performing the GA operations after a set of iterations.
The PSO algorithm starts with the generated population and randomly generates velocity for these populations, referred to as swarms. Using the velocity and position to update Equations 7 and 8, a new set of particles (swarm) is generated with a new velocity and a local search procedure is also embedded to improve the performance. This procedure keeps on repeating for a certain number of iterations and the best solution is obtained based on its fitness value in relation to the considered problem. The procedures for GA and PSO mentioned in Sections 4.3 and 4.4 are used for the proposed hybrid GA-PSO algorithm.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, experimental results conducted for a multiple order PFSP with the proposed approaches are presented and analyzed. All the algorithms were implemented in C++ using a personal computer with an Intel core i7 processor (2.70 GHz) and 16 GB RAM, and Windows 7 OS. In the following section, a sensitivity analysis and obtained computational results are presented. 
A. SENSITIVITY ANALYSIS
The performance of the proposed approaches is sensitive to their parameter settings. In this paper, parameters are calibrated based on Taguchi's method of experiment design [62] to achieve good solutions within reasonable computational times. Following the preliminary experiments, the parameters listed in Table 1 were considered for experimental study. Since there are 9 parameters and each of the parameters has 3 levels, we employ the orthogonal array L 27 (9 3 ). The total number of treatments was set to 27 and for each combination algorithms are executed 5 times independently and the stopping criterion for each run is set as a function of the number of machines, m, and the number of jobs per order, n, as: m × n× 100 milliseconds. To test the parameters, all instances {20 × 10, 50 × 10, 100 × 10, 200 × 10} from Taillard's benchmark [57] were chosen. The reason for performing this parameter testing in the benchmark for single order PFSP [57] is that the schedule generated by GA-PSO helps to reduce the makespan (or completion time) of an order. As a result, the shop floor may require less time to complete an order. If this increases, there is the possibility to accept more customer orders in real-time multiple-order PFSPs. For the PSO algorithm, 5 parameters are considered with 3 levels for each, and an L 27 orthogonal array was used to tune the parameters of the PSO algorithm. Each treatment was run 5 times. To evaluate the performance of the GA-PSO and PSO algorithms in each run, an average relative performance of deviation (ARPD) is used and is expressed as follows:
where f r i denotes the makespan obtained by an algorithm i in its r th run and f best indicates the best makespan value available in the literature. ARPD values for each treatment are omitted due to space constraints. However, ARPD values are available on request and will be uploaded to ResearchGate for the reader's benefit. Based on ARPD values, the response value and significance rank of each parameter for each level are presented in Tables 2 and 3 . These tables also show delta values of each parameter, which is the difference between the highest and lowest average response values for each factor. For example, in Table 2 , c2 has the delta value of 0.0390 (=0.7779 − 0.7390). It is important to note that a parameter is more significant that the other if it has higher delta value. For example, based on the delta value, from Table 3 , it can be concluded that the tournament size parameter is the most significant parameter while the restart interval is the least significant parameter for the GA-PSO algorithm. For the PSO algorithm, c2 (learning coefficient for local best) is the most significant parameter and the number of particles is the least significant parameter. Finally, each parameter is set to the level which gives the minimum response value. For example, from Table 3 , it is clear that the population size for GA-PSO algorithm is set to 40 (or level 2) since it has the minimum response values among all response values for the population size. Based on Taguchi analysis the following parameters for GA-PSO were selected for solving the considered problem: Tournament size = 5, Crossover rate = 0.6, Mutation rate = 0.15, c2 = 3, c3 = 3, Interval between GA and PSO = 60, Restart interval = 15, Probability of local search = 11%, and Population size (number of individuals or particles) = 40. For the PSO algorithm the following parameters were selected: c2 =2, c3 = 3, Restart interval = 15, Probability of local search = 9%, and Number of particles = 40.
B. COMPUTATIONAL RESULTS AND STATISTICAL ANALYSIS
Based on the size of an order (i.e. number of jobs) an algorithm (PSO and GA-PSO) was allowed to run for same amount of time. In order to ensure fair comparison, the following requirements need to be met: (1) implementation in the same programming language, (2) same termination criteria, and (3) same computational power. Thus, all algorithms were coded in C++. To address points 2 and 3, the GA-PSObased RT and PSO-based RT algorithms were allowed to run on converted CPU times, while considering the same CPU architecture presented in [31] . The CPU time was converted using Equation 10 [63] . It is to be noted that as mentioned in the introduction and literature review sections, real-time multiple is a complex scheduling problem with may need large CPU time to achieve good schedules. On the other hand, decision makers need to make a decision in real-time. To address this challenge, the CPU times are scaled based on the size of the problem, i.e. number of jobs per order and it is negligible with respect to time window between an order arrival and its delivery time. Recall that our proposed PSO based real-time strategy and GA-PSO based real-time strategy were implemented in Intel Core i7, 2.70 GHz processor. Since the state-of-the-art method reported in [31] were the implemented in Intel Core i7, 2.80 GHz processor, the given CPU time is the 2.80GHz. The converted CPU times for each order is available in Table 9 (Appendix).
Converted CPU time (sec) = 2.7 GHz given CPU speed (GHz)
x given CPU time (sec) (10) In the experimental study, scenarios I, II, and III from [31] were considered. To compare the proposed techniques against the state-of-the-art methods [31] , 46 test instances reported in [31] (40 problem instances for scenario I, 4 instances for scenario II and 2 instances for scenario III) and the same upper bound (UB) (the worst case) and lower bound (LB) (the best case) for the accepted orders as derived in [31] were used. Simulation results for scenario I (identical orders arrive), where each order contains 50 jobs (as in problem instance Ta056), are presented in Table 4 . From Table 4 it can been seen that a total of 10 orders arrived in the production shift at different points in production, and they all had customerspecified due dates. The first column shows the order number, the following columns show the arrival time and due date of each order, which were generated randomly [31] . The fourth column shows the completion time of each order i.e. time taken to complete all jobs in an order in all machines. The column headed 'tardiness' shows the tardiness or earliness of each order. If the tardiness value of an order is positive, then the order can be completed before it is accepted for processing. Otherwise, the order is tardy and is rejected. Considering both the completion time of each order and the number of accepted orders, the proposed PSO based RT strategy performs better than the GA-based RS strategy [31] , as the PSO based strategy allows 9 orders to be accepted. However, it was outperformed by the GA based [31] RT. On the other hand, like the RT strategy [31] , the proposed GA-PSO based RT strategy allowed all 10 orders that arrived on the production floor to be accepted, and enhanced the completion time of 9 orders. Computational results for scenario II and scenario III are presented in Table 10 and Table 11 (Appendix).
In order to evaluate the overall performance of PSObased RT and GA-PSO-based RT against the state-of-the-art method reported in [31] , the average deviations from the UB and LB were calculated for each method. The effectiveness of each method (RS or RT) can be represented by Equations 11 and 12: Average deviation from the LB,
Average deviation from the UB,
where ri is the makespan of the i th accepted order achieved by a particular technique. As the number of accepted orders may vary for both strategies, n S is the total number of orders accepted by a technique. A summary of the comparison between RS, RT obtained in [31] and the proposed PSO and GA-PSO based RT is presented in Table 5 , where the same type of order arrives into the production system randomly. The first column in the Table shows the number of jobs for each order. The following column represents the average improvement from the worst-case scenario (i.e. deviation from the UB) for the 10 different problem instances [31] after applying each technique. The greater the value of D U , the better the solution. The next column, D L , presents the deviation from the LB, i.e. whether the orders overlapped and how effectively they could be scheduled into the available machines. From the results of D U and D L , it can be seen that PSO-based RT performs better than RS [31] only. However, from the results it is clear that the GA-PSO-based RT approach performs better than the others (smaller values for D L and bigger values for D U ). The last four columns present the total number of orders accepted by the RS and RT techniques. For each of the problem instances, 10 orders were considered, where orders have different inter-arrival times and due dates.
The GA-PSO-based RT strategy succeeded in accepting the most orders of any strategy. A comparison between the RS and RT techniques for mixed orders with the same-sized orders (scenario II) and different sized orders (scenario III) is presented in Tables 6 and 7 respectively. For scenarios II and III, 25 orders with different due dates arrived randomly during a production shift. Table 7 compares the proposed and existing methods with regard to two independent problem instances, namely case 1 and case 2. From Tables 6 and 7 , it can be seen that the proposed GA-PSObased RT strategy outperforms the other methods.
C. REAL-WORLD CASE STUDY
This section presents a comparison of the proposed approaches based on practical data available from a sanitary ware-manufacturing industry located in Bangladesh. Relevant production data on inter-arrival times, due dates and costs is available in [31] and the computational results are presented in Table 8 . The company can earn an income by accepting and completing an order on or before its due date. The company can also earn bonuses by producing the order before its due date, i.e. an earliness bonus. However, if the order is rejected then a fixed opportunity cost is imposed. From the production scenario, it can be seen that 10 orders entered the production system within a short span of time.
VI. CONCLUSION
Real-time order acceptance and scheduling problems are an important problem in a modern manufacturing system scenario. This study aims to develop new meta-heuristicbased strategies to optimize the number of orders accepted that arrive in real-time in flow shop environments. Hence, this paper proposes a hybrid GA-PSO algorithm-based RT strategy for solving real-time multiple order PFSPs. The parameters of each algorithm are calibrated using Taguchi methods. The proposed approaches were compared with current state-of-the-art approaches. The computational results based on realistic problem instances show that the hybridization of GA with PSO is advantageous, since GA-PSO-based RT shows superiority in terms of solution quality and computational time. Two key advantages of this strategy over the existing methodologies are the better customer satisfaction gained by accepting a greater number of orders and better production capacity utilization thanks to an effective approach that is suitable for practical decisionmaking on a real-time basis. This study opens up several future research avenues for studying and investigating different hybrid algorithms for solving different realistic make-to-order production problems. Other realistic settings could consider process interruptions, energy consumption, sequence-dependent setups, buffer size constraints, and shortages in material supplies. The proposed algorithms can be used to solve these problems in the future.
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