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MICRO-LOCAL ANALYSIS IN FOURIER LEBESGUE
AND MODULATION SPACES. PART II
STEVAN PILIPOVIC´, NENAD TEOFANOV, AND JOACHIM TOFT
Abstract. We consider different types of (local) products f1f2 in
Fourier Lebesgue spaces. Furthermore, we prove the existence of
such products for other distributions satisfying appropriate wave-
front properties. We also consider semi-linear equations of the form
P (x,D)f = G(x, Jkf),
with appropriate polynomials P and G. If the solution locally be-
longs to appropriate weighted Fourier Lebesgue space FLq(ω)(R
d)
and P is non-characteristic at (x0, ξ0), then we prove that (x0, ξ0) 6∈
WFFLq
(eω)
(f), where ω˜ depends on ω, P and G.
0. Introduction
In [19], Ho¨rmander introduced wave-front sets with respect to Sobolev
spaces H2s,loc of Hilbert type, and used such wave-front sets to inves-
tigate regularity properties for pseudo-differential operators, as well
as solutions of semi-linear equations. (We use the same notation for
the usual function and distribution spaces as in [18].) Ho¨rmander has
proved ( [19]) that for any appropriate pseudo-differential operator T
with the set of characteristic points Char(T ), and for any distribution
f , the wave-front set WFH2s (f) of the distribution f with respect to
H2s fulfills embeddings of the form
WFH2
s′
(Tf) ⊆WFH2s (f) ⊆WFH2s′
(Tf)
⋃
Char(T ). (0.1)
Similar properties hold for the usual wave-front set (i. e. wave-front set
with respect to C∞ in [18, Sections 8.1–8.3]), as well as for analytic
wave-front sets. A relation of the form (0.1) is essential in the study of
regularity properties of solutions to partial differential equations.
Some of the results from [19] were extended in different ways in
[23], where general wave-front sets of Fourier Lebesgue spaces were
introduced. These (weighted) Fourier Lebesgue spaces are denoted by
FLq(ω)(R
d), where q ∈ [1,∞] and ω is a weight function. (See Section
1 for strict definition.) In particular, it is proved in [23] that (0.1)
holds for more general type of wave-front sets. Furthermore, the class
of permitted pseudo-differential operators is larger comparing to [19],
and the set Char(T ) can be replaced by a smaller type of characteristic
set, which better fits hypoelliptic problems.
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In this paper we continue the study of [23] concerning local and mi-
crolocal properties of Fourier Lebesgue type spaces. Especially, by using
the framework of [19], we establish multiplication properties for such
wave-front sets, and show how such results can be used to investigate
the regularity of solutions of semi-linear equations.
We emphasize that our analysis is more subtle then the analysis
in [19, Chapter 8] since FLq(ω)(R
d), q 6= 2, are not Hilbert spaces. In
particular, the analysis of cases 1 ≤ q ≤ 2 and 2 < q is performed by the
use of different arguments, and we are forced to use extra parameters in
order to control the regularity. We refer to [23] and [24] for applications
to the theory of pseudo-differential operators, and here we apply our
results to the study of certain semi-linear equations.
We also give an interpretation of our results in the framework of
Feichtinger’s modulation spaces (cf. [5–9]). Although those results are
an immediate consequence of micro-local analysis of FLq(ω)(R
d), q ∈
[1,∞] and results from [23], they might be of an independent inter-
est in time-frequency analysis. For that reason, microlocal results in
context of modulation space theory are collected in a separate section.
Note that the wave front set with respect to the modulation space
Mp,q(ω)(R
d) coincides with the wave-front set with respect to FLq(ω)(R
d)
(see Section 6 for definitions). We refer to [23] for the proof.
The interest for such spaces in microlocal analysis has grown by
the recent work of several authors who have studied pseudo-differential
and Fourier integral operators within Fourier Lebesgue spaces and their
connection to modulation spaces in different contexts (cf. [2, 3, 20, 25,
28, 37]).
We end this introduction with a brief summary of the paper. In
Section 1 we recall basic facts of weighted Fourier Lebesgue spaces and
introduce the corresponding wave front sets. We also discuss localized
versions of Fourier Lebesgue spaces and relate the introduced wave
front sets to Ho¨rmander’s wave front set (Proposition 1.5 and Example
1.11). Although the convolution is not the main objective of the present
paper and it will be studied in more details elsewhere, in Section 2 we
prove continuity properties and characterize the wave front set of the
convolution (cf. Lemma 2.1, Proposition 2.2).
In Section 3 we present three types of results on products f1f2, where
f1 and f2 belong to appropriate Fourier Lebesgue spaces (cf. Lemma
3.1, Proposition 3.2 and Theorem 3.4). Then, in Section 4, we analyze
microlocal properties of products of elements which locally belong to
appropriate Fourier Lebesgue spaces (cf. Theorems 4.1 and 4.3).
In Section 5 we use results from Sections 3 and 4 to analyze mi-
crolocal regularity for a solution of semi-linear equations of the form
P (x,D)f = G(x, f, . . . , f (k)), with appropriate assumptions on poly-
nomials P and G, Theorems 5.1 and 5.2. Furthermore, when q = 1,
we are able to extend the result of Theorem 5.2 to the case when G
2
is a real analytic function, Proposition 5.5. In Section 6 we introduce
modulation spaces and restate some results in the terms of modulation
spaces. In order to be self-contained in Appendix A we recall necessary
facts of a class of pseudo-differential operators which has been used in
Section 5.
1. Preliminaries
In this section we make a review of notions and notation, and discuss
basic results.
Assume that x, ξ ∈ Rd. Then the scalar product of x and ξ is denoted
by 〈x, ξ〉, and we set 〈x〉 = (1 + |x|2)1/2. A conical neighborhood of a
point (x0, ξ0) ∈ R
d× (Rd \0) is a product X×Γ, where X is an (open)
neighborhood of x0 in R
d and Γ = Γξ0 is an open cone in R
d \ 0 which
contains ξ0. For q ∈ [1,∞] we let q
′ ∈ [1,∞] denote the conjugate
exponent, i. e. 1/q + 1/q′ = 1.
The Fourier transform F is the linear and continuous mapping on
S ′(Rd) which takes the form
(Ff)(ξ) = f̂(ξ) ≡ (2pi)−d/2
∫
f(x)e−i〈x,ξ〉 dx, ξ ∈ Rd,
when f ∈ L1(Rd). We recall that F is a homeomorphism on S ′(Rd)
which restricts to a homeomorphism on S (Rd) and to a unitary oper-
ator on L2(Rd).
Assume that ω, v ∈ L∞loc(R
d) are positive (weight) functions. Then ω
is called v-moderate if
ω(x+ y) ≤ Cω(x)v(y) (1.1)
for some constant C which is independent of x, y ∈ Rd. If v in (1.1) can
be chosen as a polynomial, then ω is called polynomially moderated.
We let P(Rd) be the set of all polynomially moderated functions on
Rd.
Assume that ω ∈ P(R2d). Then the (weighted) Fourier Lebesgue
space FLq(ω)(R
d) is the Banach space which consists of all f ∈ S ′(Rd)
such that
‖f‖FLq
(ω)
= ‖f‖FLq
(ω),x
≡ ‖f̂ · ω(x, ·)‖Lq <∞. (1.2)
Remark 1.1. It might not seem to be natural to permit weights ω(x, ξ)
in (1.2) that are dependent on both x and ξ, since f̂(ξ) only depends on
ξ. We note that the fact that ω is v-moderate for some v ∈ P(R2d) im-
plies that different choices of x give rise to equivalent norms. Therefore,
the condition ‖f‖FLq
(ω),x
<∞ is independent of x.
Due to Remark 1.1 we usually assume that the weights for the Fourier
Lebesgue spaces only depend on ξ. Thus, with ω0(ξ) = ω(0, ξ) ∈
3
P(Rd), we have
f ∈ FLq(ω)(R
d) = FLq(ω0)(R
d) ⇐⇒ ‖f‖FLq
(ω0)
≡ ‖f̂w0‖Lq <∞.
The convention of indicating weight functions with parenthesis is
used also in other situations. For example, if ω ∈ P(Rd), then Lp(ω)(R
d)
is the set of all measurable functions f on Rd such that fω ∈ Lp(Rd),
i. e. such that ‖f‖Lp
(ω)
≡ ‖fω‖Lp is finite.
Let X be an open set in Rd. Then the local Fourier Lebesgue space
FLq(ω),loc(X) consists of all f ∈ D
′(X) such that ϕf ∈ FLq(ω)(R
d)
for each ϕ ∈ C∞0 (X). The topology in FL
q
(ω),loc(X) is defined by the
family of seminorms f 7→ ‖ϕf‖FLq
(ω)
, where ϕ ∈ C∞0 (X).
We note that if ω ∈ P(Rd), then
FLq(ω)(R
d) ⊆ FLq(ω),loc(X). (1.3)
In fact, if f ∈ FLq(ω)(R
d), ϕ ∈ C∞0 (X) and if v ∈ P(R
d) is chosen
such that ω is v moderate, then Young’s inequality gives
‖ϕf‖FLq
(ω)
= ‖F (ϕf)ω‖Lq = (2pi)
−d/2‖(ϕ̂ ∗ f̂ )ω‖Lq
≤ (2pi)−d/2‖|ϕ̂ v| ∗ |f̂ ω|‖Lq ≤ C‖f̂ ω‖Lq = C‖f‖FLq
(ω)
,
where C = (2pi)−d/2‖ϕ̂ v‖L1 <∞. This proves (1.3).
Next we show that FLq(ω),loc(X) increases with q and decreases with
ω, i. e.
FLq1(ω1),loc(X) ⊆ FL
q2
(ω2),loc
(X), when q1 ≤ q2 and ω2 ≤ Cω1. (1.4)
The decrease with respect to ω = ω0 is straightforward. It remains
to show the increase with respect to q. Assume, without any loss of
generality, that f ∈ E ′(X) and ϕ ∈ C∞0 (R
d) are such that ϕ ≡ 1 in
supp f , and choose p ∈ [1,∞] such that 1/q1 + 1/p = 1/q2 + 1. Then,
for a v-moderate weight ω, it follows from Young’s inequality that
‖f‖FLq2
(ω0)
≤ C‖(ϕ̂ ∗ f̂ )ω0‖Lq2
≤ C‖|ϕ̂v| ∗ |f̂ω|‖Lq2 ≤ C‖ϕ̂v‖Lp‖f̂ω‖Lq1 ,
for some positive constant C. Since ϕ̂ ∈ S (Rd), it follows that
‖f‖FLq2
(ω0)
≤ C‖f‖FLq1
(ω0)
, when q1 ≤ q2, f ∈ E
′(X),
and the assertion follows.
When ω0(ξ) = 〈ξ〉
s it is convenient to set
FLqs(R
d) = FLq(ω0)(R
d), FLqs,loc(X) = FL
q
(ω0),loc
(X).
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Furthermore, if ω(x) = 〈x〉s, s ∈ R, then we use the notation Lps(R
d)
instead of Lp(ω)(R
d). We also omit the indices of weights when ω ≡ 1,
i. e. we set
FLq = FLq(ω), FL
q
loc = FL
q
(ω),loc, L
p = Lp(ω), when ω ≡ 1.
Recall that if f ∈ D ′(Rd) then the wave front set of f , WF (f) is
the set of points (x0, ξ0) ∈ R
d × (Rd \ 0) such that for no conical
neighborhoods X × Γξ0 of (x0, ξ0), no χ ∈ C
∞
0 (X) with χ(x0) 6= 0, and
no constants CN depending on N only, we have
|F (χf)(ξ)| ≤ CN〈ξ〉
−N/2, ξ ∈ Γξ0 , and N ∈ N.
Next we define wave front set with respect to Fourier Lebesgue
spaces.
Assume that ω ∈ P(R2d), Γ ⊆ Rd \0 is an open cone and q ∈ [1,∞]
are fixed. For any f ∈ S ′(Rd), let
|f |
FLq,Γ
(ω),x
≡
(∫
Γ
|f̂(ξ)ω(x, ξ)|q dξ
)1/q
(1.5)
(with obvious interpretation when q = ∞). We note that | · |
FLq,Γ
(ω),x
defines a semi-norm on S ′(Rd) which might attain the value +∞.
Since ω is v-moderate for some v ∈ P(R2d), it follows that different
x ∈ Rd gives rise to equivalent semi-norms |f |
FLq,Γ
(ω),x
. Furthermore, if
Γ = Rd \ 0, f ∈ FLq(ω)(R
d) and q <∞, then |f |
FLq,Γ
(ω),x
agrees with the
Fourier Lebesgue norm ‖f‖FLq
(ω),x
of f .
We let ΘFLq
(ω)
(f) be the set of all ξ ∈ Rd\0 such that |f |
FLq,Γ
(ω),x
<∞,
for some Γ = Γξ. We also let ΣFLq
(ω)
(f) be the complement of ΘFLq
(ω)
(f)
in Rd \ 0. Then ΘFLq
(ω)
(f) and ΣFLq
(ω)
(f) are open respectively closed
subsets in Rd \ 0, which are independent of the choice of x ∈ Rd in
(1.5). We have now the following result, see [23].
Proposition 1.2. Assume that q ∈ [1,∞], χ ∈ S (Rd), and that ω ∈
P(R2d). Also assume that f ∈ E ′(Rd). Then
ΣFLq
(ω)
(χf) ⊆ ΣFLq
(ω)
(f). (1.6)
Definition 1.3. Assume that q ∈ [1,∞], X ⊆ Rd is open, f ∈ D ′(X),
ω0 ∈ P(R
d) and ω ∈ P(R2d) are such that ω0(ξ) = ω(y0, ξ) for some
y0 ∈ R
d. The wave-front set
WFFLq
(ω0)
(f) ≡WFFLq
(ω)
(f)
with respect to FLq(ω0)(R
d) = FLq(ω)(R
d) consists of all pairs (x0, ξ0)
in X × (Rd \ 0) such that
ξ0 ∈ ΣFLq
(ω0)
(χf) = ΣFLq
(ω)
(χf)
holds for each χ ∈ C∞0 (X) such that χ(x0) 6= 0.
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We note that WFFLq
(ω0)
(f) in Definition 1.3 is a closed set in X ×
(Rd \ 0), which is independent of the choice of y0 ∈ R
d and p ∈ [1,∞],
since its complement is open in X × (Rd \ 0).
The following proposition shows that the wave-front set WFFLq
(ω)
(f)
decreases with respect to the parameter q and increases with respect
to the weight function ω, when f ∈ D ′(X) is fixed. We refer to [23,
Proposition 2.3] for the proof.
Proposition 1.4. Assume that X is an open subset of Rd, f ∈ D ′(X),
qj ∈ [1,∞] and ωj ∈ P(R
2d) for j = 1, 2 satisfy
q1 ≤ q2, and ω2(x, ξ) ≤ Cω1(x, ξ), (1.7)
for some postivie constant C which is independent of x, ξ ∈ Rd. Then
WFFLq2
(ω2)
(f) ⊆WFFLq1
(ω1)
(f).
We remark that several properties for wave-front sets of Fourier
Lebesgue types can be found in [23]. For example, it follows from [23,
Theorem 3.1] that
WFFLq
(ωϑ)
(∂jf) ⊆WFFLq
(ω)
(f), ϑ(ξ) = (1 + |ξ|2)1/2. (1.8)
The following proposition describes the relation between the classical
wave-front set, analytic wave-front sets and wave-front sets of Fourier
Lebesgue types. Here recall that WFA(f) denotes the analytic wave-
front set (cf. [18, Section 8.4]) of a distribution f .
Proposition 1.5. Let q ∈ [1,∞] X ⊆ Rd be open, f ∈ D ′(X) and
(x0, ξ0) ∈ X × (R
d \ 0). Then the following conditions are equivalent:
(1) (x0, ξ0) 6∈ WFFLq
(ω0)
(f);
(2) there exists g ∈ FLq(ω0)(R
d) (g ∈ FLq(ω0),loc(X)) such that
(x0, ξ0) 6∈ WF (f − g);
(3) there exists g ∈ FLq(ω0)(R
d) (g ∈ FLq(ω0),loc(X)) such that
(x0, ξ0) 6∈ WFA(f − g).
For the proof we need the following result on multiplications of ele-
ments in Fourier Lebesgue spaces. Here the involved exponents should
satisfy
1
q1
+
1
q2
= 1 +
1
q
(1.9)
or
1
q1
+
1
q2
≥ 1 +
1
q
. (1.9)′
Lemma 1.6. Assume that X ⊆ Rd is open, q, q1, q2 ∈ [1,∞] and that
ω, ω1, ω2 ∈ P(R
d) satisfy
ω(ξ1 + ξ2) ≤ Cω1(ξ1)ω2(ξ2), (1.10)
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for some constant C which is independent of ξ1, ξ2 ∈ R
d. Then the
following is true:
(1) if (1.9) holds, then the map (f1, f2) 7→ f1f2 from S (R
d) ×
S (Rd) to S (Rd) extends uniquely to a continuous mapping
from FLq1(ω1)(R
d)×FLq2(ω2)(R
d) to FLq(ω)(R
d);
(2) if (1.9)′ holds, then the map (f1, f2) 7→ f1f2 from C
∞
0 (X) ×
C∞0 (X) to C
∞
0 (X) extends uniquely to a continuous mapping
from FLq1(ω1),loc(X)×FL
q2
(ω2),loc
(X) to FLq(ω),loc(X).
Proof. (1) We must have that q1 < ∞ or q2 < ∞ in view of (1.9).
Therefore assume that q2 < ∞, and let f1 ∈ FL
q1
(ω1)
(Rd) and f2 ∈
S (Rd).
By (1.10) it follows that
|(f̂1 ∗ f̂2)(ξ)ω(ξ)| ≤ C(|f̂1ω1| ∗ |f̂2ω2|)(ξ),
for some constant C. Hence, by Young’s inequality we get
‖f1f2‖FLq
(ω)
≤ C‖ |f̂1ω1| ∗ |f̂2ω2| ‖Lq ≤ C‖f̂1ω1‖Lq1‖f̂2ω2‖Lq2 .
The assertion (1) now follows from this estimate and the fact that
S (Rd) is dense in FLq2(ω2)(R
d), since q2 <∞.
The assertion (2) is an immediate consequence of (1.3), (1.4) and
(1). The proof is complete. 
Proof of Proposition 1.5. The idea for the proof is the same as for the
proof of [19, Proposition 8.2.6] (see also [24]). For the sake of complete-
ness, and since similar arguments will be used later on, we give a proof
here.
Since wave-front sets are locally defined, we may assume g ∈ FLq(ω0),loc(X)
in (2) and (3). Assume that (2) holds. Then it follows that for some
open subset X0 of X and for some Γ = Γξ0 we have
|F (χ(f − g))(ξ)| ≤ CN,χ〈ξ〉
−N , N = 1, 2, . . . , ξ ∈ Γ, (1.11)
when χ ∈ C∞0 (X0). In particular it follows that |χ(f−g)|FLq,Γ
(ω0)
is finite.
Since g ∈ FLq(ω0)(R
d), it follows that |χg|
FLq,Γ
(ω0)
is finite, by Lemma
1.6 (1). This implies that |χf |
FLq,Γ
(ω0)
< ∞ for each χ ∈ C∞0 (X0), and
(1) holds.
Conversely, if (x0, ξ0) /∈ WFFLq
(ω0)
(f), then there exists a conical
neighborhood X0 × Γ of (x0, ξ0) such that
|χf |
FLq,Γ
(ω0)
<∞, when χ ∈ C∞0 (X0), (1.12)
in view of Proposition 1.2.
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Now let χ1, χ ∈ C
∞
0 (X0) be chosen such that χ(x0) 6= 0 and χ1 = 1
in the support of χ, and let g be defined by the formula
ĝ(ξ) =
{
F (χ1f)(ξ), if ξ ∈ Γ
0, if ξ 6∈ Γ.
Then g ∈ FLq(ω0)(R
d) and
|F (χ1f − g)(ξ)| ≤ CN〈ξ〉
−N , N = 0, 1, 2, . . . , (1.13)
when ξ ∈ Γ, since the left-hand side in (1.13) is identically equal to
zero.
By [18, Lemma 8.1.1] and its proof, it follows that (1.13) holds after
χf − g is replaced by χ1(χf − g), and Γ is replaced by a smaller con-
ical neighborhood of ξ0, if necessary. Since χ1χ = χ1, it follows that
(1.11) holds, which means that (x0, ξ0) /∈ WF (f − g). This proves the
equivalence between (1) and (2).
Since WF (f) ⊆ WFA(f) for each distribution f , it follows that (2)
holds when (3) is fulfilled. Assume instead that (2) holds. Then for
some h ∈ C∞(X) we have (x0, ξ0) /∈ WFA(f − g − h), in view of the
remark before [18, Corollary 8.4.16]. Since C∞(X) ⊆ FLq(ω0),loc(X), it
follows that g1 = g+h ∈ FL
q
(ω0),loc
(X). Hence (3) holds, and the result
follows. 
Next we recall wave-front sets of superior type, which, together with
wave-front sets of inferior type, were considered in [23]. Let q ∈ [1,∞].
For each s0 ∈ R ∪ {∞} and f ∈ E
′(Rd), we let Θsup
FLqs0
(f) be the set
of all ξ ∈ Rd \ 0 such that for some Γ = Γξ and each s < s0 we have
|f |
FLq,Γs
<∞. We also let Σsup
FLqs0
(f) be the complement in Rd×(Rd\0)
of Θsup
FLqs0
(f).
Definition 1.7. Assume that s0 ∈ R∪{∞}, and let f ∈ D
′(X). Then
the wave-front set of superior type,WF sup
FLqs0
(f) of f , consists of all pairs
(x0, ξ0) in X × (R
d \ 0) such that for no χ ∈ C∞0 (X) with χ(x0) 6= 0,
and no Γ = Γξ0 it holds |χf |FLq,Γs <∞, for each s < s0.
It follows thatWF sup
FLqs0
(f) consists of all pairs (x0, ξ0) in X×(R
d\0)
such that ξ0 ∈ Σ
sup
FLqs0
(χf) holds for each χ ∈ C∞0 (X) such that χ(x0) 6=
0. The following result follows from Remark 4.2 in [23].
Proposition 1.8. Let f ∈ D ′(X). Then WF sup
FLq∞
(f) = WF (f).
In the definition ofWF sup
FLq∞
(f) the corresponding cone Γ is fixed and
independent on s. However, one may consider the following situation.
Proposition 1.9. Let f ∈ D ′(X), X be open in Rd and (x0, ξ0) ∈
X × (Rd \ 0). Then the following conditions are equivalent:
(1) (x0, ξ0) /∈ ∪s≥0WFFLqs(f);
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(2) for every s ≥ 0 there exists an open subset Xs ⊂ X and gs ∈
FLqs,loc(Xs) such that (x0, ξ0) 6∈ WF (f − gs);
(3) for every s ≥ 0, there exists χs ∈ C
∞
0 (X), χs ≡ 1 in a neigh-
borhood of x0, and a cone Γs = Γs,ξ0 such that |χsf |FLq,Γss <∞.
Proposition 1.9 follows immediately from Definition 1.3, Proposition
1.4 and the proof of Proposition 1.5.
The next proposition follows immediately if we replace Γs with R
d
in Proposition 1.9 (3), and use compactness arguments.
Proposition 1.10. Let f ∈ D ′(X) and assume that the conditions
(1)–(3) in Proposition 1.9 hold for some x0 ∈ X and every ξ0 ∈ R
d \ 0.
Then for every s ≥ 0 there exists χs ∈ C
∞
0 (X), χs(x0) 6= 0 such that
χsf ∈ FL
q
s.
By the above definitions it follows that
∪s≥0 WFFLqs(f) ⊆WF (f). (1.14)
The next example shows that the embedding in (1.14) might be strict.
Example 1.11. Let q ∈ [1,∞] and ([an, bn])n∈N be a sequence of
disjoint intervals so that an ց 0 and bn < an+1, n ∈ N. Also let
fn ∈ FL
q
n+2(R) \ FL
q
n+3(R) be such that supp fn ⊆ [an, bn] and let
Mn ≡ supx∈[an,bn] |fn(x)|, n ∈ N. Then Mn < ∞, since FL
q
n+2(R) ⊆
FL1(R) ⊆ L∞(R), when n ≥ 0. In particular,
f ≡
∞∑
n=0
1
n2Mn
fn
is well-defined. By the construction we have that (0, ξ0) 6∈ ∪s≥0WFFLqs(f)
for any fixed ξ0 ∈ R \ 0. On the other hand, (0, ξ0) ∈ WF (f), when
ξ0 ∈ R \ 0.
2. Convolution properties for wave-front sets in Fourier
Lebesgue spaces
In this section we prove that convolution properties, valid for stan-
dard wave-front sets of Ho¨rmander type, also hold for the wave-front
sets of Fourier Lebesgue types. We first consider convolutions for dis-
tributions in Fourier Lebesgue spaces.
Lemma 2.1. Assume that q, q1, q2 ∈ [1,∞] and ω, ω1, ω2 ∈ P(R
d)
satisfy
1
q1
+
1
q2
=
1
q
and ω(ξ) ≤ Cω1(ξ)ω2(ξ), (2.1)
for some C > 0 which is independent of ξ ∈ Rd. Then the convolution
map (f1, f2) 7→ f1 ∗ f2 from S (R
d) × S (Rd) to S (Rd) extends to
a continuous mapping from FLq1(ω1)(R
d)×FLq2(ω2)(R
d) to FLq(ω)(R
d).
This extension is unique if q1 <∞ or q2 <∞.
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Proof. First we assume that q2 < ∞, and we let f ∈ FL
q1
(ω1)
(Rd) and
f2 ∈ S (R
d). Then q <∞, and f1 ∗ f2 is well-defined as an element in
S ′(Rd). By (2.1) and Ho¨lder’s inequality we get
‖f1 ∗ f2‖FLq
(ω)
= (2pi)d/2‖f̂1f̂2ω‖Lq ≤ C‖f̂1ω1‖Lq1‖f̂2ω2‖Lq2 ,
for some positive constant C. This gives
‖f1 ∗ f2‖FLq
(ω)
≤ (2pi)d/2C‖f1‖FLq1
(ω1)
‖f2‖FLq2
(ω2)
. (2.2)
The result now follows in this case from the fact that S is dense in
FLq2s2, and by similar arguments, the result follows when q1 <∞.
It remains to consider the case q1 = q2 =∞. We note that
f1 ∗ f2 = (2pi)
d/2
F (f̂1 · f̂2) (2.3)
holds when f1, f2 ∈ S (R
d). The asserted extension follows if we prove
that the right-hand side of (2.3) exists for fj ∈ FL
∞
(ωj)
(Rd), j = 1, 2,
and defines an element in FL∞(ω)(R
d).
By the assumption we have that f̂1 and f̂2 are measurable and essen-
tially bounded by some polynomials. Hence the product f̂1f̂2 is well-
defined as a measurable function and essentially bounded by an appro-
priate polynomial. By (2.3) it follows that f1 ∗ f2 is well-defined as an
element in S ′(Rd). Furthermore,
‖f1 ∗ f2‖FL∞
(ω)
= (2pi)d/2‖f̂1 f̂2ω‖L∞ ≤ (2pi)
d/2C‖(f̂1ω1) (f̂2ω2)‖L∞
≤ (2pi)d/2C‖f̂1ω1‖L∞‖f̂2ω2‖L∞ = C‖f1‖FL∞
(ω1)
‖f2‖FL∞
(ω2)
,
and the result follows. 
Proposition 2.2. Assume that q, q1, q2 ∈ [1,∞] and ω, ω1, ω2 ∈ P(R
d)
satisfy (2.1), and that f1 ∈ FL
q1
(ω1),loc
(Rd) and f2 ∈ D
′(Rd) are such
that f1 or f2 has compact support. Then
WFFLq
(ω)
(f1∗f2) ⊆ { (x+y, ξ) ; x ∈ supp f1 and (y, ξ) ∈ WFFLq2
(ω2)
(f2) }.
For the proof we let Br(x0) be the open ball in R
d with radius r > 0
and center at x0 ∈ R
d.
Proof. From the local property of the wave-front sets (cf. Proposition
2.1 in [23]), and the fact that one of f1 and f2 has compact support, it
follows from (1.3) that we may assume that f1 ∈ E
′(Rd)∩FLq1(ω1)(R
d)
and f2 ∈ E
′(Rd).
Let (x0, ξ0) be chosen such that (y, ξ0) /∈ WFFLq2
(ω2)
(f2) when x ∈
supp f1 and x0 = x + y, and let F (x, t) = f2(x − t)f1(t). Since f1 and
f2 have compact support, it follows by the definition that for some
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Γ = Γξ0 ,
y1, . . . , yn ∈ R
d, r > 0, r0 > 0,
χ ∈ C∞0 (Br(0)), χ0 ∈ C
∞
0 (Br0(x0)), and χ1 ∈ C
∞
0 (R
d),
with χ0 = 1 in a neighborhood of x0, we have
|χ( · − yj)f2|FLq2,Γ
(ω2)
<∞, 1 ≤ j ≤ n (2.4)
and
n∑
j=1
χ(x− t− yj)χ1(t) ≡ 1
when x ∈ suppχ0 and t belongs to
{ t ∈ Rd ; (x, t) ∈ suppF for some x ∈ suppχ0 }.
By Ho¨lder’s inequality we get
|χ0(f1 ∗ f2)|FLq,Γ
(ω)
≤ C
n∑
j=1
|((χ1f1) ∗ (χ( · − yj)f2)|FLq,Γ
(ω)
≤ C
n∑
j=1
‖(F (χ1f1)ω1) (F (χ( · − yj)f2)ω2)‖Lq(Γ)
≤ C
n∑
j=1
‖F (χ1f1)ω1‖Lq1 (Γ)‖F (χ( · − yj)f2)ω2‖Lq2(Γ),
for some positive constant C. Since the right-hand side is finite in the
view of (2.4), it follows that (x0, ξ0) /∈ WFFLq
(ω)
(f1 ∗ f2), and the result
follows. 
Remark 2.3. Assume that f1 ∈ D
′(Rd) and f2 ∈ E
′(Rd). Proposition
2.2 in combination with the fact that
∪ω∈PFL
q
(ω),loc(R
d) = D ′(Rd)
and Proposition 1.8 can be used to prove
WF (f1 ∗ f2) ⊆ { (x+ y, ξ) ; (x, ξ) ∈ WF (f1) and (y, ξ) ∈ WF (f2) }.
3. Multiplication in Fourer-Lebesgue spaces
In this section we discuss the problem of multiplication in FLqs(R
d)
and FLqs,loc(X). We start with a Young type result parallel to Lemma
1.6.
Lemma 3.1. Assume that q, q1, q2 ∈ [1,∞] satisfy (1.9) or (1.9)
′ and
s, s1, s2 ∈ R satisfy
s1 + s2 ≥ 0, and s ≤ min(s1, s2). (3.1)
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Then the following is true:
(1) if (1.9) holds, then the map (f1, f2) 7→ f1f2 from S (R
d) ×
S (Rd) to S (Rd) extends uniquely to a continuous mapping
from FLq1s1(R
d)×FLq2s2(R
d) to FLqs(R
d);
(2) if (1.9)′ holds, then the map (f1, f2) 7→ f1f2 from C
∞
0 (X) ×
C∞0 (X) to C
∞
0 (X) extends uniquely to a continuous mapping
from FLq1s1,loc(X)×FL
q2
s2,loc
(X) to FLqs,loc(X).
Proof. We may assume that s = min(s1, s2), and we only prove the re-
sult when s = s2. The other case (s = s1) follows by similar arguments
and is left for the reader. We claim that s1 ≥ |s2|.
In fact, this is obviously true when s2 ≥ 0. If instead s2 < 0 and
s1 fulfills s1 < |s2| = −s2, then s1 + s2 < 0, which contradics (3.1).
This proves that s1 ≥ |s2|, which in turn implies that if ω(ξ) = 〈ξ〉
s,
ω1(ξ) = 〈ξ〉
s1, and ω2(ξ) = 〈ξ〉
s2, then ω(ξ1+ξ2) ≤ Cω1(ξ1)ω2(ξ2) holds
for some constant C which is independent of ξ1, ξ2 ∈ R
d. The result
now follows from Lemma 1.6. 
As in [23] we denote by Lp,q1 (R
2d), p, q ∈ [1,∞], the mixed-norm
space which consists of all F ∈ L1loc(R
2d) such that
‖F‖Lp,q1 ≡
(∫ (∫
|F (ξ, η)|p dξ
)q/p
dη
)1/q
is finite (with the usual modifications if p = ∞ or if q = ∞). We also
let Lp,q2 (R
2d) be the set of all F ∈ L1loc(R
2d) such that
‖F‖Lp,q2 ≡
(∫ (∫
|F (ξ, η)|q dη
)p/q
dξ
)1/p
is finite.
The next result agrees with [19, Lemma 8.3.2] when q = 2. Here we
consider extensions of the map
(f, g) 7→ TF (f, g)(ξ) =
∫
F (ξ, η)f(η)g(ξ − η)dη,
from C∞0 (R
d)× C∞0 (R
d) to S ′(Rd),
(3.2)
when F ∈ L1loc(R
2d).
Proposition 3.2. Let q ∈ [1,∞]. Then the following is true:
(1) if F ∈ L∞,q
′
2 (R
2d), then the map in (3.2) extends uniquely to a
continuous mapping from Lq(Rd)×Lq(Rd) to Lq(Rd). Further-
more
‖TF (f, g)‖Lq ≤ ‖F‖L∞,q′2
‖f‖Lq‖g‖Lq (3.3)
holds for every F ∈ L∞,q
′
2 (R
2d) and f, g ∈ Lq(Rd);
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(2) if q > 2, F ∈ Lq,∞1 (R
2d), and r > d(1 − 2/q), then the map in
(3.2) extends uniquely to a continuous mapping from Lq(Rd)×
Lqr(R
d) to Lq(Rd). Furthermore
‖TF (f, g)‖Lq ≤ C‖F‖Lq,∞1 ‖f‖Lq‖g‖L
q
r
, (3.4)
for some constant C which is independent of F ∈ Lq,∞1 (R
2d),
f ∈ Lq(Rd) and g ∈ Lqr(R
d);
(3) if 1 ≤ q ≤ 2 and F ∈ Lq
′,∞
1 (R
2d), then the map in (3.2) extends
uniquely to a continuous mapping from Lq(Rd) × Lq(Rd) to
Lq(Rd). Furthermore
‖TF (f, g)‖Lq ≤ ‖F‖Lq′,∞1
‖f‖Lq‖g‖Lq (3.5)
holds for every F ∈ Lq
′,∞
1 (R
2d) and f, g ∈ Lq(Rd).
Proof. The assertion (1) is obvious when q = ∞. Therefore assume
that q <∞ and that f, g ∈ C∞0 . By Ho¨lder’s inequality we get(∫
|TF (f, g)(ξ)|
q dξ
)1/q
≤
(∫ (∫
|F (ξ, η)|q
′
dη
)q/q′( ∫
|f(η)g(ξ − η)|q dη
)
dξ
)1/q
≤ ‖F‖
L∞,q
′
2
(∫ ∫
|f(η)|q|g(ξ− η)|q dηdξ
)1/q
≤ ‖F‖
L∞,q
′
2
‖f‖Lq‖g‖Lq .
The result now follows from the fact that C∞0 is dense in L
q when
q <∞.
(2) Let h ∈ C0(R
d) if q < ∞ and h ∈ L1(Rd) if q = ∞. We claim
that
〈TF (f, g), h〉 = 〈TG(h, gˇ), f〉, (3.6)
where G(η, ξ) = F (ξ, η) and gˇ(ξ) = g(−ξ).
In fact, we have
〈TF (f, g), h〉 =
∫∫
F (ξ, η)f(η)g(ξ − η)h(ξ) dξdη
=
∫∫
G(ξ, η)h(η)gˇ(ξ − η)f(ξ) dηdξ
=
∫
TG(h, gˇ)(ξ)f(ξ) dξ = 〈TG(h, gˇ), f〉,
and the assertion follows.
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We note that ‖G‖L∞,q2 = ‖F‖L
q,∞
1
. Hence assertion (1), (3.3) and
(3.6) give
|〈TF (f, g), h〉| = |〈TG(h, gˇ), f〉| ≤ ‖TG(h, gˇ)‖Lq′‖f‖Lq
≤ ‖G‖L∞,q2 ‖f‖Lq‖h‖Lq′‖g‖Lq′ = ‖F‖L
q,∞
1
‖f‖Lq‖h‖Lq′‖g‖Lq′ .
Furthermore, by letting q0 = q/(q−2), it follows that 1/q+1/q0 = 1/q
′.
Hence Ho¨lder’s inequality gives
‖g‖Lq′ = ‖(g〈 · 〉
r)〈 · 〉−r‖Lq′ ≤ C‖g〈 · 〉
r‖Lq = C‖g‖Lqr ,
where
C = ‖〈 · 〉−r‖Lq0 <∞.
Here the latter inequality follows from the fact that
rq0 > d(1− 2/q)q/(q − 2) = d.
The assertion (2) now follows by combining these estimates and duality.
(3) Let S be the trilinear map S(F, f, g) = TF (f, g), when F ∈
Lp,∞1 (R
2d), 1 ≤ p ≤ ∞, and f, g ∈ S (Rd). By straightforward compu-
tations it follows that S extends to a continuous map from L∞,∞1 (R
2d)×
L1(Rd)× L1(Rd) to L1(Rd) with norm 1.
Furthermore, by Cauchy-Schwartz inequality it also follows that S
extends to a continuous map from L2,∞1 (R
2d) × L2(Rd) × L2(Rd) to
L2(Rd) with norm 1. (See also [19, Lemma 8.3.2].)
Next let Lp,q1 (R
2d) be the completion of S (R2d) under the norm ‖ ·
‖Lp,q1 . Then it follows from Chapter 5 in [1] that complex interpolation
spaces (Lp1,q11 ,L
p2,q2
1 )[θ] and (L
q1 , Lq2)[θ] are given by
(Lp1,q11 ,L
p2,q2
1 )[θ] = L
p,q
1 and (L
q1 , Lq2)[θ] = L
q
respectively, where p, pj, q, qj ∈ [1,∞] satisfy
1− θ
p1
+
θ
p2
=
1
p
and
1− θ
q1
+
θ
q2
=
1
q
.
For each 1 ≤ q ≤ 2 it now follows by multi-linear interpolation
(cf. Theorem 4.4.1 in [1]), that S extends to a continuous map from
Lq
′,∞
1 (R
2d) × Lq(Rd) × Lq(Rd) to Lq(Rd), with norm 1, since this is
true for q ∈ {1, 2}. In particular we have
‖TF (f, g)‖Lq ≤ ‖F‖Lq′,∞1
‖f‖Lq‖g‖Lq , (3.7)
when F ∈ C∞0 (R
2d), f, g ∈ C∞0 (R
d) and 1 < q < 2.
Now we assume that 1 < q < 2 and that F ∈ Lq
′,∞
1 (R
2d) is arbitrary,
and we take a sequence Fj in C
∞
0 (R
2d) which converges to F with
respect to the weak∗ topology in Lq
′,∞
1 (R
2d) as j turns to ∞. This is
possible since C∞0 (R
2d) is weakly dense in Lq
′,∞
1 (R
2d) when 1 < q′.
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Then TF (f, g) is well-defined and smooth when f, g ∈ C
∞
0 (R
d), and
since
lim
j→∞
‖TFj (f, g)‖Lq = ‖TF (f, g)‖Lq , and lim
j→∞
‖Fj‖Lq′,∞1
= ‖F‖
Lq
′,∞
1
,
it follows that TF (f, g) ∈ L
q(Rd) and that (3.7) holds when F ∈
Lq
′,∞
1 (R
2d) and f, g ∈ C∞0 (R
d).
The result now follows for general F ∈ Lq
′,∞
1 (R
2d) and f, g ∈ Lq(Rd)
by standard limit arguments, using the fact that C∞0 (R
d) is dense in
Lq(Rd) when 1 < q < 2. The proof is complete. 
Remark 3.3. If the hypothesis in Proposition 3.2 is fulfilled, andG(ξ, η) =
F (ξ, ξ−η), then the proof of Proposition 3.2 gives that the conclusions
in that proposition still hold after TF has been replaced by TG.
The next result agrees with Theorem 8.3.1 in [19] when q = 2. Here
we assume that s, s1 and s2 satisfy
0 ≤ s1 + s2 and s ≤ s1 + s2 − d/q
′, (3.8)
Theorem 3.4. Assume that q ∈ [1,∞], and let r ≥ 0 be such that
r > d(1 − 2/q) when q > 2, and r = 0 when 1 ≤ q ≤ 2. Also assume
that s, sj ∈ R satisfy s ≤ sj for j = 1, 2 and (3.8), where the former
inequality in (3.8) is strict when s = −min(d/q, d/q′), and the latter
inequality is strict when s1 = d/q
′ or s2 = d/q
′. Then the following is
true:
(1) the map (f1, f2) 7→ f1f2 from S (R
d) × S (Rd) to S (Rd) ex-
tends uniquely to a continuous mapping from FLqs1(R
d)×FLqs2+r(R
d)
to FLqs(R
d). Furthermore,
‖f1f2‖FLqs ≤ C‖f1‖FLqs1‖f2‖FL
q
s2+r
,
for some constant C which is independent of f1 ∈ FL
q
s1
(Rd)
and f2 ∈ FL
q
s2+r(R
d);
(2) for any open set X inRd, the map (f1, f2) 7→ f1f2 from C
∞
0 (X)×
C∞0 (X) to C
∞
0 (X) extends uniquely to a continuous mapping
from FLqs1,loc(X)×FL
q
s2+r,loc
(X) to FLqs,loc(X).
Since products are defined locally, Theorem 3.4 (2) is an immediate
consequence of Theorem 3.4 (1).
We need the following lemma for the proof, concerning different in-
tegrals of the function
F (ξ, η) = 〈ξ〉t0〈ξ − η〉t1〈η〉t2 , (3.9)
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where t0, t1, t2 ∈ R. These integrals are evaluated with respect to ξ or
η, over the sets
Ω1 = { (ξ, η) ∈ R
2d ; 〈η〉 < δ〈ξ〉 },
Ω2 = { (ξ, η) ∈ R
2d ; 〈ξ − η〉 < δ〈ξ〉 },
Ω3 = { (ξ, η) ∈ R
2d ; δ〈ξ〉 ≤ min(〈η〉, 〈ξ − η〉), |ξ| ≤ R },
Ω4 = { (ξ, η) ∈ R
2d ; δ〈ξ〉 ≤ 〈ξ − η〉 ≤ 〈η〉, |ξ| > R },
Ω5 = { (ξ, η) ∈ R
2d ; δ〈ξ〉 ≤ 〈η〉 ≤ 〈ξ − η〉, |ξ| > R },
(3.10)
for some positive constants δ and R.
Lemma 3.5. Assume that F is given by (3.9) and that Ω1, . . . ,Ω5 are
given by (3.10), for some constants 0 < δ < 1 and R ≥ 4/δ. Also let
Fj = χΩjF and p ∈ [1,∞]. Then, for some positive constant C, the
following is true:
(1)
‖F1(ξ, ·)‖Lp ≤
C〈ξ〉
t0+t1
(
1 + 〈ξ〉t2+d/p
)
, t2 6= −d/p,
C〈ξ〉t0+t1
(
1 + log〈ξ〉
)1/p
, t2 = −d/p;
(2)
‖F2(ξ, ·)‖Lp ≤
C〈ξ〉
t0+t2
(
1 + 〈ξ〉t1+d/p
)
, t1 6= −d/p,
C〈ξ〉t0+t2
(
1 + log〈ξ〉
)1/p
, t1 = −d/p;
(3) ‖F3( · , η)‖Lp ≤ C〈η〉
t1+t2;
(4) if j = 4 or j = 5, then
‖Fj( · , η)‖Lp ≤

C〈η〉t0+t1+t2+d/p, t0 > −d/p,
C〈η〉t1+t2
(
1 + log〈η〉
)1/p
, t0 = −d/p,
C〈η〉t1+t2 , t0 < −d/p.
Proof. In Ω1 we have that 〈η〉 ≤ δ〈ξ〉, which implies that
C−1〈ξ〉 ≤ 〈ξ − η〉 ≤ C〈ξ〉
for some positive constant C. This gives
|F1(ξ, η)| ≤ C〈ξ〉
t0+t1〈η〉t2 ,
for some positive constant C. By applying the Lp-norm with respect to
the η-variable, and using the fact that |η| ≤ 〈η〉 ≤ 2|η| when |η| ≥ 2,
16
we obtain
‖F1(ξ, ·)‖Lp ≤ C1〈ξ〉
t0+t1
(∫
|η|≤2
〈η〉t2p dη +
∫
2≤|η|≤〈ξ〉
|η|t2p dη
)1/p
≤ C2〈ξ〉
t0+t1
(
1 +
∫ 〈ξ〉
2
rt2p+d−1 dr
)1/p
, (3.11)
for some positive constants C1 and C2. The result is now a consequence
of the fact that the integral on the right-hand side of (3.11) is estimated
by
C(1 + 〈ξ〉t2+d/p), when t2 6= −d/p,
and
C(1 + log〈ξ〉)1/p, when t2 = −d/p,
for some positive constant C.
The assertion (2) follows by similar arguments as in the proof of (1),
after the roles for η and ξ − η have been interchanged.
Next we consider (3). Since |ξ| ≤ R in Ω3, it follows that
C−1〈η〉 ≤ 〈ξ − η〉 ≤ C〈η〉,
for some positive constant C which only depends on R. This gives
F3(ξ, η) ≤ C〈ξ〉
t0〈η〉t1+t2 ,
for some positive constant C. Since F3(ξ, η) = 0 when |ξ| > R, it follows
that
‖F3(·, η)‖Lp ≤ C〈η〉
t1+t2 ,
for some positive constant C, and (3) follows.
In order to estimate ‖F4( · , η)‖Lp, we split up Ω4 in two disjoint sets
Ω′4 = { (ξ, η) ∈ Ω4 ; R ≤ |ξ| ≤ |η|/2 }
and
Ω′′4 = { (ξ, η) ∈ Ω4 ; |η|/2 ≤ |ξ| }.
Then
‖F4( · , η)‖Lp ≤ C(J1(η) + J2(η)), (3.12)
where
J1(η) =
( ∫
(ξ,η)∈Ω′4
|F4(ξ, η)|
p dξ
)1/p
, and
J2(η) =
( ∫
(ξ,η)∈Ω′′4
|F4(ξ, η)|
p dξ
)1/p
.
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In Ω′4 we have that |η|/2 ≤ |ξ − η| ≤ |η|. Hence, if |η| ≥ 2R, then
J1(η) ≤ C
(∫
(ξ,η)∈Ω′4
(
|ξ|t0|η|t1+t2
)p
dξ
)1/p
≤ C
(∫
R≤|ξ|≤|η/2|
(
|ξ|t0|η|t1+t2
)p
dξ
)1/p
.
If instead |η| < 2R we have J1 = 0. This gives
J1(η) ≤ C〈η〉
t0+t1+t2+d/p, when t0 > −d/p,
J1(η) ≤ C〈η〉
t1+t2
(
log |η|)1/p, when t0 = −d/p
J1(η) ≤ C〈η〉
t1+t2 , when t0 < −d/p.
(3.13)
For Ω′′4 we claim that |ξ| ≤ R|ξ − η|. Admitting this for a while it
follows from the assumptions that
1
2
≤
|η|
2
≤ |ξ| ≤ R|ξ − η| ≤ R|η|.
By the first part of the proof of (4), it follows that (3.13) holds after
J1(η) is replaced by J2(η). The assertion (4) in the case j = 4 now
follows by combining these estimates with (3.12).
It remains to prove |ξ| ≤ R|ξ − η|. By the assumptions we have
16
δ2
≤ |ξ|2 ≤
4
δ2
− 1 +
4
δ2
|ξ − η|2, (3.14)
which implies that |ξ − η| ≥ 1. Hence, (3.14) gives
|ξ|2 ≤
4
δ2
− 1 +
4
δ2
|ξ − η|2 ≤
16
δ2
|ξ − η|2 = R2|ξ − η|2.
This proves that |ξ| ≤ R|ξ − η|.
The assertion (4) in the case j = 5 follows by similar arguments as
for j = 4, after the roles of η and ξ − η have been interchanged. The
proof is complete. 
Proof of Theorem 3.4. Let t0 = s, t1 = −s1, t2 = −s2, and let F , Fj
and Ωj be the same as in Lemma 3.5 for j = 1, . . . , 5, after Ω2 has been
modified into
Ω2 = { (ξ, η) ∈ R
2d ; 〈ξ − η〉 < δ〈ξ〉 } \ Ω1,
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and let TF be the same as in Proposition 3.2. Then ∪Ωj = R
2d, Ωj∩Ωk
has Lebesgue measure zero when j 6= k, and
〈ξ〉sF (f1f2)(ξ) = (2pi)
−d/2〈ξ〉sf̂1 ∗ f̂2(ξ)
= (2pi)−d/2
∫
F (ξ, η)u1(ξ − η)u2(η)dη = TF (u1, u2)
= TF1(u1, u2) + · · ·+ TF5(u1, u2)
where uj(ξ) = 〈ξ〉
sj f̂j(ξ), j = 1, 2.
By Lemma 3.5 (1) and (2) it follows that
‖Fj‖L∞,q′2
<∞, j = 1, 2 (3.15)
when j = 1, 2. Furthermore, by Lemma 3.5 (3)–(4) we get
‖Fj‖L∞,p1 <∞, j = 3, 4, 5, (3.16)
when p = max(q, q′). Hence, Proposition 3.2 (1), applied to TFj(u1, u2)
when j = 1, 2 and Proposition 3.2 (2) and (3), applied to TFj(u1, u2)
when j = 3, 4, 5, show that TFj (u1, u2) is well-defined when u1 ∈ L
q(Rd)
and u2 ∈ L
q
r(R
d), and that
‖TFj(u1, u2)‖Lq ≤ C‖u1‖Lq‖u2‖Lqr j = 1, . . . , 5. (3.17)
The result now follows from (3.17) and the following relations
‖TF (u1, u2)‖Lq = ‖f1f2‖FLqs , ‖u1‖Lq = ‖f1‖FLqs1
and ‖u2‖Lqr = ‖f1‖FLqs2+r
.
The proof is complete. 
We have now the following.
Proposition 3.6. Assume that q, q0 ∈ [1,∞] are such that q0 ≤ q,
s ≥ d/q′ when 1 ≤ q < 2 and s > d(3/q′ − 1) when 2 ≤ q ≤ ∞, and
that X ⊆ Rd is open. Then the following is true:
(1) (FLqs(R
d), · ) is an algebra, and a (left-right) FLq0s (R
d)-module.
Furthermore, if f1, . . . , fN ∈ FL
q
s(R
d) and g ∈ FLq0s (R
d), then
‖f1 · · · fN · g‖FLqs ≤ C
N+1‖f1‖FLqs · · · ‖fN‖FLqs · ‖g‖FLq0s ;
(2) (FLqs,loc(X), · ) is an algebra, and a (left-right) FL
q0
s,loc(X)-
module.
Proof. The assertion (1) in the case q0 ∈ {1, q}, follows immediately
from Lemma 3.1 and Theorem 3.4. The result now follows for general
q0 by interpolation.
Since the product is a local operation, (2) is an immediate conse-
quence of (1). The proof is complete. 
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4. Micro-local properties in the Fourer Lebesgue spaces
In this section we discuss wave-front properties of Fourier Lebesgue
types for products of distributions.
We start with the micro-local characterization of the product f1f2
when fj ∈ FL
q
sj ,loc
(X), j = 1, 2.
Theorem 4.1. Assume that q ∈ [1,∞] and let fj ∈ FL
q
sj ,loc
(X), j =
1, 2. Then the following is true:
(1) if s1 − |s2| ≥ 0 when q = 1 and s1 − |s2| > d/q
′ otherwise, then
WFFLqs2 (f1f2) ⊆ WFFL
q
|s2|
(f1);
(2) if instead s1+s2 ≥ s ≥ 0 when q = 1 and s1+s2−d/q
′ > s ≥ 0
otherwise, and s2 − s ≥ d/q
′, then
WFFLqs(f1f2) ⊆WFFLq|s2|
(f1).
We note that f1f2 in Theorem 4.1 makes sense as an element in
FLqs,loc(X), for some s ∈ R.
For the proof we need the following result parallel to Lemma 3.5.
Lemma 4.2. Assume that F is given by (3.9) and
Ω = { (ξ, η) ∈ R2d ; |η − ξ| ≥ c|ξ|, 〈ξ〉 ≥ R, 〈η〉 ≥ R },
for some c > 0 and R > 1. Also let p ∈ [1,∞] be such that t1 + t2 <
−d/p when p <∞ and t1 + t2 ≤ 0 when p =∞. Then
‖F (ξ, ·)‖Lp(Ω) ≤
{
C〈ξ〉t0, t2 ≥ −d/p,
C〈ξ〉t0(1 + 〈ξ〉t1), t2 < −d/p,
for some constant C > 0.
Proof. Again we only prove the result in the case p < ∞. The simple
modifications to the case p =∞ are left for the reader. Let
Ω1 = { (ξ, η) ∈ Ω ; |η − ξ| ≤ C|ξ| }
Ω2 = { (ξ, η) ∈ Ω ; |η − ξ| ≥ C|ξ| }
for some constant C > 3. From the assumptions it follows that
c ≤ |ξ|/〈ξ〉 ≤ 1, c ≤ |ξ − η|/〈ξ − η〉 ≤ 1,
and c ≤ |η|/〈η〉 ≤ 1,
(4.1)
for some constant c > 0. This gives
‖F (ξ, ·)‖Lp(Ω) ≤ C〈ξ〉
t0(I1 + I2) (4.2)
for some positive constant C, where
Ipj =
∫
(ξ,η)∈Ωj
|η − ξ|t1p|η|t2p dη, j = 1, 2.
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We need to estimate I1 and I2, and start by considering I1. Since
c|ξ| ≤ |η− ξ| ≤ C|ξ| and |η| ≥ C in Ω1, it follows that C ≤ |η| ≤ C1|ξ|
for some constant C1, and
Ip1 ≤ C2|ξ|
t1p
∫
C≤|η|≤C1|ξ|
|η|t2p dη
= C3|ξ|
t1p
∫ C1|ξ|
C
rt2p+d−1 dr ≤

C4|ξ|
(t1+t2)p+d, t2 > −d/p,
C4|ξ|
t1(1 + log〈ξ〉), t2 = −d/p,
C4|ξ|
t1p, t2 < −d/p,
for some positive constants C,C1, . . . C4. A combination of (4.1) and
the facts t1 < 0 when t2 = −d/p and (t1 + t2)p+ d < 0 now give
I1 ≤
{
C, t2 ≥ −d/p,
C〈ξ〉t1 , t2 < −d/p,
(4.3)
for some positive constant C.
It remains to estimate I2. From the assumptions it follows that
2−1|η| ≤ |η − ξ| ≤ 2|η| when (ξ, η) ∈ Ω2. This implies that
Ip2 ≤ C
∫
|η|≥c
|η|(t1+t2)p dη <∞. (4.4)
The result now follows by combining (4.2), (4.3) and (4.4). 
Proof of Theorem 4.1. Again we only prove the result for 1 < q < ∞.
The small modifications to the cases q = 1 or q = ∞ are left for the
reader. We shall mainly follow the ideas in the proof of [19, Theorem
8.3.3].
Since the statements only concern local properties, we may assume
that f1 ∈ FL
q
s1
(Rd) and f2 ∈ FL
q
s2
(Rd) are compactly supported.
(1) Assume that (x0, ξ0) /∈ WFFLq
|s2|
(f1). Then |f1|FLq,Γ
|s2|
< ∞ for
some Γ = Γξ0 . It is sufficient to prove that |f1f2|FLq,Γ1s2
< ∞ when
Γ1 ⊆ Γ.
Since 〈ξ〉s2 ≤ 〈ξ − η〉s2〈η〉|s2| we get
〈ξ〉s2|F (f1f2)(ξ)| ≤ C(J1(ξ) + J2(ξ))
for some positive constant C, where
J1(ξ) = 〈ξ〉
s2(|f̂2| ∗ |χ∁Γf̂1|)(ξ) = 〈ξ〉
s2
∫
∁Γ
|f̂2(ξ − η)||f̂1(η)| dη
21
and
J2(ξ) = (|f̂2〈 · 〉
s2| ∗ |χΓ f̂1〈 · 〉
|s2||)(ξ)
=
∫
Γ
|f̂2(ξ − η)〈ξ − η〉
s2| |f̂1(η)〈η〉
|s2|| dη.
We need to estimate ‖J1‖Lq(Γ1) and ‖J2‖Lq(Γ1).
By Minkowski’s inequality, we get
‖J2‖Lq(Γ1) =
(∫
Γ1
(∫
Γ
|f̂2(ξ − η)|〈ξ − η〉
s2|f̂1(η)|〈η〉
|s2| dη
)q
dξ
)1/q
≤
∫
Γ
(∫
Γ1
(
|f̂2(ξ − η)|〈ξ − η〉
s2|f̂1(η)|〈η〉
|s2|
)q
dξ
)1/q
dη
≤ ‖f̂1〈·〉
|s2|‖L1(Γ)‖f̂2〈·〉
s2‖Lq(Rd) = |f1|FL1,Γ
|s2|
‖f2‖FLqs2 . (4.5)
Now we have
|f1|FL1,Γ
|s2|
≤ ‖f̂1〈·〉
s1〈·〉|s2|−s1‖L1 ≤ ‖f̂1‖Lqs1‖〈·〉
|s2|−s1‖Lq′ ≤ C‖f1‖Lqs1 ,
since (s1 − |s2|)q
′ > d. Hence ‖J2‖Lq(Γ1) <∞.
The assertion (1) therefore follows if we prove ‖J1‖Lq(Γ1) < ∞. If
ξ ∈ Γ1 and η 6∈ Γ, then it follows that 〈ξ〉 ≤ C〈ξ−η〉 for some constant
C. Hence, if s2 ≥ 0, we obtain
|J1(ξ)| ≤ C
∫
∁Γ
|f̂1(η)| |f̂2(ξ − η)|〈ξ − η〉
s2 dη, ξ ∈ Γ1,
for some constant C. Since f1 ∈ FL
1 because s1 > d/q
′, there exists a
constant C > 0 such that
‖J1‖Lq(Γ1) ≤ C‖f1‖FL1‖f2‖FLqs2 <∞,
and (1) follows in the case s2 ≥ 0.
Assume instead that s2 < 0. Then,
|J1(ξ)| ≤
∫
∁Γ
|f̂1(η)|〈η〉
−s2|f̂2(ξ − η)|〈ξ − η〉
s2 dη
≤
(
(|f̂1|〈·〉
−s2) ∗ (|f̂2|〈·〉
s2)
)
(ξ),
and Minkowski’s inequality gives
‖J1‖Lq(Γ1) ≤ ‖f1‖FL1−s2
‖f2‖FLqs2 .
By Ho¨lder’s inequality we get
‖f1‖FL1−s2
≤ C‖f1‖FLqs1 ,
where C = ‖〈·〉−(s1+s2)‖Lq′ is finite since s1 + s2 > d/q
′. Summing up
we have proved
‖J1‖Lq(Γ1) ≤ C‖f1‖FLqs1‖f2‖FL
q
s2
<∞.
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The estimates of ‖J2‖Lq(Γ1) are proved in a similar way as for ‖J1‖Lq(Γ1).
This proves (1).
(2) Assume that (x0, ξ0) /∈ WFFLq
|s2|
(f1), and let J1, J2, Γ and Γ1 be
the same as in the first part of the proof, after s2 has been replaced
by s. By the assumptions we have 0 ≤ s < s2. Hence, by (4.5) with s
instead of s2 it follows that
‖J2‖Lq(Γ1) ≤ |f1|Lqs(Γ1)‖f2‖FL1s ≤ |f1|Lqs(Γ1)‖f2‖FL1s
≤ C|f1|Lqs(Γ1)‖f2‖FLqs2 <∞.
It remains to prove ‖J1‖Lq(Γ1) < ∞. For ξ ∈ Γ1 and η 6∈ Γ, we have
〈ξ〉s ≤ C〈ξ − η〉s, since s ≥ 0. This gives
J1(ξ) ≤
∫
Rd
F (ξ, η)|f̂2(ξ − η)〈ξ − η〉
s2| |f̂1(η)〈η〉
s1| dη
where
F (ξ, η) =
{
C〈η〉−s1〈ξ − η〉s−s2, when η ∈ ∁Γ, ξ ∈ Γ1
0, otherwise.
The assertion follows from Proposition 3.2 (1) if we show that hΩ ∈
L∞ with Ω = Rd, where hΩ(ξ) ≡ ‖F (ξ, · )‖Lq′(Ω). It is obvious that
hΩ(ξ) with Ω = R
d is bounded when ξ belongs to a bounded set, since
s1 + s2 − s > d/q
′. Furthermore, by the assumptions it follows that
s2 > s, which implies that if K ⊆ R
d then hK ∈ L
∞. Therefore, the
result follows if we prove that hΩ(ξ) is bounded when |ξ| ≥ C and
Ω = { η ∈ Rd ; |η| ≥ C }, for some large positive constant C.
h0(ξ) ≡ ‖F0(ξ, · )‖Lq′ .
Here F0(ξ, η) = F (ξ, η) when |ξ| ≥ C and |η| ≥ C for some large
constant C, and F0(ξ, η) = 0 otherwise. This follows by taking p =
q′, t0 = 0, t1 = s − s2 and t2 = −s1 in Lemma 4.2. The proof is
complete. 
In the next theorem we consider the ”critical case” s = s1 + s2 −
min(d/q, d/q′) comparing to Theorem 4.1 (2).
Theorem 4.3. Assume that q ∈ [1,∞], r = 0 when 1 ≤ q ≤ 2,
r > d(1− 2/q) when q > 2, and that s, sj, Nj ∈ R, j = 1, 2, satisfy
s1 + s2 > 0, s = s1 + s2 −min(d/q, d/q
′),
N1 ≥ s1 + |s2|+max(0, d(1− 2/q)), and
N2 ≥ s2 + |s1|+max(0, d(1− 2/q)),
(4.6)
with strict inequalities in (4.6) when q < ∞. If f1 ∈ FL
q
s1,loc
(X) and
f2 ∈ FL
q
s2+r,loc
(X), then
WFFLqs(f1f2) ⊆WFFLqN1
(f1) ∪WFFLqN2
(f2).
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Proof. Again we only prove the result for 1 < q <∞, leaving the small
modifications when q ∈ {1,∞} to the reader.
Assume that (x0, ξ0) /∈ WFFLqNj
(fj), j = 1, 2. It is no restriction
to assume that fj has compact support and ξ0 /∈ ΣFLqNj
(fj). Then
|fj|FLq,ΓNj
< ∞ for some cone Γ of ξ0. Furthermore, for some δ ∈ (0, 1)
and open cone Γ1 of ξ0 such that Γ1 ⊆ Γ we have ξ−η ∈ Γ when ξ ∈ Γ1
and |η| < δ|ξ|. Let Ω1 and Ω2 be the same as in (3.10), Ω0 = ∁(Ω1∪Ω2),
and let
Jk(ξ) =
∫
(ξ,η)∈Ωk
〈ξ〉s|f̂2(ξ − η)f̂1(η)| dη
for k = 0, 1, 2. The result follows if we prove that
‖J0‖Lq(Γ1) ≤ C‖f1‖FLqs1‖f2‖FL
q
s2+r
, (4.7)
‖J1‖Lq(Γ1) ≤ C‖f1‖FLqs1 |f2|FLq,ΓN2
, (4.8)
and
‖J2‖Lq(Γ1) ≤ C|f1|FLq,ΓN1
‖f2‖FLqs2 , (4.9)
for some constant C > 0.
In order to prove (4.8), we choose ε > 0, N0 and N such that
N0 = s1 + s2 + ε, N = N0 − s1 + |s1| and N < N2 − d|1− 2/q|.
We have C−1〈ξ〉 ≤ 〈ξ − η〉 ≤ C〈ξ〉 when (ξ, η) ∈ Ω1. This gives
J1(ξ) = 〈ξ〉
s−N0
∫
Ω1
〈ξ〉N0|f̂2(ξ − η)| |f̂1(η)〈η〉
s1|〈η〉−s1 dη
≤ 〈ξ〉s−N0
∫
Ω1
〈ξ〉N0−s1|f̂2(ξ − η)〈ξ − η〉
|s1|| |f̂1(η)〈η〉
s1| dη
≤ C〈ξ〉s−N0
∫
Ω1
|f̂2(ξ − η)〈ξ − η〉
N0−s1+|s1|| |f̂1(η)〈η〉
s1| dη (4.10)
A combination of (4.10) and Ho¨lder’s inequality give
J1(ξ) ≤ 〈ξ〉
−ε−d/q‖f1‖FLqs1 |f2|FLq
′,Γ
N
.
By applying the Lq(Γ1) norm we obtain
‖J1‖Lq(Γ1) ≤ C‖f1‖FLqs1 |f2|FLq
′,Γ
N
. (4.11)
Hence (4.8) follows from (4.11) if we prove that
|f2|
FLq
′,Γ
N
≤ C|f2|FLq,ΓN2
, (4.12)
for some constant C > 0.
If 1 ≤ q ≤ 2, then (4.12) follows from the facts that f2 has compact
support, N ≤ N2 and q ≤ q
′. Therefore, assume that q > 2, and set
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q0 = q/(q − 2). Then q0 ≥ 1 and 1/q
′ = 1/q + 1/q0. Let ε0 > 0. By
Ho¨lder’s inequality we obtain
|f2|FLq′,ΓN
= ‖f̂2 · 〈 · 〉
N‖Lq′(Γ)
= ‖(f̂2 · 〈 · 〉
N+(d+ε0)/q0)〈 · 〉−(d+ε0)/q0‖Lq′ (Γ)
≤ C‖f̂2 · 〈 · 〉
N+(d+ε0)/q0‖Lq(Γ) = C|f2|FLq,Γ
N+(d+ε0)/q0
, (4.13)
where C = ‖〈 · 〉−d−ε0‖
1/q0
L1 <∞. By choosing ε0 small enough, it follows
thatN+(d+ε0)/q0 is smaller thanN2. Hence (4.12) follows from (4.13).
This proves (4.8), and the estimate (4.9) follows by similar arguments,
after the roles of f1 and f2 have been interchanged. The details are left
for the reader.
It remains to prove (4.7). Let t0 = s, t1 = −s1, t2 = −s2, and let Ωj
and Fj for j = 3, 4, 5 be the same as in Lemma 3.5. Also let TF be the
same as in Proposition 3.2. Since
{ (ξ, η) ∈ Ω0 ; ξ ∈ Γ1 } ⊆ Ω3 ∪ Ω4 ∪ Ω5,
it follows that
J0 ≤ TF3(u1, u2) + TF4(u1, u2) + TF5(u1, u2),
where uj(ξ) = |f̂j(ξ)〈ξ〉
sj |. Hence it suffices to prove that
‖TFj(u1, u2)‖Lq(Γ1) ≤ C‖f1‖FLqs1‖f2‖FL
q
s2+r
.
By Lemma 3.5 and the assumptions on s, s1 and s2, it follows that
‖Fj‖Lq,∞1 <∞ when j = 3, 4, 5. Hence Proposition 3.2 (2) gives
‖TFj(u1, u2)‖Lq(Γ1) ≤ C‖u1‖Lq‖u2‖Lqr = C‖f1‖FLqs1‖f2‖FL
q
s2+r
when j = 3, 4, 5, and (4.7) follows. The proof is complete. 
5. Semi-linear equations
In this section we apply the wave-front results of previous sections
to solutions of a broad class of semi-linear differential equations, and
more general algebraic expressions of distributions.
These expressions are of the form
G(x) ≡ G(x, f1(x), . . . , fN(x)) (5.1)
when f1, . . . , fN are appropriate distributions and G(x, y) is an appro-
priate polynomial in the y-variable, i. e. G is of the form
G(x, y) =
∑
0<|α|≤m
aα(x)y
α, (5.2)
where aα are appropriate distributions and y = (y1, . . . , yN).
In the following result we assume that aα, 0 < |α| ≤ m, locally
belong to appropriate classes of Fourier Lebesgue spaces.
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Theorem 5.1. Assume that X ⊆ Rd is open, q ∈ [1,∞] and r ≥ d/q′
with the strict inequality when q =∞. Let
s ≥ d/q′, s ≤ σ ≤ 2s− d/q′,
and let G and G be given by (5.1) and (5.2) for some integer m > 0,
where aα ∈ FL
1
σ,loc(X), 0 < |α| ≤ m, and fj ∈ FL
q
s+(m−1)r,loc(X),
j = 1, . . . , N . Then the following is true:
(1) G in (5.1) makes sense as an element in FLqs,loc(X);
(2) WFFLqσ(G) ⊂ ∪
N
j=1WFFLqσ+(m−1)r(fj).
Proof. Assertion (2), in the case m = 1, and assertion (1) follow imme-
diately from Proposition 3.6.
We need to prove (2) for m ≥ 2. By Proposition 3.6 we may assume
that aα are constants, 0 < |α| ≤ m.
Assume that m = 2 and that and (x0, ξ0) 6∈ WFFLqσ+r(fj), j =
1, . . . , N . Then each term in (5.1) is of the form
ajfj or aj,kfjfk, j, k = 1, . . . , N (5.3)
We write fj = gj + hj, j = 1, . . . , N where hj ∈ FL
q
σ+r,loc(X) and
(x0, ξ0) 6∈ WF (gj), in view of Proposition 1.5. Then gj ∈ FL
q
s+r,loc(X)
by the assumptions.
First we consider the case q ≥ 2. We need to prove that
(x0, ξ0) 6∈ WFFLqσ(fjfk), (5.4)
and then it suffices to prove that
(x0, ξ0) 6∈ WFFLqσ(gjgk), (x0, ξ0) 6∈ WFFLqσ(gjhk), (5.5)
and (x0, ξ0) 6∈ WFFLqσ(hjhk). (5.6)
For (5.6) we note that rd(1 − 2/q) since d/q′ > d(1 − 2/q). Hence,
by Theorem 3.4 (2) we have hjhk ∈ FL
q
σ,loc(X), and (5.6) follows.
In order to prove (5.5) we set s1 = σ+r, s2 = σ and s = σ. Then s1−
s = r ≥ d/q′, and by Theorem 4.1 (2) it follows that WFFLqσ(gjgk) ⊆
WFFLqσ+r(gj). This gives the first relation in (5.5), and the second one
follows by the same theorem. This proves (5.4) when q ≥ 2.
If instead 1 ≤ q ≤ 2, then the assumption r ≥ d/q′ together with
the same arguments as above show that (5.4) holds also in this case.
Summing up we have
WFFLqσ(G) ⊆ ∪
N
j,k=1
(
WFFLqσ(fj) ∪WFFLqσ(fjfk)
)
⊆ ∪Nj=1WFFLqσ+r(fj),
and (2) follows in the case m = 2.
For general m ≥ 2, the assertion (2) now follows by repeating these
arguments and induction. This completes the proof. 
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Next we discuss semi-linear equations. Let Jkf denote the array of
all derivatives of order α, |α| ≤ k, of f (the so called k − jet of f):
Jkf = {(∂
αf)}|α|≤k.
We denote the elements of Jkf with f1, . . . , fN , where N is the number
of elements in Jkf . We also consider G(x, Jkf), where G is the same
as in Theorem 5.1. We also let P (x,D) to be the partial differential
operator whose symbol P (x, ξ) is of the form
P (x, ξ) =
∑
|α|≤n
bα(x)ξ
α, where bα ∈ C
∞(X), |α| ≤ n, (5.7)
where X ⊆ Rd is open. Note that P (x,D) is properly supported. (Cf.
Appendix A for details and notations concerning partial differential op-
erators, pseudo-differential operators and sets of characteristic points.)
Theorem 5.2. Let X ⊆ Rd be open, q ∈ [1,∞], r, s ≥ d/q′, and
consider the semi-linear differential equation
P (x,D)f = G(x, Jkf), (5.8)
where G is the same as in Theorem 5.1, aα ∈ FL
1
2s−d/q′,loc(X), and P
is given by (5.7).
Assume that (x0, ξ0) /∈ Char(P ), f ∈ D
′(X) is a solution of (5.8)
and that one of the following conditions hold:
(1) f ∈ FLqs+k+(m−1)r,loc(X), and
s+ n ≥ d/q′ + k + (m− 1)r; (5.9)
(2) f ∈ FL1s+k,loc(X).
Then (x0, ξ0) 6∈ WFFL1
2s+n−d/q′
(f).
Proof. As in the proof of Theorem 5.1, it is enough to consider the case
when aα are constants.
Assume that (1) holds and that we already know that (x0, ξ0) 6∈
WFFLq
σ+k+(m−1)r
(f) for some σ ≥ s. By (1.8) we get
(x0, ξ0) 6∈ WFFLq
σ+(m−1)r
(f (α)), |α| ≤ k,
which implies that (x0, ξ0) 6∈ WFFLq
s+(m−1)r
(f (α)), |α| ≤ k. Hence The-
orem 5.1 (2) gives
(x0, ξ0) 6∈ WFFLqσ(G(x, Jkf)) =WFFLqσ(P (x,D)f),
provided σ ≤ 2s− d/q′. Hence, Proposition A.1 (2) in Appendix A im-
plies that (x0, ξ0) 6∈ WFFLqσ+n(f). Since n > k we have gained in regu-
larity. Repeating the argument we obtain that (x0, ξ0) 6∈ WFFLq
2s+n−d/q′
(f)
as claimed.
If the condition (2) holds, we repeat the above arguments for q =
1. 
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Remark 5.3. Note that Theorem 5.2 (2) gives a hypoellipticity result
which does not depend on the order of G.
Remark 5.4. In [19, Theorem 8.4.13.] it is assumed that G(x, Jkf) is
in C∞(Rd). In that proof, Parseval’s equality and Sobolev embedding
theorems are used. Here we explain why we can not recover this case
in our setting.
For 2 ≤ q < ∞ we have assumed that f ∈ FLqs(R
d), for certain s.
Assume that N = 1 and G is given by (5.2), where aα ∈ C
n(Rd) are
such that ∂βaα are bounded for each |α| ≤ n, n > d/q
′, and that f ∈
Hq
′
(n)(R
d) instead. Here Hq(n)(R
d) is the Sobolev space which consists
of all f ∈ Lq(Rd) such that all derivatives of f up to the order n
belong to Lq. Then we can show that G(x, f(x)) ∈ FLqn(R
d). Namely,
by [19, Corollary 6.4.5], those assumptions imply that ∂αG(f) ∈ Lq
′
for every α, |α| ≤ m. Now, the Hausdorff-Young inequality gives
‖ξαF (G( · , f))‖Lq = ‖F (∂
αG( · , f))‖Lq ≤ C‖∂
αG( · , f)‖Lq′ <∞,
for any |α| ≤ m, hence G(f) ∈ FLqm(R
d).
But still we are not able to prove Theorem 5.2 if q > 1 and G ∈
C∞(Rd) (for G = G(f1, . . . , fN)). The reason is that we have to make
localizations and consider different constants C which can not be con-
trolled (we do not have Taylor expansion) and, apart from this, we are
not able to control the number of appearances of r > d/q′.
However, if q = 1 and if we assume that G is real analytic, then
Theorem 5.2 (2) can be improved. Namely,
Proposition 5.5. Let X be an open set in Rd, s ≥ 0, G(y1, . . . , yN)
be a real analytic function, fj ∈ FL
1
s,loc(X), j = 1, . . . , N , and let G
be the same as in (5.1). Then the following is true:
(1) G ∈ FL1s,loc(X);
(2) If (x0, ξ0) 6∈ WFFL1σ(fj), j = 1, . . . , N , s ≤ σ ≤ 2s, then
(x0, ξ0) 6∈ WFFL1σ(G);
(3) Let k and n be the same as in Theorem 5.2, (x0, ξ0) 6∈ WFFL1s+k(f)
where f is a solution of (5.8). If P is noncharacteristic at
(x0, ξ0) then it follows that (x0, ξ0) 6∈ WFFL12s+n(f).
Proof. (1) For
G = G(f1, . . . , fN) =
∑
α∈NN
aαf
α1
1 · · · f
αN
N ,
we apply
(α1 − 1) + · · ·+ (αN − 1) +N − 1
times multiplication in fα11 , . . . , f
αN
N . By the inspection of correspond-
ing proofs of Theorem 3.4 and Theorem 5.1 for q = 1, after the joint
28
localization for all f1, . . . , fN , we see that∫
Rd
|F (ϕG(f1, . . . , fN))(ξ)|〈ξ〉
sdξ ≤
∑
α∈NN
|aα|C
|α|−1 <∞,
for some constant C > 0 which depends on f1, ..., fN . This proves (1).
(2) Now we use Theorem 4.1, Theorem 5.1 and their proofs to con-
clude that there exists a constant C depending now on localizations of
f1, . . . , fN in x and ξ variables (choose cones Γ and Γ1 adopted to any
f1, . . . , fN) so that∫
Γ
|F (ϕG(f1, . . . , fN))(ξ)|〈ξ〉
sdξ
≤
∑
α∈NN
|aα|
∫
Γ
|F (ϕG(fα11 , . . . , f
αN
N ))(ξ)|〈ξ〉
sdξ
≤
∑
α∈NN
|aα|C
|α|−1 <∞.
This completes the proof of (2).
Finally, the assertion (3) follows by (2). 
6. Modulation spaces
In this section we restate our results in terms of modulation spaces.
We start with the definition of the short-time Fourier transform.
Assume that ϕ ∈ S ′(Rd) is fixed. Then the short-time Fourier trans-
form of f ∈ S ′(Rd) with respect to ϕ is defined by
(Vϕf)(x, ξ) = F (f · ϕ( · − x))(ξ).
Here the left-hand side makes sense, since it is the partial Fourier trans-
form of tempered distribution F (x, y) = (f ⊗ϕ)(y, y− x) with respect
to the y-variable. We also note that if f, ϕ ∈ S (Rd), then Vϕf takes
the form
Vϕf(x, ξ) = (2pi)
−d/2
∫
f(y)ϕ(y − x)e−i〈y,ξ〉 dy. (6.1)
Assume that ω ∈ P(R2d), p, q ∈ [1,∞], and that ϕ ∈ S (Rd) \ 0.
Then the modulation space Mp,q(ω)(R
d) consists of all f ∈ S ′(Rd) such
that
‖f‖Mp,q
(ω)
= ‖f‖Mp,q,ϕ
(ω)
≡
(∫ (∫
|Vϕf(x, ξ)ω(x, ξ)|
p dx
)q/p
dξ
)1/q
<∞
(6.2)
(with obvious interpretation when p = ∞ or q = ∞). The space Mp,q(ω)
is a Banach space which is independent of the choice of ϕ ∈ S (Rd)\0,
and different ϕ give rise to equivalent norms, [5]. Furthermore, Mp,q(ω)
29
increases with respect to the parameters p and q, and decreases with
ω, in the sense
Mp1,q1(ω1) (R
d) ⊆Mp2,q2(ω2) (R
d), and ‖f‖Mp2,q2
(ω2)
≤ ‖f‖Mp1,q1
(ω1)
,
when p1 ≤ p2, q1 ≤ q2, ω2 ≤ Cω1 and f ∈ S
′(Rd). (6.3)
We refer to [5–9] and the references therein for basic facts about mod-
ulation spaces.
Locally, the spaces FLq(ω)(R
d) and Mp,q(ω)(R
d) coincide, in the sense
that
FLq(ω)(R
d) ∩ E ′(Rd) =Mp,q(ω)(R
d) ∩ E ′(Rd),
and
C−1‖f‖FLq
(ω)
≤ ‖f‖Mp,q
(ω)
≤ C‖f‖FLq
(ω)
, f ∈ E ′(Rd), (6.4)
for some positive constant C, which only depends on d and the size
of the support of f (see Theorem 2.1 and Remark 4.4 in [25]). This
property is extended in [23] in the context of the new type of wave
front sets. In particular, for any open set X ⊂ Rd, since FLq(ω)(R
d) ⊆
FLq(ω),loc(X), we have that
Mp,q(ω)(R
d) ⊆ FLq(ω),loc(X). (6.5)
Note that we may recover (1.4) as a consequence of (6.3) and (6.4).
We will also use the following (global) embeddings
Mp1,q(ω) (R
d) ⊆ FLq(ω)(R
d) ⊆Mp2,q(ω) (R
d), when
p1 ≤ min(q, q
′) and max(q, q′) ≤ p2. (6.6)
Here ω(x, ξ) ∈ P(R2d) is constant with respect to the variable x. (Cf.
e. g. Proposition 1.7 in [32] and Theorem 3.2 in [33].)
It is convenient to setMp,qs,t (R
d) =Mp,q(ω)(R
d) when ω(x, ξ) = 〈x〉t〈ξ〉s,
and we omit the index of the weight when ω ≡ 1, i. e. we setMp,q(Rd) =
Mp,q(ω)(R
d) when ω ≡ 1.
We remark that characterization of the wave front set WFFLq
(ω)
(f)
in terms of modulation spaces and of Wiener amalgam spaces is given
in [23]. In particular, for ω ∈ P(R2d) such that ω0(ξ) = ω(y0, ξ) for
some y0 ∈ R
d we have
WFFLq
(ω0)
(f) ≡WFFLq
(ω)
(f) ≡WFMp,q
(ω)
(f), f ∈ D ′(Rd). (6.7)
Therefore, results of previous sections can be restated in terms of
modulation spaces. For example, the following result is an immediate
consequence of Theorem 4.1, (6.5) and (6.7).
Proposition 6.1. Assume that p, q ∈ [1,∞], and that fj ∈ M
∞,q
sj ,0
(Rd)
for j = 1, 2. Then the following is true:
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(1) if s1 − |s2| ≥ 0 when q = 1 and s1 − |s2| > d/q
′ otherwise, then
WFMp,qs2,0
(f1f2) ⊆ WFMp,q
|s2|,0
(f1);
(2) if instead s1+s2 ≥ s ≥ 0 when q = 1 and s1+s2−d/q
′ > s ≥ 0
otherwise, and s2 − s ≥ d/q
′, then
WFMp,qs,0 (f1f2) ⊆WFM
p,q
|s2|,0
(f1);
Next, we consider hypoellipticity in modulation spaces. In that con-
text Proposition A.1 (1) and (2) are reformulated as follows.
Proposition 6.2. Let p, q ∈ [1,∞] and let f ∈ D ′(X). Then the fol-
lowing is true:
(1) WFMp,qs−m,0(Af) ⊂WFM
p,q
s,0
(f), for every properly supported A ∈
Ψm(X);
(2) If (x0, ξ0) 6∈ WFMp,qs−m(Af) for some properly supported A ∈
Ψm(X) which is noncharacteristic at (x0, ξ0), then (x0, ξ0) 6∈
WFMp,qs (f).
The hypoellipticity result from Theorem 5.2 can be interpreted in
the following way.
Proposition 6.3. Let X ⊆ Rd be open, p, q ∈ [1,∞] and r, s ≥ d/q′.
Consider the semi-linear differential equation (5.8) where G is the same
as in Theorem 5.1, aα ∈M
∞,1
2s−d/q′,0(R
d), and P is given by (5.7).
Assume that (x0, ξ0) /∈ Char(P ), f ∈ D
′(X) is a solution of (5.8)
and that one of the following conditions are fulfilled:
(1) f ∈M∞,qs+k+(m−1)r,0(R
d), and (5.9) hold;
(2) f ∈M∞,qs+k,0(R
d).
Then (x0, ξ0) 6∈ WFMp,q
2s+n−d/q′,0
(f).
Finally, for q = 1 Proposition 5.5 gives the following proposition.
Here we note thatM∞,1s,0 (R
d) is an algebra under multiplication in view
of [4, 6] when s ≥ 0.
Proposition 6.4. Let X be an open set in Rd, s ≥ 0, G(y1, . . . , yN)
be a real analytic function, fj ∈ M
∞,1
s,0 (R
d), j = 1, . . . , N , and let G be
the same as in (5.1). Then the following is true:
(1) G ∈M∞,1s,0 (R
d);
(2) If (x0, ξ0) 6∈ WFMp,1σ,0
(fj), j = 1, . . . , N , s ≤ σ ≤ 2s, then
(x0, ξ0) 6∈ WFMp,1σ,0
(G);
(3) Let k and n be the same as in Theorem 5.2, (x0, ξ0) 6∈ WFMp,1s+k,0
(f)
where f is a solution of (5.8). If P is noncharacteristic at
(x0, ξ0) then it follows that (x0, ξ0) 6∈ WFMp,12s+n,0
(f).
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Appendix A
For a detailed study of pseudo-differential operators in the context
of Fourier Lebesgue spaces we refer to [23]. Here we observe only the
localized version of pseudo-differential operators which is used in the
study of semi-linear equations.
Assume that m ∈ R. Then we recall that the Ho¨rmander symbol
class
Sm1,0 = S
m
1,0(R
d ×Rd) = Sm(R2d)
consists of all smooth functions a such that for each pair of multi-indices
α, β there are constants Cα,β such that
|∂αξ ∂
β
xa(x, ξ)| ≤ Cα,β〈ξ〉
m−|α|, x, ξ ∈ Rd.
We also set S−∞1,0 = ∩m∈RS
m
1,0, and
Op(Sm1,0) = { a(x,D) ; a ∈ S
m
1,0(R
d ×Rd) },
where the pseudo-differential operator a(x,D) is defined by the Kohn-
Nirenberg representation
(a(x,D)f)(x) = (2pi)−d
∫
Rd
∫
Rd
a(x+ y, ξ)f(y)ei〈x−y,ξ〉 dy dξ.
We say that a is the symbol of the operator a(x,D).
The symbol a ∈ Sm1,0(R
2d) is called non-characteristic at (x0, ξ0) ∈
Rd×(Rd\0) if there is a neighborhood U of x0, a conical neighborhood
Γ of ξ0 and constants c and R such that
|a(x, ξ)| > c|ξ|m, if |ξ| > R, (A.1)
and ξ ∈ Γ. Then one can find b ∈ S−m1,0 (R
2d) such that
a(x,D)b(x,D)−Id ∈ Op(S−∞1,0 ) and b(x,D)a(x,D)−Id ∈ Op(S
−∞
1,0 )
in a conical neighborhood of (x0, ξ0) (cf. [18, 23]). The point (x0, ξ0) ∈
Rd× (Rd \ 0) is called characteristic for a if it is not non-characteristic
point of a(x,D). The set of characteristic points (the characteristic set)
of a(x,D) is denoted by Char(a(x,D)). We shall identify operators with
their symbols when discussing characteristic sets.
The operator a(x,D) ∈ Op(Sm1,0) is called elliptic if the set of char-
acteristic points is empty. This means that for each bounded neighbor-
hood U of x0, there are constants c, R > 0 such that (A.1) holds when
x ∈ U .
A continuous linear map A : C∞0 (X) → C
∞(X) is said to be a
pseudo-differential operator of order m in X, A ∈ Ψm(X), if for ar-
bitrary φ, ψ ∈ C∞0 (X) the operator f 7→ φA(ψu) is in Op S
m
1,0. For
example, the restriction of a(x,D) ∈ OpSm1,0 to X belongs to Ψ
m(X).
According to [18, Proposition 18.1.22], every A ∈ Ψm(X) can be
decomposed as A = A0+A1 where A1 ∈ Ψ
m(X) is properly supported
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and the kernel of A0 is in C
∞. In that sense it is no essential restriction
to require proper supports in the following statements.
The proof of the following Theorem is based on the proof of [19,
Theorem 8.4.8] and can be found in [24].
Proposition A.1. Assume that q ∈ [1,∞], s ∈ R, f ∈ D ′(Rd) and
(x0, ξ0) ∈ R
d × (Rd \ 0). Then the following is true:
(1) WFFLqs−m(Af) ⊂ WFFL
q
s
(f) for every properly supported A ∈
Ψm(X);
(2) if (x0, ξ0) 6∈ WFFLqs−m(Af) for some properly supported A ∈
Ψm(X) which is non-characteristic at (x0, ξ0), then (x0, ξ0) 6∈
WFFLqs(f);
(3) there is a conical neighborhood U×Γ of (x0, ξ0) such that (x, ξ) 6∈
WFFLqs(f) for every (x, ξ) ∈ U × Γ and for every s ∈ R if and
only if (x0, ξ0) 6∈ WF (f).
As an immediate consequence of Proposition A.1 (1) and (2) we
obtain the following.
Proposition A.2. Let A ∈ Ψm(X) be properly supported. Then we
have the microlocal property
WFFLqs(f) ⊂WFFLqs(Af) ∪ Char(A),
where Char(A) denotes the set of characteristic points of A.
We refer to [23] for a more general statements of the above type.
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