In this paper, we propose a powerful trellis shaping for peak-to-average power ratio (PAR) reduction of pulse-shaped phase shift keying (PSK) systems. The proposed approach consists of 1) memory extension of trellis shaping encoder for capturing the full effect of pulse shaping filter impulse response, and 2) simple branch metrics that quantify envelope fluctuation of the filter output. Simulation results demonstrate that achieving near constant envelope is possible even if a pulse shaping filter with roll-off factor as low as 0.1 is employed. Furthermore, due to the circular nature of the resulting signal trajectory, the proposed system also exhibits a robustness against sampling timing jitter at the receiver.
of costly linear power amplifier (PA) is difficult. Thus, constant envelope modulations such as offset quadrature phase shift keying (OQPSK) and continuous phase modulation (CPM) have been preferable choices as they can be operated with nonlinear PAs that have high direct-current (DC) to radio-frequency (RF) conversion efficiency. The price for the use of constant envelope modulations is its low bandwidth efficiency. They have difficulties in achieving a transmission rate of multiple bits per Hz, which is readily achievable by linear modulations such as M -ary phase shift keying (PSK) and quadrature amplitude modulation (QAM).
On the other hand, linear modulations generate a signal with high peak-to-average power ratio (PAR). In particular, if one attempts to increase spectral efficiency by using high-order signal constellations or narrower pulse shaping filter, the resulting signal envelope tends to exhibit large dynamic range or high PAR. In order to amplify such a signal with high PAR, the use of linear PAs operated with a large back-off is necessary, which in turn results in prohibitively low amplifier efficiency.
The amplifier efficiency problem of single-carrier M −PSK systems may not be as severe as that of the orthogonal frequency division multiplexing (OFDM) or other multicarrier modulation systems where much attention has been paid in the recent literature. Nevertheless, achieving low PAR with strictly band-limited single-carrier signals has been an issue for decades. The PAR of such signals can be controlled by constraining transition patterns of successive symbols.
The well-known classical approaches in this direction include π/4-shift QPSK, which can be implemented with almost negligible increment of complexity. Since the constraint posed on the signal transition in this case is only over two adjacent symbols, its PAR controlling capability is limited. As a result, it is effective only at moderate values of roll-off factor α. Furthermore, it is effective for QPSK scenario (i.e., two bits per symbol), but less effective for 8-PSK or higher-order PSK.
In [1] , an adaptive PAR suppression algorithm has been proposed for pulse-shaped PSK modulations. The PAR reduction can be achieved by intentionally scaling the amplitude of the PSK symbols. This technique may be effective, but at the cost of the transmitter complexity and amplitude fluctuation sensitivity at the receiver. More recently, a new PAR reduction scheme based on the trellis structure of the pulse-shaping filter is proposed in [2] . By viewing the pulseshaping filter as a convolutional encoder and pruning the edges of the trellis that result in a high peak power, considerable PAR reduction is achieved. However, the complexity of constructing an encoder and decoding this convolutional code seems to remain an issue for this technique.
Another interesting trellis based approach is the use of trellis shaping (TS), originally proposed by Forney [3] for reduction of average power of high-order QAM signals. This technique has been successively applied to a PAR reduction of single carrier systems by Morrison [4] and further studied in [5] . More recently, it has been applied to the PAR reduction of multicarrier and OFDM systems in [6, 7] . TS makes use of a convolutional coding structure for constraining transition of consecutive signal constellations. The results of [4] , however, do not show significant improvement over π/4-shift QPSK in terms of PAR reduction capability. The reason for this may stem from its empirical metric design used in the shaping process. Since the phase difference between two consecutive symbols is used for a criterion of code selection process, the PAR reduction capability of [4] is analogous to that of π/4-shift QPSK system.
In this paper, we propose a new PAR reduction scheme for single-carrier PSK systems based on TS and demonstrate that a near constant envelope is achievable even if the pulse shaping filter with a roll-off factor as low as 0.1 is used. As a side effect, the generated signal turns out to exhibit robustness against the inter-symbol interference (ISI) associated with the sampling timing jitter at the receiver.
One major drawback of the proposed TS is its computational overhead. Similar to [1] , the proposed TS actually calculates the band-limited baseband signal waveforms upon PAR reduction process. Another drawback is the requirement of additional constellation redundancy imposed by the shaping encoder. The conventional TS is employed typically with one-bit redundancy per symbol, which can achieve best performance in terms of average power reduction capability as reported in [8] . On the other hand, the reduction of dynamic range does not augment minimum Euclidean distance of signal constellations, and therefore, the SNR required for a certain error rate increases when the systems are compared under the condition of the same information rate.
This loss in terms of SNR may limit applications of the TS, even though it can achieve significant amount of PAR reduction and thus increase amplifier efficiency. To mitigate these drawbacks, we also consider the use of multidimensional TS as in [5, 7] . Compared to conventional TS with one-bit redundancy, with a slight decrease in the PAR reduction capability, the multidimensional TS can reduce not only the required constellation redundancy but also the required memories of shaping encoder. The latter fact substantially contributes to the reduction of the overall TS complexity. This paper is organized as follows. Section II is devoted to the system description as well as a brief review of notations used for the TS in the paper. Since the trellis shaping for PAR reduction in general introduces correlation among transmitted symbols, the average power of the signal after pulse shaping can vary depending on the generated symbol patterns even with PSK constellations. If so, this complicates a systematic derivation of shaping metrics. To deal with this problem, at the end of Section II, we also introduce a theorem which guarantees that the average power is invariant after pulse shaping as long as the filter is a commonly used square-root raised-cosine filter. In Section III, we propose a new TS design for PAR reduction. Section IV compares the proposed TS and conventional techniques through computer simulations. Finally, concluding remarks are given in Section V. For the purpose of comparison with π/4-shift QPSK,
we mainly focus on a shaping system with 8-PSK signaling. However, we note that the proposed scheme can be applied to a higher order PSK as well in a straightforward manner.
II. SYSTEM DESCRIPTION
The overall system considered in this paper is described in Fig. 1 . The details of trellis shaping (TS) can be found in [3, 7, 8] . We here briefly describe the TS procedure and notations used in the paper.
A. Trellis Shaped PSK System
Trellis shaping makes use of the convolutional coding structure to generate constrained sequences. Let G s denote a 1 × n s generator matrix of a binary convolutional code and H T s a corresponding n s × (n s − 1) syndrome matrix which satisfies
where 0 is a zero row vector of length n s − 
where I is an identity matrix.
The information bits b are divided into shaping bits s and non-shaping bits u. Given the above matrices, the former is encoded by the inverse syndrome to generatẽ
Let us assume that virtual input bits x are fed to G s . The output codeword v = xG s is then added (in a modulo-2 manner) tos. The corresponding sequence
and non-shaping bits u determine the signal constellation sequence
The information sequence s can be retrieved at the receiver by simply feeding z into the syndrome as
Finally, the baseband signal at the transmitter is expressed in a non-causal form as
where T s is the Nyquist interval and g(t) is the impulse response of a pulse shaping filter.
Our objective here is to find a suitable arbitrary sequence x (or equivalently its corresponding codeword v) with reference to givens and u, such that the resulting complex baseband signal s(t) is of low dynamic range. Since v is a codeword of a given convolutional code G s , the Viterbi algorithm (VA) can be used for codeword selection. The challenge is to develop a suitable metric associated with the trellis branch that can efficiently reduce the signal PAR.
B. Multidimensional Trellis Shaping
The codeword sequence v chosen by the VA based on G s has n s bits per trellis section.
Suppose that each n s -tuple of the binary codeword v simultaneously controls d successive symbol outputs, each consisting of signal constellation with M points. In other words, since inverse syndrome H
−1 s
T is an (n s −1)×n s matrix, we impose one bit redundancy for every d symbols.
In this case, d is called shaping dimensionality, representing the length of symbols proceeded at each trellis section. Similar to the concept of multidimensional trellis coded modulation (TCM), the TS with d > 1 is generally referred to as multidimensional shaping [5, 7] .
It can readily be seen that for a given symbol mapping with M constellation points, the value n s can be chosen arbitrarily within the range of
The resulting information rate after shaping, denoted by R s in [bit/symbol], is given by
Hence, if 8-PSK signal is shaped with d = 1 and d = 2, then the information rates R s are 2 and 2.5 [bit/symbol], respectively. It should be noted that R s does not depend on the choice of n s .
In the subsequent sections, for notational convenience we group the d-tuple of transmitted symbols and write
where
Since we restrict our attention to the case of M -ary PSK, S l takes a value from a set of M -ary PSK constellations denoted by
C. Partial Signal Representation
Referring to (6), we assume that g(t) sustains non-zero amplitude over K s symbol intervals and has a negligible effect elsewhere, i.e.,
Without loss of generality, we also assume that K s is restricted to be an even number. For discretetime notation, we sample s(t) with a time interval ∆t = T s /N s , where N s is an oversampling factor. The desired discrete sample representation of the signal (6) 
and
where l corresponds to an index of the current symbol. The truncated part s l [ñ] will be referred to as a partial signal in what follows. Substituting (11) and (12) into (13) and after some manipulation, we obtain
Apparently, s l [ñ] depends on the lth symbol S l and its (K s − 1) previous symbols. Therefore, for given (K s − 1) previously determined symbols {S l−(Ks−1) , . . . , S l−1 } and current input data bits denoted by b l , our goal is to successively map b l to S l using the TS structure such that the corresponding partial signal has a low PAR.
The associated instantaneous power normalized by its average power can be defined as
where P av is the average power after shaping. Since the TS can be seen as an instance of modulation codes, it introduces correlation into the transmitted symbol sequence S. Therefore, even if each symbol S l has a unit energy, the corresponding sequence does not necessarily guarantee a unit average power after pulse shaping. In other words, the average power after pulse shaping P av does not necessarily match with E[|S l | 2 ]/T s and is not known until the shaped sequence s[n] is generated. As will be shown in the next section, however, the proposed TS makes use of (15) for metric calculation of each trellis section. Thus, if P av is subject to fluctuation depending on the shaped symbols, the shaping process also needs to estimate and adjust the resulting average power upon calculating (15). This dependence renders systematic metric design difficult, considering that the PAR itself is a function of the average power.
Fortunately, the following theorem holds for some pulse shaping filters.
Theorem 1:
Let {S l } denote transmitting symbols and g(t) denote the impulse response of the pulse shaping filter. The average power of the signal after the pulse shaping filter s(t) defined
by (6) is not affected by the shape of the autocorrelation function of {S l } if both the following conditions are satisfied:
is an even function and has a finite energy.
2) the function g(t) * g(t)
, where * denotes convolution, satisfies Nyquist condition for the zero ISI [9] .
Proof: See the Appendix.
Note that commonly used matched filter systems, operating with a square-root raised-cosine function for g(t), satisfy the above conditions. Therefore, one can always assume that the average power is constant upon designing the trellis shaping metrics.
III. PROPOSED TRELLIS SHAPING FOR PAR REDUCTION
The proposed TS consists of memory extension and simple branch metrics. By extending the memory of shaping encoder, the full effect of pulse shaping filter impulse response can be 
A. Memory Extension
In the TS framework, we wish to assign each trellis section with d (single or multiple)
transmitting symbols as discussed in Section II-B. Lets l and u l denote the shaping and nonshaping bits corresponding to the lth trellis section, respectively, that form the lth group of transmitted symbols S l . Sinces l and u l are uniquely determined by the associated lth information bits b l , the only part that the TS process can control for the partial signal generation is the codeword bits v l and its ⌈K s /d⌉ − 1 previous counterparts, where ⌈ξ⌉ denotes the greatest integer not greater than ξ. Hence, for given information bits, the lth symbol block S l should be determined by v l , . . . , v l−(⌈Ks/d⌉−1) . Therefore, it is desirable that the lth trellis section should include all its associated previous outputs required to calculate
This can be done by expanding the states of the trellis diagram.
To this end, Morrison [4] proposed to attach an external memory to the shaping encoder 
Note that since G s has ν-bit memory, v l is a function of ν + 1 successive inputs, or equivalently,
Then the previous output symbol of this codeword is expressed by using a delay operator D as The VA is carried out on this extended trellis with the branch metric for the PAR reduction (which we will define in the next subsection). After the completion of the VA, the trace-back operation outputs codeword v along the determined path, and then the transmitted bits z are formed based on (4). Note that, although the lth trellis section is associated with v l and its previous counterparts v l−1 , . . . , v l−mex for capturing the partial signal, only the output v l is required for the lth trellis section.
In order to describe the replica of the exact signals after pulse-shaping filter, the number of required external memories m ex should satisfy
Therefore, as the length of effective impulse response K s increases, it causes a substantial increase of computational complexity. However, (18) also indicates that multidimensional shaping 
where µ(·) denotes a metric function with respect to each sample of the associated instantaneous power p
. We consider the following two metric functions referred to as a limiter method and a moment method.
1) Limiter Method:
Baseband signals are often clipped by soft envelope limiters prior to power amplification so as to avoid unacceptable nonlinear amplification. In such systems, the nonlinear distortion is characterized by the amount of the truncated part of the original signals.
The limiter method thus tries to select a signal waveform candidate with minimum amount of energy that exceeds a certain threshold p max . Specifically, the metric function is given by
2) Moment Method: It may be also effective to minimize the variance or other statistical moments of the output signal around its mean or certain reference level. The moment method aims at selecting the signal waveform with minimum value in terms of the βth order central moment, i.e., of controlling the shape of the probability density function (pdf) of the resulting signal outputs and its associated PAR property.
C. Performance-Complexity Trade-off
Our TS involves considerable computational effort, which stems mainly from the use of external memories and calculation of partial signals. In order to mitigate this requirement, the following approaches will be considered in this paper. 
1) External Memory

A. Information Rate and Choice of Shaping Encoder
First, we determine the shaping encoder G s . Referring to (7), in the case of 8-PSK and d = 1
(single dimensional shaping), one can choose either n s = 2 or 3. For each n s , we have performed an exhaustive computer search with memory sizes up to ν = 3 and found that the following parameters result in the best performance in terms of PAR reduction capability.
The corresponding syndrome formers and its left inverse for the above n s = 3 case are given by
Note that the combination of the above matrices results in
which implies that one symbol delay occurs at the receiver.
Simulation results (not shown here for space limitation) suggest that the CCDFs of the instantaneous power with n s = 2 and 3 show similar behavior, but in some cases the encoder with n s = 3 shows slightly better performance. In the case of d = 2 (two dimensional shaping), the following encoder with n s = 6
has shown a good performance. In the following simulations, n s = 3 and 6 are chosen for d = 1 and 2, respectively. It can be seen from (5) that in these cases, all the information bits b are fed to the inverse syndrome. Hence, the non-shaping bits u are absent. This means that the following results do not depend on a particular choice of constellation labeling.
B. Limiter Method and Moment Method
The CCDFs for the limiter and moment methods are plotted in Figs. 3 and 4 , respectively, along with those of π/4-shift QPSK and the conventional TS with a branch metric equal to the phase difference (with the information rate being 2 [bit/symbol]) as proposed in [4] . For demonstration purpose, the results are shown with several different parameter settings. Fig. 5 shows the relationship between the roll-off factor α and the resulting instantaneous power level at CCDF = 10 −5 . We observe the following remarks from these results.
• The shaped dynamic range depends on the metric parameters (p max or β). A similar tendency in terms of CCDF characteristic is observed for the two methods. By definition, the limiter method of (20) minimizes the probability that the instantaneous power exceeds the threshold p max , which suggests that the CCDF value at the reference threshold power (abscissa) equal to p max is minimized. The choice of parameter setting, however, depends on the system requirement such as within which range of CCDF one should minimize the threshold power.
In this case, the appropriate value of p max should be determined by simulations. On the other hand, in the moment method, there is no explicit relationship between the parameter β and the resulting CCDF. We have confirmed by simulation that setting β = 8 can obtain the minimum threshold power level evaluated at CCDF = 10 −5 .
• Fig. 5 suggests that the proposed TS can achieve very low PAR throughout all simulated values of α, and the limiter method is always superior to the moment method approximately by 0.2 to 0.5 dB.
• The use of multidimensional shaping (d = 2) offers a trade off in terms of enhanced information rate by 0.5 [bit/symbol] and increased PAR about 1 dB compared to the single dimensional shaping (d = 1). Substantial PAR reduction compared to unshaped system is still observed. higher than that of π/4-QPSK, and the shaping trellis has only 2 ν+mex = 2 3+4 = 128 states, which is less than those typically used for error correction in the recent mobile communications standards.
C. Effects of External Memory and Oversampling Factor
Finally, we note that the single dimensional shaping with m ex close to K s may be still a valid is in fact developed for such applications [10] .
D. Efficiency of Trellis Shaping
The reduction of the information rate is one of the major drawbacks of the TS approach. When M -ary PSK is used, the total information rate of our TS is reduced by 1/d bits per symbol just for constraining the symbol sequence. In order to justify this rate loss, the achievable upper bound of the information rate, or entropy, given the symbol constraint achieved by the TS, is of particular interest. Therefore, in what follows, we investigate the gap between R s and the entropy (per one transmitted symbol) of the observed symbols after shaping, denoted by H(S).
For this purpose, we define the shaping efficiency as
In general, H(S) can be calculated from N -dimensional joint probability where N is infinitely large, i.e.,
In order to make the above entropy numerically tractable, we use the following decomposition:
and approximate the conditional probabilities by assuming that the shaped sequence forms a
Markov chain with a finite order. Specifically, we assume
where m m ≥ 1 is the order of the Markov chain. Then we investigate the convergence behavior of H(S) with increasing m m .
As an example, we have numerically evaluated (29) To conclude, the gap between the entropy and the actual information rate may be negligibly small. This indicates that the proposed TS is effective in terms of achievable information rate for a given symbol transition constraint.
E. Robustness against Decision Timing Jitter
One of major drawbacks of the use of pulse-shaping filter with low roll-off factor is its sensitivity to the ISI caused by the sampling timing jitter at the receiver side. However, since the proposed TS reduces the fluctuation of signal envelope around sampling instants, it exhibits strong robustness against the timing jitter. As an example, Fig. 9 shows constellations of 8-PSK sampled with a fixed timing jitter ∆T = T s /8, where T s is the Nyquist interval, with and without the proposed shaping. As observed, without shaping, the detected symbols at the receiver scatters both in the amplitude and phase, whereas only the phase disturbance dominates for the case with the proposed shaping. Fig. 10 shows the corresponding symbol error rate (SER) versus E s /N 0 where E s denotes the received symbol energy and N 0 is a one-sided power spectral density of the additive white Gaussian noise. We observe a severe error floor in the case without shaping for level p max or moment order β). Simulation results have shown that the limiter method has better PAR control capability, but is also sensitive to the accuracy of the partial signals. Therefore, the complexity requirement of the limiter method may be higher than that of the moment method.
Finally, we note that the proposed method is also applicable to PAR reduction of high-order QAM, with some suitable modification of metric functions.
APPENDIX
A. Proof of Theorem 1
For a given stationary sequence {S l |−∞ < l < ∞} with Nyquist interval T s , the pulse-shaped signal is expressed as
where g(t) denotes the impulse response of the filter. From the first condition, without loss of generality we assume that the energy of the impulse response is normalized such that 
We can also assume that g(t) has a finite effective length, i.e., 
The autocorrelation function of s(t) is expressed as
where φ S [l] = E S * n+l S n denotes the autocorrelation function of {S l }. It can be easily confirmed that (35) satisfies cyclostationarity:
It is thus sufficient to consider the autocorrelation function within the period T s . Letφ(τ ) denote the time average autocorrelation function [9] , which can be calculated as 
For k = 0, we have
and for k = 1, we have 
where we have replaced n − 1 with n. Likewise, for any finite integer k, we have
