Modular reasoning about programs that use subtypes requires that an overriding method in a subtype obeys the specifications of all methods that it overrides. For example, if method m is specified in a supertype T to take at most 42 nanoseconds to execute, then m cannot take more than 42 nanoseconds to execute in any subtype of T . Subtyping is an important aid to maintenance of programs, since it allows one to write polymorphic code (reducing code size and increasing reuse), and allows for convenient extension and enhancement of programs, all of which could be very useful in realtime programming. In this paper we show how to specify timing constraints for subtypes in a way that: permits modular reasoning about timing constraints, supports subtype polymorphism and object-oriented design patterns, and still permits precise reasoning about execution times. This technique supports object-oriented coding and design patterns based on subtype polymorphism, with all their maintenance advantages, to be used in real-time software.
INTRODUCTION AND MOTIVATION
Subtyping is an important coding technique for programming in OO languages. However, real-time programmers usually try to stay away from subtyping, due to the perceived complications for timing analysis. Consider the example in Figures 1 and 2 . This code Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. is written in Safety Critical Java (SCJ) [35] . Figure 1 declares a type Vector2d that represents two-dimensional vectors. Figure 2 shows another type, Vector3d, which is a subtype of Vector2d.
To save space, we only show a representative method in these types, the scale method, which scales the dimensions of the vector by a floating point number factor. public class Vector2d { protected / * @ spec_public @ * / float x, y; / * @ public normal_behavior @ requires !Float.isNaN(factor); @ assignable x, y; @ ensures x == \old(x) * factor @ & y == \old(y) * factor; @ duration 2 * @ (ITimeConstants.MultiplyTime @ + ITimeConstants.AssignTime); @ * / public void scale(float factor) { this.x * = factor; this.y * = factor; } } Figure 1 : An Example Supertype in SCJ with SafeJML specifications. In SafeJML special comments that start with an atsign (of form //@ or / * @) and in which at-signs are ignored, are parsed by the SafeJML checker.
The spec_public modifier makes the fields x and y public for specification purposes. The specification of the scale method precedes the header of that method. It includes a requires clause which specifies the method's precondition. The assignable clause specifies that the method is only allowed to assign to the x and y fields. The ensures clause specifies that the x and y fields are scaled by the given factor. The duration clause specifies the maximum time the method's execution may take. The example's duration clause specifies the method's maximum time using some constants that depend on the platform that this code is written for.
The subtype, Vector3d shown in Figure 2 has an extra field z that records the additional dimension. This is typical of OO programs, as subtype objects often hold more information than objects of the corresponding supertypes. The specifications in this subtype Vector3d are similar to the ones that are in the supertype, and further restrict the specifications inherited from the supertype,
Vector2d.
A standard methodology, supertype abstraction, for modular reasoning in the presence of subtype polymorphism, uses the specifications associated with each receiver's static type [20, 25] to reason public class Vector3d extends Vector2d { protected / * @ spec_public @ * / float z; / * @ also @ public normal_behavior @ requires !Float.isNaN(factor); @ assignable z; @ ensures z == \old(z) * factor; @ * / public void scale(float factor) { super.scale(factor); this.z * = factor; } } Figure 2 : Vector3d, a subtype of Vector2d. The specification of its scale method adds to the specification inherited from its supertype, Vector2d.
about method calls. Validity of supertype abstraction is guaranteed by behavioral subtyping, which requires that each subtype's overriding methods to obey the specification of each method that they override [20, 22, 23, 27] . In JML, as in our example, the subtype Vector3d is a behavioral subtype of its supertype, Vector2d, since JML uses specification inheritance [20] to force the subtype to obey the supertype's specification for the scale method. That is, whenever a call to Vector3d's scale method satisfies the precondition of its supertype's scale method, then the implementation in Vector3d must also satisfy the frame condition and post condition specified in the supertype Vector2d. (This ensures that client reasoning about calls made on receiver objects of static type Vector2d, which use Vector2d's specification, are valid even if the receiver's dynamic type is the subtype, Vector3d.)
However, applying behavioral subtyping to timing constraints poses a practical problem. As in our example, it is often the case that the subtype's instances contain more information than those of its supertypes. Now consider the timing constraints on the scale method of both types. This method has a very tight specification in Vector2d. That specification only permits just enough time for a reasonable implementation. However, the override of this method in the subtype Vector3d will not be able to scale the vector within the specified time, because the duration clause only accounts for two multiplication operations and two assignments, while the overridden method in Vector3d needs a third multiplication and assignment.
1
One can try to avoid such problems with behavioral subtyping by using several techniques. One technique is to not override methods in subtypes, for example, by giving them a different name [26] . (This is equivalent to declaring all methods to be final.) However, this technique precludes the use of subtype polymorphism, which obviates all the maintenance advantages of typical OO design (such as standard OO design patterns).
Another technique for avoiding overly strict constraints on subtype methods is to use underspecification; that is, one weakens the supertype's specification enough to allow the subtype's implementation to satisfy the supertype's specification. For example, if we changed the specification in Figure 1 such that the duration expression was multiplied by 3 instead of 2, then this would allow the implementation in Vector3d to be correct. However, this technique will make reasoning about timing constraints imprecise, since each supertype's specification will necessarily have to be loose enough to allow the slowest subtype's implementation. Further, this technique causes maintenance problems, as adding a new, slower, subtype will require changing the specifications of all the methods it overrides (as we imagined doing for Vector2d). That might require reverification of client code that was previously verified, to take this new, weaker specification, into account.
Finally, neither of these techniques can be applied to programs that use some standard OO libraries, which already use subtyping and method overriding extensively.
In this work, we try to solve the problem that the constraints of behavioral subtyping impose on real-time software by designing a solution that both maintains the flexibility of OO programming and still makes supertype abstraction a valid reasoning principle, so that reasoning about timing constraints is modular. We also introduce a tool that we implemented to experiment with our ideas and demonstrate that our approach is feasible.
SafeJML
The Java Modeling Language (JML) [3, 4, 21, 20, 24 ] is a behavioral interface specification language [36] that boasts many state-of-the-art features for functional specification. Previously, we introduced SafeJML [9] , an extension to JML for Safety-Critical Java (SCJ) programs. SafeJML is implemented as an extension to JAJML [10] .
Besides allowing specification of functional behavior, SafeJML allows SCJ users to specify and check timing constraints for methods. SafeJML's duration clause is based on the clause with the same name found in JML, but revised to specify time in absolute time units (nanoseconds). SafeJML also has several other features that were added to enable the use of various tools to check timing constraints.
In SafeJML one can specify timing constraints for each method using the duration clause. We understand that real-time programmers do not typically specify timing constraints for each method. However, even if programmers do not wish to divide the time budget for a task so finely, the ability to specify timing constraints for each method will allow programmers to swiftly find which methods are causing timing problems. For example, method timing specifications can be added after the code is written and some timing measurements have been made, with the goal of discovering which methods are responsible for a task going over an expected end-toend timing budget for a task or response. Furthermore, just as with functional specifications, timing specifications can serve as contracts, and thus can support division of labor and allow modular reasoning about timing constraints. As real-time systems become more complex, such aids to modularity will be more valuable.
SafeJML was originally designed [9] to be used with both static analysis tools such as AbsInt's aiT [7, 13, 12] and dynamic analysis tools such as RapiTime [15] . Static analysis is conservative and sound, which guarantees accuracy but may give less precise results than dynamic analysis. Dynamic analysis, on the other hand, is more precise, but requires test cases and provides no guarantees about all possible executions. Ernst has emphasized the importance of applying a combination of both static and dynamic analysis [6] . Thus SafeJML is designed to support both kinds of analysis.
Currently we are focusing on dynamic analysis (runtime checking) for timing constraints. However, when we initially tried to use RapiTime for dynamic analysis, we discovered its limitations (as of this writing) on the size of C files it can process in a given run. This limitation caused problems for us, because of the way we are compiling SCJ to C code.
Compilation of SCJ code takes place in a SCJ implementation.
Such an implementation is provided by our partners at Purdue University (Jan Vitek and his group). This implementation is called oSCJ [5, 31] .
It is an open-source SCJ implementation based on OVM [32] . Currently oSCJ implements all of Level 0 of SCJ [35] . oSCJ compiles SCJ code and the virtual machine, together, into C and then uses a standard C compiler. Lately, oSCJ has another implementation based on the Fiji VM [30] . However, both of these VMs produce large C source files, and that caused RapiTime to stop functioning. The Fiji VM is a Java virtual machine dedicated to embedded, hard real-time devices, and just like OVM, it compiles Java byte code to C. It also allows users to combine Java code with C code. Such C code is often used for device drivers and other low-level parts of safety critical systems.
To overcome the problems with RapiTime, we implemented a simplified analysis procedure that calculates an estimation of the worst case execution times for the specified methods, then compares the calculated values with the specifications of these methods. This procedure has enabled us to do simple dynamic checking.
Syntax and semantics of SafeJML
SafeJML, like JML, specifies methods using contracts ("specification cases") [24] . The clauses in such a contract are used to specify the method's behavior. These include the requires, assignable, and ensures clauses, which specify (respectively) the precondition, frame condition, and post condition of a method. For SafeJML, we are particularly interested in the duration-clause. duration-clause ::= duration spec-expression ;
The semantics of JML's duration clause is based on the work of Krone et al. [16, 17] . It specifies the maximum execution time needed for a method to execute in absolute time units. 2 We assume that the built-in SafeJML package named org.jmlspecs.lang contains definitions of constants such as MS, SEC, etc. to allow expression of timing constraints in units that are more convenient for the specifier.
JML supports the specification of memory usage. This is realized by using the working-space clause, which describes the maximum specified amount of heap space used by a method call. However, SafeJML does not currently support this feature.
SUBTYPING AND WCET ANALYSIS
SCJ allows for subtype polymorphism, also known as dynamic dispatch, which determines the code to run for a method call such as o.m(x) based on the dynamic class of the receiver object, o. But due to the problems with reasoning about subtype polymorphism that we described in the introduction, some researchers in real-time systems suggest that this feature should be disallowed [8] . However, we will show how to solve these reasoning problems by using standard techniques for modular reasoning in the presence of subtype polymorphism, and show how these techniques can be applied to reasoning about timing constraints in SCJ programs. Allowing the use of subtype polymorphism should also have benefits in terms of programmer efficiency and ease of maintenance, since it allows code reuse and the use of object-oriented design patterns.
A standard methodology for modular reasoning in the presence of subtype polymorphism, called supertype abstraction [20, 25] , is to use the static types of each call's receiver to find the specifications for reasoning about the effect of a method call. For example, to verify {P }o.m();{Q} (that starting in a state that satisfies property P , the call o.m() necessarily achieves a state that satisfies Q) one uses the specification of m associated with the static type of o. (In particular, one checks that P implies the precondition specified for m in the static type of o, and that this method's post condition, taken from the static type of o, implies Q.)
Soundness of supertype abstraction requires types to be behavioral subtypes of their supertypes [23] . If S is a subtype of T , then S is a behavioral subtype of T only if all overriding methods in S obeys their specification in T [19, 18, 20, 22, 23, 25, 27] .
However, applying behavioral subtyping to timing constraints poses a practical problem for timing constraints. This problem arises because methods in a subtype are often required to do more elaborate information processing than the methods they override in their supertype(s). This often occurs because a subtype's instances often contain more information than those of its supertypes. For example, consider again the type Vector2d and its subtype Vector3d. Since the scale method of Vector2d has a very tight timing constraint, which permits just enough time for a reasonable implementation, that specification does not allow enough time to perform the calculations needed in a Vector3d object. 3 As we explained in the introduction, one can try to avoid such problems by either not overriding methods, or by underspecification. Those ways of avoiding the problem are orthogonal to Safe-JML; that is, SafeJML's analysis will still work correctly if these techniques are used. However, because these approaches either give up on method overriding or use imprecise specifications, they either give up some of the flexibility of OO programming or result in an imprecise analysis.
A Solution for Subtyping
The key to solving this problem is to recognize that the problem lies in seeking an a priori fixed limit on the method's time bound. That is, timing constraints for methods cannot simply be constants. This is not a new observation, as others have already noted that timing constraints in general must depend on data such as arguments to a method [11, 16, 17] . As our examples illustrate, the runtime type (i.e., class) of a method's receiver object is also data that is input to that method. Thus the timing constraint of a method in general may need to depend on the dynamic type of the receiver.
This insight dovetails with an elegant way to express the dependency of a method's specification on the dynamic type of the method's receiver, first published by Matthew Parkinson [29, 28] . The essence of Parkinson's technique is to write specifications of methods using "abstract predicate families" [28, p. 78], which can have differing definitions in various types. The value of an abstract predicate depends on the runtime type of a method's receiver. In SafeJML an abstract predicate family is declared as a non-static pure model method; such a model method can only be used in specifications, and yet can be overridden in different types, and thus can have a different meaning for each subtype. Thus, during checking (which takes place after running the program), one must know something about the runtime type of the receiver in order to use a particular member of the abstract predicate family to interpret a specification.
One may also specify various properties of abstract predicate families that allow reasoning with inexact type information (upper bounds). Parkinson's work gives sound rules for reasoning about specifications that are written using abstract predicates, which apply to SafeJML's use of model methods.
Consider the example we introduced earlier, the timing constraint for Vector2d's scale method can be rewritten in JML by introducing a specification like the following, where scaleTime is a pure model method.
//@ duration scaleTime();
The method scaleTime would be overridden in each concrete type. To reason about the time taken by calls to scale either requires knowledge of the exact runtime type of the receiver, or some separate specification of how the scaleTime method depends on the dynamic type of the receiver (this). This dependency can be captured in the specification of the scaleTime method for a specific type, which would then apply to all its subtypes. For example, if one uses the above as the specification for scale and additionally specifies that the result of scaleTime is no greater than the number of dimensions in that vector object times the time it takes for the platform to compute one floating point multiplication and one floating point assignment, then this specification would have to be obeyed by all subtypes of the class Vector2d. Thus, one can reason using static type information (supertype abstraction [25, 20, 23] ) if desired. However, if one needs more precision, and if during reasoning one can prove something about the exact dynamic type of a collection, then one can instead use the specification for that more exact type's scaleTime method.
Implementation of Our Solution
For runtime checking of timing constraints, it is important that the implementation consumes minimal (and constant) time. Our implementation does this by outputting an execution trace, during the program's execution, with enough timing information to enable later check of timing constraints. When the program is not executing, the tool checks the program's execution trace and compares the duration of methods with that the program's specified duration clauses.
Our implementation's design is shown in Figure 3 . The analysis process consists of four stages. The first stage is the SafeJML compiler stage. The SafeJML compiler is a Java compiler with the ability to process JML specification. The input for this stage is the SCJ code that needs to be analyzed along with the SafeJML specifications. The duration specifications are usually embedded inside the SCJ code itself. Alternatively, the SafeJML compiler, allows for specifications to be stored in separate (.jml) files. The output for this stage is the compiled class files (bytecode), which in turn is the input for the next stage, the Fiji compiler.
Figure 3: Design diagram
The Fiji compiler compiles class files into C code which in turn is compiled into machine code. The Fiji compiler takes care of this process internally. Then the generated machine code moves to the third stage, the host microcontroller. This microcontroller could be the actual target hardware or a simulator. Running the code will result in producing execution traces. These execution traces are processed by the SafeJML checker stage, which also takes the original code and specifications as an input. This stage analyzes the trace files and compares them to the specifications. The output of this stage contains warnings regarding any potential violation of the specifications.
The novel feature of our implementation is that execution traces are designed to contain enough information about the program's state to enable checking duration clauses that use abstract predicates (model methods), which depend on the dynamic type of the receiver.
To record execution traces, the SafeJML compiler injects entry and exit method calls into code of each SafeJML-annotated method. The calls to the entry and exit methods are passed a parameter value that represents the SafeJML-annotated method's ID, and another parameter that represents the receiver's dynamic type. This information is encoded in the execution traces in a way that minimizes space and makes recovery of the information fairly easy.
Several methods to collect traces are supported. For example, if the code is going to be simulated on a PC, the programmer then will choose to collect traces in the memory then dump these traces in files to be analyzed later. Similarly, if the programmer is running the trace collection algorithm on the host hardware, the traces can be directed into a serial port and collected on different hardware. The net result must be a trace file to be used in the next step of the process. Both of these methods are supported by the implementation. Furthermore, a collection of "static native" trace handlers are available in FijiVM, which gives one the freedom to change the trace collection implementation as desired.
The SafeJML checker stage checks execution traces against the specifications in the program by calculating differences in timestamps between the entry and exit traces of each method call. The checker must also use the dynamic receiver type information in the traces to figure out which overridden method was actually executed during runtime.
We show our proposed solution in Figures 4 and 5. The pure model methods scaleTime and getDimensions are introduced in Vector2d and used in the duration specification rewritten for Vector2d and inherited by Vector3d. This approach introduces a practical problem related to the extra processing required during execution time to be able to collect all needed information for the checker to be able to do its job correctly. This might occur if the duration expression calculation requires information that are available only at runtime. Clearly, evaluating these methods at execution time is a process that takes time, and might affect the overall timing analysis of the program. A practical and precise solution remains an open topic for research and future work. For instance, partial evaluation techniques can be used to eliminate the need for many time-demanding calculations at runtime, by doing some calculations during the program's compilation. Another possibility is to postpone many calculations to checking time, by putting the information needed to do such calculations into the execution traces.
DISCUSSION
In this section, we introduce one more example inspired by one of the SCJ examples. Figure 6 declares a type ListHandler (itself a subtype of PeriodicEventHandler) that inverts a list when a specific event occurs. In Figure 7 , we introduce another type, SortedListHandler, which is a subtype of ListHandler. When the event occurs a SortedListHandler object sorts the list in- stead of inverting it. The specifications for both types show how the suggested methodology can be used to specify timing constraints. For the subtype SortedListHandler, since it is a behavioral subtype of its super type ListHandler, specifications from both types must be satisfied. However, following our proposed approach, the duration clause is only specified in the super type, and only the pure model method, handleAsyncEventTime, used by the duration clause, is overridden in the subtype in order for the duration clause to be satisfied.
RELATED WORK
We know of no other solutions to the problem of subtyping in for timing specification and verification.
Our solution for the subtyping problem was based on the work of Parkinson and his coauthors [29, 28] . In his work, Parkinson developed a formal semantics for a subset of Java, and introduced the concept of abstract predicate families to modular reasoning of specifications to address the modularity of reasoning in the presence of inheritance and subtyping. The use of abstract predicate families allows subclasses to have what seem like strikingly different behaviors, and allows for "reuse subtypes" that exploit inheritance even though they have what may seem like somewhat different functional behavior. Parkinson and his coauthors do not extend their work to timing specifications, which is our application of the concept in the present paper.
The design and implementation of the duration clause in Safe-JML (and in JML) is based on the work of Krone et al. [16, 17] . Much of SafeJML's design is built to accommodate the RapiTime tool [2, 15] , a hybrid analysis tool used to perform hybrid WCET analysis for C programs.
The PERC Pico[1] product from Atego verifies space specifi- cations of a predefined set of subclasses. For this matter, the static analyzer uses the CallerAllocatedResult annotation and assures that there is sufficient allocated space for that object.
Formal verification of timing specifications is also introduced in Hehner's work [14] . Hehner used refinement calculus to formalize the verification of timing specifications, but he does not discuss OO issues such as subtyping.
Many researchers have worked on the problem of WCET analysis. One early work in this area is Shaw's book [34] . Shaw introduces a method for precise analysis using path expressions to perform measurements. Shaw does not consider subtyping. Furthermore, this analysis is not modular, since it does not use specifications.
Schoeberl and Pedersen [33] describe a precise WCET for Java Systems based on the Java Optimized Processor (JOP). This is also a whole-program static analysis, which makes it non-modular. This analysis hides the problem of subtyping because it depends on the duration for execution of byte codes, which requires prior knowledge about the type at compile time.
CONCLUSION
In this work, we have described a solution to the problem of specification and checking of timing constraints in SCJ programs that use subtyping. Our solution is embodied in SafeJML, an extension to JML for specification of SCJ programs. We showed how the duration clause can be used to check SCJ programs that use subtyping by writing specifications that make use of model methods (Parkinson's abstract predicates).
Future work includes a full implementation and evaluation of the proposed solution based on real life examples. We also plan to investigate and introduce more issues regarding the use of other techniques and features of object-oriented languages in real-time systems. Furthermore, this work needs to be generalized to cover SCJ Level 1 features, this includes preemptive tasks, inturrepts and multiprocessor environments. 
