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Abstract
A fully automatic method is proposed to produce an enhanced image from a very noisy sequence con-
sisting of a translating object over a background with different translation motion. The method is based
on averaging registered versions of the frames in which the object has been motion compensated. Con-
ventional techniques for displacement estimation are not adequate for these very noise sequences, and
thus a new strategy has been used taking advantage of the simple model of the sequences. First, the lo-
cal spatio-temporal spectrum is estimated through a bank of multidirectional/multiscale third order
Gaussian derivative filters, yielding a representation of the sequence that facilitates further processing
and analysis tasks. Then, energy-related measurements describing the local texture and motion are
easily extracted from this representation. These descriptors are used to segment the sequence based on
a local joint measure of motion and texture. Once the object of interest has been segmented, its veloc-
ity is estimated applying the gradient constraint to the output of a directional band-pass filter for all
pixels belonging to the object. Velocity estimates are then used to compensate the motion prior to the
average. The results obtained with real sequences of moving ships taken under very noisy conditions
are highly satisfactory, demonstrating the robustness and usefulness of the proposed method.
Keywords: Image enhancement, noisy sequences, joint transforms, image segmentation, motion es-
timation
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1 Introduction
Image sequences contain highly redundant temporal in-
formation that can be used for restoration, resolution im-
provement or enhancement of the scene. One particularly
simple case is a sequence of a still scene taken under time-
varying degradations, such as random turbulence or noisy
conditions. The effects of turbulence1 or noise2,3 can be
diminished by simply averaging several frames, which
tends to cancel the random variations.
Most image sequences, however, contain some motion.
This motion causes that different frames contain the same
object of interest but shifted, and possibly, rotated and
scaled, thus providing slightly different views of the ob-
ject. This fact has been used to reduce aliasing and then to
improve resolution4,5,6, especially in sparse sampling ar-
rays used in infrared imaging systems, in cases having a
relatively small amount of noise. In general, motion pre-
vents the direct temporal integration of the frames, and
hence it is difficult to reduce high amounts of noise. In
these cases, it is necessary to determine the motion of the
object of interest to compensate for it, prior to integration.
Image motion or optical flow estimation is an ill-posed
problem7, usually giving noisy results even in noise free
sequences8. Last results suggest that an optimal strategy is
to simultaneously estimate motion and segment the se-
quence, based on motion contents9,10. This strategy is more
robust than a direct estimation of optical flow. These
methods usually segment the sequence based on motion
and compute optical flow iteratively (using algortihms like
Expectation/Maximization), each step refining the previ-
ous one11. They have been successfully tested in complex
sequences that include rotations and scaling, but that are
free of noise. They are also computational expensive, since
the convergence rates are usually slow. Other methods
have been proposed for the simultaneous estimation of
multiple optical flow present in the same spatial location12,
which are optimal when the sequence can be locally ex-
pressed as the linear superposition of several motion sig-
nals (e.g., additive transparency). This is not the case of
our image sequences (as explained below), because there
are not multiple motions at the same spatial location except
at the occlusion boundaries, where the signal is not simply
described as the linear superposition of several motion sig-
nals.
In this paper we have considered the case of sequences
containing an object of interest undergoing a translation
motion against a background undergoing a different trans-
lation motion, and with a very low signal to noise ratio due
to the poor imaging conditions. The absence of relevant
rotations or scaling of the target allows applying more ro-
bust methods than in the general case. This type of se-
quences is of great interest in certain applications, like
ground-based maritime surveillance systems.
The method applied for image enhancement is based on a
visual representation of the image sequence that provides
an estimate of the local spatio-temporal spectrum13. This
generic scheme of representation was previously devel-
oped as a first multipurpose stage of sequence processing
that is inspired in human vision and that facilitates further
analysis and processing applications. In particular, it helps
to segment, robustly, very noisy sequences based on tex-
ture and motion contents, a task where our visual system
shows a high performance. After segmenting the moving
object, we estimate its velocity by applying a modified
version of a method for optical flow estimation based in
the same representation of the image sequence, therefore
requiring little additional cost13. The estimated velocity is
then used to register the object in all frames, which are fi-
nally integrated to improve the signal-to-noise ratio.
We have tested the performance of each step of the method
with synthetic test sequences contaminated with spatio-
temporal noise of the same power than the original se-
quence (signal to noise ratio of 0dB). The method is able
to detect and segment the moving object, and to estimate
its velocity reliably. It was also tested with real sequences
acquired from maritime surveillance (infrared and visible)
imaging systems. The results show a remarkable enhance-
ment in all cases.
2 Method
The method for image sequences enhancement has been
developed for a particular class of sequences that consist of
an object of interest moving against a background, and
contaminated with spatio-temporal noise, so that the visi-
bility of the target is very low. Concretely, these are the
main assumptions about the sequences for which this
method is applicable:
1. There is one object of interest, or target, which is un-
dergoing a smooth translation motion, i.e., the image
velocity of all the points belonging to the object is the
same at a particular time (i.e., there are not noticeable
rotations or scaling), and it varies slowly in time.
2. The object is against a background that is also under-
going a smooth translation motion, different from the
motion of the target. We consider a static background
as a particular case of zero velocity.
Figure 1. Sample frame of a typical sequence that has
been taken from a static CCD camera within the range of
visible, and that corresponds to a ship translating to the
left.
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3. The resulting sequence is contaminated with white
spatio-temporal noise of high power (in extreme cases,
the same power than the signal).
Figure 1 shows a frame of a typical sequence that consists
of a ship translating from right to the left, and that has been
taken with a visible CCD camera under noisy conditions.
The ship is both blurred and highly corrupted by noise,
making its recognition difficult.
 The proposed method obtains an enhanced version of the
object of interest automatically, following these steps: (1)
segmenting the object of interest; (2) estimating the veloc-
ity of the object and hence the displacements between
frames; and (3) averaging motion compensated versions of
the frames together.
The high level of noise present in our sequences makes the
two first steps critical and especially difficult, requiring
highly robust methods. Therefore, we have avoided using
standard techniques relying on the analysis of static frames
only (like segmentation by thresholding, or displacement
estimation by correlation or block matching). Instead, the
proposed method uses local spatio-temporal frequency in-
formation at each point in the sequence. The main stages
of the method, displayed in the block diagram of Figure 2,
are the following:
1. The local spatio-temporal spectrum of the sequence is
estimated through a bank of band-pass,
multidirectional/multiscale spatio-temporal filters.
This produces a visual representation of the image se-
quence13 that facilitates further analysis tasks.
2. The target is segmented from the background, using
spatio-temporal descriptors derived from the above
visual representation of the sequence14. These de-
scriptors are defined at each point as local measure-
ments of the energy at each specific frequency band,
and hence of the texture-motion energy at each loca-
tion15. These descriptors are an extension of those
used previously in multichannel static texture seg-
mentation16,1718,19. In this dynamic case, differences in
velocity, texture or both, are the key features to dis-
criminate the target from the background.
3. The target's velocity is estimated for each frame, to
compute its displacements and to register it in the dif-
ferent frames. Velocity is estimated using a modified
version of a previously developed method for prob-
abilistic multichannel optical flow estimation13. Opti-
cal flow is estimated applying the gradient constraint20
to the output of a directional band-pass filter, chosen
to respond mainly to the moving object, thus elimi-
nating a great amount of noise. In addition, since the
prior segmentation has already detected the points of
the target, which share the same velocity, combining
gradient constraints in this relatively high number of
points, strongly improves robustness and accuracy of
the velocity estimate.
4. The motion is compensated for every image so that
the object appears registered, making possible the fi-
nal integration of all frames to give a single enhanced
image of the object of interest.
We give a detailed explanation of these stages in the next
paragraphs. To test and optimize these stages, we have
generated synthetic test sequences imitating real ones, but
that constitute an extreme case where the only cue to seg-
ment the object is motion. The patterns used for the object
and the background, displayed in Figure 3a and 3b respec-
tively, are different samples of the same spatial fractal
noise with power spectra proportional to 2/1 sf , where sf
is the radial spatial frequency. An ensemble of test se-
quences has been generated translating the object and the
background with different velocities, and adding different
amounts of spatio-temporal Gaussian white noise (Figure
3c). A frame of one of the resulting sequences (with SNR
= 0 dB) is shown in Figure 3d, where the object is invisible
Local spatio-temporal
spectrum estimation
Local spatio-te poral
spectru  esti ation
Segmentation of the
moving object
eg entation of the
oving object
Displacement
estimation
isplace ent
esti ation
Registration
and integration
egistration
and integration
Input noisy
sequence
Enhanced image
of the object
Figure 2. Block diagram of the proposed method for im-
age enhancement from noisy sequences.
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to the eye. The object becomes clearly perceptible, how-
ever, when the sequence is displayed in motion.
2.1 Local spectrum estimation
The local spectrum has been estimated using a bank of
multidirectional/multiscale band-pass spatio-temporal lin-
ear filters. For this purpose we have applied a previously
developed scheme for visual representation of image se-
quences that has been designed as a multipurpose pre-
processing stage to facilitate many image sequence proc-
essing and analysis applications13.
The basis functions of this scheme are spatio-temporal
third order Gaussian derivatives along specified spatio-
temporal directions (GD3). Gaussian derivatives had been
used by different authors21,22 to model the early linear
stages of the visual system. These filters have their tuning
(peak) frequencies placed over the surface of a sphere
(more generally, over an ellipsoid) for a given scale. The
basis functions can be expressed as linear combinations of
the separable functions obtained by third order (partial)
derivation of a spatio-temporal Gaussian. The general ex-
pression, in the spatio-temporal frequency domain, for the
separable basis (GD3) is the following:
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where ¾ ®¬ F  means Fourier transform, ),,( tyx fff  are
the frequencies along the (two) spatial and the temporal
axes, and )(xg  (with Fourier transform )( xfG ) is the
following basic 1D Gaussian function:
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There are 10 independent GD3s at each scale, that corre-
spond to all possible combination of indexes 30 ££l  and
lk -££ 30 . A very efficient implementation using 1D
convolution masks is possible, since the set of partial de-
rivatives is separable. The directional filters, needed to
obtain good samples of the local spectrum, are easily ob-
tained from the set of partial derivatives through linear
combination, a general property of directional derivatives
closely related with the steerability of derivative filters
23,24:
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where 0h
r
 is the spatio-temporal direction of derivation,
which is determined by its spherical angular coordinates
),( 00 jq .
Table 1 contains the spherical angular coordinates of the
10 directions in the frequency domain that we have chosen
to place the directional GD3 channels, at each scale. Four
channels are placed in the static plane, defined by 0=tf ,
all their centers (tuning frequencies) having 2/pj =  in
spherical coordinates, and equally spaced in azimuth. Five
channels are placed in a dynamic plane parallel to the
static plane. If we want to maintain the same amount of
overlap in azimuth for these 5 dynamic channels, as for the
static ones, then it follows that )8/5asin(=j  for this dy-
(a) (b)
(c) (d)
Figure 3. Generation of synthetic test sequences: (a)
moving object filled with a synthetic fractal noise texture;
(b) background consisting of a different sample of the
same fractal noise; (c) additive spatio-temporal Gaussian
white noise; (d) resulting frame.
Table 1. Spherical angular coordinates of the directions
where the 10 directional GD3 are placed at a each scale.
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namic plane1. The remaining 10th channel is placed on the
pure temporal frequency axis.
The highest frequency scale has been placed at a radial
tuning frequency of half the Nyquist frequency (1/4 cy-
cles/sample). The GD3 filters have been implemented effi-
ciently using the 1D small (9-tap) convolution masks
shown in Table 2, obtaining high fidelity approximations
of the theoretical frequency responses (greater than 30dB).
Once the response to the separable (partial) derivative fil-
ters is obtained, it is straightforward to obtain the response
to the directional ones, applying Eq. 3. Coarser scales have
been obtained using an efficient pyramidal implementa-
tion, where the same set of filters corresponding to the fin-
est scale is applied to successive subsampled versions (in
space and time in a factor of 2) of the original sequence.
The filter used to avoid aliasing in the subsampling opera-
tions is the 5-tap cubic B-Spline shown in Table 2. The
resulting distribution of channels in the frequency domain
is shown in Figure 4. This schematic view displays one
slice along the one spatial frequency axis )( xf  and the
temporal frequency axis )( tf . Channels corresponding to
three spatio-temporal scales are represented by level
curves of uniform magnitude response.
This implementation introduces a delay of 4 frames for the
highest resolution level. The delay is multiplied by 2 as we
move to coarse resolution levels. If the delay for coarser
scales becomes critical for some applications, it is possible
to use a version of the filter bank that uses multiresolution
only in space13, so that the maximum temporal delay is al-
ways of 4 frames. The main disadvantage of this version is
that the samples of the spatio-temporal frequency domain
are not evenly distributed.
                                                       
1 Each channel has two lobes, but whereas the 4 static channels yield a
total of 8 lobes in one single static plane, dynamic channels produce 5
lobes in the positive dynamic plane, and other 5 lobes in another negative
plane placed symmetrically with respect to the origin.
2.2 Segmentation
The target is segmented by unsupervised pixel classifica-
tion, consisting of an automatic grouping of the pixels cor-
responding to the moving object. This process requires a
local description of specific features that serve to discrimi-
nate between object and background. One such feature is
precisely motion, since object and background display dif-
ferent motions in the sequences of interest.
Motion can be described taking into account the special
form that takes the spatio-temporal spectrum of a given
pattern undergoing uniform translation. It is well known
that this spectrum is confined to a plane, whose azimuth
and elevation depend on the orientation and modulus of the
velocity, respectively25. More precisely, this plane is given
by:
0=++ tyyxx fvfvf (4)
where ),,( tyx fff  are the components of the spatio-
temporal frequency vector, and ),( yx vv  the components of
the velocity vector, respectively. The spatio-temporal
spectrum of such a moving pattern is formed by the pro-
jection, parallel to the temporal frequency axis, of the 2D
spatial spectrum of the spatial pattern (which is contained
in the static plane given by 0=tf ), onto the plane given
by Equation 4. Patterns undergoing different motions will
have their spectra in separated planes. Thus, each pixel in
the sequence can be characterized using measurements of
the local energy of the spatio-temporal spectrum (joint
texture-motion descriptors). The local spatio-temporal
Figure 4. Schematic view of the directional GD3 chan-
nels, as a contour level plot, in a slice of the 3D spatio-
temporal Fourier space corresponding to ),( tx ff .
Table 2. One-dimensional 9-tap convolution masks corre-
sponding to the Gaussian prefilter ( 0g ) and their deriva-
tives of first ( 1g ), second ( 2g ) and third order ( 3g ), and 5-
tap cubic B-spline filter Only the positive axis coefficients
are shown, since 0g , 2g  and the cubic B-Spline are even-
symmetric, and 1g  and 3g  are odd-symmetric.
g0 3.616e-1 2.400e-1 6.968e-2 9.066e-3 4.437e-4
g1 0 -2.072e-1 -1.203e-1 -2.347e-2 -1.541e-3
g2 -3.254e-1 -4.084e-2 1.468e-1 5.036e-2 6.428e-3
g3 0 4.107e-1 -3.534e-2 -8.794e-2 -1.934e-2
CBS 0.375 0.25 0.0625 - -
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spectrum will be different for pixels belonging to regions
undergoing different motions, or having different textures.
Local spectrum descriptors can be directly obtained from
the representation of the sequence described in Section 2.1.
2.2.1 Local spectrum energy descriptors
The GD3 filter bank is sampling the local spectrum, but it
is not convenient to use the direct output of the filters as
descriptors, since these outputs depend on the local phase,
and thus they are not shift-invariant. This problem is the
same as in static texture discrimination, where it is usual to
apply a non-linearity at the output of the filter bank16,19,26
to obtain shift-invariant descriptors. Thus, we have ex-
tended a previous method for static texture segmentation19
to the present problem of spatio-temporal segmentation.
Results showed that the complex modulus produced better
results than the energy and other tested non-linearities27.
This can be implemented obtaining first complex samples
of the local spectrum, using a pair of filters in phase
quadrature, and then computing the modulus of these com-
plex samples. However, to avoid designing and computing
the responses to the quadrature pair corresponding to each
GD3 filter, we have followed an approximate strategy that
uses only the responses of the GD3 filters. The modulus of
the complex samples obtained through a pair of quadrature
filters is equivalent to the modulus of the response to one
of the filters, previously shifted in the frequency domain
such that their peak coincides with the zero frequency, and
filtering with an appropriate ideal low-pass filter. In our
case, since the GD3s filters are not perfect band-limited,
and the ideal low-pass filter has been approximated using a
spatio-temporal separable Cubic-B Spline filter (see Table
2), the result is not exactly the same than the modulus of
the quadrature pair. Nevertheless, it is a very good ap-
proximation for our purposes.
Figure 5 illustrates how the signal (modulus) is distributed
across the 10 channels of the highest frequency level, for
the background (a) and the object (b) of the synthetic test
sequence of Figure 3. Channel energy is represented by
two opposite spheres centered at the channel’s tuning fre-
quency, and whose size is proportional to the average
modulus of the channel response inside the corresponding
region (background or object). The graph in panel (a) cor-
responds to the average energy distribution of each chan-
nel in the static background. In this case, the static chan-
nels are most excited (bigger spheres), but dynamic chan-
nels also display a moderate amount of energy, coming
from the spatio-temporal additive white noise. The moving
object (b) displays a clearly different distribution of en-
ergy. Here, most static channels are solely excited by the
spatio-temporal white noise. In addition, two dynamic
channels, which are close to the plane given by the trans-
lation velocity of the object, exhibit higher responses (big-
ger spheres), while those dynamic channels that are far
away from that plane are not excited by the target but only
by the white noise (smaller spheres). The approximately
constant size of the smaller spheres in both cases is the re-
sult of the white noise.
These spatio-temporal spectral descriptors seem to be able
to characterize, and hence to discriminate regions under-
going different translational motions, even under ex-
tremely noisy conditions, such as in the example shown
here. Although Fig. 5 shows the average, over all pixels of
the sequence belonging to the background (a) or target (b),
it is worth noting that the descriptors are defined at each
point, from a local spatio-temporal neighborhood, whose
size is adapted to the frequency band according to the
multiresolution scheme.
ft
fy
fx
       
fx
fy
ft
                                                     (a)                                                                             (b)
Figure 5. Schematic view of the average energy of the finest scale channels, for the two regions: (a) background; and (b)
moving object, of the synthetic test sequence of Figure 3. Each channel is represented by a pair of spheres centered at its
tuning frequency, whose radius is proportional to the average energy inside the corresponding region.
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2.2.2 Selection of the best feature channels
As we have just seen, descriptors obtained from the
modulus (square root of the energy) of the channel re-
sponses can be used to discriminate between regions hav-
ing different textures and/or motions. Each spatio-temporal
location in the sequence is then characterized by a set of 10
(orientations) x 3 (scales) = 30 descriptors, which are the
responses of the channels that are sampling the local spec-
trum. The number of components of this feature vector
(30) is too high, making the computational cost of seg-
mentation almost unaffordable. Moreover, as shown in
Fig. 5, many of the channels will not contribute to dis-
criminate object from background, but can even increase
the segmentation errors (in particular for channels domi-
nated by noise). Therefore, we have included an additional
step, consisting of selecting a reduced number of (four)
channels providing maximum discrimination. This selec-
tion improves the segmentation and strongly reduces the
computational cost.
The method to select of the most representative channels
relies on the characteristic features of our input sequences,
which contain a moving object against a larger background
either static or undergoing a different motion. As shown in
Figure 6, the statistics of the channel responses can pro-
vide useful information for selecting them. This Figure
compares the modulus of 2 of the 10 channels corre-
sponding to the finest scale, for a frame of the test se-
quence of Figure 3. One channel (Figure 6a) is well tuned
to the target motion, and therefore displays higher values
(brighter gray levels) in the region occupied by it. Con-
versely, it tends to show lower responses (darker gray lev-
els) in the background region, and therefore, this channel
can be useful to discriminate between object and back-
ground. Interestingly, this discrimination capability is re-
flected in its histogram, which displays (Figure 6b): (1) a
big lobe near the origin, corresponding to pixels in the
background; and (2) a long tail extending towards higher
values, which accounts for the strong responses given by
the (fewer) pixels belonging to the object. Channels domi-
nated by noise, and hence less appropriate to segment the
sequence (Fig. 6c), display the big lobe near the origin
(Fig. 6c), but not the long tail.
Therefore a good selection criterion is to pick those chan-
nels whose histograms display longer tails (i.e. contain
some strong responses). This feature is appropriately char-
acterized by conventional statistical normalized moments,
like skewness or kurtosis. As shown in the example of
Figure 6, both (skewness and kurtosis) are significantly
higher (by a factor of nearly 3) for the upper discriminat-
ing channel than for the lower one (see values in Figure 6
b and d).
We have checked that both moments produced equally
reasonable results in channel selection, for our test se-
quences, but we finally adopted kurtosis since it produced
slightly better results. The number of selected channels is a
trade-off between having as much information as possible,
and a low computational cost. We found that those 4 chan-
nels (among the total of 30) having the highest kurtosis
produced good segmentation results for our sequences at a
reasonable low cost.
2.2.3 Clustering
The resulting feature vectors, composed by the modulus of
the outputs of the 4 selected channels, are used to segment
the sequence into 2 classes (object and background), using
the standard k-means clustering algorithm28. We found that
it is convenient to normalize the modulus of every channel
independently, between 0 and 1, so that the selected chan-
nels enter with equal weight in the clustering process.
The clustering is performed frame by frame because the
velocity of the translating object can change slowly in
time. This strategy permits to initialize the clustering algo-
rithm with the cluster centers found in the previous frame,
which are very likely to be close to the present centers,
thus reducing the number of iterations significantly for
most frames. Finally, the segmentation results are refined
by spatial median filtering (window size 11x11) each seg-
mented frame, which removes possible small isolated re-
gions with a high probability of corresponding to segmen-
tation errors.
Results of segmentation for the synthetic test sequence
(Fig. 3) are presented in Figure 7. Both the original (a) and
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Figure 6. Modulus of the analytic channel responses and
their corresponding histograms for two typical channels:
(a) and (b), a channel well tuned to the moving object; (c)
and (d), a channel equally tuned to the object and the
background (also displayed skewness and kurtosis values).
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segmented (b) frames include the true border, overlaid on
them to facilitate the visual localization of the target. Gray
pixels in the segmented image have been assigned to the
background, and the white pixels to the object. The target
has been successfully segmented from the background by
our fully automatic method. There are only some segmen-
tation errors concentrated along the boundaries of the ob-
ject, because the finite spatial support of the filters is mix-
ing information from object and background. The average
percentage of pixels correctly segmented was 98% for an
ensemble of synthetic test sequences with different levels
of noise, and velocities of the object and the background,
which is a highly satisfactory result.
2.3 Velocity estimation
After segmenting the target, the next step consists of esti-
mating its displacement between consecutive frames,
which is necessary to register the object in all frames. For
this purpose we estimate the velocity of the pixels inside
the region occupied by the object, using an optical flow
estimation algorithm13. Although there are other simpler
techniques, like estimating the displacements of the seg-
mented area through correlation, matching, etc., they are
less robust, since segmentation results may be too noisy
(particularly in real sequences with very low SNR) to es-
timate accurately the displacements of the segmented tar-
get. In our case, the optical flow estimation is performed
by a specially adapted version of a probabilistic mul-
tichannel method29,13, which is based on the visual repre-
sentation of the sequence already obtained (see Section
2.1), thus requiring little additional cost. This step is per-
formed frame by frame, and it produces a robust and accu-
rate estimation of the translation velocity of the object (and
of its associated covariance matrix) for each frame.
The optical flow algorithm is based on the classical gradi-
ent constraint20, which is obtained under the assumption
that intensity levels in the sequence can move their posi-
tion but remain constant over time, so that the differential
of the image with respect to time is zero. In traditional
methods, the gradient constraint is set up at each spatio-
temporal location ),,( tyx  as follows:
0=++ tyyxx svsvs (5)
where ),,( tyx sss  is the spatio-temporal gradient of the in-
put sequence s , and ),( yx vv  is the 2D velocity vector.
However, differentiating discrete sequences is numerically
unstable and requires some regularization, like pre-filtering
with a low-pass filter, to obtain good results. Since both
filtering and deriving are linear operations, it turns out that
it is equivalent to pre-filtering and then deriving than fil-
tering directly with the derivative of the pre-filter. If the
regularizing pre-filter is chosen to be a Gaussian filter,
then spatio-temporal gradients are obtained filtering the
sequence with the appropriate Gaussian derivative filters.
Therefore, in our case the subscript associated to the input
sequence s  means that the sequence is filtered with the
corresponding Gaussian derivative filter.
In the original multichannel method13, the gradient con-
straint is applied to the output of a set of directional second
order Gaussian derivative (GD2) filters. This strategy in-
creases robustness since the gradient constraint is applied
to the meaningful events in the sequence extracted by the
GD2 filters, such as bars, edges or texture.Equation 5 takes
then the specific form:
0
000000
=++ thhyyhhxxhh svsvs (6)
where 0h
r
 is the direction vector along which the second
derivative is taken. This unique constraint does not permit
one to solve for the two components of the image velocity
),( yx vv  at each point, and thus different methods have
been proposed to obtain additional constraints (equations)
to solve for the 2D velocity. In our case, the object has
been previously segmented and, according to the assump-
tion of pure translation, all pixels in the object share the
same velocity. Thus, it is possible to combine all their cor-
responding constraints, which gives the following over-
determined linear system:
÷
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
ç
è
æ
-=÷÷ø
ö
ççè
æ
=
÷
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
ç
è
æ
=
=
--- 1
1
0
11
11
00
00
00
00
0000
0000
0000
 ,,
    with,
N
thh
thh
thh
y
x
N
yhh
N
xhh
yhhxhh
yhhxhh
s
s
s
v
v
ss
ss
ss
MMM
bvA
bAv
(7)
where the super-index covers all the N  points previously
assigned to the target by the automatic segmentation. We
solve this system using least-squares, which gives an esti-
mate of the velocity )~(v  and of its associated covariance
matrix )( vC :
    
(a) (b)
Figure 7. Segmentation results for the synthetic test se-
quence: (a) original frame; (b) results of segmentation
with 2 classes. The edge of the true object is overlaid in
both images.
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Covariance matrices are important since they are 2D con-
fidence measures of the velocity estimates, which are very
useful to combine estimates from different sources13, (spa-
tio-temporal locations30,31 channels, etc.).
The system in Eq. 7 may be set up for different directional
GD2 channels, obtaining different estimates that can be
combined to obtain a unique less noisy estimate (as is done
in the original method13). In this particular application, we
use only one GD2 channel, which is chosen to be tuned to
the target motion (i.e., the GD2 channel with the strongest
response to the object). Estimating the velocity at the out-
put of a directional channel tends to increase the aperture
problem, because the range of orientations is limited at the
output of the filter. However, this effect is not too severe in
our case for two reasons: 1) the GD2 filters are not very
selective in orientation; and 2) there is a relatively large
number of points from which the gradient constraint is
combined, making highly likely the presence of different
orientations, and thus diminishing the aperture problem.
On the other hand, the great advantage of using a direc-
tional channel tuned to the object is that a high amount of
noise is eliminated before estimating the velocity, and it
also helps to minimize the influence of the background
velocity (which can be important in pixels near the border
of the target).
The channel selected for the velocity estimation is placed
on the dynamic plane, given by )8/5asin(=j  in the fre-
quency domain, so that only the azimuth is tuned to obtain
maximum energy response to the object. This is achieved
by evaluating the channel energy response as a function of
the azimuth of the center frequency, and finding the azi-
muth of the channel giving maximum response. This func-
tion can be represented as a curve that can be easily ob-
tained, since the energy response of derivative channels
placed at arbitrary values of azimuth (directions in general)
can be theoretically interpolated from the responses of a
reduced set of channels because derivative filters are steer-
able24. The responses of 5 GD3 channels in the dynamic
plane are available (Section 2.1), from which it is possible
to obtain 5 energy measurements corresponding to the ob-
ject (averaging the modulus of the response to the analytic
channels across all pixels in the region corresponding to
the object). In theory, we would need more than 9 meas-
urements to obtain an accurate approximation of the inter-
polation24, but we found that using the 5 available meas-
urements produces good results for all tested sequences.
Furthermore, the precision required in azimuth tuning is
not critical for this application.
The graph in Figure 8 shows the results of interpolation for
the same test sequence used previously. The five average
energy measurements are marked with stars and circles for
the object and the background, respectively. The interpo-
lation curves are obtained applying theoretical interpola-
tion functions for the case of having 5 harmonics (see Ap-
pendix F in Ref. [24]). The background curve (dashed) is
almost constant, and is below the target's one. Since in this
case the background is static, there is no preferred direc-
tion, and motion energy is only due to noise. The curve
corresponding to the target (dotted) shows a clear maxi-
mum close to the theoretical azimuth (marked by the verti-
cal line) corresponding to the direction of the object veloc-
ity, (4/3, -1/5) pixels/frame (known in this synthetic se-
quence).
It is important to note that there is no need to compute ex-
plicitly the response to the directional GD2 channels, since
the spatio-temporal gradient of such GD2 channels
),,(
000000 thhyhhxhh
sss  is easily obtained from the representa-
tion using the separable basis of GD3 (i.e., from the se-
quence filtered with all the partial GD3 derivatives)
through the following linear combinations13:
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Figure 8. Interpolation of the 5 energy measurements for
the regions segmented as background (circles, dotted
line) and as object (stars, dashed line) as a function of the
azimuth, for the test sequence in Figure 3. The azimuth
corresponding to the true maximum for the object veloc-
ity of (4/3, -1/5) cycles/pixel is  shown as a vertical line.
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where ),,( 000 tyx hhh  are the components of the directional
vector 0h
r
, given that its modulus is one ( 10 =h
r
).
2.4 Registration and integration
The last step is the registration of the moving object and
the integration of all registered frames to increase the
SNR. Registration can be achieved using the velocities,
estimated in the previous stage, frame by frame. However,
a further refinement of the velocity estimates of each frame
is possible, by taking advantage of the assumption that the
velocity of the object does not have large variations along
the sequence. One simple strategy would be averaging the
velocity estimates within a temporal window, but a more
intelligent combination of velocities is possible taking into
account the covariance matrices, which will produce a
more robust and accurate estimate13,29,30,31. The combina-
tion of a set of estimates of the velocity from N  consecu-
tive frames, { })~,~(
ii yxi
vv=v , taking into account their asso-
ciated covariance matrices )(
iv
C , results in the following
new estimate for the velocity (assuming that the different
estimates are uncorrelated):
÷÷
÷
÷
÷
ø
ö
çç
ç
ç
ç
è
æ
+
+
÷
ø
öç
è
æ=
å
å
å -
=
-
=
--
=
-
1
0
2
1
0
211
0
1
~~
~~
~
N
i v
y
uv
x
N
i uv
y
u
x
N
i
i
i
i
i
i
i
i
i
i vv
vv
ss
ss
vCv (13)
where 2
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iuv
s and 2
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s  are the components of the covari-
ance matrix:
÷÷ø
ö
ççè
æ
= 2
2
ii
ii
i
vuv
uvu
ss
ss
vC (14)
The graph in Figure 9 displays the horizontal (circles) and
vertical (squares) estimates of the velocity as a function of
frame number, before (open symbols) and after (filled
symbols) the temporal combination, for a synthetic test se-
quence with 0dB of SNR. The actual velocity of the object
is constant for all frames: (4/3, -1/5) pixels/frame, and
these two components are represented as two continuous
lines in the graph. The horizontal velocity component has
been underestimated. This can be caused by a bias in the
estimate as a result of the simplified noise model that as-
sumes noise-free spatial gradients29,13. The velocity esti-
mates are much more stable after the temporal combina-
tion, which eliminates much of the noise present in each
single frame estimate.
Finally, the frames are motion compensated using bilinear
backward interpolation, based on the displacements pre-
dicted by the velocities estimated in the previous step. Bi-
linear interpolation introduces a slight low-pass filtering
effect, as can be appreciated in Figure 10. This Figure
compares the original noise-free object (a), the object in
one of the noisy frames (b), and the result of integrating
the 26 central frames using the actual velocity (c), and us-
ing the velocity estimates provided by our method (d).
Even if we use the actual velocity there is some blurring
effect due to the bilinear interpolation (compare images in
Figure 10a and c). The result obtained applying all the
steps of the automatic method (Fig. 10d) are satisfactory,
the target appears clearly visible, although clearly blurred,
mainly in the horizontal direction, as a result of the slight
underestimation of that velocity component. Nevertheless,
the shape and most of the texture of the original object ap-
pears clearly visible in the final result. It must be also con-
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Figure 9. Estimates of the horizontal (circles) and vertical
(squares) velocity for every frame of the test sequence, be-
fore (open symbols) and after (solid symbols) the combi-
nation in a temporal window of 9 frames. Also shown in
continuous lines the real horizontal and vertical velocities
of (4/3, -1/5) cycles/pixel.
   
(a)                                        (b)
   
(c)                                        (d)
Figure 10. Results after the integration step for the test se-
quence: (a) original moving object; (b) noisy frame; (c)
integration using the real velocity to register the object; (d)
integration using the estimated velocities.
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sidered that this test case corresponds to a very extreme
situation with SNR=0dB (see Fig. 10b).
3 Results
We have applied this method to real sequences of ships
recorded with static ground-mounted cameras for maritime
surveillance. The sequences were taken using either an in-
frared camera operating on the 8-12 mm range, or a con-
ventional CCD camera operating in the visible range.
These sequences were severely affected by noise intro-
duced by the system, but mainly by bad atmospheric con-
ditions. In these sequences, the observed ship is translating
without appreciable rotation or scaling, therefore satisfying
the assumptions of the method. We present here results
from two visible and one infrared sequences. The en-
hanced images are compared to one of the original frames.
The first sequence is 100 frames long and was taken with a
visible camera. The ship is translating from right to the
left, with a mean horizontal velocity of about 1 pixel/frame
(estimated manually as an average velocity from the global
displacement between first and last frames). Figure 11a
plots the estimates of the horizontal and vertical velocity
components at each frame, being approximately constant
and equal to the mean velocity estimated manually. Fig.
11b displays one of the original frames, where most details
of the ship are lost or masked by noise. The result, after
applying our fully automatic method, is shown in Fig. 11c.
The image has been strongly enhanced, the target displays
now many details that were not visible in the original
frame and the SNR is much higher. There is again a blur-
ring effect that comes from both the bilinear interpolation
and errors in the displacement estimation.
An original frame of the second visible sequence, 50
frames long, is shown in Figure 12b. The ship is translat-
ing from right to the left with an average horizontal veloc-
ity of about 0.7 pixels/frame (estimated manually). The
horizontal estimated velocities in the graph of Figure 12a
oscillate around this average value, between 0.5 and 1
pixel/frame. The vertical velocity component is approxi-
mately equal to zero. The noise level is similar here than in
the previous sequence, making difficult the recognition of
details, especially on the right side of the ship. These de-
tails are clearly visible, however, in the final enhanced im-
age, Fig. 12c. In addition, the hull of the ship appears more
uniform almost noise-free.
The last example corresponds to a sequence 25 frames
long, taken with the infrared camera, where the ship is
translating from left to the right at an average horizontal
velocity of 0.9 pixels/frame. The estimated velocities are
close to this average value, as shown in the graph in Figure
13a. An original frame and the resulting enhanced image,
both in inverse video (hot areas darker), are also shown in
Figs. 13b and 13c respectively. The original frame is
slightly less noisy than the visible case since atmospheric
conditions affect less to infrared images., Nevertheless,
there is again a great improvement in the resulting image.
Four vertical bars that seem to be funnels, which were
hardly visible in the original image (Fig. 13b), appear clear
in the enhanced image (Fig. 13c).
4 Conclusions
We have developed a fully automatic method that pro-
duces an enhanced image of an object from a very noisy
sequence, where the object is subject to a smooth transla-
tion motion.  This is achieved by the well-known tech-
nique of averaging several frames to reduce the random
noise, but since the object is moving it is necessary to es-
timate and compensate motion before averaging. This task
is not trivial, even when the object is simply translating,
due to the high level of noise, which makes the application
of conventional techniques to estimate the displacements
impractical.
An optimal solution is the simultaneous estimation and
segmentation of the image velocity, using algorithms like
Expectation/Maximization (E/M)11. This solution is appli-
cable to general models of image sequences including
translation, rotation and scaling. Indeed, these methods
have proven very useful in noise-free images. However,
they are usually very costly, they have critical parameters
that have to be finely tuned, the convergence rate is usually
relatively slow, and the final result depends critically on
the initial condition. Given the high amount of noise pres-
ent in our sequences, we have taken advantage of the sim-
ple translation model of the sequences to apply a more ef-
ficient and robust technique. Therefore, we segment the
pixels based on the local spatio-temporal spectrum as a re-
liable description of the local texture-motion content,
which is possible due to the simple translational model of
sequences of interest. The clustering is then performed
using a simple clustering algorithm (k-means). The results
obtained in segmentation of synthetic test sequences, with
different amounts of noise, and different translation ve-
locities of the object and the background, confirm the ro-
bustness of this strategy (mean percent of correct seg-
mented pixels greater then 98%).
The velocity of the target can then be estimated robustly,
since the segmentation process has grouped together all the
pixels sharing the same motion. Other segmentation strate-
gies not based in motion (e.g., based on the intensity level,
etc.) will produce poor results due to noise, and can group
together pixels having different motion, thus spoiling the
robust estimation of the velocity. Additional robustness is
achieved by estimating the optical flow at the output of a
directional band-pass filter, in the spatio-temporal fre-
quency domain, tuned to the moving object, which there-
fore minimizes the effect of noise as well as the potential
contamination by responses due to the background in the
occlusion boundaries.
Optical Engineering, in press (1999)
The velocity estimates are then used to register the object
along all the frames. Once the target is registered, all the
frames are averaged to reduce the noise, producing an en-
hanced image of the object. The excellent results obtained
in real sequences from maritime surveillance systems (both
visible and infrared) demonstrate the validity of the ap-
proach, and the usefulness of the method.
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Figure 11. Results for the first real sequence of a ship taken from a static CCD camera within the range of visible: (a) plot
of the horizontal (dashed line) and vertical (dotted line) velocities of the object at each frame; (b) subregion of original
middle frame; (c) final enhanced image.
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Figure 12. Results for the second real sequence of a ship taken from a static CCD camera within the range of visible: (a)
plot of the horizontal (dashed line) and vertical (dotted line) velocities of the object at each frame; (b) subregion original
middle frame; (c) final enhanced image.
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Figure 13. Results in a real sequence of a ship taken from a infrared imaging system within the range of 8-12 mm: (a) plot
of the horizontal (dashed line) and vertical (dotted line) velocities of the object at each frame; (b) subregion original middle
frame; (c) final enhanced image.
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