Abstract-
I. INTRODUCTION
Scheduling theory is concerned with the optimal allocation of scare ressources to activities over time. The theory of the design of algorithms for scheduling is younger, but still has a significiant history.
Models used by the scheduling theory keep track of technology evolution: § In the PRAM's model, in which communications are considered as instantaneous, the critical path gives the makespan of the schedule. , then must be processed at least . In that case the hierarchical model is exactly the classical scheduling communication delays model. We study in this article, the impact of introducing the notion of hierarchical communications on the hardness of approximating the multiprocessors scheduling problem such that the processors of the parallel architecture are partitioned into unbounded numbers of clusters (we study the case where there are only is equal to one (resp. is equal to ) units of time. Using an extension of the classical notation of Lenstra et al. [11] , our problem can be denoted as
which is based on an integer linear programming formulation. They relax the integrity constraints and they produce a feasible schedule by rounding. This result is extended to the problem we conjecture that there exist a polynomial time algorithm see [13] .
In order to give the thresold for the two problems described below, we prove that the problem of deciding whether an instance of
) has a schedule of length at most
). We also extend the non-approximability result in the case of the completion time, denoted in what follows by 3 3 . In order to obtain this result, we use the polynomial time transformation using to H G -completess proof for the minimization of the makespan, and the gap technic proposed by Hoogeveen et al. [16] .
We also prove that the problem of deciding whether an instance of
) has a schedule of length at most¨) Y is polynomial. This article is organized as follows: in the next section, we prove that the problem of deciding whether an instance of
) has a schedule of length at most¨) . In an Appendix, we give some preliminaries results concerning the problem which be used to the polynomial transformation in order to prove the non-approximability results and we show that the problem of deciding whether an instance of
has a feasible schedule of length at most¨) Y is solvable in polynomial time.
II. THE NON-APPROXIMABILITY RESULTS
In the first part of this section we study the makespan length minimizing problem for
. In the second part we change the makespan length
to the sum of completion times .
A. The minimization of the length of the makespan
1) The
The problem of deciding whether an instance of
has a schedule of length at most
It is easy to see that Given an instance . In the following, we will prove that there is a truth assignment we must execute the tasks . This is not possible because at most¨w ) and the tasks corresponding to the others literals are scheduled at slot 2 on an other cluster. Now we affect the value true to the literal if an associated task is executed at slot 2 and false otherwise. This gives a solution at our problem. § Conversely, we suppose that there is a truth assignment (this case will be generalized in the Theorem 4).
Our proof is based on a reduction from
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Theorem 2:
has a schedule of length at most . In the following, we will prove that there is a truth assignment
Our proof is based on a reduction from
such that each clause in 2 has exactly one true literal. In the same way as prevouisly, the tasks from a path of length four must be executed on the same cluster, thus the tasks (otherwise it is executed at slot 5 or 6 and it has two successors). Among the six tasks ! and $ ! , only three can be executed at slot 2. Thus three are executed at slot 3 or after and the three clauses-tasks of type £ successors of these literals must be executed on 3 1 at slot 6 (the second literal must be executed at slot 2 on other clusters). The three tasks ! (resp. . Two of them must be executed at slot 2 (among the three literals ) on the same processor at slot 3 and 4. As the task 1 has three precedessors ! and only one can be executed at slot 2, the two others must be executed on the same processor at slot 3 and 4. If we affect the value true on the literals corresponding to the tasks executed at slot 2 and false to the other literals, we have a solution to our problem. § Conversely, we suppose that there is a truth assignment 2) The
: In this section, we generalize the result given by the Theorem 1.
Theorem 3: The problem of deciding whether an instance of
, has a schedule of length at most¨)
, in the following way: 1) For each variable
we introduce three variablestasks , and
. We add We add the following precedence:
dummy tasks denoted . The above construction is illustrated in Figure 2 . This transformation can be clearly computed in polynomial time. The proof is given in an Appendix (see section ).
In the following, the Theorem 2 will be generalized. Theorem 4: The problem of deciding whether an instance of
Proof: It is easy to see that . In the following, we will prove that there is a truth assignment
such that each clause in as prevouisly, the tasks from a path of length four must be executed on the same cluster. Thus the tasks , only three tasks can be executed at slot 2. Thus, three tasks are executed at slot 3 or after and the three clauses-tasks of type £ admitting these tasks as predecessors must be scheduled on 
Proof:
Corollary 1 stems from an immediate consequence of the Impossibility Theorem, (see [10] , [17] ) and the Theorems 1, 2, 3, 4.
B. The problem of minimizing the sum of all completion times
In this section, we will show that there is no polynomialtime algorithm for the problem . This result is obtained by the polynomial transformation used for the proof of the Theorem 1 and the gap technic (see [16] ).
1) The ) new tasks is a successor of the old tasks (an old tasks are from the polynomial transformation used for the proof of the Theorem 1, 2 , 3 , 4. We obtain a complete graph from the old tasks and the new tasks.
If there exists such an algorithm , then it can be used to decide an existence of a truth assigment. Let
) be the result computed by (resp. an optimal result) on an instance
. We can deduce that the last of the old tasks in an optimal schedule had been executed at time¨) (i.e. at most
Thus, there exists a schedule of length
on an old tasks. 2) We suppose that
because an algorithm is a polynomial time approximation algorithm with performance guarantee , we obtain a schedule with a completion time stricly less than¨9
(there is at least one task is executed before the time , it can be used for distinguing in polynomial time the positive instances from the negative instances to the problem , 
III. CONCLUSION
In this paper, we first proved that the problem of deciding whether an instance of
We generalize the results given by Bampis et al. [12] and Giroudeau [13] .
This result is to be compared with the result of [18] , which states that for the problem of the minimization of the sum of the completion time.
Second, we established that the problem of deciding whether an instance of
has a schedule of length at most¨) Y is solvable in polynomial time.
An interesting question for further research is to find an approximation algorithm with performance guarantee better than the trivial bound of¨) is a variant of the well known SAT problem [17] . We will call this variant the problem that we will denote as , we rename the occurring variables in a greedy manner and we complete the corresponding instance F by adding the following clauses of length two:
be the set of the obtained clauses. It is now easy to verify that every instance has also exactly one true literal. If we take
, we can see first that all clauses of length three become true and each of them has exactly one true literal, since all clauses of length three in 2 respect this property. In addition, it is clear that every clause of length two is satisfied and only one literal in each of them is true. Consequently, if 
