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A novel 4D level set framework was developed to segment 
dynamic MR images into the cortex, medulla and collecting 
system. The novelty of the method is that it combines 
information from spatial anatomical structures and temporal 
dynamics. The accuracy of the fully automatic 4D level set 
algorithm was found to be comparable to manual 
segmentation performed by experts on renal anatomy. The 
algorithm requires less than one minute to automatically 
segment a single kidney 4D patient data set with more than 
40 time points. 
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Segmentation of dynamic MR images of the kidney into 
the cortex, medulla and collecting system plays a key role in 
renal function measurements using multicompartment 
models [1]. The challenge in segmenting dynamic contrast 
enhanced images is that when contrast agent wash-in and 
wash-out occurs, image intensity values change rapidly as 
the time series evolves. Poor kidney function or stenotic 
vasculature may prevent the uptake of contrast agent, 
resulting in disjointed demarcation of kidney structures. 
Accurate and continuous boundary delineation is not always 
feasible. Moreover, the contrast agent can also wash into 
neighboring tissues, such as the spleen and liver.  
Existing kidney segmentation techniques can be 
divided in two basic categories: spatial and temporal.  
Traditional segmentation is performed in the spatial domain. 
Especially when the contrast provides good 
corticomedullary differentiation, the operator segments 
serially first the entire kidney, then the cortex and medulla 
[2-4]. Temporal or vector segmentation considers each 
voxel’s intensity time course as a vector and classifies the 
tissues according to their distinct features and behaviors in 
the temporal domain [5-8]. The temporal pattern of contrast 
uptake is a strong feature to distinguish kidney tissues from 
surrounding tissues as well as to differentiate various 
intrarenal tissues. Due to differences in vasculature, 
filtration, and re-absorption, different tissues of interest are 
enhanced during different phases of the acquisition. For 
example, in a normal kidney, the peak uptake in the cortex 
occurs approximately 30 seconds after injection, in the 
medulla at 2-3 minutes, and in the collecting system at 4-6 
minutes. 
The advantage of the spatial segmentation approach is 
that it fully utilizes the contrast across anatomical structures 
of kidney tissues. Segmentation of 3D MRR can be 
achieved by many approaches, including optimized 
thresholding, graph cuts, and 3D level set. The advantage of 
the temporal segmentation method is that it obtains time 
information across all of the data; however, it ignores the 
spatial anatomical structure. Therefore, the purpose of the 
present study is to combine both spatial and temporal 
information using a novel temporal dynamics 4D level set 
segmentation approach.  
2. METHODOLOGY 
 
2.1 Spatial 3D Automated Seed Detection 
In order to efficiently apply temporal dynamics in a 4D 
level set on MR renography (MRR), a 3D automated 
initialization or seeds detection is used. In this paper, a 3D 
spatial level set segmentation method, which perform a 
minimal partitioning of the image data into piecewise 
constant objects based on Mumford-Shah functional, was 
used due to its flexibility and efficiency. After this step, a 
rough segmentation, or auto-detected seeds, of each renal 
tissue (cortex, medulla, and collecting system) are extracted. 
These seeds are then used as the automatic initialization for 
the next step.     
 
2.2 Temporal Dynamics 4D Level Set 
This method utilizes temporal dynamics as vector 
inputs. ( , )tI x
GK
 is a 4D image data set. The spatial domain 
( )Ω = Ω xG  defines 3D space where the kidney resides. Each 
voxel in the image ( , )tI x
GK
 is defined by spatial coordinates 
x
G
 and a temporal dynamics defined by the temporal 
variable t. These types of images differ from the traditional 
2D plus time or 3D plus time images such as cine MR [9], 
where only motion information contained in the temporal 
dimension and the properties such as intensity of 
corresponding voxels do not change over time. On the 
contrary, 4D images with temporal dynamics such as 4D 
renography usually reflect both motion and changes in the 
voxel properties, which increases the difficulty of 
segmentation. To simplify the analysis, our study assumes 




 in the 
spatial domain the vector represents the dynamic 
activity of single renal tissue. 
( )u x
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With these settings, a framework of temporal dynamics 
4D level set is proposed as follows. Given a 4D image data 
set  with temporal dynamics defining the spatial 
domain , a 4D deformable model utilizing 
temporal vector with associated segmentation energy 
is used to separate the image into objects and background. A 
homogeneity-based energy functional is adapted to segment 
piecewise constant or piecewise smooth 4D dynamics with 
each partition of the images. Assuming an object 
represented by temporal dynamics vector 
( , )tI x
GK
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background  represented by dynamics vector 2c
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where 1 20 0μ λ λ≥ ， ， ≥  are fixed parameters. 
Segmentation of the data is performed via minimization 
of the functional  with respect to (F ),C 1 2c ,cJK JJK . The energy 
minimization can be performed under a traditional level set 
framework [10]: 
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where ( )φ xG  is the level function. 
 
2.3 Implementation Optimization 
The improvements in the proposed method solve the 
instability and complexity of numerical implementation. 
Since the temporal dynamic 4D level set method is dealing 
with a very large 4D data set, close to one gigabyte size, it is 
important to minimize the complexity of the numerical 
scheme. An iterative numerical approach was applied in this 
study.  
Our 4D framework takes more time for convergence in 
each iteration as well as across all iterations compared to a 
3D version. For this reason, both accuracy and efficiency 
must be considered during implementation. Otherwise, the 
method would be prone to numerical instabilities and would 
be clinically impractical due to the long time required for 
segmenting each 4D data set.  
Equation (2) is composed of two terms: a curvature 
term and a homogeneity term. Special consideration for 
each term was applied during the actual numerical 
implementation. 
The first term on the right-hand side of equation (2), ( )( ) ( )divμ φ φ∇ ∇x xG G , serves as a curvature term that 
controls the spatial smoothness of the surface C. This term 
involves a numerical differentiation of the level set function. 
In the original implementation [11], an “upwind” 
implementation scheme was proposed, involving computing 
forward and backward difference and a rather complicated 
differentiation scheme. If the sign of the current level set 
function at each pixel is used as a signed distance function, 
in general, it is not differentiable at every point. (The 
exception is provided by the case of a planar boundary.) In 
most medical imaging applications,, large numerical errors 
may occur at those singular points introduced by numerical 
differentiation and propagate to neighboring pixels during 
each iteration, causing numerical instability.  
Although this problem may be partially be solved by 
reinitializing of the level set function after several iterations, 
re-initialization may introduce new problems as well, 
especially when segmenting a convoluted surface such as 
the kidney medulla. Re-initialization is time-consuming and 
it discards all updates to the level set function at the current 
iteration. For this reason, re-initialization is usually 
performed less frequently, e.g. every 10 iterations, in order 
to give enough time for accumulating the updates from the 
dynamic equation(2). However, for a convoluted surface 
like the kidney medulla, singular points occur close to the 
boundary, requiring a frequent re-initializations, about every 
1-2 iterations, since large errors generated at those singular 
points will quickly affect the boundary.  
In segmentations involving convoluted surfaces, the 
curvature term will introduce problems caused by numerical 
differentiation. In this study, targeting kidney segmentation, 
an alternative implementation for the curvature term or the 
smoothness constraint was used to avoid numerical 
differentiation and unnecessary re-initialization caused by it. 
Given the level set function φ is a signed distance function, 
( ) =1φ∇ xG . Then part of the equation (2) can be reduced to: 
(( ) ( )divtφ μ φ∂ ≈ ∇∂ x x )
G G
, (3) 
which is a approximation of a diffusion process. The 
analytical solution of equation (3) is a Gaussian convolution 
of the level set function φ, which includes an efficient 
implementation for N-D filtering and does not require 
taking derivatives of φ. For this reason, in the actual 
implementation, the curvature term is replaced by the 
corresponding weighted corresponding updates generated 
by Gaussian filtering. The force will be balanced with 
homogeneity term to do the segmentation in each iteration. 
The second part of equation (2), 
( ) ( ) ( ) (1 2 2( ) ( ) ( ) ( )λ λ− − −T T1 1u x - c u x c u x - c u x c )2G G G G G G G GJK JK JJK JKJ , is the 
main driving force of the 4D segmentation. The temporal 
dynamics for each pixel can be set as the signal intensity 
changes over time. However,. 4D MR image segmentation 
that involves large fields of view must deal with the 
problem of signal inhomogeneity across slices. This 
problem is significantly more pronounced than in 
segmentation of 2D or 2D plus time MR [8]. These 
nonuniformities lead to different starting points, mean 
values, and any other properties involving intensities. 
Moreover, differences occur with segmentations that are 
based only on scalar pixel values, not the temporal 
dynamics, because the energy of the temporal dynamics in 
the 4D level set also affect the homogeneity measurements 
and bias the 4D segmentation. For this reason, the mean 
temporal dynamics of each pixel were removed, followed 
by a normalization based on the total energy of each 
resulting time course. This way the temporal dynamic 4D 
level set is free from the inhomogeneity in the MR images, 
and does not depend on the factors such as injection 
concentration that affect the energy of the temporal 
dynamics. Another benefit of using a normalized time 
course is the increased numerical stability. 
 
2.4 Clinical Patient’s Data Acquisition 
Dynamic MRR images were acquired on a 1.5T system 
(Avanto; Siemens, Erlangen, Germany). 3D T1-weighted 
spoiled gradient echo imaging was performed in the oblique 
coronal orientation to include the abdominal aorta and both 
kidneys with TR/TE/flip angle 2.8/1.1/12°; matrix was 161 
× 256 × 20, FOV was 425 × 425 × 100 mm; voxel size 1.6 × 
1.6 × 2.5 mm after interpolation; bandwidth 650 Hz/voxel; 
and temporal resolution 3 sec. A 4 ml bolus of Gd-DTPA 
(Magnevist; Berlex Laboratories, Wayne, NJ, USA) was 
injected after five pre-contrast image acquisitions, followed 
by 20ml of saline at 2ml/sec. Over 20 min, 36 post-contrast 
images were acquired. For image processing, all 41 3D data 
sets were analyzed using proposed method. Cortex, medulla 
and collecting system were segmented and compared with 
two reader’s manual tracing results. Two experienced 
individuals collaborated to manually segment each of the 22 
kidneys into cortical, medullary and collecting system 
regions. These observers used an interactive, locally 
developed Unix-based software package that provides the 
user with the ability to view and scroll through the 3D data 
and construct volumes of interest in arbitrary planes. The 
manual segmentation took on the average of 2.5 hours per 
kidney.  
 
2.5 Validation Analysis 
Manually labeled 3D ground truth data were performed 
by two experienced radiologists. There were a total of 22 
kidneys that had renovascular disease. Manual segmentation 
took approximately 2.5 hours per kidney. The proposed 
method included 3D automated seed detection and the 
automated temporal dynamics 4D level set only took 
approximately 1 min per kidney.  
 
2.5.1 Volume Evaluation 
The volumes of automatically segmented and manually 
segmented results were compared for each cortex, medulla 
and collecting system. Errors between computer and human 
( ) were compared to errors obtained from two 
separate manual segmentations ( ).  
1Verror
2Verror( ) 21 1V V V V Verror seg user seg user= − + − 2 . (4) 
2 1V V Verror user user= − 2 . (5) 
1Verror  is a measure of the segmentation accuracy for 
the proposed method.  is an estimation of inter-
observer disagreement.  
2Verror
 
2.5.2 Signal Intensity (SI) Time Curve Evaluation 
In kidney diagnoses, accurate measurements of signal 
intensity (SI) curves are directly related to the kinetic model 
calculation results, which give estimations of important 
physiological parameters for diagnoses. For this reason, SI 
curves were also used in the validation study. SI curves for 
each compartment of the kidney that were estimated from 
automated segmentation were also compared to the gold 
standard curves using manual segmentation. Similar to the 
validation based on volume measurement,  was 
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3.1 Volume Evaluation 
Across 22 kidneys, the volume measurement showed 
that the discrepancy between the 4D level set method and 
corresponding segmentation by expert radiologists was 12.6 
± 8.6 ml, 10.6 ± 4.9 ml, and 2.9 ± 2.1 ml respectively for the 
cortex, medulla and collecting system. The discrepancy 
between two experts was 16.3 ± 11.2 ml, 15.9 ± 5.7 ml, and 
2.6 ± 1.7 ml. An example of a typical segmented cortex, 
medulla and collecting system is shown in Fig. 1.  
 
3.2 Signal Intensity (SI) Time Curve Evaluation 
    For average signal intensity versus time across all 
kidneys, there was consistently good agreement between 
enhancement curves derived from the two manually 
segmentations and the 4D level set segmentation. The mean 
absolute relative errors were 5.3 % ± 2.2 %, 4.6 % ± 3.5 %, 
and 3.8 % ± 2.9 % respectively for the cortex, medulla and 
collecting system. By comparison, the errors between two 
experts were 5.9 % ± 2.3 %, 4.7 % ± 2.3 %, and 5.6 % ± 5.4 
% correspondingly. The t-test results suggested that the 
volume errors and SI errors of the proposed segmentation 
method compared to an expert were statistically comparable 
to the inter-observer variability for all three renal structures. 
 
 
Fig. 1: 3D segmentation achieved by two experts (first 
two rows) and our algorithm (3rd row); cortex, medulla, and 
collecting system are shown in 1st, 2nd, and 3rd columns. 
4. CONCLUSIONS 
 
In 4D (3D plus time) MRI renography, manual 
delineation of each 4D dataset typically requires 
approximately 2.5 hours of a radiologist time at a 
workstation per case. This remains prohibitively costly and 
labor-intensive for practical clinical use. There are very few 
methods have been reported for segmenting 4D renography. 
The existing methods were based on purely spatial 
segmentation of 2-4 frames out of the entire data set, 
ignoring the wealth of the temporal dynamics information 
contained in the data sets. In this context, a novel 4D 
segmentation framework based on a temporal dynamic 4D 
level set was proposed. Additional optimization approaches 
were used in the numerical implementation to increase the 
efficiency, accuracy, and the numerical stability. The 
proposed method required less than 1 minute to 
automatically segment a 4D data set with more than 40 time 
points. The proposed framework utilized an automated seed 
extraction mechanism based on a 3D level set to avoid 
manual initialization used in other existing methods. The 
novelty of the method is that it combines both information 
from spatial anatomical structures and temporal dynamics 
from the time axis. Furthermore, an accurate and simplified 
substitution of a mean curvature term increased the speed of 
the 4D level set by at least ten-fold. Compared to manually 
segmented results.  Both volume and signal intensity errors 
were comparable to the range of inter-observer variance 
between experienced radiologists.  For future studies, 
statistical analysis will be helpful to determine the 
performance in terms of statistically significance. 
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