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BOUNDEDNESS OF WEAK SOLUTIONS OF DEGENERATE QUASILINEAR
EQUATIONS WITH ROUGH COEFFICIENTS
D. D. Monticelli1, S. Rodney2 and R. L. Wheeden3
Abstract. We derive local boundedness estimates for weak solutions of a large class of second
order quasilinear equations. The structural assumptions imposed on an equation in the class allow
vanishing of the quadratic form associated with its principal part and require no smoothness of
its coefficients. The class includes second order linear elliptic equations as studied in [GT] and
second order subelliptic linear equations as in [SW1, 2]. Our results also extend ones obtained by
J. Serrin [S] concerning local boundedness of weak solutions of quasilinear elliptic equations.
1. Introduction
The main purpose of this paper is to prove local boundedness of weak solutions u of rough
subelliptic quasilinear equations of the form
(1.1) div
(
A(x, u,∇u)) = B(x, u,∇u)
in an open set Ω ⊂ Rn. Further regularity results will be studied in a sequel to this paper. We
will assume that the vector-valued function A and the scalar function B satisfy specific structural
restrictions on their size, but not on their smoothness, relative to a symmetric nonnegative semi-
definite matrix Q(x). Thus the quadratic form Q(x, ξ) = 〈Q(x)ξ, ξ〉, ξ ∈ Rn, may vanish when
ξ 6= 0.
More precisely, given p and an n × n matrix Q with 1 < p < ∞ and |Q| ∈ Lp/2loc (Ω), our weak
solutions are pairs (u,∇u) belonging to an appropriate Banach space W1,pQ (Ω). As described in
[SW2], W1,pQ (Ω) is obtained via isomorphism from the degenerate Sobolev space W 1,pQ (Ω) defined
to be the completion with respect to the norm
(1.2) ||u||
W 1,pQ (Ω)
=
(ˆ
Ω
|u|p dx+
ˆ
Ω
Q(x,∇u) p2 dx
) 1
p
of the class of functions in Liploc(Ω) with finiteW
1,p
Q (Ω) norm. We will give some further discussion
about these Banach spaces below. The structural conditions which we assume are that there exists
a vector A˜(x, z, ξ), (x, z, ξ) ∈ Ω ×R ×Rn, with values in Rn, such that for a.e. x ∈ Ω and all
(z, ξ) ∈ R×Rn,
(1.3)

(i) A(x, z, ξ) =
√
Q(x)A˜(x, z, ξ),
(ii) ξ · A(x, z, ξ) ≥ a−1
∣∣∣√Q(x) ξ∣∣∣p − h|z|γ − g,
(iii)
∣∣∣A˜(x, z, ξ)∣∣∣ ≤ a∣∣∣√Q(x) ξ∣∣∣p−1 + b|z|γ−1 + e,
(iv)
∣∣∣B(x, z, ξ)∣∣∣ ≤ c∣∣∣√Q(x) ξ∣∣∣ψ−1 + d|z|δ−1 + f,
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2 BOUNDEDNESS OF WEAK SOLUTIONS
where a, γ, ψ, δ > 1 are constants, and b, c, d, e, f, g, h are nonnegative functions of x. In fact,
when dealing with a particular weak solution (u,∇u), it will be enough to assume that parts (ii),
(iii) and (iv) of (1.3) hold with z and ξ replaced by u(x) and ∇u(x) respectively.
The sizes of γ, ψ and δ will be further restricted in terms of p and a natural “Sobolev gain
factor” σ > 1 to be described below in (1.13), while the functions b, c, d, e, f, g, h will be assumed
to lie in appropriate Lebesgue or Morrey classes related to p, σ, γ, ψ and δ. For the classical
Euclidean metric, non-degenerate Q and 1 < p < n, the Sobolev gain is σ = n/(n−p). In general,
we will always restrict γ, ψ, δ to the ranges
(1.4) γ ∈ (1, σ(p − 1) + 1), ψ ∈ (1, p + 1− σ−1), δ ∈ (1, pσ).
We will often refer to a, b, c, d, e, f, g, h as structural coefficients, or simply as coefficients. Except
for a, which is constant, the coefficients must always satisfy certain minimal local integrability
requirements: see (2.12).
We remark that the set of structural properties (1.3) is invariant under replacing the symmet-
ric nonnegative semidefinite matrix Q(x) by another symmetric nonnegative semidefinite matrix
M(x) which is equivalent to it, i.e., which satisfies
(1.5)
1
C
〈Q(x)ξ, ξ〉 ≤ 〈M(x)ξ, ξ〉 ≤ C〈Q(x)ξ, ξ〉 for all ξ ∈ Rn, a.e. x ∈ Ω;
see Theorem 5.1 in Appendix 2.
We also remark that the structural assumptions (1.3) are equivalent to the following set of
assumptions: there exists a nonnegative function a˜(x, z, ξ), (x, z, ξ) ∈ Ω ×R×Rn, such that for
a.e. x ∈ Ω, all η ∈ Rn and all (z, ξ) ∈ R×Rn,
(1.6)

(i)
∣∣η · A(x, z, ξ)∣∣ ≤ ∣∣√Q(x)η∣∣ a˜(x, z, ξ),
(ii) ξ ·A(x, z, ξ) ≥ a−1
∣∣∣√Q(x) ξ∣∣∣p − h|z|γ − g,
(iii) a˜(x, z, ξ) ≤ a
∣∣∣√Q(x) ξ∣∣∣p−1 + b|z|γ−1 + e
(iv)
∣∣∣B(x, z, ξ)∣∣∣ ≤ c∣∣∣√Q(x) ξ∣∣∣ψ−1 + d|z|δ−1 + f ;
see Theorem 5.3 in Appendix 2.
Historically speaking, in the classical elliptic case (Q(x) = Identity), structural conditions more
restrictive than (1.3) were considered by J. Serrin [S], who derived a broad class of regularity results
for weak solutions of (1.1). Our ranges of the parameters γ, ψ, δ are however wider than those
studied in [S], where these parameters are all equal to p. In case p = 2, our ranges correspond
more closely to those in [G, p. 176] and [GM], although we miss some endpoint values. These
latter papers impose continuity conditions on coefficients which we do not assume, but which lead
to stronger regularity and also to results for systems. N. Trudinger [T] also derived regularity
results in the elliptic case, relaxing some structural conditions under the assumption of local
boundedness of weak solutions, but generally for the same choices as in [S]. We note in passing
that the equation for the p-Laplacian, namely div(∇u |∇u|p−2) = 0, as well as Yamabe type
equations ∆u − Ru + R¯uq−1 = 0 for q < 2n/(n − 2) are included in the case Q(x) = Id (with
p = 2 for the Yamabe type equations).
In the subelliptic case, by which we mean the case whenQ(x) may be singular, regularity results
including local boundedness of weak solutions are derived in [SW1, 2] for linear equations with
rough coefficients and nonhomogeneous terms. The form of the linear equations studied there is
(1.7) div
(
M(x)∇u)+H(x)R(x)u+ S(x)′G(x)u + F (x)u = F1(x) + T (x)′G1(x),
where M(x) is a symmetric matrix whose quadratic form M(x, ξ) satisfies
c1Q(x, ξ) ≤M(x, ξ) ≤ c2Q(x, ξ)
for some positive constants c1, c2, and where H,G,F, F1, G1 are functions on Ω and R,S, T are
vector fields on Ω that are subunit with respect to Q(x). Here we say that a vector field V (x) is
subunit with respect to Q if V (x)u(x) = v(x) ·∇u(x) and |v(x) · ξ|2 ≤ Q(x, ξ) for almost all x ∈ Ω,
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all ξ ∈ Rn and all Lipschitz continuous functions u on Ω. By direct computation (see Theorems
5.2 and 5.1 and relations (5.10) in Appendix 2), such a linear subelliptic equation satisfies the
structural conditions (1.3) with p = γ = ψ = δ = 2. Our principal result includes the local
boundedness estimates in [SW1, 2] for solutions of (1.7) and can be viewed as an extension of
them to solutions of quasilinear equations.
The regularity results in [SW1, 2] for equations of type (1.7) were derived in an axiomatic setting
which assumes the existence of appropriate Sobolev-Poincare´ estimates in a space of homogeneous
type, as well as the existence of sequences of Lipschitz cutoff functions. We will derive our
estimates for weak solutions of (1.1) in a quasimetric setting, but our axioms are generally less
restrictive than those in [SW1, 2]. For example, we do not need the assumption in [SW1, 2]
that Lebesgue measure satisfies the doubling property relative to quasimetric balls. In fact, our
main result Theorem 1.2 requires no hypothesis at all about doubling, and Corollaries 1.8–1.11
use only the condition Dq∗ listed in Definition 1.7. Also, our main Sobolev-Poincare´ assumption
will be one of Sobolev type for compactly supported functions. Unlike [SW1, 2], where not only
local boundedness but also Ho¨lder continuity of weak solutions is obtained, we will not require
any Poincare´ estimate for non-compactly supported functions. However, depending on the order
of integrability of |Q|, we sometimes assume that functions w in W 1,pQ (Ω) satisfy higher local
integrabililty than order p.
In order to state our main theorem, we now briefly describe the axiomatic framework. A fuller
discussion can be found in [SW1, 2]. Facts about degenerate Sobolev spaces W 1,pQ (Ω) are given in
[SW2], as well as in [R] when p = 2, and we now recall some of them. Let LipQ,p(Ω) denote the
class of locally Lipschitz functions with finiteW 1,pQ (Ω) norm. By definition,W
1,p
Q (Ω) is the Banach
space of equivalence classes of Cauchy sequences in LipQ,p(Ω). Consider the form-weighted space
consisting of all measurable Rn-valued functions f(x), x ∈ Ω, satisfying
(1.8) ||f ||Lp(Ω,Q) =
{ˆ
Ω
Q(x, f(x))
p
2 dx
} 1
p
<∞.
Identifying measurable Rn-valued functions f ,g which satisfy ||f − g||Lp(Ω,Q) = 0, (1.8) defines
a norm on the resulting vector space of equivalence classes; we define Lp(Ω, Q) as the space
consisting of these equivalence classes. When p = 2, L2(Ω, Q) is shown to be a Hilbert space with
inner product 〈f ,g〉 = ´Ω f(x)′Q(x)g(x) dx in Theorem 4 of [SW2], and the arguments in the proof
there show that Lp(Ω, Q) is a Banach space with norm (1.8) for 1 ≤ p <∞. If {wk}∞k=1 ∈W 1,pQ (Ω),
i.e., if {wk}∞k=1 is a Cauchy sequence in W 1,pQ (Ω) norm of LipQ,p(Ω) functions, there is a unique
pair (w,v) ∈ Lp(Ω)× Lp(Ω, Q) such that wk → w in Lp(Ω) and ∇wk → v in Lp(Ω, Q). The pair
(w,v) represents the equivalence class inW 1,pQ (Ω) which contains the Cauchy sequence {wk}. Any
pair (w,v) representing an equivalence class in W 1,pQ (Ω) is said to belong to the space W1,pQ (Ω).
Thus, W1,pQ (Ω) is the image of the isomorphism J : W 1,pQ (Ω)→ Lp(Ω)× Lp(Ω, Q) defined by
J ([{wk}]) = (w,v),
where [{wk}] denotes the equivalence class in W 1,pQ (Ω) containing the Cauchy sequence {wk}.
Therefore, W1,pQ (Ω) is a closed subspace of Lp(Ω) × Lp(Ω, Q) and hence a Banach space as well.
As the spaces W1,pQ (Ω) and W 1,pQ (Ω) are isomorphic, we will often refer to elements (w,v) of
W1,pQ (Ω) as elements of W 1,pQ (Ω), where the isomorphism is taken in context. We caution the
reader that v is not generally uniquely determined by w for pairs (w,v) in W1,pQ (Ω), i.e., the
projection
P :W1,p(Ω)→ Lp(Ω)
obtained by mapping a pair onto its first component is not always an injection, as shown by an
example in [FKS]. Nevertheless, we will generally abuse notation and denote representative pairs
in W 1,pQ (Ω) by (w,∇w) instead of (w,v). Moreover, we will often abuse notation even further by
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simply writing w instead of the pair (w,∇w). Some additional facts about degenerate Sobolev
spaces are listed in Section 2 and Appendix 1 below.
In [SW2], the notion of the regular gradient ∇regw of an element w in W 1,pQ (Ω) is introduced
and used to derive results related to regularity of linear subelliptic equations. However, in the
present paper, we have been able to avoid this technical device; see the comment which follows
Corollary 2.10.
By a quasimetric ρ on Ω, we mean a finite nonnegative function on Ω × Ω such that for some
constant κ ≥ 1,
ρ(x, y) = 0 iff x = y
ρ(x, y) ≤ κ[ρ(x, z) + ρ(y, z)] if x, y, z ∈ Ω.
For simplicity, we will also assume that ρ is symmetric, i.e., that ρ(x, y) = ρ(y, x) if x, y ∈ Ω. For
x ∈ Ω and r > 0, define the sets
B(x, r) = {y ∈ Ω : ρ(x, y) < r},
D(x, r) = {y ∈ Ω : |x− y| < r},
and assume that B(x, r) is Lebesgue measurable for every r > 0, x ∈ Ω. We call B(x, r) the
quasimetric ball (or ρ-ball) with center x and radius r, and we sometimes write Br(x) or simply
Br instead of B(x, r). Throughout the paper we will assume that
for all x ∈ Ω, |x− y| → 0 if ρ(x, y)→ 0,(1.9)
and in some of our results we will also assume that
for all x ∈ Ω, ρ(x, y)→ 0 if |x− y| → 0.(1.10)
We remark that condition (1.9) is equivalent to requiring that
(1.11)
for every x ∈ Ω and every ǫ > 0 there exists δ > 0, depending on x and ǫ,
such that B(x, δ) ⊂ D(x, ǫ),
while condition (1.10) is equivalent to
(1.12)
for every x ∈ Ω and every r > 0 there exists s > 0, depending on x and r,
such that D(x, s) ⊂ B(x, r).
Then condition (1.10), or equivalently condition (1.12), implies that |B(x, r)| > 0 for every ρ-ball
with r > 0. By Lemma 2.1 in Section 2, condition (1.9) implies that for every x ∈ Ω, one has
B(x, r) ⊂ Ω if r is smaller than a suitable r0 = r0(x) > 0; here E denotes the Euclidean closure
of a set E ⊂ Ω.
Given p, 1 < p <∞, and a nonnegative semidefinite quadratic form Q(x, ξ) = 〈Q(x)ξ, ξ〉, where
Q(x) is a symmetric matrix for each x ∈ Ω and |Q| ∈ Lp/2loc (Ω), we need the following Sobolev
estimate: there exist σ > 1 and C > 0 such that for every ρ-ball Br = B(y, r) with y ∈ Ω and
0 < r < r1(y) for a suitable r1(y) > 0,
(1.13)
(
1
|Br|
ˆ
Br
|w|pσdx
) 1
pσ
≤ C
[
r
(
1
|Br|
ˆ
Br
Q(x,∇w) p2 dx
) 1
p
+
(
1
|Br|
ˆ
Br
|w|pdx
) 1
p
]
for all pairs (w,∇w) ∈ (W 1,pQ )0(Br). Here (W 1,pQ )0(Br) denotes the analogue of the spaceW 1,pQ (Br)
defined earlier but now the completion with respect to (1.2), with Ω now replaced by Br, is formed
by using Lipschitz functions with compact support in Br. Even though∇w may not be determined
uniquely by w, it follows that (1.13) holds for all (w,∇w) ∈ (W 1,pQ )0(Br) provided it holds for all
Lipschitz functions with compact support in Br. We also note that since Q(x, ξ) = |
√
Q(x) ξ|2,
(1.13) can be rewritten as(
1
|Br|
ˆ
Br
|w|pσdx
) 1
pσ
≤ C
[
r
(
1
|Br|
ˆ
Br
∣∣√Q∇w∣∣pdx) 1p + ( 1|Br|
ˆ
Br
|w|pdx
) 1
p
]
.
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The number σ is a factor which measures the “Sobolev gain” in integrability of w, from Lp(Br)
to Lpσ(Br) independently of Br; σ plays a crucial role in our results.
We will always assume that r1(y) ≤ r0(y) for every y ∈ Ω, where r1(y) is as in (1.13) and r0(y)
is as in Lemma 2.1 In particular, it then follows that the closure of any ball B(y, r) with r < r1(y)
lies in Ω.
We also require the existence of appropriate sequences of Lipschitz cutoff functions (called
“accumulating sequences of Lipschitz cutoff functions” in [SW1]), namely, we require that for
some exponent s∗, pσ′ < s∗ ≤ ∞, there are positive constants τ,N and Cs∗ , with τ < 1, such
that for every ball B(y, r) with 0 < r < r1(y), there is a sequence of Lipschitz functions {ηj}∞j=1
with the properties
(1.14)

supp η1 ⊂ B(y, r)
0 ≤ ηj ≤ 1 for all j ≥ 1
B(y, τr) ⊂ {x ∈ B(y, r) : ηj(x) = 1} for all j ≥ 1
supp ηj+1 ⊂ {x ∈ B(y, r) : ηj(x) = 1} for all j ≥ 1(
1
|B(y, r)|
ˆ
B(y,r)
∣∣√Q∇ηj∣∣s∗dx
) 1
s∗
≤ Cs∗N
j
r
for all j ≥ 1.
We remark that the above condition is slightly different from that appearing in [SW1], and it is
actually weaker. Indeed, the key final property in (1.14) is weaker than its analogue in [SW1]
where the exponential growth constant N j is replaced by jN . Further, it is assumed in [SW1]
that r1(y) = δ0dist(y, ∂Ω) for some δ0 > 0, where “‘dist” denotes the standard Euclidean distance
in Rn. The second property, 0 ≤ ηj ≤ 1 for every j, is not required in [SW1]. However, if {ηj}∞j=1
is some collection which satisfies (1.14) except for the second part, simply define a new collection
{η˜j}∞j=1 by
η˜j(x) =

ηj(x) if 0 < ηj(x) < 1,
0 if ηj(x) ≤ 0,
1 if ηj(x) ≥ 1.
for each j. This new collection then satisfies (1.14) as written. We also remark that since s∗ > pσ′,
we may choose a number s′ > σ′ so that s∗ = s′p. The exponent s which is dual to s′, i.e., so that
1/s + 1/s′ = 1, satisfies 1 ≤ s < σ and plays an important role in our results.
Another assumption, generally simpler than (1.14), which we will impose in our main theorem
is that there exists t, 1 ≤ t ≤ ∞, such that for every ρ-ball B(y, r) with 0 < r < r1(y) and every
η = ηj in the corresponding sequence {ηj} provided by (1.14),
(1.15)
(ˆ
B(y,r)
|
√
Q∇η|tp dx
) 1
tp
<∞.
In fact, by (1.14), condition (1.15) is automatically satisfied for every t with 1 ≤ t ≤ s∗/p. On
the other hand, (1.15) might hold for larger values of t independently of (1.14); for example, if
Q(x) is bounded, then (1.15) holds with t = ∞ for all B(y, r) with closure in Ω and for every
η ∈ Lip0(Ω), even if (1.14) is not valid for any s∗. To derive some of the preliminary results in
Section 2, we will assume (1.15) for more restricted classes of balls B(y, r) and functions η. In any
case, (1.15) as well as (1.16) below are only qualitative conditions, in the sense that the constants
involved in both of them will not enter our final estimates.
In our main theorem, (1.15) will be paired with the following assumption, where t′ is the usual
dual index of t given by 1/t + 1/t′ = 1: for every ρ-ball B(y, r) with 0 < r < r1(y), there is a
constant c2 = c2(B(y, r)) so that for all f ∈ Liploc(Ω),
(1.16)
( ˆ
B(y,r)
|f |pt′dx
) 1
pt′ ≤ c2 ||f ||W 1,pQ (Ω) = c2
( ˆ
Ω
|
√
Q∇f |pdx+
ˆ
Ω
|f |pdx
) 1
p
.
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It is easy to see that condition (1.16) holds for all elements of W 1,pQ (Ω) and not just for functions
in Liploc(Ω).
In Section 2, (1.15) and (1.16) will be used to derive a useful version of the product rule.
They will also be used to prove that functions in W 1,pQ (Ω), which are generally without compact
support, have sufficiently high local integrability in the presence of the Sobolev estimate (1.13)
for compactly supported ones. See Proposition 2.3 for an estimate of ||w||Lpσ(B(y,τr)), 0 < τ < 1,
in case w ∈ W 1,pQ (Ω) and B(y, r) is any ρ-ball with 0 < r < r1(y). As is true for (1.15), we
sometimes assume in Section 2 that (1.16) holds for a smaller class of balls.
Remark 1.1. Note that condition (1.16) becomes weaker as t′ becomes smaller. In particular, if
(1.15) holds with t = ∞ (e.g., if Q ∈ L∞
loc
(Ω) or if (1.14) is valid with s∗ = ∞), then t′ = 1 and
(1.16) is trivially true.
When (1.14) holds for some s∗ > pσ′, then (1.15) is automatically true with t = s∗/p, and
the corresponding t′ in (1.16) satisfies 1 ≤ t′ < σ. In case t′ < σ, (1.16) is considerably weaker
than the Sobolev inequality (1.13) when restricted to Lipschitz functions f with compact support
in B(y, r). On the other hand, (1.16) is assumed to hold for any locally Lipschitz function whether
it is compactly supported in B(y, r) or not.
In case the Poincare´ inequality(
1
|Br|
ˆ
Br
|f − fBr |pt
′
dx
) 1
pt′ ≤ Cr
(
1
|Br|
ˆ
Br
Q(x,∇f) p2 dx
) 1
p
, fBr =
1
|Br|
ˆ
Br
fdx,
holds with Br = B(y, r) for all f ∈ Liploc(Ω), then (1.16) clearly holds as well.
In many cases of interest, conditions (1.13), (1.14), (1.15) and (1.16) automatically hold. An
enormous related literature exists, and we refer to [SW1] for an introduction to it. In particular,
(1.14) is known to hold with s∗ = ∞ for the subunit balls K(x, r) associated with a quadratic
form Q(x, ξ) that is continuous in x, provided the Fefferman-Phong condition [FP] holds, i.e.,
provided there are positive constants c0, ǫ such that for every K(x, r) with closure in Ω, there is
a Euclidean ball D(x, r) satisfying
D(x, r) ⊂ K(x, c0rǫ).
Notice that this condition in particular implies (1.12), i.e., condition (1.10), for the subunit
balls K(x, r). In order to elaborate, we extend (as in [SW1]) the notion of subunit metric to a
nonnegative continuous quadratic form Q(x, ξ) on Ω by defining
(1.17) δ(x, y) = inf{r > 0 : γ(0) = x, γ(r) = y, γ is a Lipschitz subunit curve in Ω},
where a Lipschitz curve γ : [0, r]→ Ω is said to be subunit (with respect to Q(x, ξ)) if
(γ′(t) · ξ)2 ≤ Q(γ(t), ξ)
for a.e. t ∈ [0, r] and all ξ ∈ Rn. Then δ(x, y) is a symmetric metric on Ω, although possibly
infinite if Q is degenerate. If δ(x, y) is finite for all x, y ∈ Ω, the subunit balls K(x, r) are defined
by
(1.18) K(x, r) = {y ∈ Ω : δ(x, y) < r}, x ∈ Ω, 0 < r <∞.
Assuming that Q is continuous, that δ(x, y) is finite, and that the Fefferman-Phong containment
condition holds, it is shown in [SW1] (and, under more restrictive assumptions, in the related
references listed there) that (1.14) holds with s∗ =∞ for the balls K(x, r).
We say that a pair (u,∇u) ∈W 1,pQ (Ω) is a weak solution of (1.1) if
(1.19)
ˆ
Ω
[∇ϕ ·A(x, u,∇u) + ϕB(x, u,∇u)] dx = 0 for all ϕ ∈ Lip0(Ω),
where Lip0(Ω) denotes the class of Lipschitz functions with compact support in Ω.
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The main results of this paper are the following theorem and corollaries, in which we will use
the notation
‖f‖α,E;dx =
(ˆ
E
|f(x)|α dx
) 1
α
, ‖f‖α,E;dx :=
(
1
|E|
ˆ
E
|f(x)|α dx
) 1
α
whenever E ⊂ Ω is Lebesgue measurable, f is a Lebesgue measurable function on E, and α > 0.
Theorem 1.2. Let Ω be an open set in Rn, 1 < p < ∞, and Q(x, ξ) = 〈Q(x)ξ, ξ〉 be a symmet-
ric nonnegative semidefinite quadratic form on Ω with |Q| ∈ Lp/2loc (Ω). Suppose that (Ω, ρ) is a
quasimetric space, that condition (1.9) holds, and that there exists σ > 1 such that the Sobolev
estimate (1.13) holds for all (w,∇w) ∈ (W 1,pQ )0(B) for all ρ-balls B = B(y, r) with 0 < r < r1(y).
Let A(x, z, ξ) and B(x, z, ξ) satisfy the structural conditions (1.3) with
(1.20) γ = δ = p, ψ ∈ [p, p + 1− σ−1).
Suppose that condition (1.14) about Lipschitz cutoff functions holds for some τ ∈ (0, 1) and
s∗ > pσ′, and that conditions (1.15) and (1.16) hold with 1/t + 1/t′ = 1 for some t ≥ 1 and all
ρ-balls B as above. Let (u,∇u) ∈ W 1,pQ (Ω) be a weak solution of (1.1) in Ω and let B(y, r) be a
ρ-ball with 0 < r < τr1(y).
Furthermore, given k > 0 and ǫ1, ǫ2, ǫ3 ∈ (0, 1], let
u¯ = |u|+ k, b¯ = b+ k1−pe,
h¯ = h+ k−pg, d¯ = d+ k1−pf,
and define
Z¯ = 1 + rp−1‖b¯‖p′σ′,B(y,r);dx +
(
rp‖c pp+1−ψ u¯
p(ψ−p)
p+1−ψ ‖ pσ′
p−ǫ1
,B(y,r);dx
) 1
ǫ1
(1.21)
+
(
rp‖h¯‖ pσ′
p−ǫ2
,B(y,r);dx
) 1
ǫ2
+
(
rp‖d¯‖ pσ′
p−ǫ3
,B(y,r);dx
) 1
ǫ3
.
Then
(1.22) ‖u¯‖L∞(B(y,τr)) ≤ CZ¯Ψ0‖u¯‖sp,B(y,r);dx,
where s is the dual exponent of the number s′ which satisfies s∗ = s′p, C is a constant independent
of u, k,B(y, r), b, c, d, e, f, g and h, and where Ψ0 =
s
σ−s .
Remark 1.3. Under the hypothesis of Theorem 1.2, Proposition 2.3 guarantees that the factor
‖u¯‖sp,B(y,r);dx in (1.22) is finite. If Z¯ is finite for all B(y, r) as above and condition (1.10) is
satisfied, then Theorem 1.2 gives local boundedness of weak solutions of equation (1.1) in Ω, i.e.,
weak solutions in W 1,pQ (Ω) are bounded in every compact subset of Ω; see Section 2 for the simple
proof.
Remark 1.4. The proof of Theorem 1.2 also provides an Lp estimate for the size of
√
Q∇u when
(u,∇u) is a weak solution. In fact, under the same assumptions as in Theorem 1.2,
(1.23) ||
√
Q∇u||Lp(B(y,τr)) ≤ CZ¯
(
1
r
||u¯||Lp(B(y,r)) + ||u¯||Lt′p(B(y,r))
)
,
where the norms are now unnormalized. This estimate is an analogue of one obtained in [S] in
the nondegenerate case. It follows from (3.19) below by choosing q = 1 and η = η1 there, and by
applying (1.16) to the first term on the right in (3.19).
Remark 1.5. As mentioned earlier, if we are dealing with a particular weak solution (u,∇u),
then parts (ii), (iii) and (iv) of the structural assumptions (1.3) required in Theorem 1.2 (where
γ = δ = p) can be weakened without affecting the conclusion. In particular, it is enough to assume
8 BOUNDEDNESS OF WEAK SOLUTIONS
that they hold when the general variable z ∈ R is replaced by u(x), x ∈ Ω, i.e., to assume that for
a.e. x ∈ Ω and all (z, ξ) ∈ R×Rn,
(1.24)

(i) A(x, z, ξ) =
√
Q(x)A˜(x, z, ξ),
(ii) ξ ·A(x, u(x), ξ) ≥ a−1
∣∣∣√Q(x) ξ∣∣∣p − h(x)|u(x)|p − g(x),
(iii)
∣∣∣A˜(x, u(x), ξ)∣∣∣ ≤ a∣∣∣√Q(x) ξ∣∣∣p−1 + b(x)|u(x)|p−1 + e(x),
(iv)
∣∣∣B(x, u(x), ξ)∣∣∣ ≤ c∣∣∣√Q(x) ξ∣∣∣ψ−1 + d(x)|u(x)|p−1 + f(x).
When γ or δ exceeds p and we assume the structural conditions (1.3), this fact will be used in
some of the corollaries below to deduce boundedness results from the case γ = δ = p considered in
Theorem 1.2; it will allow us to bundle some powers of |u(x)| together with the coefficients.
We now turn to the question of estimating the expression Z¯ defined in (1.21), and in particular
of determining when it is finite.
In case e = f = g = 0, we can let k tend to 0 in (1.22) to obtain (1.22) for u instead of u¯. In
our applications of Theorem 1.2, provided e, f, g are not all identically 0 in Br = B(y, r), we will
choose the constant k to be
k(r) = k(y, r)
=
(
rp−1‖e‖p′σ′,Br ;dx
) 1
p−1
+
(
rp‖g‖ pσ′
p−ǫ2
,Br;dx
) 1
p
+
(
rp‖f‖ pσ′
p−ǫ3
,Br;dx
) 1
p−1
.(1.25)
As above, in case k = 0 in (1.25), then in order to be able to apply Theorem 1.2, we will instead
choose any positive number for k and then let this number tend to 0. In any case, it follows from
(1.25) that the three terms of (1.21) corresponding to b¯, h¯ and d¯ satisfy
rp−1‖b¯‖p′σ′,Br ;dx +
(
rp‖h¯‖ pσ′
p−ǫ2
,Br;dx
) 1
ǫ2
+
(
rp‖d¯‖ pσ′
p−ǫ3
,Br;dx
) 1
ǫ3 ≤
rp−1‖b‖p′σ′,Br ;dx + k1−prp−1‖e‖p′σ′,Br ;dx
+
(
rp‖h‖ pσ′
p−ǫ2
,Br ;dx
+ k−prp‖g‖ pσ′
p−ǫ2
,Br;dx
) 1
ǫ2
+
(
rp‖d‖ pσ′
p−ǫ3
,Br ;dx
+ k1−prp‖f‖ pσ′
p−ǫ3
,Br;dx
) 1
ǫ3 ≤
1 + 2
1
ǫ2 + 2
1
ǫ3 + rp−1‖b‖p′σ′,Br ;dx +2
1
ǫ2
(
rp‖h‖ pσ′
p−ǫ2
,Br;dx
) 1
ǫ2
+2
1
ǫ3
(
rp‖d‖ pσ′
p−ǫ3
,Br ;dx
) 1
ǫ3
.
Consequently, with k defined by (1.25), we may replace Z¯ in (1.21) and (1.22) by the following
analogous expression in which b¯, h¯, d¯ are replaced respectively by b, h, d:
Z = 1 + rp−1‖b‖p′σ′,Br ;dx +
(
rp‖c pp+1−ψ u¯
p(ψ−p)
p+1−ψ ‖ pσ′
p−ǫ1
,Br ;dx
) 1
ǫ1
(1.26)
+
(
rp‖h‖ pσ′
p−ǫ2
,Br ;dx
) 1
ǫ2
+
(
rp‖d‖ pσ′
p−ǫ3
,Br ;dx
) 1
ǫ3
.
Strictly speaking, the additive constant 1 in (1.26) should be replaced by 1+21/ǫ2 +21/ǫ3 , but we
can incorporate extra constant factors depending on ǫ2, ǫ3 in the constant C in (1.22).
In order to better understand the expression Z in (1.26), we first note that its form leads
naturally to the following definition of spaces of Morrey type for quasimetric balls.
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Definition 1.6. Let α, β satisfy 0 < α <∞ and 0 < β ≤ ∞. We say that a measurable function
m(x) on Ω belongs to the Morrey class Mβα (Ω) if
(1.27) ‖m‖
Mβα (Ω)
= sup
rα
(
1
|B(y, r)|
ˆ
B(y,r)
|m(x)|βdx
) 1
β
 = sup{rα‖m‖β,Br ;dx} <∞,
where the sup is taken over all ρ-balls Br = B(y, r) with r < min{1, r1(y)}. We recall that the
closure of any such ball is contained in Ω. In case β =∞, (1.27) means that
‖m‖M∞α (Ω) = sup{rα ess supB(y,r)|m|} <∞.
Using this notation, the expression Z in (1.26) satisfies
(1.28) Z ≤ 1 + ||b||
Mp
′σ′
p−1 (Ω)
+ ||c pp+1−ψ u¯
p(ψ−p)
p+1−ψ ||
1
ǫ1
M
pσ′
p−ǫ1
p (Ω)
+ ||h||
1
ǫ2
M
pσ′
p−ǫ2
p (Ω)
+ ||d||
1
ǫ3
M
pσ′
p−ǫ3
p (Ω)
.
However, since Z involves only a single ball, it is more local than the right-hand side of (1.28),
and we will often take further advantage of its local nature before using Morrey classes.
In general, there is no simple way to characterize Morrey classes in terms of Lebesgue classes.
However, it is possible to combine a Lebesgue condition with an (algebaic) growth condition on
|Br| in order to estimate the size of rα‖m‖β,Br ;dx and determine upper bounds for Z. To do this,
we will use the following simple observations.
For balls as in Definition 1.6, note that
rα
(
1
|B(y, r)|
ˆ
B(y,r)
|m|βdx
) 1
β
≤
(
sup
rα
|B(y, r)|1/β
)
‖m‖β,B(y,r);dx,
where the supremum is taken over all such balls.
Definition 1.7. If q∗ satisfies 0 < q∗ <∞ and there is a positive constant c0 such that
(1.29) |B(y, r)| ≥ c0rq∗
for all ρ-balls B(y, r) with r < min{1, r1(y)}, we will say that condition Dq∗ holds.
Condition (1.29) is related to, but weaker than, the local doubling condition
|B(x, 2r)| ≤ C|B(x, r)|, x ∈ Ω, 0 < r < r¯(x),(1.30)
where r¯(x) < r0(x)/2. It is well-known that (1.30) implies there are positive constants C,D
∗ such
that
(1.31) |B(x,R)| ≤ C
(
R
r
)D∗
|B(y, r)| if B(y, r) ⊂ B(x,R)
and r is sufficiently small. Note that (1.29) follows from (1.31) with D∗ = q∗ if ρ is bounded in Ω
since then by choosing R = sup{ρ(x, y) : x, y ∈ Ω}, we have for all x ∈ Ω that Ω ⊂ B(x,R), and
consequently B(x,R) = Ω. Moreover, even if ρ is unbounded in Ω, (1.29) follows from (1.31) if
inf{|B(x, 1)| : x ∈ Ω} > 0.
Then for α, β as above,
(1.32) rα
(
1
|B(y, r)|
ˆ
B(y,r)
|m|βdx
) 1
β
≤
{
C‖m‖β,B(y,r);dx if β <∞ and Dαβ holds
||m||L∞(B(y,r))
with C = c
−1/β
0 , where to obtain the second option we have used α > 0 and r < 1. Thus
Lβ(Ω) ⊂Mβα (Ω) if β =∞, or if β <∞ and Dαβ holds.
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If m is a product, m(x) = m1(x)m2(x), and if β1, β2 satisfy 0 < β1, β2 ≤ ∞ and 1β = 1β1 + 1β2 ,
then Ho¨lder’s inequality implies that for any Br = B(y, r),
rα
(
1
|Br|
ˆ
Br
|m1m2|βdx
) 1
β
≤ rα
(
1
|Br|
ˆ
Br
|m1|β1dx
) 1
β1
(
1
|Br|
ˆ
Br
|m2|β2dx
) 1
β2
.
Combining this with (1.32) gives (again we denote Br = B(y, r))
(1.33) rα
(
1
|Br|
ˆ
Br
|m1m2|βdx
) 1
β
≤ C‖m1‖β1,B(y,r);dx
(
1
|Br|
ˆ
Br
|m2|β2dx
) 1
β2
provided
1
β
=
1
β1
+
1
β2
, and either β1 =∞, or β1 <∞ and Dαβ1 holds.
Estimates (1.32) and (1.33) serve as a basis for finding different ways to majorize (1.26) by
using Dq∗ conditions and Lebesgue classes, and lead to the corollaries below. We emphasize that
our corollaries cover only a few special cases and do not exhaust all possibilities. Recall from (1.4)
that we always assume γ, ψ, δ satisfy
γ ∈ (1, σ(p − 1) + 1), ψ ∈ (1, p + 1− σ−1), δ ∈ (1, pσ).
The fewest technicalities arise when γ = δ = ψ = p, and we begin with that case. The result we
will state aims at making the weakest possible integrability assumptions on the coefficients, and
consequently it makes a strong assumption about the order of the D condition. As is apparent
from (1.29) and (1.32), since r < 1 and αβ increases with β, a general principle is that the better
the coefficients are (i.e., the higher their integrability becomes), then the weaker the required D
condition becomes.
Corollary 1.8. Suppose the same hypotheses and notation as in Theorem 1.2 hold, but now
also that ψ = p (i.e., γ = δ = ψ = p), that condition Dq∗ holds for some q
∗ ≤ pσ′, and that
b, e ∈ Lp′σ′(B(y, r)), c ∈ Lpσ′(1+ǫ)(B(y, r)) and d, f, h, g ∈ Lσ′(1+ǫ)(B(y, r)) for some ǫ > 0. Then
(1.34) ‖u‖L∞(B(y,τr)) ≤ C

(
1
|B(y, r)|
ˆ
B(y,r)
|u|spdx
) 1
sp
+K(y, r)
 , where
K(y, r) = r
1− q∗
pσ′
(
‖e‖
1
p−1
p′σ′,B(y,r);dx + r
{1− q∗
pσ′
+ q
∗
σ′
ǫ
1+ǫ
} 1
p−1 ‖f‖
1
p−1
σ′(1+ǫ),B(y,r);dx
+r
q∗
pσ′
ǫ
1+ǫ ‖g‖
1
p
σ′(1+ǫ),B(y,r);dx
)
and C depends on all relevant parameters including ǫ, the constant in the Dq∗ condition and the
sum of the corresponding norms of b, c, d, h over B(y, r), but does not depend on u,B(y, r), e, f
or g. In particular, if s = 1, i.e., if the cutoff condition (1.14) holds in the L∞ sense, then
(1.35) ‖u‖L∞(B(y,τr)) ≤ C

(
1
|B(y, r)|
ˆ
B(y,r)
|u|pdx
) 1
p
+K(y, r)

with K(y, r) and C as above.
Note that for the case of the standard Euclidean structure, pσ′ = n and condition Dn auto-
matically holds. Hence, since (1.14) is true with s∗ = ∞ in this situation, estimate (1.35) then
applies and includes the local boundedness result of [S, Theorem 1, p. 555].
If e, f, g vanish identically in B(y, r), then K(y, r) = 0 in Corollary 1.8. Also, if q∗ < pσ′ and
the corresponding norms of e, f, g over all of Ω are finite, note that K(y, r) ≤ crη for some η > 0
which depends on q∗.
The proof of Corollary 1.8 is an application of Theorem 1.2 and follows from (1.26) and (1.32),
without needing to use (1.33). We choose k as in (1.25) and drop k on the left side of (1.22),
thereby replacing u¯ by u on the left side. However, on the right side, we use the hypotheses
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to estimate Z and show that k ≤ CK(y, r). As examples of the required computations, let us
briefly indicate how to estimate the term of Z which corresponds to b and the term of k which
corresponds to g. Denoting B(y, r) = B and using the estimate |B| ≥ c0rq∗, we have
rp−1‖b‖p′σ′,B;dx =
(
r
|B|1/(pσ′)
)p−1
‖b‖p′σ′,B;dx ≤
(
c
− 1
pσ′
0 r
1− q∗
pσ′
)p−1
‖b‖pσ′,B;dx
≤ c−
1
p′σ′
0 ‖b‖pσ′,B;dx
since q∗ ≤ pσ′ and r ≤ 1. Similarly, choosing ǫ2 = ǫp/(1 + ǫ), we obtain p− ǫ2 = p/(1 + ǫ) and(
rp‖g‖ pσ′
p−ǫ2
,B;dx
) 1
p
≤
(
c
− 1
pσ′(1+ǫ)
0 r
{1− q∗
pσ′
}+ q∗
pσ′
ǫ
1+ǫ
)
‖g‖
1
p
σ′(1+ǫ),B;dx.
Further details are left to the reader.
Our next corollary gives an estimate when all of γ, ψ, δ are less than p. In this case, we can
easily replace each of the structural assumptions (1.3)(ii), (iii) and (iv) by a similar one involving
only p and modified coefficients. For example, if γ < p, we can use the simple estimate
b|z|γ−1 + e ≤ b|z|p−1 + (b+ e)
to see that (1.3)(iii) implies∣∣∣A˜(x, z, ξ)∣∣∣ ≤ a∣∣∣√Q(x) ξ∣∣∣p−1 + b|z|p−1 + (b+ e).
Similarly, an analogue of (1.3)(ii) holds with −h|z|γ − g replaced by −h|z|p − (h + g), and if
ψ, δ < p then (1.3)(iv) gives∣∣∣B(x, z, ξ)∣∣∣ ≤ c∣∣∣√Q(x) ξ∣∣∣p−1 + d|z|p−1 + (f + c+ d).
It follows that when γ, ψ, δ are less than p, (1.3) implies its analogue with γ, ψ, δ all replaced by
p and with e, g, f replaced by e + b, g + h, f + c + d respectively. Hence we immediately obtain
the next corollary from the previous one.
Corollary 1.9. Suppose the same hypotheses and notation as in Theorem 1.2 hold with these
exceptions: the structural assumptions (1.3) hold for some γ, ψ, δ < p; condition Dq∗ holds for
some q∗ ≤ pσ′; and b, e ∈ Lp′σ′(B(y, r)), c ∈ Lpσ′(1+ǫ)(B(y, r)) and d, f, h, g ∈ Lσ′(1+ǫ)(B(y, r))
for some ǫ > 0. Then (1.34) is true with
K(y, r) = r
1− q∗
pσ′
(
‖e+ b‖
1
p−1
p′σ′,B(y,r);dx + r
q∗
pσ′
ǫ
1+ǫ ‖g + h‖
1
p
σ′(1+ǫ),B(y,r);dx
+r
{1− q∗
pσ′
+ q
∗
σ′
ǫ
1+ǫ
} 1
p−1 ‖f + c+ d‖
1
p−1
σ′(1+ǫ),B(y,r);dx
)
and with C depending on all relevant parameters including ǫ, the constant in the Dq∗ condition
and the norms of b, c, d, h over B(y, r), but not on u,B(y, r), e, f or g.
Next we list corollaries in case all of γ, ψ, δ in (1.3) exceed p. In this situation, we will use
the observation in Remark 1.5; in fact, the last three assumptions in either (1.3) or its weaker
analogue when z is replaced by u(x) (for a fixed weak solution u) yield
(1.36)

(i) A(x, z, ξ) =
√
Q(x)A˜(x, z, ξ),
(ii) ξ · A(x, u(x), ξ) ≥ a−1
∣∣∣√Q(x) ξ∣∣∣p − (h(x)|u(x)|γ−p)|u(x)|p − g(x),
(iii)
∣∣∣A˜(x, u(x), ξ)∣∣∣ ≤ a∣∣∣√Q(x) ξ∣∣∣p−1 + (b(x)|u(x)|γ−p)|u(x)|p−1 + e(x),
(iv)
∣∣∣B(x, u(x), ξ)∣∣∣ ≤ c∣∣∣√Q(x) ξ∣∣∣ψ−1 + (d(x)|u(x)|δ−p)|u(x)|p−1 + f(x)
for the same γ, ψ, δ and a, b, c, d, e, f, g, h as in (1.3). Consequently, denoting
b∗ = b|u|γ−p, d∗ = d|u|δ−p, h∗ = h|u|γ−p,
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we obtain the conditions (1.24) with b, d, h there replaced respectively by b∗, d∗, h∗. Using Remark
1.5 as well as (1.26), where the form of the constant k in the formula u¯ = |u|+ k is still the same
as in (1.25), we may apply Theorem 1.2 with Z¯ replaced by
Z∗ = 1 + rp−1‖b|u|γ−p‖p′σ′,Br ;dx +
(
rp‖c pp+1−ψ u¯
p(ψ−p)
p+1−ψ ‖ pσ′
p−ǫ1
,Br;dx
) 1
ǫ1
+
(
rp‖h|u|γ−p‖ pσ′
p−ǫ2
,Br ;dx
) 1
ǫ2
+
(
rp‖d|u|δ−p‖ pσ′
p−ǫ3
,Br ;dx
) 1
ǫ3
.(1.37)
The terms in (1.37) can be treated by applying (1.33), and we obtain the following corollaries.
In the first one, we make the strongest possible assumption on the coefficients, namely that they
are all bounded. In this case, we require no D condition at all. By using (1.37) together with
(1.33) for β1 =∞, we obtain
Z∗ ≤ 1 + ‖b‖L∞(Br)‖|u|γ−p‖p′σ′,Br;dx +
(
‖c‖
p
p+1−ψ
L∞(Br)
‖u¯
p(ψ−p)
p+1−ψ ‖ pσ′
p−ǫ1
,Br;dx
) 1
ǫ1
+
(
‖h‖L∞(Br)‖|u|γ−p‖ pσ′
p−ǫ2
,Br ;dx
) 1
ǫ2
+
(
‖d‖L∞(Br)‖|u|δ−p‖ pσ′
p−ǫ3
,Br ;dx
) 1
ǫ3
.(1.38)
In the third term on the right side of the estimate for Z∗, we use (1.25) and the fact that r ≤ 1
to obtain
u¯ = |u|+ k ≤ |u|+
(
‖e‖p′σ′,Br;dx
) 1
p−1
+
(
‖g‖ pσ′
p−ǫ2
,Br;dx
) 1
p
+
(
‖f‖ pσ′
p−ǫ3
,Br;dx
) 1
p−1
.
Choosing ǫ1, ǫ2, ǫ3 small, we then easily obtain from (1.38) that for any sufficiently small ǫ > 0,
depending on γ, δ, ψ, p and σ, there are constants θ,C1, C2, L satisfying
(1.39) θ = max
{
(γ − p)p′σ′, (ψ − p)pσ
′(1 + ǫ)
p+ 1− ψ , (δ − p)σ
′(1 + ǫ)
}
,
(1.40) C1 = C1
(
ǫ, p, ψ, ‖c‖L∞(B(y,r)), ||e||L∞(B(y,r)), ||f ||L∞(B(y,r)), ||g||L∞(B(y,r))
)
with C1 = 0 when c ≡ 0 in B(y, r) or when e, f, g ≡ 0 in B(y, r),
(1.41) C2 = C2
(
ǫ, p, ψ, ||b||L∞(B(y,r)), ||c||L∞(B(y,r)), ||d||L∞(B(y,r)), ||h||L∞(B(y,r))
)
with C2 = 0 when b, c, d, h ≡ 0 in B(y, r),
and
(1.42) L = L(ǫ, p, γ, ψ, δ)
such that
Z∗ ≤ 1 + C1 + C2
1 +( 1|B(y, r)|
ˆ
B(y,r)
|u|θdx
) 1
θ
L .
Moreover, for small ǫ, the restrictions (1.4) imply that θ < pσ, and consequently that u ∈
Lθ(B(y, r)). Thus we obtain the following estimate.
Corollary 1.10. Suppose the same hypotheses and notation as in Theorem 1.2 hold with these
exceptions: the structural assumptions (1.3) hold for some γ, ψ, δ > p which satisfy (1.4), and the
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coefficients b, c, d, e, f, g, h are bounded in Ω. For small ǫ > 0, define θ,C1, C2 and L as in (1.39),
(1.40), (1.41) and (1.42), respectively. Then for any ρ-ball B(y, r) with 0 < r < τr1(y),
(1.43)
‖u‖L∞(B(y,τr) ≤ C
1 + C1 + C2
1 +( 1|B(y, r)|
ˆ
B(y,r)
|u|θdx
) 1
θ
L

Ψ0
×

(
1
|B(y, r)|
ˆ
B(y,r)
|u|spdx
) 1
sp
+K(y, r)
 ,
where K(y, r) =
(
r‖e‖
1
p−1
L∞(B(y,r)) + r
p′‖f‖
1
p−1
L∞(B(y,r)) + r‖g‖
1
p
L∞(B(y,r))
)
and C is as in (1.22). In particular, if (1.14) holds in the L∞ sense, then (1.43) holds with s = 1.
In this corollary, no D condition is needed.
As noted above, when ǫ is small, the value of θ in (1.43) satisfies θ < pσ. The largest power of
|u| which is a priori locally integrable is pσ, and our next corollary gives an estimate when θ is
replaced by pσ, still asuming that all of γ, ψ, δ exceed p. In this situation, the conditions required
of the coefficients are weaker than boundedness, but an appropriate restriction in terms of a D
condition is required.
Corollary 1.11. Suppose the same hypotheses and notation as in Theorem 1.2 hold with these
exceptions: the structural assumptions (1.3) hold for some γ, ψ, δ > p which satisfy (1.4); the Dq∗
condition holds for some q∗ > 0 as described below; for a given ρ-ball B(y, r) with r < τr1(y), the
coefficients satisfy
b ∈ LB(B(y, r)), B ≥ pσ
σ(p− 1) + 1− γ ; c ∈ L
C(B(y, r)), C > pσ
σ(p + 1− ψ)− 1;
d ∈ LD(B(y, r)), D > pσ
pσ − δ ; e ∈ L
E(B(y, r)), E ≥ p′σ′;
f ∈ LF (B(y, r)), F > σ′; g ∈ LG(B(y, r)), G > σ′; h ∈ LH(B(y, r)), H > pσ
pσ − γ ;
and
q∗ ≤ min{B(p− 1), E(p − 1), C(p + 1− ψ),Dp,Fp,Gp,Hp}.
Then
(1.44)
‖u‖L∞(B(y,τr))≤C
1 + C ′1 + C ′2
1 +( 1|B(y, r)|
ˆ
B(y,r)
|u|pσdx
) 1
pσ
L

Ψ0
×

(
1
|B(y, r)|
ˆ
B(y,r)
|u|spdx
) 1
sp
+K(y, r)

where
K(y, r) =
(
r
1− q∗
(p−1)E ‖e‖
1
p−1
E,B(y,r);dx + r
p′{1− q∗
pF
}‖f‖
1
p−1
F ,B(y,r);dx + r
1− q∗
pG ‖g‖
1
p
G,B(y,r);dx
)
,
C is as in (1.22), L > 0 is a constant depending on γ, ψ, δ, p, σ,B, C,D,H, and the constants
C ′1, C
′
2 are analogous to the constants C1, C2 in (1.40), (1.41) but with the L
∞(Ω) norms of
b, c, d, e, f, g, h replaced by their corresponding norms listed above. Also, C ′1, C
′
2 have the same
vanishing properties as C1, C2 but now depend on the constants in the Dq∗ condition as well as
γ, ψ, δ, p, σ, C,D,H and the norm of c; C ′1 depends furthermore on the norms of e, f, g, and C ′2 on
B and the norms of b, d, h. Again, in case (1.14) holds in the L∞ sense, then (1.44) holds with
s = 1.
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The proof of Corollary 1.11 is computational but straightforward; it is based on (1.33) and
(1.32). Details are left to the reader. Further computations show that if q∗ = pσ′, then all
conditions involving q∗ in Corollary 1.11 are satisfied. This is the case in the classical Euclidean
setting if p < n since then σ′ = n/p, giving pσ′ = n.
2. Preliminary Definitions and Lemmas
Let Ω ⊂ Rn be a bounded open set and |Q| ∈ L
p
2
loc(Ω). For w ∈ Liploc(Ω), recall that
‖w‖
W 1,pQ (Ω)
=
(ˆ
Ω
|w|p dx+
ˆ
Ω
〈∇w,Q∇w〉 p2 dx
) 1
p
(2.1)
=
(ˆ
Ω
|w|p dx+
ˆ
Ω
|
√
Q∇w|p dx
) 1
p
=
(
‖w‖pp,Ω;dx + ‖ |
√
Q∇w| ‖pp,Ω;dx
) 1
p
.
By definition, W 1,pQ (Ω) is the completion with respect to ‖ · ‖W 1,p
Q
(Ω) of those functions in
Liploc(Ω) with finite W
1,p
Q (Ω)-norm. Also, (W
1,p
Q )0(Ω) denotes the completion with respect to
‖ · ‖W 1,pQ (Ω) of Lip0(Ω).
A sequence {wi}i∈N ⊂ Liploc(Ω) such that ‖wi‖W 1,pQ (Ω) < ∞ for every i and which is Cauchy
with respect to ‖ · ‖W 1,pQ (Ω) identifies an element of W
1,p
Q (Ω). Then {wi} is a Cauchy sequence in
Lp(Ω) and {√Q∇wi} is a Cauchy sequence in [Lp(Ω)]n. Hence, up to subsequences, as i→∞,
wi −→ w in Lp(Ω) and a.e. in Ω,(2.2)
∇wi −→ v := ∇w in Lp(Ω) and(2.3) √
Q∇wi −→
√
Q∇w in [Lp(Ω)]n and a.e. in Ω.(2.4)
We adopt the abuses of notation mentioned in the Introduction. Thus, we will not generally
distinguish between W 1,pQ (Ω) and its isomorphic copyW1,pQ (Ω) defined to be the collection of pairs
(w,∇w) which arise as in (2.2), (2.3), (2.4). We will often write simply w instead of (w,∇w) even
though ∇w may not be uniquely determined by w.
It follows from (2.2), (2.3) and (2.4) that (2.1) also holds for a generic element w ∈ W 1,pQ (Ω).
Similarly, it follows by passing to the limit that conditions like (1.16) hold for all functions in
W 1,pQ (Ω) instead of just for Liploc(Ω). In order to deal with the left side of such inequalities when
passing to the limit, we generally use Fatou’s lemma.
The role of condition (1.9) is illustrated in the next simple lemma.
Lemma 2.1. If (1.9) holds, then for every y ∈ Ω there exists r0 = r0(y) > 0 such that B(y, r) ⊂ Ω
for all r ∈ (0, r0].
Proof: Let y ∈ Ω. Since Ω is open, there exists ǫ > 0 such that D(y, ǫ) ⊂ Ω. By (1.11), there is
r0 > 0 for which B(y, r0) ⊂ D(y, ǫ/2), and it follows that the closure of B(y, r0) lies in Ω. 
We now derive a useful version of the product rule. See the comments after Lemma 2.4 for a
more global version.
Proposition 2.2. Let (1.9) be true. Suppose that (1.15) holds for a particular ρ-ball B with
closure in Ω and a particular function η ∈ Lip0(B). Suppose also that, for t ≥ 1 as in (1.15),
condition (1.16) holds for B with t′ given by 1/t + 1/t′ = 1. If θ ≥ 1 and w ∈ W 1,pQ (Ω), then
ηθw ∈ (W 1,pQ )0(B) and√
Q∇(ηθw) = θηθ−1w
√
Q∇η + ηθ
√
Q∇w a.e. in Ω.
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Proof: Since w ∈ W 1,pQ (Ω), there is a sequence {wi} ⊂ Liploc(Ω) representing w which is
Cauchy in W 1,pQ (Ω). Taking a subsequence, we may assume that (2.2), (2.3) and (2.4) hold. Now
fix B and η as in the hypotheses, and consider the sequence ϕi = η
θwi. Clearly, ϕi ∈ Lip0(B).
Claim 1 : ϕi −→ ϕ := ηθw a.e. in Ω and in Lp(Ω).
In fact, ϕi −→ ηθw a.e. in Ω by our assumptions on the sequence {wi}. Also,
|ϕi − ηθw|p = |η|θp|wi − w|p ≤ C(θ, η)p |wi − w|p,
and hence ‖ϕi − ηθw‖p,Ω;dx ≤ C(θ, η)‖wi − w‖p,Ω;dx −→ 0, which proves the claim.
Claim 2: For a.e. x ∈ Ω and in [Lp(Ω)]n norm,
(2.5)
√
Q∇ϕi −→ θηθ−1w
√
Q∇η + ηθ
√
Q∇w.
By the product rule for Lipschitz functions,
√
Q∇ϕi = θηθ−1wi
√
Q∇η + ηθ√Q∇wi a.e. in Ω.
Then (2.5) holds for a.e. x ∈ Ω by the convergence properties of wi and
√
Q∇wi. Moreoverˆ
Ω
∣∣∣√Q∇ϕi − θηθ−1w√Q∇η − ηθ√Q∇w∣∣∣p dx
≤ 2p
ˆ
Ω
[
θ|η|(θ−1)p|wi − w|p|
√
Q∇η|p + |η|θp|
√
Q∇wi −
√
Q∇w|p
]
dx
≤ C(θ, η)p
ˆ
Ω
[
|wi − w|p|
√
Q∇η|p + |
√
Q∇wi −
√
Q∇w|p
]
dx.
Now ˆ
Ω
|
√
Q∇wi −
√
Q∇w|p dx = ‖
√
Q∇wi −
√
Q∇w‖pp,Ω;dx ≤ ‖wi − w‖pW 1,pQ (Ω) −→ 0.
By Ho¨lder’s inequality and (1.16) (recall that (1.16) holds for general elements of W 1,pQ (Ω)),ˆ
Ω
|wi − w|p|
√
Q∇η|p dx =
ˆ
B
|wi − w|p|
√
Q∇η|p dx
≤
(ˆ
B
|wi −w|pt′dx
) 1
t′
(ˆ
B
|
√
Q∇η|ptdx
) 1
t
(2.6)
≤ cp2‖wi −w‖pW 1,pQ (Ω)‖
√
Q∇η‖ppt,B;dx,
and the last right-hand side tends to 0 by (1.15). Hence,
‖
√
Q∇ϕi −
(
θηθ−1w
√
Q∇η + ηθ
√
Q∇w)‖p,Ω;dx −→ 0,
and in particular {√Q∇ϕi} is a Cauchy sequence in [Lp(Ω)]n. Claim 2 is thus proved.
It follows that the sequence {ϕi} ⊂ Lip0(B) identifies an element of (W 1,pQ )0(B), that ϕi
converges to ηθw a.e. in Ω and in Lp(Ω), and that√
Q∇(ηθw) = θηθ−1w
√
Q∇w + ηθ
√
Q∇w a.e. in Ω.
The proof is now complete. 
Next we will derive a result about higher local integrability of functions in W 1,pQ (Ω), whether
or not they have compact support.
Proposition 2.3. Assume that (1.9) and the Sobolev inequality (1.13) hold. Let 0 < τ < 1
and B = B(y, r) be a ρ-ball with r < r1(y). Suppose that (1.15) holds for B and a function
η ∈ Lip0(B) which equals 1 on B(y, τr). With t as in (1.15), assume that (1.16) holds for B with
t′ given by 1/t+ 1/t′ = 1. Then w ∈ Lpσ(B(y, τr)) for every w ∈W 1,pQ (Ω), and
‖w‖pσ,B(y,τr);dx ≤ C‖w‖W 1,pQ (Ω),
with C > 0 depending on p, σ,max |η|, B and the constants which arise in (1.13), (1.15) and
(1.16), but independent of w.
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We note that under the hypotheses of Theorem 1.2, by using the functions ηj in (1.14), the
hypotheses of Proposition 2.3 are met for all ρ-balls B = B(y, r) with r < r1(y), and so the
conclusion of Proposition 2.3 holds for all such B.
Proof: Let w ∈ W 1,pQ (Ω) and let B, η satisfy the hypotheses. Denote τB = B(y, τr). Since
η = 1 on τB, ˆ
τB
|w|pσdx ≤
ˆ
B
|ηw|pσdx.
By Proposition 2.2, ηw ∈ (W 1,pQ )0(B) and satisfies the product rule. Applying (1.13) with constant
c1, we have
1
|B|
ˆ
B
|ηw|pσdx ≤ (2c1)pσ
[
rp
|B|
ˆ
B
|
√
Q∇(ηw)|pdx+ 1|B|
ˆ
B
|ηw|pdx
]σ
≤ Ccpσ1
[
rp
|B|
ˆ
B
|η
√
Q∇w|pdx+ r
p
|B|
ˆ
B
|w
√
Q∇η|pdx
+
1
|B|
ˆ
B
|ηw|pdx
]σ
(2.7)
≤ Ccpσ1
[
(r max |η|)p
|B|
ˆ
B
|
√
Q∇w|pdx+ r
p
|B|
ˆ
B
|w
√
Q∇η|pdx
+
(max |η|)p
|B|
ˆ
B
|w|pdx
]σ
≤ C
[
‖w‖p
W 1,p
Q
(B)
+
ˆ
B
|w
√
Q∇η|pdx
]σ
,
where C > 0 is a constant depending on p, σ,B,max |η| and c1. We will use (1.15) and (1.16) to
estimate the last integral on the right; recall again that (1.16) holds for any w ∈ W 1,pQ (Ω). By
Ho¨lder’s inequality (cf. (2.6)),
ˆ
B
|w
√
Q∇η|pdx ≤
(ˆ
B
|w|pt′dx
) 1
t′
(ˆ
B
|
√
Q∇η|ptdx
) 1
t
≤ cp3 cp2 ‖w‖pW 1,pQ (Ω), where c
pt
3 =
ˆ
B
|
√
Q∇η|ptdx.(2.8)
Combining estimates gives
‖ηw‖pσ,τB;dx ≤ C‖w‖W 1,p
Q
(Ω)
with C > 0 now also depending on c2 and c3. 
Condition (1.10) provides a simple way to extend some of our results proved for individual balls
to general compact subsets of Ω. As an example, let us verify Remark 1.3 of the Introduction. Let
Ω′ be a compact set in Ω and u(x) be a function on Ω with the property that for all B = B(y, r)
with r < r1(y), u is bounded on τB for some τ ∈ (0, 1). For such B, by using (1.10), there is an
open concentric Euclidean ball D ⊂ τB. It follows from the Heine-Borel Theorem that Ω′ can be
covered by a finite number of such D, and so also by a finite number of balls τB in which u is
bounded. Consequently u is bounded on Ω′, which verifies Remark 1.3.
Similarly, (1.10) leads to the following extension of Proposition 2.3, whose proof we omit.
Lemma 2.4. Assume that (1.9) and (1.10) hold as well as the Sobolev inequality (1.13). Suppose
that for each y ∈ Ω, there is a ball B with center y and radius r < r1(y) such that (1.15) holds
for some η ∈ Lip0(B) which equals 1 on τB for some τ ∈ (0, 1) and some t ≥ 1. Suppose also
that (1.16) holds for B and t′ with 1/t + 1/t′ = 1. The values of τ, t, t′ may vary with y. Then
for every compact subset Ω′ of Ω, there is a constant C depending on Ω′ so that
(2.9) ‖w‖pσ,Ω′;dx ≤ C‖w‖W 1,pQ (Ω) for all w ∈W
1,p
Q (Ω).
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In passing, we note that under the same hypotheses as in Lemma 2.4, the product rule in
Proposition 2.2 extends to Lipshitz functions η supported in Ω (not just those supported in a
ball), provided η satisfies the global condition
ˆ
Ω
|
√
Q∇η|pσ′ dx < +∞.
The proof is similar to the one of Proposition 2.2, using the conclusion of Lemma 2.4 to modify
the argument for (2.6). We will not use this fact and so we omit the details of its proof.
2.1. Weak Solutions. As in the Introduction, we say that a pair (u,∇u) ∈ W 1,pQ (Ω) is a weak
solution of equation (1.1) if
(2.10)
ˆ
Ω
[∇ϕ ·A(x, u,∇u) + ϕB(x, u,∇u)] = 0 for all ϕ ∈ Lip0(Ω).
If (u,∇u) is a weak solution, we will sometimes simply say that u is a weak solution without
explicitly mentioning ∇u. If u is a weak solution, the class of functions ϕ for which (2.10) holds
can be enlarged from Lip0(Ω); see Proposition 2.14. We shall refer to such functions as test
functions.
We start by showing that the notion of a weak solution is well-defined and that the class of
test functions can be enlarged from Lip0(Ω).
Proposition 2.5. Assume that (1.3) holds with
(2.11) γ ∈ (1, σ(p − 1) + 1), ψ ∈ (1, p + 1− σ−1), δ ∈ (1, pσ),
and that
(2.12)
c ∈ L
σp
σp−1−σ(ψ−1)
loc
(Ω), e ∈ Lp′
loc
(Ω), f ∈ L(σp)′
loc
(Ω),
b ∈ L
σp
σ(p−1)−γ+1
loc
(Ω), d ∈ L
pσ
pσ−δ
loc
(Ω),
where p′ = pp−1 , (σp)
′ = σpσp−1 are the conjugate exponents of p and σp respectively. Let 0 < τ < 1
and B = B(y, r) be a ρ-ball with r < τr1(y), and the hypotheses of Proposition 2.3 are satisfied,
but with r there replaced by r/τ . Assume also that (1.13) holds, and let A˜(x, z, ξ) be defined as in
(1.3). Then for every u ∈W 1,pQ (Ω),∣∣A˜(·, u,∇u)∣∣ ∈ Lp′(B) and B(·, u,∇u) ∈ L(σp)′(B),
with
‖A˜(·, u,∇u)‖p′,B;dx ≤
C1
(
p, a, γ, ‖√Q∇u‖p,B;dx, ‖e‖p,B;dx, ‖b‖ σp
σ(p−1)−γ+1
,B;dx, ‖u‖pσ,B;dx
)
,
‖B(·, u,∇u)‖(σp)′,B;dx ≤
C2
(
p, σ, δ, ψ, ‖c‖ σp
σp−1−σ(ψ−1)
,B;dx, ‖
√
Q∇u‖p,B;dx,
‖d‖ pσ
pσ−δ
,B;dx, ‖f‖(pσ)′,B;dx, ‖u‖pσ,B;dx
)
.
Proof: Let B be a ρ-ball which satisfies the hypotheses. By (1.3),
ˆ
B
∣∣A˜(x, u(x),∇u(x))∣∣ pp−1 dx ≤ ˆ
B
(
a|
√
Q∇u|p−1 + b|u|γ−1 + e
) p
p−1
dx
≤
ˆ
B
3
p
p−1
(
a
p
p−1 |
√
Q∇u|p + b pp−1 |u|p γ−1p−1 + e pp−1
)
dx.
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Using Ho¨lder inequality with exponents σ p−1γ−1 and
σ(p−1)
σ(p−1)−γ+1 on the second term (note that
σ p−1γ−1 > 1 by (2.11)) givesˆ
B
∣∣A˜(x, u(x),∇u(x))∣∣ pp−1 dx ≤ 3 pp−1(a pp−1‖ |√Q∇u| ‖pp,B;dx
+‖b‖p′ σp
σ(p−1)−γ+1
,B;dx
‖u‖(γ−1)p′pσ,B;dx + ‖e‖p
′
p′,B;dx
)
.
This is finite by (2.4), (2.12) and Proposition 2.3. In the same way,ˆ
B
∣∣B(x, u(x),∇u(x))∣∣ σpσp−1 dx ≤ ˆ
B
(
c|
√
Q∇u|ψ−1 + d|u|δ−1 + f
) σp
σp−1
dx
≤
ˆ
B
3
σp
σp−1
(
c
σp
σp−1 |
√
Q∇u|
σp(ψ−1)
σp−1 + d
σp
σp−1 |u|
σp(δ−1)
σp−1
+f
σp
σp−1
)
dx.
Using Ho¨lder inequality with exponents σp−1σ(ψ−1) and
σp−1
σp−1−σ(ψ−1) on the first term and with
σp−1
δ−1
and σp−1σp−δ on the second one (note that
σp−1
σ(ψ−1) ,
σp−1
σp−δ > 1 by (2.11)) givesˆ
B
∣∣B(x, u(x),∇u(x))∣∣ σpσp−1 dx ≤ 3 σpσp−1(‖c‖(pσ)′ σp
σp−1−σ(ψ−1)
,B;dx
‖
√
Q∇u‖
pσ(ψ−1)
σp−1
p,B;dx
+‖d‖(pσ)′pσ
pσ−δ
,B;dx
‖u‖
σp(δ−1)
σp−1
pσ,B;dx + ‖f‖
(pσ)′
(pσ)′,B;dx
)
,
which is finite by (2.4), (2.12) and Proposition 2.3. Indeed,
ˆ
B
c
σp
σp−1 |
√
Q∇u|s dx ≤
(ˆ
B
c
σp
σp−1−σ(ψ−1) dx
)σp−1−σ(ψ−1)
σp−1
(ˆ
B
|
√
Q∇u|p dx
)σ(ψ−1)
σp−1
<∞,
ˆ
B
d(σp)
′ |u|
σp(δ−1)
σp−1 dx ≤
(ˆ
B
d
σp
σp−δ dx
)σp−δ
σp−1
(ˆ
B
|u|σp dx
) δ−1
σp−1
<∞.
Thus
∣∣A˜(·, u,∇u)∣∣ ∈ Lp′(B) andB(·, u,∇u) ∈ L(σp)′(B), and the proposition is established. 
Corollary 2.6. Let the hypotheses of Proposition 2.5 hold and let B = B(y, r) be a ρ-ball as
described there. Then for every ϕ ∈ Lip0(B) and every u ∈W 1,pQ (Ω),ˆ
Ω
[∇ϕ ·A(x, u,∇u) + ϕB(x, u,∇u)] dx <∞.
Proof: Since no confusion should arise, we will use B to denote both the ball B(y, r) and the
function B(x, u,∇u). Then∣∣∣∣ˆ
Ω
[∇ϕ · A(x, u,∇u) + ϕB(x, u,∇u)]dx∣∣∣∣ ≤ ˆ
B
[|∇ϕA(x, u,∇u)| + |ϕB(x, u,∇u)|]dx
≤
ˆ
B
|
√
Q∇ϕ| |A˜(x, u,∇u)| dx +
ˆ
B
|ϕ| |B(x, u,∇u)| dx
≤ ‖
√
Q∇ϕ‖p,B;dx ‖A˜‖p′,B;dx + ‖ϕ‖σp,B;dx ‖B‖(σp)′,B;dx.
By the Sobolev inequality (1.13),∣∣∣∣ˆ
Ω
[∇ϕ ·A(x, u,∇u) + ϕB(x, u,∇u)] dx∣∣∣∣ ≤ ‖ϕ‖W 1,pQ (B)‖A˜‖p′,B;dx
+C(B, p)‖ϕ‖
W 1,pQ (B)
‖B‖(σp)′,B;dx,
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and hence
(2.13)
∣∣∣∣ˆ
Ω
[∇ϕ ·A(x, u,∇u) + ϕB(x, u,∇u)] dx∣∣∣∣ ≤(
‖A˜‖p′,B;dx + C(B, p)‖B‖(σp)′,B;dx
)
‖ϕ‖W 1,pQ (B).
The last quantity is finite because of Proposition 2.5, the fact that ϕ ∈ Lip0(B), and our hypothesis
that |Q| ∈ L
p
2
loc(Ω). 
Proposition 2.7. Under the hypotheses of Proposition 2.5, the map Λ : Lip0(B(y, r))×W 1,pQ (Ω) −→
Rn defined by
Λ(ϕ, u) =
ˆ
Ω
[∇ϕ · A(x, u,∇u) + ϕB(x, u,∇u)] dx
can be extended by continuity so as to be defined on
(
W 1,pQ
)
0
(B(y, r)) ×W 1,pQ (Ω). Also, if ϕ ∈(
W 1,pQ
)
0
(B(y, r)) and u ∈W 1,pQ (Ω), then
(2.14) Λ(ϕ, u) =
ˆ
Ω
[√
Q∇ϕ · A˜(x, u,∇u) + ϕB(x, u,∇u)] dx.
Proof: We will again use B to denote both B(y, r) and B(x, u,∇u). The map Λ is well-defined
on Lip0(B)×W 1,pQ (Ω) by Corollary 2.6. For fixed u ∈W 1,pQ (Ω), the map ϕ 7→ Λ(ϕ, u) is linear in
ϕ ∈ Lip0(B), and by (2.13),
|Λ(ϕ, u)| ≤ C‖ϕ‖
W 1,pQ (B)
,
with C depending on B, p, u and A˜ but not on ϕ. Then the linear map is continuous and can be
extended by continuity to
(
W 1,pQ
)
0
(B), since this is the completion of Lip0(B).
In order to prove (2.14), let u ∈W 1,pQ (Ω), ϕ ∈
(
W 1,pQ
)
0
(B), and {ϕi}i∈N ⊂ Lip0(B) be a Cauchy
sequence representing ϕ. Then
ϕi −→ ϕ in W 1,pQ (B).(2.15)
Moreover, by the previous estimates,∣∣∣∣ˆ
Ω
[√
Q∇ϕ · A˜(x, u,∇u) + ϕB(x, u,∇u)] dx∣∣∣∣ <∞.
Then ∣∣∣∣ˆ
Ω
[√
Q∇ϕ · A˜(x, u,∇u) + ϕB(x, u,∇u)] dx− Λ(ϕi, u)∣∣∣∣
=
∣∣∣∣ˆ
B
[√
Q∇ϕ · A˜+ ϕB −
√
Q∇ϕi · A˜− ϕiB
]
dx
∣∣∣∣
≤
ˆ
B
[|√Q∇ϕ−√Q∇ϕi||A˜|+ |ϕ− ϕi||B|] dx
≤ ‖A˜‖p′,B;dx‖
√
Q∇ϕ−
√
Q∇ϕi‖p,B;dx + ‖B‖(σp)′,B;dx‖ϕ− ϕi‖σp,B;dx
≤
(
‖A˜‖p′,B;dx +C‖B‖(σp)′,B;dx
)
‖ϕ− ϕi‖W 1,pQ (B),
where we used the Sobolev inequality (1.13) to obtain the last inequality. Since ‖ϕ−ϕi‖W 1,pQ (B) →
0 by (2.15), we get
Λ(ϕ, u) := lim
i→∞
Λ(ϕi, u) =
ˆ
Ω
[√
Q∇ϕ · A˜(x, u,∇u) + ϕB(x, u,∇u)] dx,
and (2.14) is established. 
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2.2. A useful test function. Let k, l, q, µ, β ∈ R with q ≥ 1, l > k ≥ 0, µ = pσ − 1 and
β = (µ + 1)q − µ. For any t ∈ R, set t¯ = |t|+ k. Define
F (t¯) =
{
t¯q k ≤ t¯ ≤ l,
qlq−1t¯− (q − 1)lq t¯ ≥ l,(2.16)
G(t) = sign(t)
{
F (t¯)F ′(t¯)µ − qµkβ
}
for t ∈ R.(2.17)
As in the nondegenerate case studied in [S], we would like to use the function
φ(x) = η(x)pG(u(x)), x ∈ Ω,
as a test function in (2.10), where η ∈ Lip0(Ω) is any of the cutoff functions provided by (1.14),
and u ∈ W 1,pQ (Ω) is a weak solution of the differential equation (1.1). In order to show that φ a
feasible test function, we begin by showing that there is a sequence {li} ⊂ R+, li ր∞, such that
if we choose these l’s in definitions (2.16) and (2.17), then G(u) ∈W 1,pQ (Ω).
Lemma 2.8. Let u ∈ Lα(Ω), α ∈ [1,∞), u ≥ 0 a.e. in Ω. For any l ∈ R+, let El = {x ∈ Ω :
u(x) = l}. Then the set
Σ =
{
l ∈ R+ : |El| > 0
}
is countable.
Proof: We claim that for every ε > 0, the set Σε = {l > ε : |El| > 0} is countable. For j ∈ N,
let Σε,j =
{
l > ε : |El| > 1j
}
. Then Σε =
⋃
j∈NΣε,j, and it is enough to show that each Σε,j is
countable. Fix ǫ, j and let {li : i ∈ I} be a sequence of distinct points in Σε,j. Thenˆ
Ω
uα dx ≥
ˆ
⋃
i∈I Eli
uα dx =
∑
i∈I
lαi |Eli | ≥
εα
j
∑
i∈I
1.
Since u ∈ Lα(Ω), it follows that Σε,j is actually finite, and the claim follows. Since Σ 1
m
is countable
for every m ∈ N, the set
{l > 0 : |El| > 0} =
⋃
m∈N
Σ 1
m
is countable too. Thus the set Σ = {l ≥ 0 : |El| > 0} is also countable, which proves the
lemma. 
Corollary 2.9. Given a sequence {ui}i∈N ⊂ Lα(Ω), there is a sequence of positive numbers
lj ր∞ such that
|Ei,lj | = |{x ∈ Ω : |ui(x)| = lj}| = 0 for all i, j ∈N.
Proof: The sets Σi := {l ∈ R+ : |Ei,l| > 0} are countable for every i by Lemma 2.8, and hence
the set Σ :=
⋃
iΣi = {l ∈ R+ : |Ei,l| > 0 for some i} is countable. Then R+ \ Σ is uncountable,
and in particular there is a sequence {lj}j∈N ⊂ R+ \ Σ such that lj ր∞. Since lj ∈ R+ \ Σ for
every j, we have
|Ei,lj | = 0 for all i, j ∈ N.
The corollary is proved. 
The next fact can be proved in a similar way.
Corollary 2.10. Given a sequence {ui}i∈N ⊂ Lα(Ω), there is a sequence of positive numbers
λj ց 0+ such that
|Ei,λj | = |{x ∈ Ω : |ui(x)| = λj}| = 0 for all i, j ∈ N.
Lemma 2.8 and Corollaries 2.9 and 2.10 provide a means to avoid using the notion of regular
gradient introduced in [SW2]. This simplifies some technical aspects in [SW2] and leads to
relatively short proofs of results like Theorem 2.11 and Lemma 4.2.
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Theorem 2.11. Let k ≥ 0, q ≥ 1, µ = pσ − 1, β = (µ+ 1)q − µ and t¯ = |t|+ k for every t ∈ R.
Given a function u ∈W 1,pQ (Ω), there exists a sequence lj ր∞ such that if we define
Fj(t¯) =
{
t¯q k ≤ t¯ ≤ lj ,
qlq−1j t¯− (q − 1)lqj t¯ ≥ lj ,
Gj(t) = sign(t)
{
Fj(t¯)F
′
j(t¯)
µ − qµkβ
}
for t ∈ R,
then Gj(u) ∈W 1,pQ (Ω) for all j, and
(2.18)
√
Q∇ (Gj(u)) = G′j(u)
√
Q∇u a.e. in Ω.
Remark 2.12. In the proof of Theorem 2.11, we will use the following facts for every j ∈ N:
i) Fj ∈ C1 ([k,∞)), with
F ′j(t¯) =
{
qt¯q−1 k ≤ t¯ ≤ lj,
qlq−1j t¯ ≥ lj,
F ′′j (t¯) =
{
q(q − 1)t¯q−2 k < t¯ < lj ,
0 t¯ > lj.
ii) 0 ≤ Fj(t¯) ≤ qlq−1j t¯+ lqj ,
0 ≤ F ′j(t¯) ≤ qlq−1j ,
F ′′j (t¯) ≥ 0 and F ′′j (t¯) is a bounded function away from t¯ = 0.
iii) Gj ∈ C0(R) and Gj is differentiable everywhere except at ±(lj−k) where it has “corners”.
Indeed
G′j(t) = F
′
j(t¯)
µ+1 + µFj(t¯)F
′′
j (t¯)F
′
j(t¯)
µ−1
=
{
qµ+1t¯(µ+1)(q−1) + µ(q − 1)qµ t¯q+q−2+(q−1)(µ−1) 0 < |t| < lj − k,
qµ+1l
(µ+1)(q−1)
j |t| > lj − k,
=
{
βqµt¯(µ+1)(q−1) 0 < |t| < lj − k,
qµ+1l
(µ+1)(q−1)
j |t| > lj − k,
=
{
q−1βF ′j(t¯)
µ+1 0 < |t| < lj − k,
F ′j(t¯)
µ+1 |t| > lj − k.
The discontinuity of G′j at 0 is removable.
iv) |Gj(t)| ≤ Fj(t¯)F ′j(t¯)µ ≤
(
qlq−1j
)µ
Fj(t¯),
0 ≤ G′j(t) ≤ q−1βF ′j(t¯)µ+1 ≤ q−1βl(q−1)(µ+1)j qµ+1 = βqµl(µ+1)(q−1)j <∞.
Proof of Theorem 2.11: Let u ∈ W 1,pQ (Ω) and {ui} ⊂ Liploc(Ω) be a sequence representing
u. Then up to subsequences,
ui −→ u in W 1,pQ (Ω),
ui −→ u in Lp(Ω) and a.e. in Ω and√
Q∇ui −→
√
Q∇u in [Lp(Ω)]n and a.e. in Ω.
Use Corollary 2.9 to choose a sequence rj ր∞ such that
|Ei,rj | = |{x ∈ Ω : |ui(x)| = rj}| = 0 for i, j ∈N,
|Erj | = |{x ∈ Ω : |u(x)| = rj}| = 0 for j ∈ N.
Define lj = rj + k for j ∈ N.
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Claim 1: Gj(ui) ∈ Liploc(Ω) for every i, j ∈ N.
By the fundamental theorem of calculus,
Gj(t) =
ˆ t
0
G′j(s) ds +G(0) for all t ∈ R, j ∈ N.
Then for x, y ∈ Ω,
|Gj(ui(x))−Gj(ui(y))| =
∣∣∣∣∣
ˆ ui(x)
ui(y)
G′j(s) ds
∣∣∣∣∣ ≤ ‖G′j‖∞|ui(x)− ui(y)|.
Since ‖G′j‖∞ is finite by Remark 2.12, and since ui is locally Lipschitz continuous, it follows that
Gj(ui) ∈ Liploc(Ω) for every i, j ∈N. In particular, ∇(Gj(ui)) is well-defined a.e. in Ω.
Claim 2: For almost every x ∈ Ω,
(2.19) ∇(Gj(ui))(x) = G′j(ui(x))∇ui(x) for all i, j ∈ N, and
ˆ
Ω
∣∣√Q∇(Gj(ui))∣∣ dx <∞.
Indeed, consider x ∈ Ω such that
i) ∇ui(x), ∇(Gj(ui))(x) are defined,
ii) |ui(x)| 6= lj − k = rj for every i, j.
Then Gj(t) is C1 in a neighborhood of ui(x), since Gj(t) has corners only at t = ±(lj − k) by
Remark 2.12. By the chain rule, formula (2.19) holds at the point x.
Since the set of points for which either (i) or (ii) does not hold has Lebesgue measure 0, formula
(2.19) holds for a.e. x ∈ Ω. Thus for every i and j,
ˆ
Ω
∣∣√Q∇(Gj(ui))∣∣ dx = ˆ
Ω
∣∣G′j(ui(x))∣∣∣∣√Q∇ui(x)∣∣ dx
≤ ‖G′j‖∞
ˆ
Ω
∣∣√Q∇ui(x)∣∣ dx <∞.
Claim 2 follows.
Claim 3: Gj(ui) −→ Gj(u) a.e. in Ω and in Lp(Ω) for all j.
Since ui −→ u a.e. in Ω and Gj is continuous for every j, we obviously have that Gj(ui) −→ Gj(u)
a.e. in Ω for every j. Then
|Gj(ui)−Gj(u)|p −→ 0 a.e. in Ω, for all j ∈N.
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We also have for every x ∈ Ω that
|Gj(ui)−Gj(u)|p ≤ 2p (|Gj(ui)|p + |Gj(u)|p)
≤ 2p (|Fj(u¯i)|p |F ′j(u¯i)|pµ + |Fj(u¯)|p |F ′j(u¯)|pµ)
≤ 2p
(
qlq−1j
)pµ
(|Fj(u¯i)|p + |Fj(u¯)|p)
≤ 2p
(
qlq−1j
)pµ ((
qlq−1j u¯i + l
q
j
)p
+
(
qlq−1j u¯+ l
q
j
)p)
≤ 22p
(
qlq−1j
)pµ ((
qlq−1j
)p
u¯pi +
(
qlq−1j
)p
u¯p + 2lqpj
)
(2.20)
≤ 22p
(
qlq−1j
)pµ
max
((
qlq−1j
)p
, 2lqpj
)
(u¯pi + u¯
p + 1)
= 22p
(
qlq−1j
)pµ
max
((
qlq−1j
)p
, 2lqpj
)
((|ui|+ k)p + (|u|+ k)p + 1)
≤ 23p
(
qlq−1j
)pµ
max
((
qlq−1j
)p
, 2lqpj
)
(|ui|p + |u|p + (2kp + 1))
≤ 23p
(
qlq−1j
)pµ
max
((
qlq−1j
)p
, 2lqpj
)
(2kp + 1) (|ui|p + |u|p + 1)
= C(p, σ, q, lj , k) (|ui|p + |u|p + 1) ,
and (|ui|p + |u|p + 1) ∈ L1(Ω) for every i ∈ N.
Since (|ui|p + |u|p + 1) −→ (2|u|p + 1) for a.e. x ∈ Ω, and sinceˆ
Ω
(|ui|p + |u|p + 1) dx = ‖ui‖pp,Ω;dx + ‖u‖pp,Ω;dx + |Ω|
→ 2‖u‖pp,Ω;dx + |Ω| =
ˆ
Ω
(2|u|p + 1) dx,
the Lebesgue Sequentially Dominated Convergence Theorem gives
Gj(ui) −→ Gj(u) in Lp(Ω) for all j.
Claim 3 is thus proved.
Claim 4:
√
Q∇(Gj(ui)) −→ G′j(u)
√
Q∇u a.e. in Ω and in [Lp(Ω)]n, for all j ∈ N.
Consider a point x ∈ Ω such that
i) ∇(Gj(ui))(x) and
√
Q∇u(x) are defined,
ii) ∇(Gj(ui))(x) = G′j(ui(x))∇ui(x),
iii) |u(x)| 6= rj = lj − k and |ui(x)| 6= rj for every i, j,
iv) ui(x) −→ u(x),
v)
√
Q∇ui(x) −→
√
Q∇u(x).
The set of points which do not satisfy one or more of these conditions has Lebesgue measure 0
for the following reasons, respectively:
i) because Gj(ui) is locally Lipschitz for every i, j by claim 1, and u ∈W 1,pQ (Ω),
ii) by claim 2,
iii) by our choice of the sequence rj ,
iv) because ui −→ u a.e. in Ω,
v) because
√
Q∇ui −→
√
Q∇u a.e. in Ω.
For any x ∈ Ω satisfying all these conditions,√
Q∇(Gj(ui))(x) = G′j(ui(x))
√
Q∇ui(x) −→ G′j(u(x))
√
Q∇u(x)
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since G′j(t) is continuous everywhere except at t = ±(lj − k) while |u(x)| 6= lj − k. Thus,√
Q∇(Gj(ui)) −→ G′j(u)
√
Q∇u a.e in Ω.
On the other hand, a.e. in Ω and for every i, j ∈ N,∣∣∣√Q∇(Gj(ui))−G′j(u)√Q∇u∣∣∣p = ∣∣∣G′j(ui)√Q∇ui −G′j(u)√Q∇u∣∣∣p
≤
(
|G′j(ui)| |
√
Q∇ui|+ |G′j(u)| |
√
Q∇u|
)p
≤ 2p
(
‖G′j‖p∞ |
√
Q∇ui|p + ‖G′j‖p∞ |
√
Q∇u|p
)
≤ 2p
(
βqµl
(µ+1)(q−1)
j
)p (
|
√
Q∇ui|p + |
√
Q∇u|p
)
,
and the functions on the right in the last inequality belong to L1(Ω) for every i, j.
Also, (|√Q∇ui|p + |
√
Q∇u|p) −→ 2|√Q∇u|p for a.e. x ∈ Ω, andˆ
Ω
(
|
√
Q∇ui|p + |
√
Q∇u|p
)
dx = ‖
√
Q∇ui‖pp,Ω;dx + ‖
√
Q∇u‖pp,Ω;dx
→ 2‖
√
Q∇u‖pp,Ω;dx =
ˆ
Ω
2|
√
Q∇u|p dx.
Then by the Lebesgue Sequentially Dominated Convergence Theorem we have√
Q∇(Gj(ui)) −→ G′j(u)
√
Q∇u in [Lp(Ω)]n for all j ∈ N.
Claim 4 is thus proved.
Claims 3 and 4 together prove that Gj(u) ∈W 1,pQ (Ω), that {Gj(ui)}i∈N is a sequence of locally
Lipschitz functions in Ω which represents Gj(u) and that√
Q∇(Gj(u)) = G′j(u)
√
Q∇u a.e. in Ω,
which is formula (2.18). 
3. Proof of Theorem 1.2.
Step 1. We will use the notation
‖w‖α;dx := ‖w‖α,Br ;dx =
(
1
|Br|
ˆ
Br
|w|α dx
) 1
α
=
( 
Br
|w|α dx
) 1
α
for any α ≥ 1, any function w and any ρ-ball Br = B(y, r) with 0 < r < r1(y). For k > 0, define
z¯ = |z|+ k, z ∈ R,
b¯(x) = b(x) + k1−pe(x), x ∈ Ω,
h¯(x) = h(x) + k−pg(x), x ∈ Ω,
d¯(x) = d(x) + k1−pf(x), x ∈ Ω.
Then the following new structural inequalities for the coefficients are easily obtained from (1.3)
with γ = δ = p:
ξ ·A(x, z, ξ) ≥ a−1|
√
Q(x) · ξ|p − h¯(x)z¯p,∣∣∣A˜(x, z, ξ)∣∣∣ ≤ a|√Q(x) · ξ|p−1 + b¯(x)z¯p−1,(3.1)
|B(x, z, ξ)| ≤ c|
√
Q(x) · ξ|ψ−1 + d¯(x)z¯p−1.
In fact, when we deal with a specific solution pair (u,∇u), as is the case in Theorem 1.2, we
will only need to assume the analogue of (3.1) in which z and ξ are replaced respectively by u(x)
and ∇u(x) for all x ∈ Ω.
Now consider the functions Fj(t¯) and Gj(t) defined in Theorem 2.11. Let η ∈ Lip0(Br) be
any of the Lipschitz cutoff functions provided by (1.14) for a ρ–ball Br. Then by Theorem 2.11,
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Corollary 2.2 and Proposition 2.7, each function ϕj(x) := η(x)
pGj(u(x)) is a feasible test function
in (2.10).
In order to simplify notation, we will not explicitly show the dependence of A, A˜ or B on the
variables x, u(x) and ∇u(x). Also, we will often not show the dependence of any function of x
on x.
Step 2. We start by deriving some pointwise estimates which give lower bounds for∇ϕj ·A+ϕjB.
By the structural conditions (3.1),
∇ϕj · A+ ϕjB =
√
Q∇ϕj · A˜+ ϕjB
= pηp−1Gj(u)
√
Q∇η · A˜+ ηpG′j(u)
√
Q∇u · A˜+ ηpGj(u)B
≥ ηpG′j(u)
[
a−1
∣∣√Q∇u∣∣p − h¯u¯p]− ηp|Gj(u)| [c∣∣√Q∇u∣∣ψ−1 + d¯u¯p−1]
−pηp−1|Gj(u)|
∣∣√Q∇η∣∣ [a∣∣√Q∇u∣∣p−1 + b¯u¯p−1] .
Then it follows from Remark 2.12 that
∇ϕj · A+ ϕjB ≥ a−1ηpF ′j(u¯)µ+1
∣∣√Q∇u∣∣p
−ηpFj(u¯)F ′j(u¯)µ
[
c
∣∣√Q∇u∣∣ψ−1 + d¯u¯p−1]
−βq−1F ′j(u¯)µ+1ηph¯u¯p − pηp−1b¯Fj(u¯)F ′j(u¯)µ
∣∣√Q∇η∣∣u¯p−1
−apηp−1Fj(u¯)F ′j(u¯)µ
∣∣√Q∇η∣∣∣∣√Q∇u∣∣p−1
= a−1ηpF ′j(u¯)
µ+1−p∣∣F ′j(u¯)√Q∇u∣∣p
−cηp+1−ψFj(u¯)F ′j(u¯)µ+1−ψ
∣∣ηF ′j(u¯)√Q∇u∣∣ψ−1
−pηp−1b¯F ′j(u¯)µ+1−p
∣∣Fj(u¯)√Q∇η∣∣(F ′j(u¯)u¯)p−1
−apF ′j(u¯)µ+1−p
∣∣Fj(u¯)√Q∇η∣∣∣∣ηF ′j(u¯)√Q∇u∣∣p−1
−h¯βq−1ηp(F ′j(u¯)u¯)pF ′j(u¯)µ+1−p
−d¯Fj(u¯)ηp
(
F ′j(u¯)u¯
)p−1
F ′j(u¯)
µ+1−p
≥ a−1ηpF ′j(u¯)µ+1−p
∣∣F ′j(u¯)√Q∇u∣∣p
−cηp+1−ψFj(u¯)F ′j(u¯)µ+1−ψ
∣∣ηF ′j(u¯)√Q∇u∣∣ψ−1
−pqp−1ηp−1b¯F ′j(u¯)µ+1−p
∣∣Fj(u¯)√Q∇η∣∣Fj(u¯)p−1
−apF ′j(u¯)µ+1−p
∣∣Fj(u¯)√Q∇η∣∣∣∣ηF ′j(u¯)√Q∇u∣∣p−1
−h¯βqp−1ηpFj(u¯)pF ′j(u¯)µ+1−p
−d¯qp−1ηpFj(u¯)pF ′j(u¯)µ+1−p.
Although the last two terms are identical apart from the multiplicative factor β, we will treat them
separately in order to simplify calculations later in the corollaries following our main theorem.
By Lemma 4.2 in Appendix 1, we can replace
∣∣√Q∇u∣∣ by ∣∣√Q∇u¯∣∣ in the previous inequalities.
Setting vj := Fj(u¯), we have
√
Q∇vj = F ′j(u¯)
√
Q∇u¯ by Lemma 4.1 in Appendix 1. Thus
∇ϕj · A+ ϕjB ≥ a−1F ′j(u¯)µ+1−p
∣∣η√Q∇vj∣∣p
−cηp+1−ψvjF ′j(u¯)µ+1−ψ
∣∣η√Q∇vj∣∣ψ−1
−pqp−1ηp−1b¯F ′j(u¯)µ+1−p
∣∣vj√Q∇η∣∣vp−1j(3.2)
−apF ′j(u¯)µ+1−p
∣∣vj√Q∇η∣∣∣∣η√Q∇vj∣∣p−1
−h¯βqp−1ηpvpjF ′j(u¯)µ+1−p − d¯qp−1ηpvpjF ′j(u¯)µ+1−p.
26 BOUNDEDNESS OF WEAK SOLUTIONS
Now, recalling that u is a weak solution of (1.1) and that η and thus ϕj have support in Br, we
have
ˆ
Br
[∇ϕj ·A+ ϕjB]dx = ˆ
Ω
[∇ϕj · A+ ϕjB] dx = 0.(3.3)
Integrating (3.2) over Ω, dividing by |Br| and rearranging terms we then get
a−1
 
Br
F ′j(u¯)
µ+1−p∣∣η√Q∇vj∣∣p dx ≤ ap  
Br
F ′j(u¯)
µ+1−p∣∣vj√Q∇η∣∣∣∣η√Q∇vj∣∣p−1dx
+pqp−1
 
Br
ηp−1b¯F ′j(u¯)
µ+1−p∣∣√Q∇η∣∣vpj dx
+
 
Br
cηp+1−ψvjF ′j(u¯)
µ+1−ψ∣∣η√Q∇vj∣∣ψ−1dx(3.4)
+βqp−1
 
Br
h¯ηpvpjF
′
j(u¯)
µ+1−pdx
+qp−1
 
Br
d¯ηpvpjF
′
j(u¯)
µ+1−p dx.
Step 3. Our next aim is to apply Young’s inequality to the first and third terms on the right
side in order to absorb all terms containing |η√Q∇vj| into the left side. We begin by noticing
that for any θ > 0,
∣∣vj√Q∇η∣∣∣∣η√Q∇vj∣∣p−1 ≤ θ∣∣η√Q∇vj∣∣p + 1
θp−1
∣∣vj√Q∇η∣∣p.
Hence
 
Br
F ′j(u¯)
µ+1−p∣∣vj√Q∇η∣∣∣∣η√Q∇vj∣∣p−1dx ≤ θ  
Br
F ′j(u¯)
µ+1−p∣∣η√Q∇vj∣∣pdx
+
1
θp−1
 
Br
F ′j(u¯)
µ+1−p∣∣vj√Q∇η∣∣p−1dx.(3.5)
In order to deal with the third term on the right side of (3.4), we use Young’s inequality with
exponents pψ−1 and
p
p+1−ψ . Setting ν =
(µ+1−p)(ψ−1)
p , we get for any θ > 0 that
(3.6)
 
Br
cηp+1−ψvjF ′j(u¯)
µ+1−ψ∣∣η√Q∇vj∣∣ψ−1dx
=
 
Br
cηp+1−ψvjF ′j(u¯)
µ+1−ψ−νF ′j(u¯)
ν
∣∣η√Q∇vj∣∣ψ−1 dx
≤ θ
 
Br
F ′j(u¯)
µ+1−p∣∣η√Q∇vj∣∣pdx+ 1
θ
ψ−1
p+1−ψ
 
Br
c
p
p+1−ψ ηpv
p
p+1−ψ
j F
′
j(u¯)
µ− ψ−1
p+1−ψ dx.
We explicitly note that pψ−1 > 1 and ν > 0 by (1.20) and since µ = pσ−1; see also Theorem 2.11.
Moreover µ+ 1− ψ − ν > 0.
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Combining (3.5) and (3.6) with (3.4), and choosing θ suitably small, we obtain 
Br
F ′j(u¯)
µ+1−p∣∣η√Q∇vj∣∣p dx ≤ C { 
Br
F ′j(u¯)
µ+1−p∣∣vj√Q∇η∣∣p dx
+qγ−1
 
Br
ηp−1b¯F ′j(u¯)
µ+1−p∣∣√Q∇η∣∣vpj dx
+
 
Br
c
p
p+1−ψ ηpv
p
p+1−ψ
j F
′
j(u¯)
µ− ψ−1
p+1−ψ dx(3.7)
+βqγ−1
 
Br
h¯ηpvγj F
′
j(u¯)
µ+1−pdx
+qp−1
 
Br
d¯ηpvpjF
′
j(u¯)
µ+1−p dx
}
for a positive constant C = C(p, a, σ).
Step 4. Now we would like to pass to the limit as j → ∞ in (3.7). By Theorem 2.11, both
{Fj(t¯)}j and {F ′j(t¯)}j are nondecreasing for every t¯. Then the three sequences vj = Fj(u¯), F ′j(u¯)
and
∣∣√Q∇vj∣∣ = F ′j(u¯)∣∣√Q∇u¯∣∣ are nondecreasing. Indeed
vj ր u¯q, F ′j(u¯)ր qu¯q−1,
∣∣√Q∇vj∣∣ր qu¯q−1|√Q∇u¯|
a.e. in Ω as j tends to ∞. Passing to the limit in (3.7) and using the monotone convergence
theorem then yields
qµ+1
 
Br
u¯(q−1)(µ+1)
∣∣η√Q∇u¯∣∣p dx ≤ C {qµ+1−p  
Br
u¯(q−1)(µ+1)+p
∣∣√Q∇η∣∣p dx
+qµ
 
Br
ηp−1b¯
∣∣√Q∇η∣∣u¯(q−1)(µ+1)+p dx
+q
µ− ψ−1
p+1−ψ
 
Br
c
p
p+1−ψ ηpu¯
(q−1)(µ+1)+ p
p+1−ψ dx(3.8)
+βqµ
 
Br
h¯ηpu¯(q−1)(µ+1)+p dx
+qµ
 
Br
d¯ηpu¯(q−1)(µ+1)+p dx
}
= C{I + II + III + IV + V },
where the integrals may not be finite.
Step 5. We will estimate II, III, IV and V separately. Define
(i) Y = (µ+ 1)(q − 1) + p,
(ii) t =
p
p+ 1− ψ and(3.9)
(iii) T = µ− ψ − 1
p+ 1− ψ .
We begin with term II:
II = qµ
 
Br
ηp−1b¯
∣∣√Q∇η∣∣u¯Y dx
= qµ
 
Br
b¯
∣∣√Q∇η∣∣u¯Yp (ηu¯Yp )p−1 dx
≤ qµ ‖b¯|
√
Q∇η|u¯Yp ‖ pσ
pσ−p+1
;dx ‖ηu¯
Y
p ‖p−1
pσ;dx
(3.10)
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by Ho¨lder’s inequality with p−1pσ +
pσ−p+1
pσ = 1. Use Ho¨lder’s inequality again on the first factor
with σp(σ−1)+1 +
(σ−1)(p−1)
p(σ−1)+1 = 1 and apply Lemma 4.5 to the second factor to obtain
II ≤ Cqµ rp−1 ‖b¯‖ pσ
(σ−1)(p−1)
;dx ‖u¯
Y
p
√
Q∇η‖p;dx
×
[
‖u¯Yp
√
Q∇η‖p−1
p;dx
+
(Y
p
)p−1
‖u¯Yp −1η
√
Q∇u¯‖p−1
p;dx
+
1
rp−1
‖ηu¯Yp ‖p−1
p;dx
]
.
Noting that
p′σ′ =
pσ
(p− 1)(σ − 1)
and setting
B¯ = rp−1‖b¯‖p′σ′;dx and
x = ‖ηu¯Yp ‖p;dx, y = ‖u¯
Y
p
√
Q∇η‖p;dx, z = ‖u¯
Y
p
−1
η
√
Q∇u¯‖p;dx,(3.11)
we have
II ≤ CqµB¯yp + CqµB¯
(Y
p
)p−1
yzp−1 + CqµB¯y
(x
r
)p−1
= Cqµ
[
B¯yp + B¯y
(x
r
)p−1]
+CqµB¯
(Y
p
)p−1
yzp−1.(3.12)
We now use Young’s inequality on the second and third terms of (3.12). Fix s1 ∈ (0, 1) to be
chosen precisely later in the proof. Then, since p′ = pp−1 and q ∼ Y ,
II ≤ Cqµ
[
B¯yp + B¯pyp +
(x
r
)p]
+ Cqpµ
B¯p
sp1
(Y
p
)p(p−1)
yp + s
p
p−1
1 z
p
≤ Cqµ
[
B¯yp + B¯pyp +
(x
r
)p]
+ Cqp(µ+p−1)
B¯p
sp1
yp + s
p
p−1
1 z
p
≤ Cqp(µ+p−1)
(
1 +
B¯
s1
)p(
yp +
xp
rp
)
+ s
p
p−1
1 z
p
≤ Cqp(µ+p−1)
(
1 +
(
B¯
s1
)p)(
yp +
xp
rp
)
+ s
p
p−1
1 z
p.
We next estimate III. Fix ǫ1 ∈ (0, 1] as provided in the hypothesis. Then
III = qT
 
Br
ctηpu¯Y+t−p dx
= qT
 
Br
ctηu¯
Y
p
+t−p(ηu¯
Y
p )p−1 dx
≤ qT ‖ctηu¯Yp +t−p‖ pσ
pσ−p+1
;dx ‖ηu¯
Y
p ‖p−1
pσ;dx
(3.13)
= qT ‖ctu¯t−p(ηu¯Yp )ǫ1(ηu¯Yp )1−ǫ1‖ pσ
pσ−p+1
;dx ‖ηu¯
Y
p ‖p−1
pσ;dx
,(3.14)
where Ho¨lder’s inequality with p−1pσ +
pσ−p+1
pσ = 1 was used to obtain (3.13). Due to the restrictions
on p, σ, ǫ1 we have
(i)
pσ − p+ 1
σǫ1
≥ 1 and
(ii)
σ(p − ǫ1) + 1− p
1− ǫ1 ≥ 1.
Therefore, by Ho¨lder’s inequality applied to the triple product in (3.14),
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III ≤ qT ‖ctu¯t−p‖ pσ
(p−ǫ1)(σ−1)
;dx ‖ηu¯
Y
p ‖ǫ1
p;dx
‖ηu¯Yp ‖p−ǫ1
pσ;dx
.
Now use Lemma 4.5 on the last factor to obtain
III ≤ CqT rp−ǫ1 ‖ctu¯t−p‖ pσ
(p−ǫ1)(σ−1)
;dx ‖ηu¯
Y
p ‖ǫ1
p;dx
×
[
‖u¯Yp
√
Q∇η‖p−ǫ1
p;dx
+
(Y
p
)p−ǫ1‖u¯Yp −1η√Q∇u¯‖p−ǫ1
p;dx
+
1
rp−ǫ1
‖ηu¯Yp ‖p−ǫ1
p;dx
]
.
Setting
(3.15) C¯ = rp ‖ctu¯t−p‖ pσ
(p−ǫ1)(σ−1)
;dx
and making the substitutions given by (3.11) yields
III ≤ CqT C¯
(x
r
)ǫ1
yp−ǫ1 + CqT C¯
(Y
p
)p−ǫ1 (x
r
)ǫ1
zp−ǫ1 + CqT C¯
(x
r
)p
.
Fix s2 ∈ (0, 1) to be chosen later, and note that
( p
ǫ1
)′
=
p
p− ǫ1 . Then, using Young’s inequality
in (3.16) in a similar manner as in (3.12), we have
III ≤ Cq
p(T+p−ǫ1)
ǫ1
(
1 +
C¯
s2
) p
ǫ1
(
yp +
1
rp
xp
)
+ s
p
p−ǫ1
2 z
p
≤ Cq
p(T+p−ǫ1)
ǫ1
(
1 +
(
C¯
s2
) p
ǫ1
)(
yp +
1
rp
xp
)
+ s
p
p−ǫ1
2 z
p.
Terms IV and V are estimated in the same way as III. Fix ǫ2, ǫ3 ∈ (0, 1]. For s3, s4 ∈ (0, 1) to
be chosen later, and with
(i) H¯ = rp‖h¯‖ pσ
(p−ǫ2)(σ−1)
;dx and(3.16)
(ii) D¯ = rp‖d¯‖ pσ
(p−ǫ3)(σ−1)
;dx,
we have
IV ≤ Cq
p(µ+1+p−ǫ2)
ǫ2
(
1 +
(
H¯
s3
) p
ǫ2
)(
yp +
1
rp
xp
)
+ s
p
p−ǫ2
3 z
p(3.17)
and
V ≤ Cq
p(µ+p−ǫ3)
ǫ3
(
1 +
(
D¯
s4
) p
ǫ3
)(
yp +
1
rp
xp
)
+ s
p
p−ǫ3
4 z
p.(3.18)
Step 6. Set ǫ = min{ǫ1, ǫ2, ǫ3} and choose s1, s2, s3, s4 depending only on p, ǫ1, ǫ2, ǫ3 so that
s
p
p−1
1 + s
p
p−ǫ1
2 + s
p
p−ǫ2
3 + s
p
p−ǫ3
4 ≤
1
2C
where C is as in (3.8). Then there is a c∗ = c∗(ǫ, p, σ) > 0 so that (3.8) becomes
zp ≤ Cqc∗p
(
1 +
(
B¯
s1
)p
+
(
C¯
s2
) p
ǫ1
+
(
H¯
s3
) p
ǫ2
+
(
D¯
s4
) p
ǫ3
)(
yp +
xp
rp
)
≤ Cqc∗p
(
1 + B¯ + C¯
1
ǫ1 + H¯
1
ǫ2 + D¯
1
ǫ3
)p (
yp +
xp
rp
)
,
where C now also depends on s1, s2, s3 and s4. Taking p
th roots and setting Z¯ =
(
1+ B¯+ C¯
1
ǫ1 +
H¯
1
ǫ2 + D¯
1
ǫ3
)
as in (1.21), it follows that
(3.19) ‖u¯Yp −1η
√
Q∇u¯‖p;dx ≤ Cqc∗Z¯
(
‖u¯Yp
√
Q∇η‖p;dx +
1
r
‖ηu¯Yp ‖p;dx
)
.
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Using Lemma 4.5 and estimate (3.19) we have, with b∗ = c∗ + 1,
‖ηu¯Yp ‖pσ;dx ≤ Cr‖
√
Q∇
(
ηu¯
Y
p
)
‖p;dx + C‖ηu¯
Y
p ‖p;dx
≤ Cr
{
‖u¯Yp
√
Q∇η‖p;dx +
(Y
p
)
‖u¯Yp −1η
√
Q∇u¯‖p;dx
}
+C‖ηu¯Yp ‖p;dx(3.20)
≤ Cqb∗Z¯
{
‖ηu¯Yp ‖p;dx + r‖u¯
Y
p
√
Q∇η‖p;dx
}
.
Step 7. We now use the accumulating sequence of Lipschitz cutoff functions in (1.14). For any
Ω′ ⊂ Ω, let χ
Ω′
: Ω→ R be defined by
χ
Ω′
(x) =
{
1 if x ∈ Ω′
0 if x /∈ Ω′.
For each j, let Sj = supp ηj and recall that ηj = 1 on Sj+1. Since s
∗ > pσ′, there exists s so that
1 ≤ s < σ and s′p = s∗. Then for each j,
‖u¯Yp χ
Sj+1
‖pσ;dx ≤ Cqb∗Z¯
{
‖u¯Yp χ
Sj
‖p;dx + r‖
√
Q∇ηj‖s∗,Br;dx‖u¯
Y
p χ
Sj
‖sp;dx
}
≤ Cqb∗Z¯N j‖u¯Yp χ
Sj
‖sp;dx.(3.21)
Rewriting (3.21) so that u¯ appears to power 1 inside each norm, we see that
(3.22) ‖u¯χ
Sj+1
‖σY ;dx ≤
(
CZ¯N jqb∗
) p
Y ‖u¯χ
Sj
‖sY ;dx.
Note that σY > sY since 1 ≤ s < σ. Thus, u¯ ∈ LsY (Sj) implies the stronger inclusion u¯ ∈
LσY (Sj+1). We will use this fact and a Mo¨ser iteration to obtain the conclusion of the Theorem
1.2. Set X = σs > 1 and let q0 = 1. For each j ∈ N, choose qj > 1 so that Yj = (µ+1)(qj − 1) + p
and Yj = pX j . With Y0 = p, we have
(3.23) Yj = pX j for j ≥ 0.
Choosing Y = Yj in (3.22) gives
(3.24) ‖u¯χ
Sj+1
‖spX j+1;dx ≤ (CZ¯)X
−j
N jX
−j
qb∗X
−j
j ‖u¯χSj ‖spX j ;dx.
Let Ψ1 =
∑∞
j=1X−j and Ψ2 =
∑∞
j=1 jX−j , recalling that X > 1. Then, since qj ∽ X j and
Bτr ⊂ Sj for each j ∈ N, we obtain
(3.25) ‖u¯χ
Bτr
‖spX j+1;dx ≤ (CZ¯)Ψ1(NX b∗)Ψ2‖u¯χS1‖spX ;dx.
Let η0 ∈ C∞0 (Br) be a nonnegative cutoff function so that S1 ⊂ {x : η0(x) = 1} and η0 ≤ 1 in
Br. Then since Y0 = p and q0 = 1, (3.20) and (3.25) imply that
(3.26) ‖u¯χ
Bτr
‖spX j+1;dx ≤ CZ¯Ψ1+1(NX b∗)Ψ2‖u¯‖sp,Br ;dx.
Since this holds for every j ∈ N, it follows that
(3.27) ‖ u¯ ‖L∞(Bτr)≤ CZ¯Ψ0‖u¯‖sp,Br ;dx
where Ψ0 =
∞∑
j=0
X−j and C are independent of u, r, b, c, d, e, f, g, h. This completes the proof of
Theorem 1.2. 
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4. Appendix 1
In Appendix 1, we will prove some facts used in the proof of Theorem 1.2 that are related to
the chain rule and the iteration process. See also [SW2] for results related to the chain rule.
Lemma 4.1. Let (u,∇u) ∈ W 1,pQ (Ω) and φ ∈ C1(R) with φ′ ∈ L∞(R). Then φ(u) ∈ W 1,pQ (Ω)
and √
Q∇(φ(u)) = φ′(u)√Q∇u a.e. in Ω.
Proof: Let {uj}j∈N ⊂W 1,pQ (Ω)∩Liploc(Ω) be a representative sequence for (u,∇u) ∈W 1,pQ (Ω).
Then as usual, up to subsequences,
uj → u a.e. in Ω and in Lp(Ω), and(4.1) √
Q∇uj →
√
Q∇u a.e. in Ω and in (Lp(Ω))n.
Claim 1: φ(uj) ∈ Liploc(Ω) for every j. Indeed, by the fundamental theorem of calculus, for
every x, y ∈ Ω, ∣∣φ(uj(x))− φ(uj(y))∣∣ =
∣∣∣∣∣
ˆ uj(x)
uj(y)
φ′(t) dt
∣∣∣∣∣ ≤ ‖φ′‖∞|uj(x)− uj(y)|,
and the claim follows from uj ∈ Liploc(Ω).
Claim 2: φ(uj) → φ(u) in Lp(Ω) and a.e. in Ω. In fact, since uj → u a.e. in Ω and φ is
continuous, then φ(uj)→ φ(u) a.e. in Ω. Also,∣∣φ(t)∣∣ = ∣∣∣∣φ(0) + ˆ t
0
φ′(s) ds
∣∣∣∣ ≤ |φ(0)| + ‖φ′‖∞|t| := B0 +A0|t|.
Then ∣∣φ(uj)− φ(u)∣∣p ≤ 2p (∣∣φ(uj)∣∣p + ∣∣φ(u)∣∣p)
≤ 4p (2Bp0 +Ap0|uj |p +Ap0|u|p)
≤ c(1 + |uj |p + |u|p).
Since 1+|uj|p+|u|p → 1+2|u|p a.e. in Ω and in L1(Ω) by relation (4.1), by Lebesgue’s Sequentially
Dominated Convergence Theorem implies thatˆ
Ω
∣∣φ(uj)− φ(u)∣∣p dx→ 0.
Claim 3:
√
Q∇(φ(uj)) → φ′(u)√Q∇u a.e. in Ω and in (Lp(Ω))n. Indeed, since uj and φ(uj)
are locally Lipschitz, their gradients exist a.e. in Ω, and√
Q∇(φ(uj)) = φ′(uj)√Q∇uj a.e. in Ω.
Since φ′ is continuous, (4.1) gives
√
Q∇(φ(uj))→ φ′(u)√Q∇u a.e. in Ω. Moreover,∣∣√Q∇(φ(uj)) − φ′(u)√Q∇u∣∣p ≤ 2p (∣∣√Q∇(φ(uj))∣∣p + ‖φ′‖p∞∣∣√Q∇u∣∣p)
≤ 2p‖φ′‖p∞
(∣∣√Q∇uj∣∣p + ∣∣√Q∇u∣∣p) ,
and
∣∣√Q∇uj∣∣p + ∣∣√Q∇u∣∣p → 2∣∣√Q∇u∣∣p a.e. in Ω and in L1(Ω) by (4.1). Again by Lebesgue’s
Sequentially Dominated Convergence Theorem,ˆ
Ω
∣∣√Q∇(φ(uj))− φ′(u)√Q∇u∣∣p dx→ 0.
Therefore, the sequence of locally Lipschitz functions {φ(uj)}j∈N ⊂W 1,pQ (Ω) is Cauchy inW 1,pQ (Ω)
and defines an element ofW 1,pQ (Ω) having φ(u) as its L
p–part and φ′(u)
√
Q∇u as its gradient–part.
This completes the proof. 
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Lemma 4.2. Let u ∈ W 1,pQ (Ω) and k ∈ R. Then there exists u¯ ∈ W 1,pQ (Ω) whose Lp–part is
|u|+ k and whose gradient–part ∇u¯ satisfies
(4.2)
√
Q(x)∇u¯(x) =
{√
Q(x)∇u(x) if u(x) ≥ 0,
−
√
Q(x)∇u(x) if u(x) < 0 a.e. in Ω.
Remark 4.3. Choosing k = 0, it follows that if u ∈ W 1,pQ (Ω) then |u| ∈ W 1,pQ (Ω), and the
gradient–part of |u| satisfies (4.2).
Remark 4.4. For u, k and u¯ as in Lemma 4.2, |√Q∇u¯| = |√Q∇u| a.e. in Ω.
Proof of Lemma 4.2. For any θ > 0, define φθ : R→ R by φθ(t) = (t2 + θ2)
1
2 . Then
• φθ ∈ C1(R) with φ′θ(t) = t/(t2 + θ2)
1
2 and φ′θ ∈ L∞(R),
• 0 ≤ φθ(t) ≤ |t|+ θ and |φ′θ(t)| ≤ 1 for t ∈ R,
• as θ → 0, φθ(t)→ |t| and φ′θ(t)→ sign(t) :=

1 if t > 0,
0 if t = 0,
−1 if t < 0.
Now let u ∈ W 1,pQ (Ω) and λ ≥ 0 be such that
∣∣{x ∈ Ω : |u(x)| = λ}∣∣ = 0. Let {uj}j∈N ⊂
W 1,pQ (Ω) ∩ Liploc(Ω) be a representative sequence for (u,∇u). We may assume as usual that
uj → u a.e. in Ω and in Lp(Ω), and√
Q∇uj →
√
Q∇u a.e. in Ω and in (Lp(Ω))n.
Keeping λ fixed, let ϕj,λ(x) = φ 1
j
(
uj(x) + λ
)
for x ∈ Ω. As shown in the proof of Lemma 4.1,
ϕj,λ ∈ Liploc(Ω) for every j and ϕj,λ → |u+ λ| a.e. in Ω and in Lp(Ω) as j →∞. Moreover, since
u 6= −λ a.e. in Ω, √
Q∇ϕj,λ(x)→ Vλ(x) :=
{√
Q∇u(x) if u(x) ≥ −λ,
−√Q∇u(x) if u(x) < −λ
a.e. in Ω and in
(
Lp(Ω)
)n
as j →∞. Then {ϕj,λ}j∈N ⊂ W 1,pQ (Ω) is a Cauchy sequence and thus
defines an element ϕλ ∈W 1,pQ (Ω) having |u+ λ| as its Lp–part and Vλ as its gradient–part.
In case
∣∣{x ∈ Ω : |u(x)| = 0}∣∣ = 0, we choose λ = 0 in the preceding argument and conclude
the proof of the lemma. In case
∣∣{x ∈ Ω : |u(x)| = 0}∣∣ > 0, choose a sequence λm ց 0 such that
(see Corollary 2.10)
(4.3)
∣∣{x ∈ Ω : |u(x)| = λm}∣∣ = 0 for all m.
Then ϕλm = |u+ λm| → |u| a.e. in Ω, and sinceˆ
Ω
∣∣|u+ λm| − |u|∣∣p dx ≤ λpm|Ω|,
we also have that ϕλm → |u| in Lp(Ω).
Let us show that for a.e. x ∈ Ω,
Vλm(x)→ V (x) :=
{√
Q∇u(x) if u(x) ≥ 0,
−√Q∇u(x) if u(x) < 0.
Indeed, if u(x) ≥ 0 then u(x) ≥ −λm, and hence Vλm(x) =
√
Q∇u(x) for all m ∈ N. On the
other hand, if u(x) < 0 then u(x) < −λm for all large m, and then Vλm(x) = −
√
Q∇u(x), again
for all large m.
Since for all m,
|Vλm − V |p ≤ 2p
(|Vλm |p + |V |p) = 2p+1|√Q∇u|p,
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Lebesgue’s Dominated Convergence Theorem yields that Vλm → V in
(
Lp(Ω)
)n
. Then {ϕλm}m∈N
is a Cauchy sequence in W 1,pQ (Ω), and it converges to an element of W
1,p
Q (Ω) having |u| as its Lp–
part and V as its gradient–part. We denote this element by |u|. Finally, since |u| ∈W 1,pQ (Ω) and
k ∈ W 1,pQ (Ω) with
√
Q∇k = 0 for every k ∈ R, we obtain that u¯ = |u| + k ∈ W 1,pQ (Ω) and (4.2)
holds. The proof of the lemma is now complete. 
Lemma 4.5. Let k ≥ 0, u ∈W 1,pQ (Ω) be a weak solution of (1.1), and u¯ = |u|+k. Let η ∈ Lip0(Ω)
and supp(η) ⊂ B for a ρ-ball B = B(y, r) with r < r1(y). Let (1.9) and Sobolev’s inequality (1.13)
be true. Suppose that (1.15) holds for B and η, and also that, for t ≥ 1 as in (1.15), condition
(1.16) holds for B with t′ given by 1/t+ 1/t′ = 1. If q ≥ 1, p > 1, σ > 1 and θ > 0, then( 
B
∣∣ηu¯ (q−1)θ+pp ∣∣pσ dx) 1pσ ≤ Cr[(q − 1)θ + p
p
( 
B
∣∣ηu¯ (q−1)θp √Q∇u¯∣∣p dx) 1p
+
( 
B
∣∣u¯ (q−1)θ+pp √Q∇η∣∣pdx)1p]+C( 
B
∣∣ηu¯ (q−1)θ+pp ∣∣pdx)1p ,(4.4)
where the integrals may not be finite.
Proof: For any l > 0, let
Hl(t) =

(q−1)θ+p
p l
(q−1)θ
p t+ (q−1)θp l
(q−1)θ+p
p if t < −l,
|t|
(q−1)θ+p
p sign(t) if |t| ≤ l,
(q−1)θ+p
p l
(q−1)θ
p t− (q−1)θp l
(q−1)θ+p
p if t > l.
Then Hl ∈ C1(R) with
H ′l(t) =

(q−1)θ+p
p l
(q−1)θ
p if t < −l,
(q−1)θ+p
p |t|
(q−1)θ
p if |t| ≤ l,
(q−1)θ+p
p l
(q−1)θ
p if t > l,
and H ′l ∈ L∞(R) with ‖H ′l‖∞ ≤ (q−1)θ+pp l
(q−1)θ
p . Notice that H ′l(t) is nondecreasing in l for every
t ∈ R, while Hl(t) is nondecreasing in l only for t ≥ 0.
By Lemmas 4.2 and 4.1, Hl(u¯) ∈W 1,pQ (Ω) with
√
Q∇(Hl(u¯)) = H ′l(u¯)√Q∇u¯ a.e. in Ω. Then,
by Proposition 2.2 and the assumptions on η, ηHl(u¯) ∈ (W 1,pQ )0(Ω) with support in B and√
Q∇(ηHl(u¯)) = ηH ′l(u¯)√Q∇u¯+Hl(u¯)√Q∇η.
By Sobolev’s inequality (1.13),( 
B
∣∣ηHl(u¯)∣∣pσdx) 1pσ ≤
Cr
[( 
B
∣∣ηH ′l(u¯)√Q∇u¯∣∣pdx) 1p+( 
B
∣∣Hl(u¯)√Q∇η∣∣pdx) 1p
]
+C
( 
B
∣∣ηHl(u¯)∣∣pdx) 1p .
Since u¯ ≥ 0 in Ω, both Hl(u¯) and H ′l(u¯) are nondecreasing in l and
Hl(u¯)ր u¯
(q−1)θ+p
p , H ′l(u¯)ր
(q − 1)θ + p
p
u¯
(q−1)θ
p
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a.e. in Ω as l → ∞. Passing to the limit in the previous inequality and using the monotone
convergence theorem, we get( 
B
∣∣ηu¯ (q−1)θ+pp ∣∣pσdx) 1pσ ≤ Cr[(q − 1)θ + p
p
( 
B
∣∣ηu¯ (q−1)θp √Q∇u¯∣∣pdx) 1p
+
( 
B
∣∣u¯ (q−1)θ+pp √Q∇η∣∣pdx) 1p]+C( 
B
∣∣ηu¯ (q−1)θ+pp ∣∣pdx) 1p ,
where the integrals may not be finite. This completes the proof. 
5. Appendix 2
In Appendix 2, we will prove the following three theorems related to the structural assumptions
about equation (1.1)
Theorem 5.1. Consider the differential equation (1.1):
div
(
A(x, u,∇u)) = B(x, u,∇u).
Suppose that the structural assumptions (1.3) hold relative to a symmetric nonnegative definite
matrix Q(x). If H(x) is another symmetric nonnegative definite matrix and
(5.1)
1
C
〈Q(x)ξ, ξ〉 ≤ 〈H(x)ξ, ξ〉 ≤ C〈Q(x)ξ, ξ〉 for all ξ ∈ Rn, a.e. x ∈ Ω,
then there is a vector Aˆ(x, z, ξ) such that
A(x, z, ξ) =
√
H(x)Aˆ(x, z, ξ),
ξ · A(x, z, ξ) ≥ (C p2 a)−1∣∣∣√H(x) · ξ∣∣∣p − h|z|γ − g,∣∣∣Aˆ(x, z, ξ)∣∣∣ ≤ (C p2 a)∣∣∣√H(x) · ξ∣∣∣p−1 + (C 12 b)|z|γ−1 + (C 12 e),(5.2) ∣∣∣B(x, z, ξ)∣∣∣ ≤ (C ψ−12 c)∣∣∣√H(x) · ξ∣∣∣ψ−1 + d|z|δ−1 + f
for ξ ∈ Rn, z ∈ R and a.e x ∈ Ω. Here, C is the same constant as in (5.1), and a, b, c, d, e, f, g, h
are as in (1.3).
Next we will show that many linear equations satisfy (1.3). Consider the linear equation
(5.3) div
(
Q(x)∇u)+HRu+ S′Gu+ Fu = f +T′g in Ω,
where Q(x) is symmetric and nonnegative definite, R = {Ri}ni=1, S = {Si}ni=1, T = {Ti}ni=1
are collections of vector fields subunit with respect to Q(x), and where the operator coefficients
H = {Hi}ni=1, G = {Gi}ni=1 and F as well as the inhomogeneous data g = {gi}ni=1 and f are
measurable. See also [SW1]. We will prove the following fact about such equations.
Theorem 5.2. The linear equation (5.3) satisfies the structural conditions (1.3) with p = γ =
ψ = δ = 2 relative to the matrix Q(x).
Finally, we will prove the next result concerning conditions (1.3) and (1.6).
Theorem 5.3. For the differential equation (1.1), the structural assumptions (1.3) are satisfied
if and only if (1.6) is satisfied.
For the proofs, we will need some technical results which we collect in the following lemmas.
We state the first two without proofs.
Notation: For any k ∈ N, we will denote the identity k × k matrix by Ik and the zero k × k
matrix by 0k. Also, 〈·, ·〉Rk and | · |Rk will denote respectively the inner product and the norm in
Rk. When we work in Rn, i.e., when k = n, we will usually omit the subscript Rk.
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Also, let Mat(n,R) be the set of n× n real matrices, O(n) be the set of n× n real orthogonal
matrices, and Sn×n = Symm(n,R) be the set of symmetric n×n real matrices. For any Q ∈ Sn×n,
we will write Q ≥ 0 if Q is nonnegative definite. Since Q is symmetric and hence diagonalizable,
the condition Q ≥ 0 is the same as assuming that Q has nonnegative eigenvalues. Finally, if
Q,H ∈ Sn×n, we will write Q ≥ H if Q−H ≥ 0, i.e. if 〈Qξ, ξ〉 ≥ 〈Hξ, ξ〉 for all ξ ∈ Rn.
Lemma 5.4. (i) If Q,H ∈ Sn×n with Q,H ≥ 0, then Q+H ≥ 0.
(ii) If Q ∈ Sn×n, Q ≥ 0 and M ∈ Mat(n,R), then MTQM ≥ 0, where MT denotes the
transpose of M .
(iii) If Q ∈ Sn×n, Q ≥ 0 and detQ 6= 0, then Q−1 ≥ 0.
Lemma 5.5. If Q ∈ Sn×n with Q ≥ 0, there is a unique matrix √Q ∈ Sn×n such that √Q ≥ 0
and
√
Q
√
Q = Q. Moreover
i) λ ≥ 0 is an eigenvalue for Q with eigenvector v if and only if √λ is an eigenvalue for √Q
with eigenvector v.
ii)
√
Q is invertible if and only if Q is invertible.
Proposition 5.6. Let H,Q ∈ Sn×n with Q,H ≥ 0 and suppose that there is a constant C > 0
such that
(5.4)
1
C
〈Qξ, ξ〉 ≤ 〈Hξ, ξ〉 ≤ C〈Qξ, ξ〉 for all ξ ∈ Rn.
Then there is an invertible matrix M ∈ Mat(n,R) such that
(1) Q =MTHM ,
(2)
√
Q =
√
HM =MT
√
H,
(3) 1√
C
|ξ| ≤ |MT ξ| ≤ √C|ξ| for all ξ ∈ Rn.
Proof of Proposition 5.6: Step 1. We claim that
KerQ = KerH,
i.e., Qξ = 0 if and only if Hξ = 0 for any ξ ∈ Rn. Indeed, suppose Qξ = 0. Then 〈Hξ, ξ〉 = 0 by
(5.4) and
|
√
Hξ|2 = 〈
√
Hξ,
√
Hξ〉 = 〈
√
H
√
Hξ, ξ〉 = 〈Hξ, ξ〉 = 0,
i.e.,
√
Hξ = 0 and ξ is an eigenvector of
√
H for the eigenvalue 0. This in turn implies by Lemma
5.5 that ξ is an eigenvector of H for the eigenvalue 0. Thus ξ ∈ KerH. The same argument shows
that if Hξ = 0 then ξ ∈ KerQ, and thus the claim is proved.
Step 2. Assume that one of the two matrices is invertible, i.e., has empty kernel. Then by Step
1 the other matrix is also invertible, and so by Lemma 5.5, both
√
H and
√
Q are invertible. In
this case, we may define
M =
(√
H
)−1√
Q.
Then MT =
√
Q
T
((√
H
)−1)T
=
√
Q
(√
H
)−1
and hence
i) MTHM =
√
Q
(√
H
)−1√
H
√
H
(√
H
)−1√
Q = Q,
ii)
√
HM =
√
H
(√
H
)−1√
Q =
√
Q,
iii) MT
√
H =
√
Q
(√
H
)−1√
H =
√
Q.
Thus in this case parts (1) and (2) of the proposition are satisfied. Next note that (5.4) implies
that both H − 1CQ,CQ−H ≥ 0. Then Lemma 5.4, part 2, implies that both of the following are
also nonnegative definite:
In − 1
C
(√
H
)−1
Q
(√
H
)−1
=
(√
H
)−1(
H − 1
C
Q
)(√
H
)−1
,
C
(√
H
)−1
Q
(√
H
)−1 − In = (√H)−1(CQ−H)(√H)−1.
36 BOUNDEDNESS OF WEAK SOLUTIONS
Equivalently, for every ξ ∈ Rn,
|ξ|2 ≥ 1
C
〈(√H)−1Q(√H)−1ξ, ξ〉,
C〈(√H)−1Q(√H)−1ξ, ξ〉 ≥ |ξ|2.
But then
|MT ξ|2 = 〈MT ξ,MT ξ〉 = 〈MMT ξ, ξ〉 = 〈(√H)−1Q(√H)−1ξ, ξ〉 ≥ 1
C
|ξ|2
and |MT ξ|2 ≤ C|ξ|2. Thus we finally obtain that
1√
C
|ξ| ≤ |MT ξ| ≤
√
C|ξ|,
which is part (3) of the statement. This proves the desired result in case both Q,H are invertible.
Step 3. It remains only to consider the case when neither H nor Q is invertible since KerH =
KerQ by Step 1. Since both matrices are symmetric, each is diagonalizable. Moreover, eigenvec-
tors related to different eigenvalues are orthogonal in Rn.
Consider the subspaces V := KerH ⊂ Rn and V ⊥. Then Rn = V ⊕V ⊥, and letting k = dimV ,
we have k ≥ 1. If k = n then Q = H = 0n and the conclusion of Proposition 5.6 is obvious with
M = In. Thus we may assume k ≤ n− 1.
Now choose an orthonormal basis {v1, . . . , vk} in V and another one {vk+1, . . . , vn} in V ⊥.
Then B := {v1, . . . , vk, vk+1, . . . , vn} is an orthonormal basis in Rn. Let B′ := {e1, . . . , en} be the
canonical basis in Rn, and let O be the matrix which expresses the change of basis between B
and B′. Then O ∈ O(n) and
Q = OT
(
0k 0
0 Q1
)
O, H = OT
(
0k 0
0 H1
)
O.
Here Q1 ∈ Mat(n−k,R) is the invertible matrix associated to the bijective linear map TQ : V ⊥ →
V ⊥ defined by TQ(x) = Qx, expressed with respect to the basis {vk+1, . . . , vn} of V ⊥. Similarly
H1 ∈ Mat(n− k,R) is the invertible matrix associated to the bijective linear map TH : V ⊥ → V ⊥
defined by TH(x) = Hx, also expressed with respect to the basis {vk+1, . . . , vn} of V ⊥.
Since Q,H are symmetric and nonnegative definite, so are Q1,H1. Then we can apply the
result from Step 2 to find an invertible M1 ∈ Mat(n− k,R) such that
i) MT1 H1M1 = Q1,
ii)
√
H1M1 =
√
Q1 =M
T
1
√
H1,
iii) 1√
C
|w|Rn−k ≤ |M1w|Rn−k ≤
√
C|w|Rn−k for all w ∈ Rn−k.
Now define
M = OT
(
Ik 0
0 M1
)
O.
Then
MTHM = OT
(
Ik 0
0 MT1
)
OOT
(
0k 0
0 H1
)
OOT
(
Ik 0
0 M1
)
O
= OT
(
0k 0
0 MT1 H1M1
)
O
= OT
(
0k 0
0 Q1
)
O = Q.
Moreover,
√
Q = OT
(
0k 0
0
√
Q1
)
O and
√
H = OT
(
0k 0
0
√
H1
)
O, so that
√
HM = OT
(
0k 0
0
√
H1M1
)
O = OT
(
0k 0
0
√
Q1
)
O =
√
Q.
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In the same way,
MT
√
H = OT
(
0k 0
0 MT1
√
H1
)
O = OT
(
0k 0
0
√
Q1
)
O =
√
Q.
Finally let ξ ∈ Rn and η = Oξ. Write η = (v,w) with w ∈ Rn−k and v ∈ Rk. Then MT ξ =
OT
(
Ik 0
0 MT1
)
η = OT
(
v
MT1 w
)
. Since O ∈ O(n), we have
|MT ξ|2Rn = |v|2Rk + |MT1 w|2Rn−k
≤ |v|2
Rk
+ C|w|2
Rn−k
≤ C(|v|2
Rk
+ |w|2
Rn−k
)
= C|η|2Rn = C|Oξ|2Rn = C|ξ|2Rn .
Similarly, |MT ξ|2
Rn
≥ 1C |ξ|2Rn . Thus
1√
C
|ξ|Rn ≤ |MT ξ|Rn ≤
√
C|ξ|Rn ,
and the proof of Proposition 5.6 is complete. 
Corollary 5.7. Let Q(x) and H(x) be symmetric nonnegative definite matrices depending on
x ∈ Ω, and suppose there is a constant C > 0 so that
(5.5)
1
C
〈Q(x)ξ, ξ〉 ≤ 〈H(x)ξ, ξ〉 ≤ C〈Q(x)ξ, ξ〉
for all ξ ∈ Rn and a.e. x ∈ Ω. Then for a.e. x ∈ Ω, there is an invertible matrix M(x) such that
(1) Q(x) =MT (x)H(x)M(x),
(2)
√
Q(x) =
√
H(x)M(x) =MT (x)
√
H(x),
(3) 1√
C
|ξ| ≤ |MT (x)ξ| ≤ √C|ξ| for all ξ ∈ Rn.
Proof: This follows immediately by applying Proposition 5.6 at each point x ∈ Ω where (5.5)
holds. 
Proof of Theorem 5.1: Let Q and H satisfy the hypothesis of Theorem 5.1. By Corollary
5.7, for a.e. x ∈ Ω, there is an invertible matrixM(x) satisfying properties (1), (2) and (3) relative
to Q and H. For any such x, define
Aˆ(x, z, ξ) =M(x)A˜(x, z, ξ).
Then by property (2) in Corollary 5.7,
A(x, z, ξ) =
√
Q(x)A˜(x, z, ξ) =
√
H(x)M(x)A˜(x, z, ξ) =
√
H(x)Aˆ(x, z, ξ).
Therefore, by properties (2) and (3),
ξ ·A(x, z, ξ) ≥ a−1
∣∣∣√Q(x) · ξ∣∣∣p − h|z|γ − g
≥ a−1C− p2
∣∣∣√H(x) · ξ∣∣∣p − h|z|γ − g,∣∣∣B(x, z, ξ)∣∣∣ ≤ c∣∣∣√Q(x) · ξ∣∣∣ψ−1 + d|z|δ−1 + f
≤ C ψ−12 c
∣∣∣√H(x) · ξ∣∣∣ψ−1 + d|z|δ−1 + f,
where a, b, c, d, e, f, g, h are as in (1.3). In order to prove the third part of (5.2), we first note that
|η| = sup
ζ∈Rn, |ζ|=1
|〈ζ, η〉| for any η ∈ Rn.
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Then by property (3) in Corollary 5.7,
|M(x)η| = sup
ζ∈Rn, |ζ|=1
|〈ζ,M(x)η〉|
= sup
ζ∈Rn, |ζ|=1
|〈MT (x)ζ, η〉|
≤ sup
ζ∈Rn, |ζ|=1
|MT (x)ζ||η| ≤
√
C|η|.
Hence ∣∣∣Aˆ(x, z, ξ)∣∣∣ = ∣∣∣M(x)A˜(x, z, ξ)∣∣∣
≤
√
C
∣∣∣A˜(x, z, ξ)∣∣∣
≤
√
C
[
a
∣∣∣√Q(x) · ξ∣∣∣p−1 + b|z|γ−1 + e]
≤ C p2 a
∣∣∣√H(x) · ξ∣∣∣p−1 + C 12 b|z|γ−1 + C 12 e,
which completes the proof. 
Proposition 5.8. For x ∈ Ω, consider a symmetric nonnegative definite matrix Q(x) and a
vector field T (x) =
∑n
j=1 tj(x)
∂
∂xj
=
(
t1(x), . . . , tn(x)
)
which is subunit with respect to Q(x), i.e.,
(5.6)
( n∑
i=1
ti(x)ξi
)2
≤ 〈Q(x)ξ, ξ〉 for a.e x ∈ Ω and all ξ ∈ Rn.
Then there exists a vector V (x) such that
(1) T (x) =
√
Q(x)V (x) for a.e. x ∈ Ω,
(2) |V (x)| ≤ 1 for a.e. x ∈ Ω.
Proof: Consider any point x0 ∈ Ω at which (5.6) holds with x = x0 for every ξ ∈ Rn. Denote
T = T (x0) =
(
t1(x0), . . . , tn(x0)
)
, Q = Q(x0) and K = KerQ = {ξ ∈ Rn : Qξ = 0}. Write
Rn = K ⊕K⊥, and accordingly write T = T1 + T2 with T1 ∈ K and T2 ∈ K⊥. Then by (5.6) at
x0,
|〈T, ξ〉|2 ≤ 〈Qξ, ξ〉 for all ξ ∈ Rn.
Choosing ξ = T1 gives
|T1|2 = |〈T, T1〉|2 ≤ 〈QT1, T1〉 = 〈0, T1〉 = 0,
hence T = T2 ∈ K⊥.
We may assume that K $ Rn, since otherwise Q = 0, T = 0 and then the conclusion of the
proposition holds at x0 by choosing V (x0) = 0. Now note that there is an orthogonal matrix
O ∈ O(n) such that
Q = OT
(
Q1 0
0 0k
)
O,
where k = dimK ≥ 0 and all the eigenvalues of Q1 are strictly positive. Then√
Q = OT
( √
Q1 0
0 0k
)
O.
Also, Q1 is an invertible symmetric matrix which corresponds to the invertible linear operator
LQ,K⊥ defined on K
⊥ by LQ,K⊥(ξ) = Qξ. Hence we may define
N = OT
( (√
Q1
)−1
0
0 0k
)
O.
The matrix N is symmetric and √
QN = OT
(
In−k 0
0 0k
)
O
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corresponds to the canonical projection of Rn onto K⊥. Since T ∈ K⊥, we have T = √QNT.
Now set NT = V . Then T =
√
QV and
|V |2 = sup|ξ|=1 |〈V, ξ〉|2 = sup|ξ|=1 |〈NT, ξ〉|2 = sup|ξ|=1 |〈T,Nξ〉|2
≤ sup|ξ|=1〈QNξ,Nξ〉 = sup|ξ|=1〈
√
QNξ,
√
QNξ〉 = 1,
where the inequality follows from the fact that T is subunit. Thus the desired result holds at x0
and the proof of Proposition 5.8 is complete. 
Proof of Theorem 5.2: Rewrite (5.3) in the form
div
(
Q(x)∇u) + n∑
i=1
S′iGiu−
n∑
i=1
T ′i gi = f −
n∑
i=1
HiRiu− Fu.
Since the vector fields Ri, Si, Ti are all subunit with respect to Q(x), Proposition 5.8 shows that
they can be expressed as
(5.7) Ri(x) =
√
Q(x)Rˇi(x), Si(x) =
√
Q(x)Sˇi(x), Ti(x) =
√
Q(x)Tˇi(x),
where
(5.8) |Rˇi(x)| ≤ 1, |Sˇi(x)| ≤ 1, |Tˇi(x)| ≤ 1
for every i and a.e. x ∈ Ω. Now write Ri, Si, Ti, Rˇi, Sˇi, Tˇi as
Ri(x) =
n∑
j=1
Rij(x)
∂
∂xj
=
(
Ri1(x), . . . , Rin(x)
)
, Rˇi(x) =
(
Rˇi1(x), . . . , Rˇin(x)
)
,
and similarly,
Si(x) =
(
Si1(x), . . . , Sin(x)
)
, Sˇi(x) =
(
Sˇi1(x), . . . , Sˇin(x)
)
,
Ti(x) =
(
Ti1(x), . . . , Tin(x)
)
, Tˇi(x) =
(
Tˇi1(x), . . . , Tˇin(x)
)
.
For every i, j = 1, . . . , n and a.e x ∈ Ω, (5.7) gives
Sij =
(
Si
)
j
=
(√
QSˇi
)
j
=
n∑
k=1
(√
Q
)
jk
(
Sˇi
)
k
=
n∑
k=1
(√
Q
)
jk
Sˇik,
and in a similar way,
Rij =
n∑
k=1
(√
Q
)
jk
Rˇik, Tij =
n∑
k=1
(√
Q
)
jk
Tˇik,
where in the notation we have suppressed dependence on x. Letting Rˇ, Sˇ, Tˇ denote respectively
the matrices
[
Rˇij
]
,
[
Sˇij
]
,
[
Tˇij
]
, we obtain for a.e. x ∈ Ω that
S′Gu =
n∑
i=1
S′iGiu = −div
(( n∑
i=1
Si1Giu, . . . ,
n∑
i=1
SinGiu
))
= −div
(( n∑
i,k=1
(√
Q
)
1k
SˇikGiu, . . . ,
n∑
i,k=1
(√
Q
)
nk
SˇikGiu
))
= −div
(√
QSˇTGu
)
.
In the same way,
T′g = −div
(√
QTˇ Tg
)
a.e. in Ω. On the other hand,
HRu =
n∑
i,j=1
HiRij
∂u
∂xj
=
n∑
i,j,k=1
Hi
(√
Q
)
jk
Rˇik
∂u
∂xj
= 〈H, Rˇ
√
Q∇u〉.
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Then we can rewrite (5.3) as follows for a.e. x ∈ Ω:
(5.9) div
(
Q(x)∇u−
√
QSˇTGu+
√
QTˇ Tg
)
= f − 〈H, Rˇ
√
Q∇u〉 − Fu.
To compare this form with (1.1) and with the structural conditions (1.3) in case all of p, γ, ψ, δ
are equal to 2, let
A(x, z, ξ) = Q(x)ξ −
√
Q(x)SˇT (x)G(x)z +
√
Q(x)Tˇ T (x)g(x),
A˜(x, z, ξ) =
√
Q(x)ξ − SˇT (x)G(x)z + Tˇ T (x)g(x),
B(x, z, ξ) = f(x)− 〈H(x), Rˇ(x)
√
Q(x)ξ〉 − F (x)z.
Then A(x, z, ξ) =
√
Q(x)A˜(x, z, ξ) and (5.9) takes the form (1.1). By (5.8), for a.e x ∈ Ω and
every η ∈ Rn,
|Rˇη|2 =
n∑
i=1
( n∑
j=1
Rˇijηj
)2
≤
n∑
i=1
(( n∑
j=1
Rˇ2ij
)( n∑
j=1
η2j
))
= n|η|2,
and in the same way,
|SˇT η|2 ≤ n|η|2, |Tˇ T η|2 ≤ n|η|2.
Then for a.e. x ∈ Ω and every z ∈ R and ξ ∈ Rn,
ξ ·A(x, z, ξ) = |
√
Q(x)ξ|2 − 〈ξ,
√
Q(x)SˇT (x)G(x)z〉 + 〈ξ,
√
Q(x)Tˇ T (x)g(x)〉
≥ |
√
Q(x)ξ|2 − |
√
Q(x)ξ||SˇT (x)G(x)z| − |
√
Q(x)ξ||Tˇ T (x)g(x)|
≥ |
√
Q(x)ξ|2 − 1
4
|
√
Q(x)ξ|2 − 4|SˇT (x)G(x)z|2
−1
4
|
√
Q(x)ξ|2 − 4|Tˇ T (x)g(x)|2
≥ 1
2
|
√
Q(x)ξ|2 − 4n|G(x)|2|z|2 − 4n|g(x)|2.
Moreover,
|A˜(x, z, ξ)| ≤ |
√
Q(x)ξ|+ |SˇT (x)G(x)z| + |Tˇ T (x)g(x)|
≤ |
√
Q(x)ξ|+√n|G(x)||z| +√n|g(x)|,
|B(x, z, ξ)| ≤ |f(x)|+ |〈H(x), Rˇ(x)
√
Q(x)ξ〉|+ |F (x)z|
≤ |H(x)||Rˇ(x)
√
Q(x)ξ|+ |F (x)||z| + |f(x)|
≤ √n|H(x)||
√
Q(x)ξ|+ |F (x)||z| + |f(x)|.
Thus the structural conditions (1.3) hold with p = γ = ψ = δ = 2 and with
(5.10)
a = 2, d = |F (x)|, g = 4n|g(x)|2, h(x) = 4n|G(x)|2
b =
√
n|G(x)|, e = √n|g(x)|, c(x) = √n|H(x)|, f = |f(x)|.
This completes the proof of Theorem 5.2. 
Remark 5.9. By Theorems 5.1 and 5.2, the linear equation (5.3) satisfies the structural assump-
tions (1.3) with p = γ = ψ = δ = 2 not only with respect to Q(x) but also with respect to any
other symmetric matrix H(x) ≥ 0 such that for a.e. x ∈ Ω and every ξ ∈ Rn,
1
C
〈H(x)ξ, ξ〉 ≤ 〈Q(x)ξ, ξ〉 ≤ C〈H(x)ξ, ξ〉.
Proof of Theorem 5.3: Step 1. It is easy to see that if (1.3) is satisfied, then (1.6) is also
satisfied with a˜(x, z, ξ) := |A˜(x, z, ξ)| for ξ ∈ Rn, z ∈ R and a.e. x ∈ Ω. Indeed, if (1.3) holds,
then for every η, ξ ∈ Rn, z ∈ R and a.e. x ∈ Ω,∣∣η ·A(x, z, ξ)∣∣ = ∣∣η ·√Q(x)A˜(x, z, ξ)∣∣ ≤ ∣∣√Q(x)η∣∣∣∣A˜(x, z, ξ)∣∣ = ∣∣√Q(x)η∣∣a˜(x, z, ξ).
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Moreover,
a˜(x, z, ξ) =
∣∣A˜(x, z, ξ)∣∣ ≤ a∣∣√Q(x)ξ∣∣p−1 + b|z|γ−1 + e,
and thus (1.6) holds.
Step 2. We will now prove that (1.6) implies (1.3). Fix any x ∈ Ω such that (1.6) is satisfied
for all ξ, η ∈ Rn and all z ∈ R. Claim: A(x, z, ξ) ∈ (kerQ(x))⊥ for ξ ∈ Rn, z ∈ R. Indeed, define
K = kerQ(x) and recall from Lemma 5.5 that since Q(x) is symmetric and nonnegative, then also
K = ker
√
Q(x). Consider the decomposition Rn = K ⊕K⊥ and write A(x, z, ξ) = A1 +A2 with
A1 ∈ K and A2 ∈ K⊥. From the first inequality in (1.6) with η = A1, we get
|A1|2 = A1 ·A1 = A1 · (A1 +A2) = A1 ·A(x, z, ξ) ≤ |
√
Q(x)A1|a˜(x, z, ξ) = 0.
Hence A(x, z, ξ) = A2 ∈ K⊥, which proves the claim.
Now suppose that k := dimK < n and choose an orthogonal matrix O ∈ O(n) such that
Q(x) = OT
(
Q1 0
0 0k
)
O,
with Q1 symmetric, nonnegative and invertible. Then√
Q(x) = OT
( √
Q1 0
0 0k
)
O.
Next define
N(x) = OT
( (√
Q1
)−1
0
0 1k
)
O,
so that √
Q(x)N(x) = OT
(
1n−k 0
0 0k
)
O,
i.e., the linear mapping L : Rn → Rn defined by Lη =
√
Q(x)N(x)η is the canonical projection
of Rn onto K⊥. Since A(x, z, ξ) ∈ K⊥, then
A(x, z, ξ) =
√
Q(x)N(x)A(x, z, ξ) =
√
Q(x)A˜(x, z, ξ)
where A˜(x, z, ξ) := N(x)A(x, z, ξ). Hence∣∣A˜(x, z, ξ)∣∣ = sup
|η|=1
∣∣〈η, A˜(x, z, ξ)〉∣∣
= sup
|η|=1
∣∣〈η,N(x)A(x, z, ξ)〉∣∣ = sup
|η|=1
∣∣〈N(x)η,A(x, z, ξ)〉∣∣.
The last term can be estmated by using (1.6) to obtain∣∣〈N(x)η,A(x, z, ξ)〉∣∣ ≤ ∣∣√Q(x)N(x)η∣∣a˜(x, z, ξ)
≤ ∣∣√Q(x)N(x)∣∣|η|a˜(x, z, ξ) = |η|a˜(x, z, ξ).
Therefore, ∣∣A˜(x, z, ξ)∣∣ ≤ a˜(x, z, ξ) ≤ a∣∣∣√Q(x) · ξ∣∣∣p−1 + b|z|γ−1 + e.
The proof Theorem 5.3 is now complete. 
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