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Abstract
This paper addresses the linear and nonlinear three-dimensional propagation of an electron wave
in a collisionless plasma that may be inhomogeneous, nonstationary, anisotropic and even weakly
magnetized. The wave amplitude, together with any hydrodynamic quantity characterizing the
plasma (density, temperature,. . . ) are supposed to vary very little within one wavelength or one
wave period. Hence, the geometrical optics limit is assumed, and the wave propagation is described
by a first order differential equation. This equation explicitly accounts for three-dimensional effects,
plasma inhomogeneity, Landau damping, and the collisionless dissipation and electron acceleration
due to trapping. It is derived by mixing results obtained from a direct resolution of the Vlasov-
Poisson system and from a variational formalism involving a nonlocal Lagrangian density. In a
one-dimensional situation, abrupt transitions are predicted in the coefficients of the wave equation.
They occur when the state of the electron plasma wave changes, from a linear wave to a wave
with trapped electrons. In a three dimensional geometry, the transitions are smoother, especially
as regards the nonlinear Landau damping rate, for which a very simple effective and accurate
analytic expression is provided.
∗Electronic address: didier.benisti@cea.fr
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I. INTRODUCTION
Electron oscillations are one of the first effects ever reported in plasma physics, by Tonks
and Langmuir [1], nearly one century ago. Since then, a countless number of publications
have shown than the propagation and dispersion relation of these oscillations, henceforth
named electron plasma waves (EPW’s), were usually more complex than those of the so-
called Langmuir waves described in Ref. [1]. In particular, kinetic effects, involving wave-
particle interaction at a microscopic level, are often to be accounted for. For example, in the
linear regime, these are well-known to be responsible for Landau damping [2–4]. Moreover,
in a realistic physics situation, the plasma is never homogeneous nor stationary. Hence,
microscopic effects have to be solved together with the long time and length scale evolution
of the plasma. This makes the study of EPW’s particularly difficult, even when addressed
within some limit.
Very often, the geometrical optics limit happens to be relevant. It applies to waves whose
electric field, E ≡ E[x, t, ψ(x, t)], is 2pi-periodic with respect to the eikonal, ψ [5] (when
varied at fixed x and t), and varies slowly with x and t (at fixed ψ). Moreover, the wave
frequency, ω ≡ −∂tψ, and wave number, k ≡ ∇ψ, together with the wave phase velocity,
vφ ≡ ω/|k|, are also assumed to vary much more slowly than ψ, which may only be true
if the hydrodynamic properties of the plasma (its density, temperature, . . . ) are slowly-
varying too. When the wave electric field is not sinusoidal, all its Fourier components in
ψ may be expressed in terms of the first one, E1, as described in Ref. [6]. Then, within
the geometrical optics limit, the dispersion relation is written as an equation between ω,
k ≡ |k| and E1 ≡ |E1|, which needs to be solved together with the consistency relation,
∂tk = −∇ω, and appropriate boundary conditions. As for the evolution of E1, it is derived
from a first order partial differential equation, henceforth named envelope equation. Now,
in spite of the very numerous publications on EPW’s, no derivation of an envelope equation,
valid in the linear and nonlinear regimes, and in a three-dimensional (3-D) inhomogeneous
plasma, could be found in previous publications. The purpose of this paper is, precisely, to
fill this gap, by providing the wave equation (55), describing the propagation of EPW’s in a
collisionless plasma whose unperturbed distribution function varies slowly in space, time, and
velocity. Moreover, in addition to assuming slow density variations, we also need to exclude
the situation when these slow variations are either random or periodic, so that Anderson
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localization [7, 8] is not expected to occur. In particular, the density is not modulated by
any ion wave, and the EPW is supposed to be the only electrostatic mode propagating in
the plasma. The situation when two counterpropagating lasers would produce a transient
photonic crystal [9] is, therefore, also excluded. Note, however, that Anderson localization
has only been derived in the linear regime while, as discussed in the conclusion, well-known
linear limitations of a first order envelope equation, such as diffraction or group velocity
dispersion, may become irrelevant due to nonlinear effects. Hence, the range of validity
of Eq. (55) is usually different from what could be inferred from known linear results. This
point is further detailed in the conclusion, where we mainly focus of nonlinear effects that
have been observed both numerically and experimentally to discuss the range of validity of
our main result, Eq. (55).
Now, instead of expressing all Fourier components of the electric field as a function of the
first one in order to derive an envelope equation for E1, it is more natural, and more simple,
to write this equation in terms of one single nonlinear function. This is what we do in this
paper when resorting to a variational formalism. Moreover, we discuss the ability to write the
EPW envelope equation in terms of what could be defined as the wave action. A definition
for the wave action is proposed in Paragraph IVC, and its variations are investigated in
connection with the concept of plasmon.
Our main result, Eq. (55), models the propagation of an electron plasma wave that has
grown from the noise level, until it has (possibly) entered the nonlinear regime. Moreover,
we restrict to the situation when the EPW is localized in one given space region, which
allows to address the electron response to the EPW in quite a simple fashion. Indeed,
we show that this response mainly depends of the duration, tint, of the interaction with
the wave, compared to the bounce period, TB, which is the period of a trapped orbit at
the bottom of the potential. If tint . TB, the electron motion is little affected by the
EPW, and is well described by a perturbation analysis in the wave amplitude. As discussed
in Section III, first order results are already quite accurate, so that the electron response
to the wave remains close to linear when tint . TB. When tint & TB, and for the slowly-
varying wave considered in this article, the electron distribution function has been efficiently
phase mixed, so that the electron response may be considered as nearly adiabatic. By
nearly adiabatic, we mean here that the distribution in angle, canonically conjugated to the
dynamical action defined in Appendix A, may be considered as uniform over one wavelength.
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Moreover, the slowness required to reach the near-adiabatic regime has to be related to the
smoothness of the distribution function. This reads |γ|/k ≪ ∆v, where γ is the typical rate of
variation of the EPW, as experienced by the electrons, and ∆v is the typical velocity range of
variation of the unperturbed distribution function (hence, for an initially Maxwellian plasma,
the condition just reads |γ|/kvth ≪ 1, where vth is the thermal velocity). Furthermore,
as the wave grows, trapping has to be effective to reach the near-adiabatic regime. As
discussed in Section III, this requires that, at least by the time phase mixing has occurred,
|dvφ/dt| < (4/pi)|d(ωB/k)/dt|, where ΩB ≡ 2pi/TB and where the derivatives are calculated
along the electrons motion in the wave frame. Now, as shown in Section III, the transition
between the linear and near-adiabatic responses occurs very abruptly when tint ≈ TB, so
that one may consider that there only exist two classes of electrons in the plasma, linear
and near-adiabatic ones. This result is extremely important because it solves, in a very
simple fashion, the issue of wave-particle interaction. In particular, it allows to provide a
very simple and quite accurate expression for the nonlinear collisionless damping rate, νNL,
which reads νNL = ηlinνL, where νL is the linear Landau damping rate, and ηlin is the
fraction of linear electrons. Moreover, we are able to provide an upper and lower bound for
ηlin which are very close to each other. Hence, although addressing nonlinear collisionless
damping in a complete fashion is quite a difficult issue (as discussed in Paragraph IIIB), we
nevertheless derive in this paper a very simple and precise estimate for νNL.
Now, the latter results on the microscopic electron motion need to be coupled with the
variations of the wave and of the plasma over long space and time scales. Variational methods
are particularly suited to do so, and have become very popular to study wave propagation
in an inhomogeneous medium after Whitham’s work on the subject [10]. They are indeed
very powerful, because it is enough to calculate the Lagrangian density at zero order in
the variations of the medium to derive, automatically, an envelope equation that accounts
for these variations at first order. Recently, a variational formalism has been introduced
in Refs. [11, 12] to study the EPW propagation in an inhomogeneous and nonstationary
plasma, within two hypotheses ; (i) all electrons are assumed to be adiabatic ; (ii) their
orbits are assumed to never come close to the frozen separatrix. In this paper, we work
again on the variational formalism introduced in Refs. [11, 12], and we extend its range
of validity by allowing for separatrix crossing. Moreover, we use the results of Ref. [13]
to also account for the response of linear electrons in the envelope equation. In a one
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dimensional (1-D) geometry, this yields Eq. (52), describing the abrupt transition from a
linear to near-adiabatic wave propagation. In particular, the way collisionless dissipation
is changed from Landau damping to the dissipation induced by trapping is discussed in
detail in Paragraph IIIA. Moreover, remarkably enough, we can identify a term in the
envelope equation that is zero in the linear regime and abruptly reaches a finite value once
electron trapping has become effective. This term accounts for the fact that, when some
electrons have been trapped in the wave potential, a change in phase velocity accelerates
(or decelerates) them at the expense (or benefit) of the wave. Clearly, this effect has no
linear counterpart. Similarly, as already discussed in Ref. [11], when the plasma density is
not uniform, the inhomogeneous loading of trapped electrons yields a term in the envelope
equation which has no linear counterpart either. These changes in the envelope equation
bear some analogy with phase transition when one identifies an order parameter that is
identically zero in one phase and assumes a finite value once the phase has changed. Hence,
there is a transition in the way the EPW propagates, as though the state of this wave
was changing, from a linear wave to a wave with trapped electrons. In 1-D, this change
of state is very abrupt, as described by Eq. (52). In 3-D, the transition is much smoother
because, at any time and space location, there always is a mixture of linear and near-
adiabatic electrons. Consequently, our 3-D envelope equation, Eq. (55), simply reads as a
weighted sum of a linear and of a near-adiabatic wave equation. It accounts for a very rich
physics, that is discussed at the end of Paragraph IVB. In particular, as already mentioned
above, collisionless damping is allowed for through an effective damping rate, for which
we provide a particularly simple and accurate analytical expression. Actually, we believe
that Eq. (55) accurately accounts for all effects entering into the EPW propagation, when
the unperturbed distribution function is smooth enough, and within the limits of geometric
optics which we further discuss at the end of our paper.
This article is organized as follows. In Section II, we address the plasma wave propaga-
tion within two different limits, the linear and near-adiabatic one. In Paragraph IIA, we
recall the results on wave propagation derived in Ref. [13] when all electrons are linear. In
Paragraph IIB 1, the results of Refs. [11, 12] when all electrons are nearly adiabatic are
rederived in a slightly different way. Then, the range of validity of these results is extended
in order to allow for orbits arbitrarily close to the separatrix. Moreover, in Paragraph IIB 2,
we show how to account for separatrix crossing by making use of a non local variational
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formalism. In Section III, we discuss how the linear (or perturbative) and the adiabatic re-
sults may be connected. In Paragraph IIIA, we investigate how the wave equation changes
during the transition from a linear to a near-adiabatic propagation. In Paragraph IIIB, we
indicate how to actually make the connection, and in Paragraph IIIC, we test our theory
against numerical simulations. From these results, we derive the EPW envelope equation,
first in 1-D, in Paragraph IVA, and then in 3-D, in Paragraph IVB. This yields our main
result, Eq. (55). The ability to write this equation in terms of the wave action is, moreover,
discussed in Paragraph IVC. Finally, Section V concludes this work, discusses its limits
together with the way it could be applied or tested experimentally. Each Section of this
manuscript starts with a brief summary of its main results, so that one may understand
each step leading to Eq. (55), without going through all the details of the reasoning.
II. LINEAR AND NEAR-ADIABATIC ENVELOPE EQUATIONS
In this Section, we provide two envelope equations obtained in two different limits, the
linear and near-adiabatic ones. The linear envelope equation is Eq. (2). It has been derived
in Ref. [13], from a direct resolution of the Vlasov-Gauss system, although, as shown in
Appendix B, Landau damping may also be recovered from a variational principle. As regards
the EPW propagation in the adiabatic regime, it is ruled by Eq. (28), derived by making use
a variational formalism similar to that introduced by Dodin and Fisch in Ref. [11]. Moreover,
the results of Ref. [11] have been generalized in order for Eq. (28) to allow for separatrix
crossing. As discussed in Section III, Eqs. (2) and (28) are enough to derive an accurate
description of wave propagation in a general situation.
A. Linear limit
In this Paragraph, we recall the envelope equation derived in Ref. [13] in the linear limit.
The plasma is characterized by its unperturbed distribution function, fH(x,v, t), such that∫
fHdv = n, where n is the local electron density. fH obeys the following Boltzman equation,
∂fH
∂t
+ v.
∂fH
∂x
+
FH
m
.
∂fH
∂v
= C{fH}, (1)
where FH is a force field (not including the effect of the wave) that makes the plasma slowly
evolve in space and time, and where C is a collisional operator. Then, the EPW envelope
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equation is found to be
∂t∂ωΛlin − ∂x.∂kΛlin + 2(νL + νc)∂ωΛlin = ε0E1Ed/2, (2)
where Ed is some drive amplitude (that may be zero), and where Λlin ≡ ε0∂ωχlinE21/4, with,
χlin = −
ω2pe
nk
P.P.
(∫
f
′
H
kvk − ωdvk
)
. (3)
In Eq. (3), vk ≡ k.v/k and f ′H ≡ ∂vkfH . As for the collisional damping rate, νc, it is,
νc =
ω2pe
nk
P.P.
[∫
C
{
f ′H
kvk − ω
}
dv
kvk − ω
]
, (4)
while the Landau damping rate, νL, is found to be,
νL ≡ −
piω2pe
nk2∂ωχlin
f ′H(x, vφ, t). (5)
Hence, there is no first order correction to νL due to the space or time variations of plasma
density, nor due to the variations of the wave amplitude, wave number and wave frequency.
Eq. (2) has been derived from a direct resolution of the Vlasov-Gauss system while,
in Paragraph IIB, we introduce a variational principle to derive the envelope equation in
the near-adiabatic limit. We would like to stress here that Landau damping may also be
derived from a variational principle, using a non local Lagrangian density. We show this
in Appendix B, in the very simple situation when the plasma and the wave amplitude are
space-independent, and when k and ω are constant. A more general result is certainly
achievable, but our point is not provide a lengthy derivation of an already published result,
but, simply, to show the ability of variational methods to allow for damping.
Moreover, when the wave is homogeneous, when collisions may be neglected and when
the wave is not driven, Eq. (2) reads,
dt∂ωΛlin + 2νL∂ωΛlin = 0, (6)
and this equation is often interpreted as the Landau damping of the linear wave action
density, Ilin ≡ ∂ωΛlin. If Ilin is associated to a plasmon density, Eq. (6) may be seen as
plasmon conversion into electron kinetic energy. Now, from the results of Appendix B,
Eq. (6) is equivalent to,
dt∂ωLlin = 0, (7)
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where Llin is defined by Eq. (B.17). This equation shows that, unlike what is usually assumed
in variational formalisms, the frequency derivative of the Lagrangian density may not always
be defined as the wave action density. Indeed, from Eq. (7), ∂ωLlin remains constant, and it
would not make quite sense to define a constant action for a wave which is Landau damped
and, therefore, whose amplitude keeps decreasing.
B. Near-adiabatic limit
The adiabatic limit usually refers to the situation when the electron dynamical action,
I, precisely defined in Appendix A, may be considered as a constant. In the homogeneous
situation when the wave amplitude only depends on time, it has been proved in Ref. [14–19],
that, indeed, I changes very little when the dynamics is slowly-varing, even after the electrons
have crossed the frozen separatrix. Then, making the so-called adiabatic approximation
amounts to neglecting the change in I and to assuming that the distribution in the angle,
θ, canonically conjugated to I, is uniform. This assumption is discussed in great detail in
Section III, where it is shown to be valid only once
∫
ωBdt (where ωB ≡ 2pi/TB), is large
enough, and it is related to phase mixing. Moreover, the numerical results of Paragraph IIIC
indicate that
∫
ωBdt & 5 is enough. This value is close to 2pi, which would correspond to
the time it takes to a trapped electron to complete its orbit, which makes sense. Indeed, the
adiabatic approach explicitly accounts for a population of trapped electrons and, therefore,
it may only be valid once trapping has become effective.
When the wave amplitude is space-dependent, I is not an adiabatic invariant, it slowly
varies with time, as derived in Appendix A. Consequently, θ is not uniformly distributed.
However, in what we call “the near-adiabatic limit”, the electron distribution in θ may be
considered as uniform within one wavelength. Again, this limit is reached when
∫
ωBdt & 5,
the integral being calculated along any electron orbit, in the wave frame. Clearly, only in 1-D
may
∫
ωBdt be larger than 5 for all electrons. Hence, in this Section, we restrict to the 1-D
limit while the generalization to a three-dimensional geometry will be made in Section IV.
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1. Envelope equation ignoring the effect of separatrix crossing
In this Paragraph, we detail the averaged variational formalism valid in the near-adiabatic
regime. The derivation is made in the same spirit as in Ref. [12], leading to the same results.
However, we use here a space averaging, instead of a temporal one, which allows to extend
the range of validity of the wave equation (23). Namely, unlike in Ref. [12], we show that this
equation is valid even when some electron orbits are located close to the frozen separatrix.
We focus here on the evolution of the plasma wave. Hence, in the Lagrangian density
ruling the evolution of the electrons, and of the wave, we only retain the electric energy
density due to the EPW. However, the Lagrangian for the electron motion allows for any
external field that may not be due to the wave. In other words, only the electrons and
the EPW are treated kinetically. All other fields, as well as the ion response, are assumed
to derive from macroscopic, fluid-like, equations. Actually, one could easily include any
field or type of particle in the Lagrangian density. However, this would lead to unnecessary
complications in the situation considered in this paper where only one electron mode exists
in addition to slowly varying, fluid-like, fields. Moreover, we adopt a Vlasovian approach
and introduce the electron distribution function, f(x, v, t). Then, the Lagrangian density,
expressed as a function of x and t, is,
L(x, t) =
ε0E
2
2
+
∫
Le(x, v, t)f(x, v, t)dv, (8)
where
Le(x, v, t) ≡ mv
2
2
− evA(x, t)− Φ(x, t). (9)
In Eq (8), the wave electric field is E ≡ −∂t(A − Aext) − ∂x(Φ − Φext). Hence, in the
electron Lagrangian, Le, the external potentials, Φext and Aext, account for any slowly
varying electric field, or weak magnetic field, that may exist in the plasma and that is not
due to the wave. Moreover, as noted in Ref. [6], it is important to allow for a homogeneous
vector potential, δA ≡ (A−Aext), in the wave electric field in order to correctly calculate the
dispersion relation of large amplitude EPW’s. As for the wave potential, it reads Φ−Φext ≡
Φ0 +
∑
n Φn sin(nψ + δφn), where each Φn and δφn varies slowly in space and time.
Now, in the spirit of the multiple-scale analysis, L reads, L ≡ L(ψ, x, t) and is periodic
in ψ (when it is varied at constant x and t). Then, following Whitham [10], we introduce
the ψ-averaged value of L, which we denote by 〈L〉. It is just the value of Le, averaged
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over all electrons located within one wavelength about a given position, to which is added
the space averaged value of ε0E
2
1/2. From Whitham, one knows that 〈L〉 may be used as a
regular Lagrangian density to describe the average evolution of the wave and particles. In
particular, from Ref. [10], one would expect ∂xk〈L〉 − ∂tω〈L〉 = 0. However, this equation is
not correct here. Indeed, as discussed in Refs. [11, 20], when using an Eulerian description
for the distribution function, as in Eq. (8), one needs to introduce Lagrange multipliers that
account for the constraint imposed by the conservation of the distribution function. One
way to alleviate this difficulty is to write the distribution function in terms of Lagrangian
variables, i.e., to consider f as a function the electron positions and velocities (see Appendix
C for more details). Now, as discussed in Appendix A, the coordinates of the trapped
electrons are necessarily defined with respect to the position of the O-point of their trapping
island. This makes f , or, more precisely, the trapped electrons distribution function, ft,
an explicit function of ψ [in particular, see Eq. (A.8) and the discussion below Eq. (19)].
This needs to be accounted for when writing Lagrange equations for the EPW electric
field. Moreover, due to the eikonal dependence of ft, the Lagrangian density is no longer
periodic in ψ and Whitham theory no longer directly applies. Nevertheless, we show in
Appendix C that, ∂xk〈L〉 − ∂tω〈L〉 = ∂ψ〈L〉, so that 〈L〉 may indeed be viewed as a regular
Lagrangian density. Actually, as discussed in Appendix C, the former Lagrange equation is
only approximately true, valid only at lowest order in the variations of ft.
In order to derive 〈L〉, we proceed as in the Appendix C and shift to action-angle variables.
Hence, let us denote by f˜u the distribution function of the untrapped electrons in I and θ
(the distribution function in action-angle variables, f˜ , is defined such that f˜dIdθ = fdxdv,
so that f˜ = f/m). As long as I remains nearly conserved, f˜u varies very slowly with θ.
Actually, in the near-adiabatic regime, the θ-dependence of f˜u is only due to the small
plasma inhomogeneity. Therefore, f˜u reads, f˜u ≡ f˜u[x(θ, I), I, t], and varies very slowly with
x. At the order where we work, f˜u may be considered as uniform within one wavelength.
Then, if one denotes by L˜e the Lagrangian for wave-particle interaction expressed in action-
angle variables, the untrapped electrons provide a contribution to L which we denote by Lu,
and which is,
Lu(x0, t) =
∫
L˜e∂xθ|θ0 f˜udI, (10)
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where θ0 is such that x(θ0, I) = x0. Now, using the results of Appendices A and C,
L˜e ≈ IΩ− E +mu2/2 + e2A2/2m, (11)
where,
E ≡ m(v − u)2/2 + Φ, (12)
is related to I by Eq. (A.12), where Ω ≡ ∂IE , and where u ≡ vφ − eA/m. Moreover, it is
clear that, in order to derive the Lagrange equations for the fields, those entering in L˜e have
to be expressed in terms of x and t. Then, considering L˜e as a slowly-varying function of x
and t, and using ∂xθ = k∂ψθ, one finds,
Lu(x0, t) =
∫
kL˜e(x0, t)f˜u∂ψθdI. (13)
Following Whitham, we now average Lu over ψ while keeping x0 constant. In the integral
of Eq. (13), this amounts to averaging over θ while keeping all factors, except ∂ψθ, constant.
Then, since 〈∂ψθ〉 = 1, one straightforwardly finds,
〈Lu〉(x0, t) =
∫
kL˜e(x0, t)f˜udI. (14)
One recovers the value found for 〈Lu〉 in Refs. [11, 12], except that we now refer to a space
averaging (instead of a time averaging). Consequently, as discussed in Appendix A, our
expression for 〈Lu〉 is valid even when some electron orbits are arbitrarily close to the frozen
separatrix.
Now, remember that f˜u ≡ f˜u(x, I, t) and, at the order where we work, one may choose for
x any position located within one wavelength from x0. Henceforth, we choose to evaluate
f˜u at X = 〈x(θ, I)〉θ, where 〈.〉θ denotes a 2pi-averaging in θ which is, here, performed
about θ0 such that x(θ0, I) = x0. X is the so-called oscillation center [21]. Moreover,
following Ref. [11], we introduce the oscillation center velocity, V ≡ dX/dt = 〈x˙(θ, I)〉θ, and
P ≡ ∂L˜e/∂V . Then, as shown in Ref. [11], P = kI and L˜e = PV −Hu, where
Hu = E + Pvφ −mv2φ/2− eAvφ. (15)
Since we showed in Appendix A that 〈dP/dt〉 = −∂XHu, we conclude that, provided that P
varies very little within one wavelength, X and P are canonically conjugated variables for
Hu. Hence, denoting fu(X,P, t) ≡ f˜u[X, I(P ), t] one finds,
〈Lu〉 =
∫
(PV −Hu)fu(X,P, t)dP. (16)
11
Clearly, the term PV in Eq. (16) does not enter into the Lagrange equations for the wave.
Hence, as regards the wave evolution, one just needs to consider
Lu ≡ −
∫
Hufu(X,P, t)dP. (17)
As for fu, since X and P are canonically conjugated for Hu, one finds
∂tfu + ∂PHu∂Xfu − ∂XHu∂Pfu = 0. (18)
If one were to use Eq. (18) over long time scales, one would need to account for collisions.
Deriving the collision operator in (X,P ) coordinates is, however, out of the scope of this
paper. Moreover, our theory is only valid provided that fu remains slowly varying in X , and
Eq. (18) is mainly useful to tell whether this property remains, indeed, fulfilled. Note also
that a geometric change in I as that described in Ref. [22], or due to symmetric detrapping,
as explained in Ref. [23] and Paragraph IIB 2, entails a discontinuity in the I-variations of
fu which makes the use of Eq. (18) questionable. However, as explained in Appendix A, this
equation needs to be understood as an equation for the averaged value of fu, over a small
interval in I of the order of m|γ|/k2, where γ is the typical growth rate of the EPW. This
smoothes out the discontinuity.
As regards the trapped electrons, L˜e is the same as for the untrapped ones, and reads
L˜e = IΩ−Ht, where
Ht = E −mu2/2− e2A2/2m. (19)
Now, as discussed in Appendix A, for trapped electrons, there is one set of action-angle
variables for each resonance (i.e., each trapping island). These are labelled by, ψO, the
value of the wave eikonal at the O-point of the resonance. Then, the trapped distribution
function reads, f˜t ≡ f˜t(ΨO, I, t). It is uniform within one wavelength (for each I), and it is
conserved in the wave frame, f˜t[ψO(t), I] = f˜t[ψO(0), I] (since, as shown in Appendix A, the
action of trapped electrons is an adiabatic invariant). Hence, following the same steps as for
the untrapped electrons, one finds that the contribution to 〈L〉 from the trapped electrons,
which we denote by 〈Lt〉, is
〈Lt〉 ≡
∫
(IΩ−Ht)f˜t(ψ, I)d(kI), (20)
where f˜t appears as an explicit function of ψ. Therefore, unlike for the untrapped electrons,
when applying the least action principle, one needs to account for the variations of f˜t with
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respect to ψ. Moreover, since the term IΩ in Eq. (20) does not enter into the wave evolution,
one may just consider
Lt ≡ −
∫
Htkf˜t(ψ, I)dI. (21)
Therefore, following Ref. [11], we introduce the Routhian density,
L ≡ ε0〈E2〉/2 + Lu + Lt, (22)
and, from Appendix C, we know the wave equations may be derived from a blind use of
Lagrange equations on L. When these are applied to the field, ψ, they yield, ∂2tωL− ∂2xkL =∫ Ht∂ψf˜tkdI. In the remainder of this paper, we prefer expressing the trapped distribution
function in terms of x and I, and we introduce, ft(x, I, t) ≡ f˜t[ψ(x, t), I]. Then, using
∂ψf˜t = k
−1∂xft, one finds
∂2tωL − ∂2xkL =
∫
Ht∂xftdI. (23)
As mentioned above, in L, we account for the contribution from electrons whose orbit in
phase space may be arbitrarily close to the separatrix. However, the effect of separatrix
crossing must be treated with care, for reasons that will be detailed in Paragraph IIB 2.
Hence, strictly speaking, Eq. (23) only holds when trapping or detrapping may be ignored,
which is true when the density of the electrons that cross the separatrix is negligible. More-
over, Eq. (23) needs to be solved together with the consistency relation, ∂tk = −∂xω, and
with the Lagrange equations for the other fields, namely, the potential amplitudes Φn or δA.
Let F be any of these fields, then, as shown in Appendix C,
∂
∂x
[
∂L
∂Fx
]
+
∂
∂t
[
∂L
∂Ft
]
=
∂L
∂F , (24)
where, for w = x or w = t, Fw ≡ ∂wF . Note that, except when F = Φ0 or F = δA,
Eq. (24) just reads, ∂FL = 0. Using Lagrange equations for the potential amplitudes yields
the relative amplitudes of the Fourier harmonics, in ψ, of the electric field. When these are
expressed in terms of the first one, E1, one may derive the nonlinear dispersion relation,
ω ≡ ω(k, E1). Such a procedure has been used in Ref. [6], and will not be addressed here.
Once the relative amplitudes of the harmonics are known, the electric field may be written
as E(x, t) = E1(x, t)S(ψ, x, t), where S is some 2pi-periodic function in ψ. Then, provided
that S does not vary too much is space and time, Eq. (23) may be viewed as an equation
for E1, whose evolution is continuously described from the linear regime, using Eq. (2), to
the nonlinear one.
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Before concluding this Subsection, let us note that, if the wave is driven by a sinusoidal
electric field, Ed cos(ψ + δψ), then, as shown in Appendix D, one needs to add the term
−ε0E1Ed cos(δψ)/2 to the right-hand of Eq. (23). This generalizes the linear result, Eq. (2).
2. Envelope equation when trapping and detrapping are allowed
Although Eq. (23) is valid even when some electron orbits are very close to the separatrix,
the effect of separatrix crossing is not accounted for in this equation. Hence, Eq. (23) actually
applies to the following physics siuation. The EPW has grown from noise and has trapped
particles up to a given time t0, while, up to the time t0+∆t, a negligible amount of electrons
is either trapped or detrapped. Then, Eq. (23) is only valid to describe the EPW propagation
during the time interval (t0, t0 +∆t).
Now, in order to allow for trapping or detrapping, one needs to define the Lagrangian
density so that it would remain continuous through seperatrix crossing, which requires a
continuous definition for the dynamical action, as that introduced in Appendix A. From
this definition, it follows that the action of a given trapped electron depends on the value
assumed by u ≡ vφ − eA/m at the very time when trapping occurred. Consequently, the
Lagrangian density of the trapped electrons, at time t, depends on all the values of u assumed
at times t′ < t. Hence, Lt non locally depends on u, which is one difficulty to use Lagrange
equations. However, if one is only interested in the EPW propagation during the time
interval (t0, t0 +∆t), when one may assume that no electron crosses the separarix, then, all
the values assumed by u for times t′ < t0 may be considered as given, constant, parameters.
Then, the Lagrangian density may, again, be considered as local, which explains why, a
priori, Eq. (23) is only valid during the time interval (t0, t0 +∆t). Moreover, this equation
was derived by assuming that ft remained constant in the wave frame, while this is no
longer true when continuous separatrix crossing is allowed. However, the aforementioned
difficulties are easily overcome, as we now show it.
Let us first denote, Lω ≡ ∂ωL. Then, if during the time interval (t0, t0 + δt), a negligible
amount of electrons crosses the separatrix, ∂tLω ≡ ∂tL(0)ω , where ∂tL(0)ω is the time variation
of Lω derived from Eq. (23). If, now, the contribution from the electrons that are either
being trapped or detrapped may no longer be neglected, Eq. (23) is changed into
∂tLω = ∂tL(0)ω + δtL(S)t0 , (25)
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where the term δtL(S)t0 accounts for the effect of separatrix crossing, and is still unknown.
Now, clearly, this term is proportional to the density, n(S), of electrons which cross the
separatrix between t0 and t0 + δt, so that L(S)t0 ∝ n(S)/δt. Now, from the conditions
Eqs. (A.14) and (A.15) for trapping and detrapping, one finds that, in the limit when
δt → 0, n(S)/δt ∝ dAs/dt (where As is the area of the separatrix), and remains finite as
long as As remains away from zero. Here, we restrict to the nonlinear situation when the
electron response to the wave is adiabatic. Hence, As is bounded from below, and L(S)t0
remains finite as δt→ 0. Then, in order to find the evolution of Lω between t = 0 and any
time t0, one may divide the time interval (0, t0) into N time intervals of amplitude δt to
find, from Eq. (25),
Lω(t0)−Lω(0) =
N∑
n=1
∫ nδt
(n−1)δt
∂tL(0)ω dt+ δt
N∑
n=1
∫ nδt
(n−1)δt
L(S)nδtdt. (26)
We may now take the limit δt→ 0, and, since L(S)nδt remains finite in this limit, the last term
in the right-hand side of Eq. (26) vanishes, so that one is left with
Lω(t0)− Lω(0) =
∫ t0
0
∂tL(0)ω dt, (27)
which is, formally, equivalent to Eq. (23). However, there are caveats in directly using
Eq. (23), which we now explain. First, in this equation, the range in action of the trapped
and passing electrons is supposed to be constant, and must therefore be considered as such
when calculating the derivatives of L, even though they change due to separatrix crossing.
Moreover, as regards fu(X,P, t), in Eq. (23), it is supposed to be known at a given time,
t0, and to evolve according to Eq. (18) when t > t0. Now, if some electrons are detrapped
at t = tdetrap, detrapping occurs symmetrically with respect to the phase velocity [23, 24],
which entails an effective change in fu. However, in the envelope equation, one must not
account for this change in fu when calculating the derivatives of L. In these derivatives must
only enter the evolution of fu when t > tdetrap, given by Eq. (18). Note that the change in
fu due to symmetric detrapping simply follows from a geometric change in the action, by
the width of the separatrix, which is not in contradiction with the adiabatic evolution of the
electrons [22].
Due to trapping and detrapping, L becomes an explicit function of the area of the separa-
trix As (and this dependence is even non local for fu). Then, in order to avoid any confusion
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regarding the actual meaning of Eq. (23) when separatrix crossing is allowed, we change this
equation into,
∂tLω|As − ∂xLk|As =
∫
Ht∂xftdI, (28)
in order to specify that, when calculating the derivatives of L, its variations entailed only
by trapping and detrapping (and, therefore, by a change in As), must not be accounted for.
Hence, in Eq. (28), the space and time derivatives are not full derivatives, so that, even
if the term in the right-hand side of Eq. (28) was zero,
∫ Lωdx would not be conserved.
This is due to the dissipation entailed by trapping. Indeed, as discussed in Refs. [23, 25],
trapping entails an increase in the electron kinetic energy, which is not restored when they
are detrapped, because detrapping occurs symmetrically with respect to the phase velocity.
Hence, trapping entails an irreversible increase in kinetic energy and is, therefore, an effective
means of dissipation for the EPW. As shown in Refs. [23, 25], this dissipation leads to no
damping of the wave packet, but to the decrease of its space extent. Actually, it is easily
checked that, when the wave number and frequency are constant, and when the wave is not
driven, Eq. (28) just amounts to Eq. (22) of Ref. [25], although these equations have been
derived in a completely different way.
III. CONNECTIONBETWEEN PERTURBATIVE AND NEAR-ADIABATIC RE-
SULTS
In Section II, we derived two different envelope equations for the EPW, obtained by
assuming two different electron responses to the wave, a near-adiabatic and a linear one.
These two responses are usually thought of as corresponding to two completely different
regimes of wave-particle interaction. Indeed, linear results are expected to be accurate
for vanishingly small amplitudes. By contrast, the near-adiabatic ones are valid once the
bounce period, TB, is much smaller than any other timescale, which only occurs for large
enough wave amplitudes (since, for a sinusoidal wave, TB scales as 1/
√
E1). However, we
show in this Section that, by simply connecting the results from these two theories, one
may obtain a very accurate envelope equation, valid whatever the regime of wave-particle
interaction (and the accuracy may even be increased by replacing the linear results with those
derived from a high order perturbation analysis, in the wave amplitude). To prove the latter
assertion we first address, in Paragraph IIIA, the small amplitude limit of the adiabatic
16
formulas, and discuss how they may match the linear results. Based on this discussion, we
explain, in Paragraph IIIB, how to actually make the connection between the linear (or
perturbative) wave equation and the near-adiabatic one in the homogeneous case (while the
general inhomogeneous situation is addressed in Section IV). The accuracy of the envelope
equation thus obtained is then tested against numerical simulations in Paragraph IIIC.
A. Small amplitude limit of the near-adiabatic formulas
Since the limit of small amplitudes refers to nearly sinusoidal waves, only such waves
will be considered in this Paragraph. Moreover, we restrict to the situation when the
phase velocity varies more slowly than the trapping velocity, which translates to, |dvφ/dt| <
(4/pi)|d(ωB/k)/dt|. Under this condition, the electrons that cross the separatrix are always
trapped in the wave trough. Hence, we only consider the situation when the effect of trap-
ping is maximum. Indeed, if, at a given time, |dvφ/dt| > (4/pi)|d(ωB/k)/dt|, the electrons
crossing the separatrix from above (respectively from below) would remain untrapped, below
(respectively above) the separatrix [22]. Then, the populations of trapped and untrapped
electrons would depend on the whole history of the wave evolution, and each particular
situation would need to be studied individually. Therefore, for a general description, one
needs to restrict to |dvφ/dt| < (4/pi)|d(ωB/k)/dt|, although any different situation could be
addressed along similar lines.
For a sinusoidal EPW, the electric field reads, E = E1 sin(ψ), and we use E1, k,
ω and ψ as the independent variables of the adiabatic Rouhtian density, L, derived in
Section II. Moreover, in this Paragraph, we only investigate the derivatives of L with
respect to E1 or ω. Indeed, only these derivatives are useful to our discussion, and may lead
to a direct comparison with the results from the test particles simulations of Paragraph IIIB.
From Eq. (E.13), the adiabatic dispersion relation for a sinusoidal wave is,
1 +
2e
ε0kE1
{∫ +∞
4ωB
pik
[
1 +
2
ζu
(
K2
K1
− 1
)]
δ+Fu(Vu)dVu
+
∫ 4ωB
pik
0
[
2K2
K1
− 1
]
δ+Ft(Vt)dVt +
8
3pi
[Fu(vφ)− Ft(vφ)] ωB
k
}
= 0,
(29)
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where ωB =
√
eE1k/m, where the variables Vu and Vt are, respectively, defined by
Eq. (E.1) and (E.2), and where the distribution functions Fu(Vu) and Ft(Vt) are such that
Fu(vφ+ Vu)dVu = fu(P )dP and Ft(vφ+ Vt)dVt = ft(I)kdI. K1 and K2 are, respectively, the
Jacobian elliptic integrals of first and second kind whose arguments are defined the following
way. In the first integral of the left-hand side of Eq. (29), the argument, ζu, is related to Vu
by Eq. (E.1), while in the second integral of the left-hand side Eq. (29), the argument, ζt,
is related to Vt by Eq. (E.2). Finally, δ+F (V ) ≡ F (vφ + V ) + F (vφ − V )− 2F (vφ). Hence,
clearly, the second term in the brackets of Eq. (29) is of the order of (ωB/k)
3 when E1 → 0.
Moreover, using Eq. (E.1), it is easily shown that, C(Vu) ≡ 1+2(K2/K1−1)/ζu, is such that
C(Vu) = −eE1/2mkV 2u +O(e2E21/k2m2V 4u ) when ωB/kVu → 0. Then, let us introduce some
arbitrary amplitude, EA, some dimensionless number, ι, such that 0 < ι < 1/2, and, when
E1 < EA, let us decompose the first integral in the left-hand side of Eq. (29) the following
way,
∫ +∞
4ωB
pik
C(Vu)δ+Fu(Vu)dVu =
[∫ 4ωB
pik
(
EA
E1
)ι
4ωB
pik
+
∫ +∞
4ωB
pik
(
EA
E1
)ι
]
C(Vu)δ+Fu(Vu)dVu. (30)
In the second integral of the right-hand side of Eq. (30), ωB/kVu < pi(E1/EA)
ι/4,
and goes to zero when E1 vanishes, so that this integral converges towards
−(eE1/2mk)P.P.
(∫
δ+Fu(Vu)/V
2
u dVu
)
. In the first integral in the right-hand side of Eq. (30),
when E1 vanishes, Vu goes to zero so that δ+Fu(Vu) = O(V
2
u ). Hence, this integral is
O
[
(eE1/mk)
3/2(EA/E1)
ι
]
and, therefore, negligible compared to first one. We conclude
that,
lim
E1→0
∫ +∞
4ωB
pik
C(Vu)δ+Fu(Vu)dVu =
−eE1
2mk
P.P.
(∫
δ+Fu(Vu)
V 2u
dVu
)
=
ε0E1k
2e
χlin, (31)
where χlin is defined by Eq. (3) [26]. Hence, in the small amplitude limit, the nonlinear
adiabatic dispersion relation reads,
1 + χlin +
16ω2pe
3pikωB
Fu(vφ)− Ft(vφ)
n
= 0, (32)
where n is the local electron density. Clearly, only when Fu(vφ) = Ft(vφ) does Eq. (32)
make sense in the limit E1 → 0 , in which case one recovers the linear dispersion relation,
1 + χlin = 0.
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Let us now comment the condition, Fu(vφ) = Ft(vφ), we have to impose in order to
recover the linear limit, which actually amounts to discussing the very notion of trapping.
When the wave amplitude is constant, or when making use of the adiabatic approximation,
electrons are considered as trapped when ζu ≡ 2E/(E +Φ1) is less than unity. However, for
a growing wave, it has been proved in Ref. [27] that a perturbation analysis, in the wave
amplitude, may very accurately predict the locations in phase space of electrons such that
ζu . 1. Hence, when it comes to deriving their distribution function, such electrons must
clearly not be considered as trapped, since the very notion of trapping is irrelevant in a
perturbation analysis. Actually, trapping is only effective once the most resonant electrons
have completed a nearly closed orbit, i.e., when
∫
ωBdt & 2pi. Only then does Eq. (A.8)
apply to calculate the trapped distribution function. More generally, as discussed in several
papers (see Ref. [28] and references therein), and in Paragraphs III B and IIIC, only when∫
ωBdt & 5 are adiabatic results expected to be accurate. However, Eq. (32) shows that the
adiabatic dispersion relation remains valid in the limit E1 → 0, provided Ft be defined so
that Ft(vφ) = Fu(vφ). Note that the latter equality is always satisfied if the plasma is homo-
geneous. In a more general situation, the trapped distribution function must be considered
as somewhat “enslaved” to the untrapped, i.e., when
∫
ωBdt . 5, the density of trapped
electrons must be related to that of the untrapped in order for the distribution function
to remain continuous through separatrix crossing. Hence, we conclude that the adiabatic
dispersion relation is always valid provided that Ft be correctly defined. When
∫
ωBdt . 5,
it must be calculated as if the plasma was homogenous, with a density related to that of the
untrapped, while, when
∫
ωBdt & 5, it must obey Eq. (A.8). Hence, there is some arbitrari-
ness is the definition of Ft, regarding the value of
∫
ωBdt beyond which Eq. (A.8) must be
used. Nevertheless, this does not affect the dispersion relation if the plasma inhomogeneity
is small enough. More precisely, as will be discussed in Paragraphs III B and IIIC,
the transition between the perturbative and adiabatic regimes of propagation occurs
within the time δt during which
∫
ωBdt varies from about 4.5 to about 5. If, during
this time, and within the x-extent vφδt, the density varies very little, Ft would be es-
sentially the same whether it is derived from Eq. (A.8) or as if the plasma was homogeneous.
Let us now address the small amplitude limit of E−11 ∂
2
E1ω
L, which yields the term pro-
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portional to ∂tE1 in the envelope equation. From Eq. (E.16),
− 1
E1
∂2L
∂E1∂ω
= − e
k2E1
∫ +∞
4ωB
pik
δ−Fu(Vu)
∂C(Vu)
∂Vu
dVu − 32e
2
3pimk2ωB
F ′u(vφ), (33)
where δ−F (V ) ≡ F (vφ + V ) − F (vφ − V ) − 2V F ′(V ), and F ′(V ) ≡ ∂V F . Now, using the
same technique as for the dispersion relation, it is easily shown that the first term in the
right-hand side of Eq. (33) converges towards (ε0/2)∂ωχlin when E1 → 0. Hence, for small
values of E1,
E−11 ∂E1ωL ≈
ε0
2
∂ωχlin
[
1 +
64
3pi2
νL
ωB
]
, (34)
where we have used the expression (5) for the Landau damping rate, νL [26]. Therefore, in
the small amplitude limit, the adiabatic wave equation will contain the following terms,
E1∂ωχlin
[
∂tE1 +
64
3pi2
γ
ωB
νLE1
]
, (35)
where γ ≡ E−11 ∂tE1 is the wave growth rate. From Eq. (2), the linear counterpart of these
terms is, E1∂ωχlin (∂tE1 + νLE1). At first sight, the linear limit is not recovered since, in
the adiabatic regime, the linear Landau damping rate is replaced by a differential operator.
However, the numerical value assumed by the sum of the terms in Eq. (35) matches the
linear one when ωB/γ = 63/3pi
2 ≈ 2.15. For a growing wave, this condition translates into∫
ωBdt ≈ 4.3, a value close to 2pi. This is not by chance, and this has a very deep physical
meaning that we now explain.
As is well known (see, for example, Ref. [29]), Landau damping cannot be recovered in
the adiabatic limit because, in this limit, the electron distribution is assumed to be phase
mixed (i.e., independent of the angle, θ). Moreover, as shown in Ref. [23], due to the very
same phase mixing, trapping entails an irreversible increase of the electron kinetic energy.
Therefore, it is an effective means of dissipation for the wave, which does not entail any
damping but the shrinking of the wave packet, as discussed in Paragraph IIB 2. The fact
that Eq. (35) matches the linear value when
∫
ωBdt ≈ 2pi just means that, when trapping
becomes effective, although dissipation changes from Landau damping to the reduction of
the extent of the wave packet, the wave growth rate remains continuous, as should be.
Now, mathematically speaking, due to phase mixing, the contribution from the trapped
electrons to the adiabatic Routhian density, L, is independent of ω. Consequently, unlike
for the dispersion relation, there is no counterpart from the trapped electrons to the last
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term in the right-hand side of Eq. (34), that may cancel it out. This term, responsible
for the dissipation entailed by trapping, has to remain, and its numerical value is shown
to effectively match the Landau damping rate. The latter results, discussed in previous
publications, Refs. [23, 25], is recovered here in a very simple and elegant fashion, thanks
to the variational formalism.
Finally, let us address the small amplitude limit of E−21 ∂
2
ωL, which yields the term pro-
portional to ∂tω in the envelope equation. From Eq. (E.23),
− 1
E21
∂2L
∂ω2
= − e
2
k4E21
∫ +∞
4ωB
pik
δ2+Fu(Vu)
∂2Hu
∂V 2u
dVu
+
me2
E21
∫ 4ωB
pik
−
4ωB
pik
Ft(vφ + V )− Fu(vφ)− (V 2/2)F ′′u (vφ)
k4
dV
− 64e
2
3pi2k3mωB
F ′′u (vφ), (36)
where δ2+F (V ) ≡ F (vφ + V ) + F (vφ − V ) − 2F (vφ) − V 2F ′′u (vφ). Using the same kind of
calculation as for ∂E1L, it is easily shown that the first term in the right-hand side of Eq. (36)
converges towards (ε0/4)∂ω2χlin. Moreover, as already discussed for the nonlinear dispersion
relation, in the small amplitude limit, one must use Fu = Ft. Then, it is clear that the
second term in the right-hand side of Eq. (36) scales as
√
E1 and is negligible in the limit
E1 → 0. Hence, for small amplitudes, the adiabatic wave equation contains the following
terms
E21
[
∂ω2χlin
2
− 128ω
2
pe
3pink3ωB
F ′′u (vφ)
]
∂tω. (37)
Now, from Eq. (2), only the term E21(∂ω2χlin/2)∂tω is present in the linear envelope equation.
Therefore, unlike for the dispersion relation and for collisionless dissipation, we find a new
term in the adiabatic wave equation, namely the last term in the bracket of Eq. (37), which
has no linear counterpart. Moreover, in the small amplitude limit, this term is dominant
in Eq. (37). Let us discuss it physically. The averaged velocity of trapped electrons is the
wave phase velocity. Hence, when it changes, for example, due to a change in the wave
frequency, it entails a change in the average kinetic energy of the trapped electrons, at the
expense (or benefit) of the EPW. The second term in the bracket of Eq. (37) accounts for
this effect, which is directly entailed by trapping, and, therefore, has no linear counterpart.
Note that, although the density of trapped electrons scales as
√
E1, their acceleration due
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to a change in the phase velocity does not lead to a term, in the wave equation, scaling the
same way, unless what has been inferred in Refs. [30, 31]. Indeed, we find here that there is
a subtle cancellation between the contributions from the trapped and untrapped electrons,
that makes this term rather scale as E
3/2
1 . Note, also, that Eq. (37) has been obtained by
assuming that the wave phase velocity varies less rapidly than its trapping width. When the
wavenumber is constant, this translates into |∂tω| < (2γωB/pi), so that the terms in Eq. (37)
are of lower order than those in Eq. (35). This insures some continuity in the wave equation
when shifting from the linear to the near-adiabatic regime, as should be.
B. Connection between perturbative and near-adiabatic results in the homoge-
neous case
Linear theory actually stems from a first order analysis, in the wave amplitude, of the
electron motion. Now, such an analysis may be performed to higher order, as explained in
Ref. [32]. In short, starting from Eqs. (A.10)-(A.11) for the Hamiltonian ruling the electron
dynamics, the perturbation analysis consists in introducing a new set of conjugated variables
such that, in these new variables, the scalar potential, Φ, may be neglected up to a very small
term, of order εl. Here, l is the order up to which the analysis has been led, while, for a wave
growing at the rate γ, the small parameter of the analysis, ε, was found in Ref. [32] to be
ε = ω2B/[(γ/k)
2+(v0−vφ)2], v0 being the initial electron velocity (when the wave amplitude
is vanishingly small). Such a formula for ε makes sense because it is clear that nearly
resonant electrons, whose speed is close to the phase velocity, are most effectively affected
by the wave while, if the wave amplitude changes at rate γ, the resonance is blurred over a
velocity width of the order of γ/k. The value found for ε shows that, as the wave amplitude
increases, the motion of fewer electrons may be accurately derived perturbatively. More
precisely, in Ref. [32] it was found that, for a slowly growing sinusoidal wave, perturbative
results only apply to electrons such that,
|v0 − vφ| > Vlim, (38)
Vlim = max[0, (4ωB/pik)(1− 3γ/2ωB)]. (39)
Since, for a growing wave, 2ωB/γ ≈
∫
ωBdt, Eqs. (38) and (39) just mean that perturbative
results are no longer valid when the electrons have completed about one half of a trapped
22
orbit, which makes sense. Moreover, only in the perturbative regime may the electrons
effectively contribute to Landau damping, so that Eqs. (38) and (39) actually provide a
way to calculate the first nonlinear correction to the Landau damping rate. More precisely,
using the results of Ref. [32], one finds that, for a homogeneous growing wave, a first or-
der perturbation analysis, together with the criterion (38), leads to the following envelope
equation,
∂ωχ1 [∂tE1 + ν1E1] + (E1/2)∂ω2χ1∂tω = Ed, (40)
where Ed is some drive amplitude [that may be zero, and to which the dephasing term,
cos(δψ), has been added]. Moreover, in Eq. (40),
χ1 = −
ω2pe
nk
∫
|v0−vφ|≤Vlim
f
′
H
kvk − ωdvk, (41)
where the integral in Eq. (43) has to be understood as its principal part when Vlim = 0, and
ν1∂ωχ1 = −
ω2pef
′
H(vφ)
nk2
[
pi − 2 tan−1
(
kVlim
γ
)
+
2γkVlim
γ2 + (kVlim)2
]
, (42)
where fH is the unperturbed distribution function, as defined in Paragraph IIA. Note that,
when Vlim = 0, χ1 = χlin, and ν1 is nothing but the linear Landau damping rate. Moreover,
when Vlim ≫ γ/k, ν1 is nearly proportional to γ, so that one recovers a result akin to
the near-adiabatic one, Eq. (35), i.e., the damping rate has nearly vanished and has been
replaced by a term proportional to the growth rate. However, for this particular term, using
a perturbation analysis, one would find that the factor 64/3pi2 in Eq. (35) would be replaced
by unity. This shows the limit of a first order perturbation analysis, it cannot be used for
large amplitudes, such that ωB ≫ γ. Now, clearly, the results obtained at first order, and
the near-adiabatic ones, have to be connected when they are closer to each other, i.e., when
the term (64/3pi2)(γ/ωB)νL is closer to ν1. This is easily found to be when ωB/γ ≈ 2.3, in
which case both terms are quite close to each other and differ by less than 15%. Hence, one
may just shift abruptly from the first-order to the near-adiabatic envelope equation, so that
these equations are connected using a Heaviside-like function. Namely, in the homogeneous
case, our wave equation would read,
ε0EdE1/2 = (1−Y1) [∂ωE1Λ1∂tE1 + ∂ω2Λ1∂tω + 2ν1∂ωΛ1]−Y1 [∂ωE1L∂tE1 + ∂ω2L∂tω] , (43)
where we have denoted Λ1 ≡ ε0χ1E21/4, and where we have chosen
Y1 = tanh
8
[(
eωB/3γ − 1)3] . (44)
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Y1 ≈ 0.5 when the first order and near-adiabatic results nearly match, i.e., when ωB/γ ≈ 2.3.
Moreover, Y1 varies very quickly from zero to unity about ωB/γ = 2.3. More precisely,
Y1 < 0.1 when ωB/γ . 2.05 and Y1 > 0.9 when ωB/γ & 2.6. Therefore, Eq. (43) amounts
to the perturbative wave equation when
∫
ωBdt . 4 and to the near-adiabatic one when∫
ωBdt & 5, which is a little less than the intuitive value
∫
ωBdt & 2pi. For the sake of
simplicity, we omitted to specify that, for the near-adiabatic part of the wave equation, the
derivatives need to be calculated for a fixed value of As. Such a specification is actually
not compulsory if the wave keeps growing, because detrapping never occurs. As shown
numerically in Paragraph IIIC, the wave equation (43) is quite accurate.
The accuracy may even be increased by using a higher order perturbation analysis, which
we did up to order 11. Then, the wave equation (43) is changed into
ε0EdE1/2 = (1− Y11) [∂ωE1Λ11∂tE1 + ∂ω2Λ11∂tω + 2ν11∂ωΛ11]− Y11 [∂ωE1L∂tE1 + ∂ω2L∂tω] ,
(45)
where Λ11 and ν11 are the eleventh order counterpart of Λ1 and ν1 and where, now, we
choose,
Y11 = tanh
80
[(
eωB/2.8γ − 1)3] . (46)
Y11 ≈ 0.5 when ωB/γ ≈ 2.44, a value a little bit higher than for Y1 since results at higher
order are accurate up to larger amplitudes. Moreover, since the high order perturbation
results almost perfectly match the near-adiabatic ones, Y11 changes much more rapidly
from 0 to unity than Y1. In particular, Y11 < .1 when ωB/γ . 2.3 and Y11 > .9 when
ωB/γ & 2.6, so that Eq. (45) amounts to the perturbative wave equation when
∫
ωBdt . 4.5
and the near-adiabatic one when
∫
ωBdt & 5. Hence, the conclusions drawn at first
order do not change much when using the 11th order, especially as regards the validity
of the near-adiabatic approximation. As regards Λ11 and ν11, their expressions are rather
lengthy and will not be given here, but may be easily inferred from the results of Ref. [32].
Moreover, it is important to note that, both ν11 and ν1 remain quite close to the Landau
damping rate when Y11, or Y1, is close to zero. Consequently, in the wave equation (43),
one may replace ν1 by νL, and this approximation will be systematically used in Section IV.
Similarly, χ1 ≈ χlin, so that Λ1 may be replaced by Λlin.
So far, the connection of the perturbative and near-adiabatic wave equations has only
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been adressed for a growing wave. Hence, the considered situation is that of a wave that
grows from the noise level and keeps growing when entering the nonlinear, near-adiabatic,
regime (although its evolution, after reaching the near-adiabatic regime, may be arbitrary).
This situation is quite general since, as discussed above, the transition from the perturbative
to the near-adiabatic regimes is quite abrupt. Using the hypothesis of a growing wave, we
could provide an explicit expression for ν1, which actually made Eq. (40) be more an algebraic
equation for γ than a differential equation. However, results valid whatever the variations
of the wave amplitude may also be obtained. Indeed, as shown in Ref. [33], for arbitrary
time variations of the wave amplitude, Eq. (40) generalizes into
∂ωχlin∂tE1 −
ω2pef
′
H
n
(vφ)
∫ t
0
∫ u
0
E1(ξ)
∫
|w|≥Vlim
iweikw(ξ−t)dwdξdu+ (E1/2)∂ω2χlin∂tω = Ed,
(47)
where, now,
Vlim = max
[
0, (4ωB/pik)
(
1− 3/
∫
ωBdt
)]
. (48)
Moreover, it is easily shown that, when Vlim = 0, the second term in the left-hand side of
Eq. (48) is just ∂ωχlinνLE1 [33]. It is also noteworthy that, when Vlim ≫ |γ|/k, at lowest
order in γ/kVlim, this term matches the result derived from the expansion of ν1 for large
values of kVlim/γ. This shows that the envelope equation (40), derived for a growing wave,
bears some relevance whatever the way the wave amplitude varies. However, the most
accurate way to account for the nonlinear wave evolution in the general situation is not to
make use of an effective damping rate, like ν1, but to solve an integro-differential equation,
similar to Eq. (47).
Actually, it is possible to describe very precisely the nonlinear modification of Landau
damping, even for a wave that does not vary slowly, by making use of a high order pertur-
bation analysis and by explicitly estimating the contribution of the trapped particles along
similar lines as in Ref. [27]. This will be the subject of a forthcoming article, but such a
fine description of nonlinear Landau damping is completely outside the scope of this paper.
Indeed, here, we aim at deriving a first order envelope equation, much easier to implement
in a code that Eq. (47), and which, nevertheless, provides accurate results. Hence, as dis-
cussed above, we simply model the nonlinear Landau damping rate by (1 − Y1)νL. Our
modeling may not be very accurate when 4.5 .
∫
ωBdt . 5 and seems to depend on our
choice for Y1. However, as shown in Paragraph IVB, in a 3-D geometry, the impact of these
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approximations is very limited as regards our modeling of nonlinear wave propagation, and,
in particular, as regards nonlinear Landau damping.
C. Numerical results
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FIG. 1: (color online) −ne〈sin(ψ)/kE1 as calculated numerically (blue solid line), according to
the left-hand side of Eq. (45) (green dashed-dotted line) and according to the left-hand side of
Eq. (43) (red dashed line), for a wave growing in an initially Maxwellian plasma at the constant
rate γ/kvth = 10
−2, and whose phase velocity is vφ = 4vth [panel (a)] or vφ = 4vth − ωB/k [panel
(b)].
As shown in Ref. [34], for a homogeneous driven sinusoidal wave,
− ne〈sin(ψ)/k = ε0E1Ed/2, (49)
where the factor cos(δψ) accounting for dephasing has been included in the definition of Ed,
and where
〈sin(ψ)〉(x0, t) ≡ 1
2pi
∫ ψ(x0)+pi
ψ(x0)−pi
∫ +∞
−∞
sin(ψ′)f(ψ′, v, t)dvdψ′. (50)
〈sin(ψ)〉 is an averaged value over all electrons located within one wavelength about a given
position, just like 〈L〉, which explains why we used the same notations for the averaging.
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Now, for a pointwise distribution function, Eq. (50) translates into,
〈sin(ψ)〉(x0, t) = 1
N
N∑
i=1
sin(xi), (51)
where the sum is over all electrons located within one wavelength about x0. The identity,
Eq. (49), as simple as it is, provides a very powerful tool to test the accuracy of the envelope
equations (43) or (45). Indeed, −ne〈sin(ψ)〉/k is a functional of the electric field. If an en-
velope equation like Eq. (43) or (45) is valid, then, the functional −ne〈sin(ψ)〉/2k is nothing
but the left-hand side of these equations, regardless of the way the wave amplitude, or wave
frequency, varies. In particular, one may use test particles simulations where electrons are
acted upon by a prescribed electric field, compute numerically 〈sin(ψ)〉 according to Eq. (51),
and compare the numerical estimate with the theoretical one, given by the left-hand side of
Eq. (43) or (45). When the wave frequency is constant, such a technique allows to predict
when 〈sin(ψ)〉 is proportional to the wave growth rate and, therefore, when the damping rate
has become negligible. This procedure has been detailed in Refs. [32, 35], and, in Fig. 1(a),
we give one more example illustrating the agreement between the numerical and theoretical
values of 〈sin(ψ)〉. This Figure is for a wave growing in an initially Maxwellian plasma, at
the constant rate, γ = 10−2kvth, while its phase velocity is vφ = 4vth, vth being the ther-
mal velocity. As may be seen in Fig. 1(a), the agreement between theory and numerics is
excellent (the relative error is always less than 0.5%) when making use of a perturbation
analysis at order 11, while first order results also show to be quite accurate. The same
conclusion holds when the frequency varies, as illustrated in Fig. 1(b) for an electric field
which is the same as in Fig. 1(a), except that vφ = 4vth − ωB/k, so that the condition
dvφ/dt < (4/pi)d(ωB/k)/dt is fulfilled.
The results plotted in Fig. 1 call for two comments. First, in Fig. 1(a), when estimating
〈sin(ψ)〉 perturbatively, only the contribution from electrons such that |v0 − vφ| ≤ Vlim
has been accounted for. By contrast, the adiabatic estimate of 〈sin(ψ)〉 is only due to the
electrons, such that |v0 − vφ| ≤ 4ωB/kpi, considered as “untrapped” within the adiabatic
approximation. From the definition Eq. (39) of Vlim, the fact that there exists a range in
amplitude when the adiabatic and perturbative results do match clearly shows that there
exists a range in v0, of the order of |γ|/k (which translates into a range in action of the
order of m|γ|/k2), for which the electrons cannot be unambiguously considered as trapped
or untrapped. Second, when making use of the adiabatic approximation, the distribution in
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angle, θ, is assumed to be uniform. Now, as shown in Ref. [27], the distribution function in
action-angle variables of the trapped electrons, f˜t(θ, I), is not uniform in θ. Indeed, trapping
entails a shift in the angle, compared to a purely adiabatic evolution, that is essentially
independent of the slowness of the dynamics. Consequently, the first Fourier component
in θ of f˜t(θ, I) is non zero, and depends very little on γ. Then, if the initial distribution
in action was a Dirac distribution, 〈sin(ψ)〉 would oscillate in time, as shown in Ref. [27].
Hence, it would strongly differ from the adiabatic result plotted in Fig. 1. As is well-
known, these oscillations in 〈sin(ψ)〉 translate into oscillations in the wave amplitude during
the nonlinear stage of the cold beam-plasma instability [36]. Now, a smooth distribution,
like the Maxwellian distribution used in Fig. 1, may be viewed as a (continuous) sum of
weighted Dirac distributions, each providing its own oscillations in 〈sin(ψ)〉. When the
distribution is smooth enough and the dynamics is sufficiently slow, eventually, all these
dephased oscillations nearly average out to zero so that the contribution to 〈sin(ψ)〉 from the
trapped electrons becomes negligible. Hence, although f˜t(θ, I) is not homogeneous in θ, its
integral over a small interval in I may be considered, after a long enough time, independent
of θ. The results of Fig. 1 show that the small interval in I is of the order of m|γ|/k2, and
that the long enough time is such that
∫
ωBdt & 5. Then, the condition on the smoothness
of the distribution function and slowness of the dynamics translates into γ/k∆v ≪ 1, where
∆v is the typical range in velocity over which the unperturbed distribution function varies
significantly. For an initially Maxwellian plasma, the latter condition reads, γ/kvth ≪ 1 and,
indeed, γ/kvth naturally appears as the relevant normalized growth rate when making use
of dimensionless variables [32]. Moreover, we also find that the adiabatic results eventually
match the numerical ones only when γ/kvth . 0.1, which supports the previous discussion.
Now, let α be the term proportional to E−21 ∂tω in the envelope equation. According
to the theoretical predictions of Paragraphs IIIA and IIIB, α should be a constant in the
linear regime, while, in the near-adiabatic one, to this constant should be added a term
proportional 1/
√
E1. The latter term should be dominant at the transition from the linear
to the near-adiabatic regime, since the transition occurs for small values of E1. Now, about
the transition between the two regimes, the contribution to 〈sin(ψ)〉 due to the nonzero value
of ∂tω is so small that, just from the results plotted in Fig. 1(b), one cannot tell whether
our theoretical prediction, regarding the sudden change in the way α should scale with E1,
is correct. In order to conclude, one needs a finer diagnostic. Then, let Snum be the values
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FIG. 2: (color online)Values of α derived from numerical simulations (black solid line) and predicted
theoretically (green dashed line) for the same parameters as in Fig. 1(b).
of −ne〈sin(ψ)〉/kE1 obtained numerically, and let S0 those inferred from Eq. (45) without
accounting for the term proportional to ∂tω. Since the accuracy of Eq. (45) is excellent,
(Snum − S0)/E1∂tω provides a numerical estimate for α which, as illustrated in Fig. 2, is in
good agreeement with theory.
The results plotted in Fig. 2 are actually quite fascinating. They confirm the fact that,
during the sudden transition from the perturbative to the near-adiabatic regime, a new
term does pop up in the wave equation, while this term was identically zero in the linear
regime. To some extent, there is an analogy with phase transitions, where one defines an
order parameter that is identically zero in one (disordered) phase, and suddenly assumes
a finite value as the phase changes. Here, we can define a term in the wave equation that
suddenly assumes a finite value when trapping becomes effective, while it has absolutely no
linear counterpart (unlike the term accounting for collisionless dissipation) and is, therefore,
identically zero in the linear regime. This is as though the state of the EPW changed from
a linear wave to a wave with trapped electrons.
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IV. GENERAL THEORY
In this Section, we explain how the connection between the perturbative and near-
adiabatic results, performed in Paragraph IIIB, generalizes to a non uniform wave. This
leads to the wave equation Eq. (52) in 1-D, and Eq. (55) in 3-D, which is our final result
that we will discuss physically.
A. One-dimensional geometry
As shown in Section III, a very accurate envelope equation may be obtained by abruptly
connecting the perturbative results with the near-adiabatic ones, as though the state of
the wave abruptly changed. Furthermore, making use of first order results, which are close
to the linear ones, proved to also yield quite an accurate wave equation. Here, we simply
take advantage of these conclusions to derive a 1-D envelope equation. We look for an
accurate equation, which, moreover, should be easy to implement in a code. Hence, the
proposed equation simply amounts to connecting the linear results with the near-adiabatic
ones. To do so we have to restrict to the situation when the wave packet is essentially
bell shaped. If it composed of several well separated pulses, the situation is more complex
because one has to account for the interactions between the various pulses, as recently
investigated experimentally, numerically and theoretically in Ref. [37]. Then, let Y ≡ Y1
defined by Eq. (44), and let Ξ(x, t) ≡ ∫ t
0
ωB[ξφ(t
′), t′]dt′, where dξφ/dt = vφ and ξφ(t) = x.
We propose the following equation to describe the 1-D nonlinear propagation of an EPW in
an inhomogeneous and non-stationary plasma,
ε0E1Ed/2− Y (Ξ)
∫
Ht∂xftdI = − Y (Ξ) [∂tLω|As − ∂xLk|As]
+ [1− Y (Ξ)] [∂t∂ωΛlin − ∂x∂kΛlin + 2νL∂ωΛlin] , (52)
where we recall that Λlin ≡ ε0χlinE21/4, and Lk ≡ ∂kL, Lω ≡ ∂ωL.
The accuracy of Eq. (52) has been successfully tested against results from Vlasov simu-
lations in Ref. [33] when the plasma was homogeneous. However, when the density is not
uniform, an additional complexity arises as regards the definition of the electron distribu-
tion function. Indeed, χlin is defined in terms of the distribution function, fH , while L is
expressed in terms of the ditribution functions fu and ft, respectively, for the trapped and
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untrapped electrons. Hence, these distribution functions need to be connected, which is
done the following way. First note that, in Eq. (5) ruling the evolution of fH , one accounts
for any slowly varying force. Since, in Ref. [13], only the linear limit was considered, this
slowly varying force did not account for the term ∂xHu (which, in the limit E1 → 0, is pro-
portional to E21 and corresponds to the usual ponderomotive force, as shown in Ref. [12]).
However, since the derivation of Eq. (2) actually consists in a linearization about the os-
cillation center, then, in 1-D, and neglecting the effect of collisions, one may just use the
linear results of Paragraph IIA with fH(v) = mfu(P/m). Now, the linear part of Eq. (52) is
not expected to change much whether one uses fH(v) or mfu(P/m) since
∫
∂xHudt should
remain negligible when Ξ . 5. As regards the trapped distribution function, we already
discussed in Paragraph IIIA that, when Ξ . 5, ft has to be defined so as to recover the
linear dispersion relation in the small amplitude limit. If the plasma is homogeneous, this
condition is automatically satisfied, while, if the plasma is inhomogeneous, one has to de-
fine ft so that the distribution function remains continuous through separatrix crossing.
Only after Y (Ξ) has become close enough to unity may one derive the evolution of ft from
Eq. (A.8). Hence, there is some arbitrariness in the definition of the trapped distribution
function, but whose impact on our description of wave propagation should be limited, as
noted in Paragraph IIIA. Moreover, as we will now discuss it, the impact is further reduced
by 3-D effects.
B. Three-dimensional geometry
Let us now generalize Eq. (52) to a three dimensional geometry. To do so, we have
to assume that the EPW is localized in one given space location. In particular, we have
to exclude the situation when the EPW results from the stimulated Raman scattering of
a spatially smoother laser. Indeed, as discussed in recent papers [39, 40], such a situation
would lead to complex couplings which are completely outside the scope of this paper. Then,
let us introduce at any point M ,
Ξ3D(M) ≡
∫
ωB[xk(t
′), yk(t
′), zk(t
′)]dt′, (53)
where xk is along the local direction of the wave number, and dxk/dt = vφ, while yk and zk
are along directions perpendicular to k, and evolve in time according the dynamics transverse
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to k. Moreover, xk(t), yk(t) and zk(t) are the local coordinates of the considered point, M .
Note that, usually, the transverse dynamics is so weak that one may assume that the time
evolution of yk and zk is just ballistic. Moreover, let us introduce
Y3D ≡
∫
Y (Ξ3D)f⊥(vyk , vzk)dvykdvzk , (54)
where f⊥(vyk , vzk) is the transverse electron distribution function, normalized to unity. In
most cases, it is very close to the unperturbed one. Then, our proposed 3-D nonlinear
envelope equation is just,
ε0E1Ed/2− Y3D
∫
ft∂x.
kHt
k
dI = − Y3D [∂tLω|As − ∂x.Lk|As]
+ [1− Y3D] [∂t∂ωΛlin − ∂x.∂kΛlin + 2νL∂ωΛlin] . (55)
Now, the EPW is localized in a given space region, that the electrons cross due to their
nonzero transverse velocity. Then, most often, the variations in Ξ3D are mainly due to this
transverse motion. Now, clearly, as the electrons experience a growing wave, Y3D varies in
a much smoother fashion than Y , leading to a much smoother transition in the way the
EPW propagates. Moreover, it is also quite clear that the values assumed by Y3D weakly
depend on the particular choice made for Y , provided that Y fulfills the conditions derived
in Section III, i.e., Y ≈ 0 when Ξ3D < 4 and Y ≈ 1 when Ξ3D > 5. Hence, one should
obtain an upper bound for Y3D by choosing, Y (Ξ3D) = Υ(Ξ3D/4−1), Υ being the Heaviside
function, and a lower bound by choosing, Y (Ξ3D) = Υ(Ξ3D/5 − 1). Fig. 3 plots the values
assumed by Y3D for each of the latter choices, and when Y is given by Eq. (44), in the
situation when the change in the EPW electric field, as experienced by the electrons, is
mainly due to its transverse gradient. Then, if we denote by l⊥ the typical transverse scale
length of variation of the EPW electric field, as long as the electrons experience a growing
field, Ξ ≈ 2ωBl⊥/v⊥. The results plotted in Fig. 3 clearly show that our envelope equation,
and therefore our predictions regarding the EPW propagation, depend very little on our
choice for Y . This mainly removes the arbitrariness pointed out in Section III, in particular
as regards the derivation of the trapped particles distribution function, ft, and the nonlinear
Landau damping rate, νNL. Note that, from Eq. (55), we come to the remarkably simple
formula νNL = ηlinνL, where ηlin is the fraction of electrons that respond linearly to the
wave. As already noted in Section III, this is just an effective damping rate, the complete
description of nonlinear Landau damping requiring a much more complicated formulation
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FIG. 3: (color online)Values assumed by Y3D when Y (Ξ3D) = Υ(Ξ3D/4 − 1) (blue dashed-dotted
line), when Y (Ξ3D) = Υ(Ξ3D/5− 1) (green dashed line) and when Y is defined by Eq. (44) (black
solid line).
than that provided by Eq. (55). Nevertheless, we know that the collisionless damping rate is
more than (1−Y3D)νL, when Y3D is given by the blue dashed-dotted curve in Fig. 3, and less
than (1 − Y3D)νL when Y3D assumes the values plotted by the green dashed line in Fig. 3.
This yields quite a simple and accurate way to bound νNL from above and below.
Now, still when the transverse variations of the EPW electric field are dominant, the linear
electrons are the fastest ones, those which cross the domain enclosing the EPW within a time
such that
∫
ωBdt . 5, and only such electrons significantly contribute to νNL. However, if
the transverse velocity of some electrons is so large that E−11 v⊥.∇⊥E1 & ωpe, these electrons
do not experience a slowly-varying wave and do not respond adiabatically to it, unlike
what has been assumed in this paper. Addressing non adiabatic electrons would require a
completely different approach, more in the spirit of the recent paper Ref. [27], and is left
for future work. Moreover, some electrons may be so fast that, for them, Ξ3D < 5 even
when the wave is highly nonlinear and non sinusoidal, so that the result of Paragraph IIA
do not apply. Hence, our theory is only valid when the contribution to the wave equation
of such fast electrons is negligible. This is usually the case when vth/l⊥kλD ≪ ωpe. Since
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vth/l⊥ is just the wave growth rate experienced by the fast electrons, the latter condition is
no different from the condition, γ/(kλD)≪ ωpe, for a slowly-varying wave amplitude, which
is one of our basic hypothesis. However, as the wave grows, electrons have to be faster and
faster to contribute to Landau damping so that, for large enough amplitudes, the nonzero
value of νNL would be only due to the very fast, non adiabatic, electrons. Nevertheless,
when the condition vth/l⊥kλD ≪ ωpe is fulfilled, the corresponding values found for νNL
should be very small and, actually, smaller than the collisional damping rate. Then, our
theory would need to be completed by the account for collisions. Addressing this issue in
the nonlinear regime is outside the scope of this paper. However, if the fraction of trapped
particles remains small, the expression Eq. (4) for the collisional damping rate should be
valid.
In spite of its limitations, we believe that Eq. (55) yields the most general description of
the EPW propagation, within the limits of geometrical optics, and for a smooth unperturbed
distribution function. This equation encompasses such a rich physics, that it is certainly
impossible to provide an exhaustive list of all effects it accounts for. Nevertheless, let us cite
a few ones, which have already been discussed in previous publications.
As shown in Ref. [30], Eq. (55) would predict that, due to the space and time variations
of k and ω, the EPW pulse would either split during its propagation, or its propagation
would be unstable. The criterion for stable propagation, in the near-adiabtic regime, may
be found in Ref. [30], and is, approximately, S < 1/2, where S is the ratio between the
contributions to ∂kL from trapped and untrapped electrons.
Eq. (55) would also show that, in addition to Landau damping, the EPW pulse would
shrink during its propagation, both longitudinally and transversally. As discussed in
Ref. [23], this is due to the dissipation entailed by trapping. Moreover, solving Eq. (55) to-
gether with the identity ∂tk = −∇ω and the nonlinear dispersion relation deduced from
Eq. (24) or Eq. (29), one would find that the EPW might self-focus during its propagation,
as shown in Refs. [28, 38]
Furthermore, as discussed in Paragraph IIIA, if the wave phase velocity increases, the
electron kinetic energy of the trapped electrons also increases, at the expense of the EPW,
whose amplitude should decrease as shown numerically in Ref. [31]. Eq. (55) does predict
such a decrease in the EPW amplitude, as is clear from the sign of α plotted in Fig. 2. This
may also be viewed as resulting from the conservation of the nonlinear wave action introduced
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in Paragraph IVC [31]. Now, in a laser fusion device, an EPW driven by stimulated Raman
scattering (SRS) would propagate towards the wall of the hohlraum, hence towards regions
of higher density. As the EPW approaches the quarter critical density, its phase velocity
increases, so that, eventually, the wave amplitude decreases and the EPW releases the
electrons it has trapped. As discussed in Paragraph IIB 2, the distribution function of these
detrapped electrons is symmetric with respect to the local phase velocity. Hence, when they
are released, their mean velocity is larger than their initial one, since vφ has increased during
the wave propagation. Consequently, a nonlinear plasma wave, driven by SRS in a fusion
device, should create hot electrons, which is an issue for laser fusion. This issue may be
addressed with the help of Eq. (55), although an accurate description for the production
of hot electrons would require to include more physics in the model, and, in particular, to
account for the potential growth of sidebands, as further discussed in the conclusion.
C. Discussion on the definition of the wave action and on the concept of plasmon
Our final envelope equation, Eq. (55), results from the connection of linear and adiabatic
formulas and, consequently, it is expressed in terms of two different functions, L and Λlin.
It is certainly possible to find an effective Routhian density, Leff, so that the right-hand
side of Eq. (55) would just be ∂t Leffω
∣∣
Amax
− ∂x. Leffk
∣∣
Amax
, where Leffω ≡ ∂ωLeff and Leffk ≡
∂kLeff. Actually, Leff would just be the Routhian density one would derive from a nonlocal
variational formalism, valid whatever the regime of wave-particle interaction. However, even
if such a Routhian density could be found, Leffω would not provide a good definition for the
wave action density. This was already outlined in Paragraph IIA in the linear regime, where
we showed that ∂ωLlin remained constant while the wave was Landau damped, and it does
make quite sense to define a constant action for a decaying wave.
One way to alleviate this difficulty would be to remove, from the frequency derivative
of the Routhian density, the terms accounting for dissipation. In the linear regime, this
would lead to ∂ωΛlin as a definition for the action density, which is the usual one. Then,
Eq. (2) would just express the Landau and collisional damping of the wave action, for a
freely propagating wave (Ed = 0). Similarly, in Paragraph IIIA, we discussed the fact that,
mathematically speaking, collisionless dissipation due to trapping naturally appeared in the
wave equation because, for trapped electrons, E did not depend on the current frequency.
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However, from the definition Eq. (A.13) of the dynamical action of trapped electrons, E
depends on all previous values of ω. Then we introduce, ∂L/∂ωall, the derivative of L with
respect to all the frequencies that appear in its expression, the current one as well as all
previous ones, and we define the action density, I, so that
∂I
∂t
= (1− Y )∂
2Λlin
∂t∂ω
− Y ∂L
∂t∂ωall
. (56)
Now, from Eq. (E.19), and using the same kind of calculations as in Paragrah IIIA, one
easily finds that −∂2L/∂E1∂ωall converges towards ∂2Λlin/∂E1∂ω when E1 → 0 [provided
that F ′t (vφ) = F
′
u(vφ)]. Hence, when k and ω are constant, the action density defined
by Eq. (56) would continuously vary from the linear to the adiabatic regimes. By contrast,
if k and ω may vary, the action density would abruptly change when shifting from the linear
to the adiabatic regime, due to terms similar to α, plotted in Fig. 2. Clearly this is because,
in the adiabatic regime, the variation of the kinetic energy of trapped electrons enters into
the definition of I, as is obvious from the expression Eq. (19) for Ht. The action density
being homogeneous to an energy density per frequency, it is often related to the density of
plasmons [41], i.e., the density of quanta for the EPW. Therefore, interestingly enough, in
1-D we would find an abrupt change in the density of plasmons when the EPW propagation
changes from linear to nearly adiabatic. Once again, this would be reminiscent of a phase
transition.
Let us now discuss the relevance of the concept of plasmon. Using Eq. (56) for the action
density, we would find that the total action would vary due to Landau damping, due to the
dissipation induced by trapping, and due to the inhomogeneous loading of trapped electrons,
leading to the term
∫
∂xHtftdI. As already discussed in Paragraph IIIA, Landau damping
cannot be recovered in the adiabatic limit, hence, it is entailed by the non adiabaticity of
the electron motion and, therefore, by the non conservation of their dynamical action, I.
Similarly, as pointed out in Paragraph IIB 2, the dissipation due to trapping results from a
geometric change in the dynamical action, I, by the width of the resonance. The third and
last term that makes the wave action vary is inhomogeneity, and it also entails a change in
the dynamical action of the untrapped electrons. Hence, we conclude that the wave action
varies whenever the electron dynamical action is not conserved. This makes sense, because a
plasma wave is nothing but density fluctuations. Therefore, if one cannot find an adiabatic
invariant for the electron motion, such an invariant should not exist as regards the EPW
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propagation either. Moreover, we also come to the conclusion that the number of plasmons
is not a true invariant, its invariance is broken by non adiabaticity. Therefore, the concept
of plasmon seems questionable, it is clearly not as robust as the concept of photon, for
example.
V. CONCLUSION
In this paper, we derived, for the first time, an envelope equation that accounts for
collisionless dissipation and for the plasma inhomogeneity and nonstationarity. Hence, we
believe that, within the limits of geometric optics, and for a smooth unperturbed distribution
function, Eq. (55) describes the propagation of an EPW in the most general way. This
equation has been derived thanks to a careful investigation of wave-particle interaction at
a microscopic level, that was coupled with the effects induced by the variations of the wave
amplitude, and of the plasma, over long space and time scales. To do so, we resorted to the
linear results derived in Ref. [13] and to the variational method first introduced in Ref. [11]
and generalized in this article in order to allow for trapping and detrapping. This led us
to introduce a Lagrangian density that was nonlocal in the wave number, frequency and
amplitude, so as to account for the collisionless dissipation induced by trapping.
Now, there are many known limitations to describing wave propagation using a first order
differential equation such as Eq. (55). To cite a few examples, the EPW may by subjected
to secondary instabilities leading to the growth of sidebands [42–44], so that, except in
some special instances [45, 46], the total electrostatic field, E(x, t, ψ), is no longer a slowly-
varying function of x and t (at fixed ψ). Moreover, due to the amplitude dependence of
the wave frequency, the wave front may bend so as to make the EPW self-focus [28, 38],
which, again, renders the assumption of a slowly-varying amplitude no longer valid. In the
situation, observed both numerically and experimentally [38, 48], when wavefront bowing is
followed by the growth of sidebands, the phase modulation due to the transverse variations
of the wave amplitude is negligible compared to that due to the space dependence of the
nonlinear frequency shift. Consequently, in such a situation, diffraction-like effects become
inessential. Similarly, as discussed in Ref. [25] and in Paragraph IIB 2, due to trapping the
EPW group velocity varies in a nonlinear and nonlocal fashion, and these variations may
dominate the effect of group velocity dispersion. Hence, known limitations of a first order
37
wave equation in the linear regime may become mostly irrelevant as regards the nonlinear
EPW propagation, which gives more credit to Eq. (55) than could be inferred from previous
studies on wave propagation. However this equation is, clearly, only one first step towards
a more complete description of the nonlinear propagation of an EPW. Nevertheless, this
this first step cannot be avoided, and it happens to be quite relevant to address further
nonlinear issues. Indeed, in Ref. [47], a 1-D envelope code [49], solving the restriction
of Eq. (55) to a homogeneous and stationary plasma, was used to predict when sidebands
could reach significant amplitudes and stop the coherent growth of SRS. The predictions of
this code were in very good agreement with those obtained with Vlasov simulations. The
3-D version of this code was used in Ref. [28] to predict when the EPW would self-focus
and, again, saturate SRS, with predictions on Raman reflectivity comparing even better
with experiment [50] than those from PIC codes [38].
Moreover Eq. (55) is useful per se in order to address practical issues, make comparisons
with basic physics experiments or test theories. Indeed, as mentioned above, envelope equa-
tions proved to provide good estimates of Raman reflectivity, in a homogeneous plasma, in
3-D, and in the strongly nonlinear regime. However, to make predictions regarding the im-
portant issue of laser fusion, one needs to account for the plasma inhomogeneity. Eq. (55) is
one important step in that direction. It now needs to be coupled with the propagation of
the laser and backscattered waves, which will be the subject of a forthcoming paper. Fur-
thermore, as discussed in Paragraph IVB, Eq. (55) may be used to predict the production
of hot electrons which also is a concern for fusion.
As regards basic physics, we provided, in this article, a simple theoretical formula for the
nonlinear Landau damping rate. It is simply proportional to the fraction of electrons that
cross the EPW in a time less than, about, one bounce period. Hence, as the wave grows, the
Landau damping rate should decrease smoothly, which is in qualitative agreement with the
experimental results reported in Ref. [51]. However, in these experiments, one observes early
oscillations in the wave amplitude before damping, which seems to indicate that the wave has
grown in a sudden way, and not adiabatically as assumed in this paper. Hence, we cannot
get into quantitative comparisons here, which would, moreover, require the knowledge of
the longitudinal and transverse profile of the EPW. However, experimental testing of our
theory would be welcome, even at a qualitative level one could check whether, as predicted
here, the Landau damping rate would fall more rapidly, as the wave amplitude increases,
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when the transverse extent of the wave is larger, and the geometry closer to 1-D.
Solving an equation as complex as Eq. (55), even numerically, is a work in itself. This
is clearly outside the scope of this paper, but will be the subject of a future article. How-
ever, solving Eq. (55) would allow to test theoretical predictions regarding nonlinear waves.
Namely, it would allow to study the type of nonlinear waves one could obtain, depend-
ing on the way they have been driven. For example, in Ref. [52], it has been proven that
cnoidal waves were stationary solutions of the Vlasov-Poisson system. Then, one could study
whether Eq. (55), together with Eq. (24), would predict that such waves may, indeed, be
excited, and the way they would propagate.
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Appendix A: Action-angle variables
In this Appendix we quickly recall, for the sake of definiteness, known results on action-
angle variables.
The Hamiltonian, H , ruling the electron dynamics in (x, p) variables, where p ≡ mx˙−eA,
is [53],
H =
(p+ eA)2
2m
+ Φ, (A.1)
where the potential Φ(x, t) reads, Φ(x, t) ≡ Φ[x, t, ψ(x, t)]. It is 2pi-periodic in ψ (at fixed x
and t) and varies slowly with x and t (at fixed ψ), and the same holds for A. Let us now shift
to (ψ, p′) variables, using the generating function G ≡ ψp′, which yields p = ∂G/∂x = kp′.
In (ψ, v′) variables, the Hamiltonian is He = H + ∂G/∂t = H − ωp′, which reads
He = (kp
′ + eA′)2
2m
+ Φ′ − ωp′, (A.2)
where A′(ψ, t) ≡ A[x(ψ, t), t] and Φ′(ψ, t) ≡ Φ[x(ψ, t), t].
When the wave amplitude varies in space and time, the notion of trapped or untrapped
electrons becomes ambiguous. Then, as regards the definition of the action and angle vari-
ables, we adopt the following convention. An electron is considered as untrapped if, for
39
the frozen dynamics (obtained by replacing the time-dependent Hamiltonian by a constant
one, corresponding to the value assumed by He at the considered time), the electron orbit
may span an interval in ψ larger than 2pi, about the considered space location. For these
“untrapped” electrons, we define the action, I, by,
I(He, ψ, t) ≡ 1
2pi
∫ ψ+pi
ψ−pi
p′(He, ψ′, t)dψ′, (A.3)
where p′(He, ψ′, t) solves Eq. (A.2), and where the integral is calculated over a frozen orbit,
i.e., for a given, fixed, value ofHe. Provided that the relation between I and He is invertible,
He reads, He ≡ He(I, ψ, t). Note that the ψ-dependence of I is only due to the, slow, non-
periodic space-dependence of Φ and A. Consequently the action, I, varies slowly with ψ,
and the same is true for He. Let the angle, θ, be canonically conjugated to I. Then, the
generating function of the change of variables (ψ, p′) → (θ, I) is g(ψ, I, t) ≡ ∫ p′(I, ψ, t)dψ,
and θ = ∂g/∂I. Note that a variation by 2pi in ψ amounts to a variation by 2pi in θ, and a
variation by 2piI in g. In action-angle variables, the Hamiltonian is
H ′e(I, θ, t) = He(I, θ, t) + ∂g/∂t|I , (A.4)
where He(I, θ, t) ≡ He[ψ(I, θ), I, t]. Then,
dI
dt
= − ∂H
′
e
∂θ
∣∣∣∣
I
,
= −∂He
∂ψ
∂ψ
∂θ
∣∣∣∣
I
− ∂
2g
∂t∂θ
∣∣∣∣
I
. (A.5)
Let us now average Eq. (A.5) over a 2pi-interval in θ, and for a fixed value of I, in order
to derive what we denote by 〈dI/dt〉θ. Since ∂He/∂ψ varies slowly with ψ, this factor may
be considered as a constant during the averaging procedure. Moreover, since a variation by
2pi in θ entails a variation by 2pi in ψ, 〈∂ψ/∂θ〉 = 1. Hence, at lowest order in the space-
dependence of the potentials, the first term just yields −∂He/∂ψ. As for the second term,
it just averages out to 0 because 〈∂g/∂θ〉θ = 2piI, and the time derivative is calculated at
fixed I. Hence, Eq. (A.5) yields,
〈dI/dt〉θ ≈ −∂He/∂ψ. (A.6)
Note also that, due to the periodicity of g, 〈dθ/dt〉θ = ∂IHe.
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For trapped electrons, the action is defined as
IψO(He, t) ≡
1
2pi
∮
p′(He, ψ, t)dψ, (A.7)
where the integral is taken over a frozen orbit. This orbit encircles the O-point of the
resonance (i.e., the trapped island), whose abscissa, ψO, is, clearly, a constant. Hence,
for trapped orbits, there is one set of action-angle variables per resonance, and each set is
labelled by ψO. Moreover, as is clear from Eq. (A.7), for one given ψO, the action is inde-
pendent of ψ. Consequently, so is He, and Eq. (A.6) just yields 〈dIψO/dt〉θ = 0. Actually,
since the motion of trapped electrons is genuinely periodic, IψO is an adiabatic invariant.
|IψO(t) − IψO(0)| . ε provided that t . 1/ε, where ε ∼ |(ωHe)−1∂tHe| (see, for exam-
ple, Ref. [54]). Consequently, the distribution function of trapped electrons, ft, is nearly
conserved, ft[ψO(t), IψO ] ≈ ft[ψO(0), IψO ]. Now, remember that we only aim at deriving
envelope equations which are averaged over one wavelength. Therefore, at the order where
we work, ft(ψO, IψO) ≈ ft(ψ′, IψO), provided that |ψO −ψ′| < 2pi. This allows to remove the
tag associated to each resonance, and to consider the distribution of trapped electrons as a
continuous function of ψ. Then, denoting now the action of a trapped orbit simply by It,
one finds,
ft[(ψ(t), It] ≈ ft[(ψ(0), It]. (A.8)
Now, as regards the main result, Eq. (A.6), there are two ways of interpreting it. The
first point of view, adopted in Refs. [11, 12], consists of considering the averaging over θ
as a time averaging over the period, T , of a frozen orbit. Then, Eq. (A.6) may only be
accurate if I remains nearly constant for a time interval larger than T . However, close to
the frozen separatrix, T →∞. Hence, only for electrons whose orbit remains far away from
the separatrix, may Eq. (A.6) provide a correct estimate of the time-averaged variation of
the action, I. Moreover, since I is assumed to have changed very little during one period,
Eq. (A.6) may be approximate by
dI/dt ≈ −∂He/∂ψ. (A.9)
The second point of view consists in considering the averaging over θ as a space
averaging over one frozen orbit. Then, because the action remains nearly constant over one
wavelength, Eq. (A.6) may, again, be approximated by Eq. (A.9). Now, an averaging over
θ may be viewed as a space averaging only if the distribution in θ is nearly uniform. For
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one given I, this is not true close to the separatrix, or after the orbit has been trapped [27].
However, from the results of Paragraph IIIC we know that, for times such that
∫
ωBdt > 5,
and provided that the action has remained nearly constant for all t, phase mixing has
become so effective that, on the average over a small interval, δI, the distribution in θ
may be considered as uniform. As discussed in Paragraph IIIC, δI ∼ m|γ|/k2, where γ is
the rate of variation of the wave amplitude (in the reference frame moving at the phase
velocity). For the slowly varyings waves considered in this paper, δI is a very small interval
so that, if the distribution in action is smooth enough, the distribution in angle may,
effectively, be considered as uniform. This is confirmed by the results plotted in Fig. 1, so
that, in practice, one may consider that Eq. (A.6) yields the space averaged evolution of
each I. Now, demanding that the action remains nearly constant for all times seems to
be a more stringent condition than requiring that I remains nearly constant during one
orbit period, T , as needed to interpret Eq. (A.6) as a time averring. Nevertheless, if I has
changed a lot due to inhomogeneity (that affects all values of I nearly the same way), then,
from Eq. (18) on the evolution of the distribution function in (X, kI) coordinates, nothing
guarantees that the distribution in X would remain slowly varying, which would break our
main hypothesis. Actually, Eq. (A.9) is only useful for a finite time, as long as I has not
changed too much. Indeed, since the passing orbits are not periodic, nothing guarantees
that the averaged evolution would be representative of the true one [54].
Before ending this Appendix, let us slightly reformulate our definitions and results. In
order to keep the same notations as in Refs. [11, 12], we introduce,
E ≡ k2(p′ −mu/k)2/2m+ Φ′, (A.10)
where u ≡ vφ − eA′/m (and vφ ≡ ω/k). Then, He reads,
He = E −mu2/2 + e2A2/2m, (A.11)
so that E may be used as an equivalent Hamiltonian when A′ = 0 and vφ is uniform. From
Eq. (A.10), the action for the untrapped electrons may be written as
Iu =
mu
k
+
η
√
2m
2pik
∫ ψ+pi
ψ−pi
√E − Φdψ′, (A.12)
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where η is the sign of (kp′/m−vφ). The integral in Eq. (A.12) is to be calculated for a given
value of He. However, at the order where we work, the integral may also be calculated for
a fixed value of E .
Moreover, we want to define the action so that it remains continuous through separatrix
crossing. Then, following Ref. [32], we define the action of a trapped orbit by
It ≡ mu0(It)
k
+ η0(It)
√
2m
4pik
∮ √E − Φdψ′, (A.13)
where u0(It) are η0(It) are the values assumed by u and η when the orbit has been trapped.
Note that, with this definition for It, the same trapped orbit in the (x, v) space is split into
two distinct obits in the (I, θ) space (see Ref. [29]). However, when phase mixing is effective,
in practice, one may consider that the distribution is the same, and uniform, on both orbits.
Only then may a space averaging over one wavelength be identified with a 2pi averaging over
a uniform distribution in θ. Note also, from Eqs. (A.12) and (A.13), that an orbit becomes
trapped when
|Iu −mu/k| < As/4pi and d
dt
(As/4pi + ηmu/k) > 0, (A.14)
where As is the area of the separatrix. Moreover, an orbit remains trapped as long as
|It −mu0/k| < As/4pi. (A.15)
Note that, if |Iu − mu/k| < As/4pi and d(As/4pi + ηmu/k)/dt ≤ 0, the orbit remains
untrapped, but its action varies by ±As/4pi [22].
Finally, in order to make contact with the results of Refs. [11, 12], let us introduce,
P ≡ kI. Then, from Eq. (A.9) one easily finds,
〈dP/dt〉 = −∂xHu, (A.16)
with
Hu = E + Pvφ −mv2φ/2− eAvφ. (A.17)
Appendix B: Landau damping from a variational formalism.
As discussed in Paragraph IIA, we only give here the derivation of Landau damping in a
simple situation, when the plasma and the wave amplitude are assumed to be homogeneous
and when k and ω are constant. Moreover, in the linear regime, we may assume that the
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electric field, E, is sinusoidal and that it derives from a scalar potential. Hence, E reads,
E ≡ (E1/2)eiψ + c.c., and the Hamiltonian for wave-particle interaction is
He =
p2
2m
−
(
Φ1
2
eiψ + c.c.
)
, (B.1)
where E1 is related to Φ1 by, −eE1 = ikΦ1.
Now, in the expression Eq. (8) for the Lagrangian density, one may use any set of canon-
ically conjugated variables, (x′, p′), to express the Lagrangian, Le, and, therefore, for the
HamiltonianHe. Here, we choose to define (x
′, p′) as resulting from a perturbative expansion,
in the potential amplitude, Φ1. Namely, we define
x′ ≡ x+ ∂v′F, (B.2)
p ≡ p′ + ∂xF, (B.3)
where the generating function, F , is expanded in powers of Φ1, F ≡
∑
n Φ
n
1Fn. Then, in
the new variables, (x′, p′), the new Hamiltonian is H ′ ≡ H + ∂tF . Here, we try to look for a
generating function, F , that would cancel out the potential part of H , so that F would be
the solution to,
v′∂xF + ∂tF + (∂xF )
2/2m = (Φ1/2)e
iψ + c.c., (B.4)
where v′ ≡ p′/m. At first order in the wave amplitude, Eq. (B.4) reads,
v′∂xF1 + ∂tF1 = (Φ1/2)e
iψ + c.c. (B.5)
Eq. (B.5) is easily solved and yields
F1 =
1
2
∫ t
0
Φ1(t
′)eiψ[(x−v(t−t
′),t′]dt′ + c.c. (B.6)
Then,
∂F1
∂x
=
−e
2
∫ t
0
E1[(t
′)eiψ[(x−v(t−t
′),t′]dt′ + c.c., (B.7)
and, at first order in the perturbation analysis, the new Hamiltonian is
H ′1 =
p′2
2m
+
1
2m
(
∂F1
∂x
)2
. (B.8)
It is the sum of rapidly varying terms, that may be “killed” at higher order in the perturbative
expansion, and of a slowly varying term that is not perturbative and, therefore, needs to be
kept. Then, in the variables (x′, p′), the new Hamiltonian reads
H ′ =
p′2
2m
+
{
e2
8m
∫ t
0
∫ t
0
E1(t
′)E∗1(t
′′)ei{ψ[ξ(t
′),t′]−ψ[(ξ(t′′),t′′]}dt′dt′′ + c.c
}
+O(E41), (B.9)
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where ξ(τ) ≡ x − v′(t − τ), and x is implicitly considered as a function of x′ and p′,
x ≡ x(x′, p′, t). Here, we only look for a linear result and, consequently, we henceforth neglect
the O(E41) term in Eq. (B.9). Since H1 is quadratic in the wave amplitude, at first order, v
′
is a constant of motion. Hence, the electron distribution function in (x′, v′) is just what we
denoted in Paragraph IIA, fH . Moreover, since the change of coordinates (x, p)→ (x′, p′) is
canonical, fH(x
′, v′, t) = f(x, v, t). Then, since the plasma is homogeneous, the Lagrangian
density defined by Eq. (8) reads,
L = ε0
E2
2
+
{∫ +∞
−∞
fH(v
′, t) {mv′/2−H ′[x′(x, v, t), v′, t]} ∂x
′
∂x
dv′ + c.c.
}
(B.10)
From Eq. (B.9), at lowest order in the wave amplitude, mv′/2 − H ′[x′(x, v, t), v′, t] ≡
−H(x, v′, t), where,
H(x, v′, t) = e
2
8m
∫ t
0
∫ t
0
E1(t
′)E∗1(t
′′)ei{ψ[ξ(t
′),t′]−ψ[(ξ(t′′),t′′]}dt′dt′′ + c.c., (B.11)
with ξ(τ) = x− v′(t− τ). Then, in the spirit of the multiple scale analysis,
L = ε0
E2
2
−
∫ +∞
−∞
fH(v
′, t)H[x, v′, t]∂x
′
∂x
dv′, (B.12)
reads L ≡ L(x, t, ψ), and is periodic with respect to ψ (at constant x and t). Hence, from
Whitham theory [10], one may apply Lagrange equations to 〈L〉, which is the averaged value
of L over ψ (at constant x and t), and which is straightforwardly found to be,
〈L〉 = ε0 |E1|
2
4
−
∫ +∞
−∞
fH(v
′, t)H[x, v′, t]dv′. (B.13)
In order to derive the integral in the right-hand side of Eq. (B.13) we use the following
identity,∫ +∞
−∞
fH(v
′)H(x, v′)dv′ =
∫ +∞
−∞
[fH(v
′)− fH(vφ)]H(v′)dv′ + fH(vφ)
∫ +∞
−∞
H(v′)dv′. (B.14)
Now,∫ +∞
−∞
H(v′)dv′ = e
2
8m
∫ t
0
∫ t
0
E1(t
′)E∗1(t
′′)
[∫ +∞
−∞
ei{ψ[ξ(t
′),t′]−ψ[(ξ(t′′),t′′]}dv′
]
dt′dt′′ + c.c.
=
e2
8m
∫ t
0
∫ t
0
E1(t
′)E∗1(t
′′)(2pi/k)δ(t′ − t′′) + c.c.
=
pie2fH(vφ)
2m
∫ t
0
|E1|2(t′)
k
dt′. (B.15)
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Moreover, as shown in Ref. [13], at zero order in the variations of E1, one may just estimate
the first term in the right-hand side of Eq. (B.14) by replacing, in the time integral Eq. (B.11),
E1(t
′) and E1(t
′′) by E1[ξ(t), t] = E1(x, t). Then, one easily finds,∫ +∞
−∞
[fH(v
′)− fH(vφ)]H(v′)dv′ ≈ e
2|E1|2(x, t)
4m
P.P
(∫
fH(v)− fH(vφ)
(kv − ω)2 dv
)
,
= −ε0χlin(k, ω)|E1|2/4. (B.16)
Using Eqs. (B.13), (B.14), (B.15) and (B.16), one finds the following averaged Lagrangian
density, Llin ≡ 〈L〉, such that
Llin ≈ ε0(1 + χlin) |E1|
2
4
− pie
2fH(vφ)
2m
∫ t
0
|E1|2(t′)
k
dt′, (B.17)
which is, clearly, non local in the wave amplitude, and is also to be considered as non local in
k, although k is assumed to remain constant. Hence, to proceed, we introduce the amplitude
A0 ≡ |E1|2/k, so that the Lagrangian density now reads,
Llin ≈ ε0(1 + χlin)kA0
4
− pie
2fH(vφ)
2m
∫ t
0
A0(t
′)dt′, (B.18)
and is local in k (although still non local in A0). Then, Lagrange equation ∂tωLlin = 0 reads,
∂ωχlin(∂t|E1|2 + 2νL|E1|2) = 0, (B.19)
where νL is the Landau damping rate, defined by Eq. (5). Hence, we do find, using a
variational formalism, that the EPW is Landau damped.
Appendix C: Averaged variational principle
In a spirit close to Whitham’s [10], let us now discuss the validity of Lagrange equations
written for the space averaged Lagrangian density, over one wavelength, which we denote
by 〈L〉.
From Eq. (8), the Lagangian density is,
L(x0, t) = ε0E
2/2 +
∫
δ(x− x0)Le(x, v, t)f(x, v, t)dxdv, (C.1)
where Le is given by Eq. (9). Now, in order to use Lagrange equations in an unambiguous
fashion, one should use for f(x, v, t) the Klimontovitch distribution function, f(x, v, t) ≡∑N
i=1 δ(x − xi, v − vi), where the sum is over all electrons. However, this would require
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to solve the N -body problem, which is way out of the scope of this paper. Consequently,
we use for f(x, v, t) the Vlasovian distribution function, which is not explicitly written in
terms of xi and vi. Nevertheless, when writing Lagrange equations for the EPW electric
field, it is important to remember that f(x, v, t) has to be considered as a function of the
electrons coordinates. This is particularly important as regards the trapped electrons, whose
coordinates can only be defined with respect to the O-point of their trapping island. This
entails an explicit ψ-dependence of the trapped distribution function, which is obvious from
Eq. (A.8), and which is further discussed in the Paragraph just above Eq. (C.3).
Now, one may choose to express the Lagrangian for wave-particle interaction in any set
of canonically conjugated variables, and, in the near-adiabatic regime, we clearly shift to
action-angle variables, (θ, I). Since we only look here for an expression of L at zero order
in the fields variations, we implicitly use the zero-order expressions of I and θ. Hence, in
the integrals Eq. (A.12) and Eq. (A.13), the wave number, amplitude and frequency are
assumed to remain constant within one period. For the untrapped electrons, this makes I
and θ local functions of the EPW electric field, while, for the trapped electrons, the non
locality is only in u0 and η0. Now, from Eq. (A.5), in (θ, I) variables, the Lagrangian for
wave-particle interaction is, L˜e = Iθ˙ − He(I, θ, t) + ∂g/∂t|I . Henceforth, we neglect the
term ∂g/∂t, because we look for an averaged variational principle and, as discussed in the
Appendix A, over one period, ∂g/∂t averages out to zero. Then, one may approximate θ˙ by
Ω ≡ ∂IE , where E is defined by Eq. (A.10), so that L˜e ≈ IΩ−He.
Now, let us denote by f˜u the distribution function of the untrapped electrons in action-
angle variables, defined such that f˜dIdθ = fdxdv (then f˜ = f/m). As long as I remains
nearly conserved, f˜u varies very slowly with θ. Actually, in the near-adiabatic regime, the
θ-dependence of f˜u is only due to the small plasma inhomogeneity. Therefore, f˜u reads,
f˜u ≡ f˜u[x(θ, I), I, t], and varies very slowly with x. As for the Hamiltonian, He, we know
from Appendix A that, He(I, θ, t) = He[ψ(I, θ), I, t], where He varies very slowly with ψ.
Now, in order to use the Lagrangian density, L, to derive the field equations, these fields
must clearly be expressed as functions of x (and not as functions of θ and I). Hence, we
introduce Ht such that Ht(x, I, t) ≡ He[ψ(x, t), I, t], and the contribution to L from the
untrapped electrons, which we denote by Lu, is
Lu(x0, t) ≈
∫
[IΩ−Ht(x0, I, t)]fu(x0, I, t) ∂θ
∂x
∣∣∣∣
θ0
dI, (C.2)
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where θ0 is such that x(θ0, I) = x0. Now, let us note that ∂xθ = k∂ψθ, and let us denote by
lu the integrand in Eq. (C.2). Within the multiple-scale approach, lu reads, lu ≡ lu(ψ, x0, t),
and is periodic in ψ. More precisely, in lu, the factor k[IΩ−Ht(x0, I, t)]fu(x0, I, t) is to be
considered as a function of x0 only. Hence, it remains fixed when, following Whitham theory,
one averages over ψ at a fixed value of x0. As for ∂ψθ, it is such that 〈∂ψθ〉 = 1, so that any
of its derivative averages out to zero. Consequently, 〈∂xkLu − ∂tωLu〉 = ∂xk〈Lu〉 − ∂tω〈Lu〉,
and this result is just equivalent to that derived by Whitham [10].
As regards the trapped electrons, similarly, one finds Le ≈ IΩ−He. However, as outlined
in Appendix A, for trapped electrons, one has to introduce one set of action-angle variables
per resonance (i.e., per trapping island). Consequently, unlike for untrapped electrons, the
distribution function in (I, θ) cannot be defined continuously in space. For each x0, enters
the distribution function, f˜t, corresponding to the O-point which is closest to x0, and this
f˜t is entirely defined by the value, ψO, of the eikonal at this O-point. Hence, about a given
location, x0, the trapped distribution function reads, f˜t ≡ f˜t(ψO, I). Similarly, within one
wavelength, the Hamiltonian He is θ-independent, and is also defined by ψO. Just like
for the untrapped electrons, let us introduce Ht(xO, I, t) ≡ He[ψO(xO, t), I, t]. Then, the
contribution, Lt, from the trapped electrons to L is,
Lt(x0, t) ≈
∫
[IΩ−Ht(xO, I, t)]f˜t(ψO, I, t) ∂θ
∂x
∣∣∣∣
θ0
dI. (C.3)
It is clear from Eq. (C.3) that, when calculating the variations of the action, S ≡ ∫ Ldxdt,
with respect to ψ, one has to account for the ψ-dependence of f˜t. Ht and f˜t are step
functions, they are constant within one trapping island. Hence, when calculated between two
O-points, O1 and O2, separated by the X-point, X , ∂xHt = δ(x−xX )[Ht(xO2)−Ht(xO1)] ≡
δ(x− xX )δHt. Similarly, ∂ψf˜t = δ(ψ−ψX )[f˜t(ψO2)− f˜t(ψO1)] ≡ δ(ψ−ψX )δf˜t. Considering,
now, Ht and f˜t as continuous space functions, Ht ≡ Ht(x) and f˜t ≡ f˜t(ψ), at the order where
we work, δHt ≈ (2pi/k)∂xHt and δf˜t ≈ (2pi)−1∂ψ f˜t. Therefore, when averaging the variations
of S over one wavelength, one may replace in Eq. (C.3),Ht(xO) byHt(x) and f˜t(ψO) by f˜t(ψ),
but this is an approximation, only valid at first order. Then, within this approximation,
and just like for the untrapped electrons, one finds 〈∂xkLt − ∂tωLt〉 = ∂xk〈Lt〉 − ∂tω〈Lt〉.
Similarly, 〈∂ψLt〉 = ∂ψ〈Lt〉.
Using the results derived for the trapped and untrapped electrons we conclude that,
∂xk〈L〉 − ∂tω〈L〉 ≈ ∂ψ〈L〉 (since it is clear that 〈∂ψE2〉 = 0). Unlike in Whitham theory, we
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do not get an exact equality, the equation is only true at lowest order in the variations of
the fields, and, in particular, of f˜t.
Let us now discuss Lagrange equations for the amplitudes, Φn, of the harmonics of the
scalar potential, or for the amplitude, δA, of the vector potential. Each of these amplitudes
varies slowly in space and time. Therefore, within the multiple-scale approach, they are to
be considered as ψ-independent. Then, using the same derivation as before, one concludes
that ∂x[∂〈L〉/∂Fx] + ∂t[∂〈L〉/∂Ft] = ∂F〈L〉, where F is, either, any of the Φn, or is δA, and
where Fw = ∂wF .
Appendix D: Lagrange equations for a driven wave
Let us assume that the plasma wave is driven by the sinusoidal electrostatic field,
Ed cos(ψd), and let us write the EPW electric field
E =
∑
n≥1
En sin(ψn + δψn) + E¯(x, t), (D.1)
where E¯(x, t) ≡ 〈E〉 slowly depends on space and time. If δψ ≡ ψd−ψ varies so slowly that it
may be considered constant over one wavelength, one needs to include the driving field in the
Lagrangian density. Indeed, this field reads as an explicit function of ψ. Hence, compared
to a freely propagating wave, one just needs to change, ε0E
2/2 into ε0[E + Ed cos(ψd)]
2/2.
Since,
〈[E + Ed cos(ψd)]2〉 = 〈E2〉+ 〈E2d〉+ E1Ed sin(ψ − ψd), (D.2)
one finds an extra term in ∂L/∂ψ, which is just ε0E1Ed cos(δψ)/2, and which needs to be
substracted to the right-hand side of Eq. (23). In 3-D, this leads to Eq. (55).
Moreover, if the EPW is laser driven by SRS, then, it is well known that the driving
field derives from the so-called ponderomotive potential (see, for example, Ref. [32]). Con-
sequently, the results derived in this Appendix applies to the important issue of SRS.
Appendix E: Adiabatic formulas for a sinusoidal wave
In this Appendix, we give explicit expressions for Hu, Ht, and for their derivatives,
when the wave is sinusoidal, E = E1 sin(ψ). Moreover, we use Φ1 ≡ eE1/k, k and ω as
independent variables, and we only focus on the derivatives with respect to Φ1 and to ω,
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whose expressions may be tested numerically. Furthermore, we restrict to the situation
when |dvφ/dt| > (4/mpi)d
√
Φ1/dt, so that the range in action of the trapped and untrapped
electrons only depends on the local value of Φ1. More precisely, let us introduce, for the
untrapped electrons,
Vu ≡ P/m− vφ, (E.1)
and, for the trapped electrons,
Vt ≡ kIt/m− vφ0 , (E.2)
where vφ0 is the value assumed by the phase velocity when the electron has been trapped.
Then, |Vu| ≥ (4/pi)
√
Φ1/m while |Vt| ≤ (4/pi)
√
Φ1/m, so that the Routhian density intro-
duced in Paragraph IIB, and yielding the fields equations, reads,
L = k
2ε0Φ
2
1
4e2
−
∫
|Vu|≥
4
pi
√
Φ1
m
Fu(vφ + Vu)HudVu −
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
Ft(vφ + Vt)HtdVt, (E.3)
where the distribution functions, Fu and Ft are such that Fu(vφ + Vu)dVu = fu(P )dP and
Ft(vφ + Vt)dVt = kft(It)dIt.
As usual regarding sinusoidal waves, we introduce for untrapped electrons, ζu ≡ (E +
Φ1)/2E , so that
Hu = 2− ζu
ζu
Φ1 + Pvφ −mv2φ − eAvφ
=
2− ζu
ζu
Φ1 − mV
2
u
2
− P
2
2m
− eAvφ, (E.4)
while, for trapped electrons, we introduce ζt ≡ 2E/(E + Φ1), which leads to
Ht = (2ζt − 1)Φ1 −m(vφ − eA/m)2/2− e2A2/2m. (E.5)
Moreover, as shown in Ref. [32],
Vu = ηu
4
pi
√
Φ1
m
K2(ζu)√
ζu
, (E.6)
Vt = ηt
4
pi
√
Φ1
m
[K2(ζt) + (ζt − 1)K1(ζt)] , (E.7)
where ηu and ηt are, respectively, the sign of Vu and Vt, and where K1 and K2 are, respec-
tively, the Jacobian elliptic integral of first and second kind [55].
From Eq. (E.6) it is easily found that ∂Φ1ζu = ζuK2/Φ1K1, which yields,
∂Hu
∂Φ1
= −
[
1 +
2
ζu
(
K2
K1
− 1
)]
. (E.8)
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Similarly, from Eq. (E.7), ∂Φ1ζt = − [(ζt − 1)K1 +K2] /K1Φ1, which yields,
∂Ht
∂Φ1
= −
[
2K2
K1
− 1
]
. (E.9)
Therefore, the Lagrange equation ∂Φ1L = 0 reads,
1 +
2e2
ε0Φ1k2
{∫
|Vu|≥
4
pi
√
Φ1
m
[
1 +
2
ζu
(
K2
K1
− 1
)]
Fu(vφ + Vu)dVu
+
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
[
2K2
K1
− 1
]
Ft(vφ + Vt)dVt

 = 0, (E.10)
where ζu and ζt are, respectively, considered as functions of Vu and Vt according to
Eqs. (E.6) and (E.7).
Note that, when calculating ∂Φ1L, one must not account for the derivatives of the integral
boundaries in Eq. (E.3). This prescription, which holds whatever the derivative, directly
follows from the derivation of Lagrange equations given in Paragraph IIB 2. Physically, the
abrupt distinction between the responses from trapped and untrapped electrons, coming
from the adiabatic model, is spurious. Clearly, the electron response should be a continuous
function of the action, the expression obtained from the untrapped electrons being smoothly
connected to that derived from the trapped ones within a range of action of the order of
m|γ|/k2, where γ is the rate of variation of the wave amplitude. Indeed, as discussed in
Paragraph IIIC, trapping is an ambiguous notion for a wave whose amplitude varies, and,
within a range in action of the order of m|γ|/k2 about (4m/pi)√mΦ1, the electron orbit may
neither be considered as trapped nor untrapped.
Now, using the identities,∫
|Vu|≥
4
pi
√
Φ1
m
[
1 +
2
ζu
(
K2
K1
− 1
)]
dVu =
8
3pi
√
Φ1
m
(E.11)
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
[
2K2
K1
− 1
]
dVt = − 8
3pi
√
Φ1
m
, (E.12)
Eq. (E.10) reads,
1 +
2e2
ε0Φ1k2
{∫ +∞
4
pi
√
Φ1
m
[
1 +
2
ζu
(
K2
K1
− 1
)]
δ+Fu(Vu)dVu
+
∫ 4
pi
√
Φ1
m
0
[
2K2
K1
− 1
]
δ+Ft(Vt)dVt +
8
3pi
[Fu(vφ)− Ft(vφ)]
√
Φ1
m

 = 0,
(E.13)
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where δ+F ≡ F (vφ + V ) + F (vφ − V ) − 2F (vφ). Eq. (E.13) is the nonlinear dispersion
relation of a nearly sinusoidal wave in the near-adiabatic regime.
Let us now evaluate ∂2Φ1ωL, which yields the term proportional to Φ1∂tΦ1 in the en-
velope equation. Using, ∂ωHu = k−1∂vφHu, and, from Eq. (E.1), ∂vφHu = −∂VuHu, one
straightforwardly finds,
− ∂
2L
∂Φ1∂ω
= −1
k
∫ +∞
4
pi
√
Φ1
m
[Fu(vφ + Vu) + Fu(vφ − Vu)] ∂
∂Vu
[
1 +
2
ζu
(
K2
K1
− 1
)]
dVu. (E.14)
Moreover, taking advantage of the indentity,
∫ +∞
4
pi
√
Φ1
m
Vu
∂
∂Vu
[
1 +
2
ζu
(
K2
K1
− 1
)]
dVu =
16
3pi
√
Φ1
m
, (E.15)
Eq. (E.14) reads,
− ∂
2L
∂Φ1∂ω
= −1
k
∫ +∞
4
pi
√
Φ1
m
δ−Fu(Vu)
∂
∂Vu
[
1 +
2
ζu
(
K2
K1
− 1
)]
dVu − 32
3pik
√
Φ1
m
F ′u(vφ), (E.16)
where δ−F (V ) ≡ F (vφ + V )− F (vφ − V )− 2V F ′(V ), and F ′(V ) ≡ ∂V F .
For the purpose of discussing how the wave action should best be defined, we now calculate
∂Φ1ωallL, which we define the following way. For the term involving the untrapped electrons,
we just define ∂Φ1ωallHu ≡ ∂Φ1ωHu. As regards the trapped electrons, we introduced for each
trapped orbit, vφ0 ≡ ω0/k0, the value assumed by the wave phase velocity when the orbit
was being trapped. Then, we define ∂Φ1ωallHt ≡ ∂Φ1ω0Ht. This yields,
− ∂
2L
∂Φ1∂ωall
= −1
k
∫ +∞
4
pi
√
Φ1
m
[Fu(vφ + Vu) + Fu(vφ − Vu)] ∂
∂Vu
[
1 +
2
ζu
(
K2
K1
− 1
)]
dVu
−1
k
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
[Ft(vφ + Vt) + Ft(vφ − Vt)] ∂
∂Vt
[
2K2
K1
− 1
]
dVt. (E.17)
Using Eq. (E.15) and the identity,
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
Vt
∂
∂Vt
[
2K2
K1
− 1
]
dVt = −16
3pi
√
Φ1
m
, (E.18)
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Eq. (E.17) reads,
− ∂
2L
∂Φ1∂ωall
= −
∫ +∞
4
pi
√
Φ1
m
δ−Fu(Vu)
k
∂
∂Vu
[
1 +
2
ζu
(
K2
K1
− 1
)]
dVu
−
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
δ−Ft(Vt)
k
∂
∂Vt
[
2K2
K1
− 1
]
dVt
−32
3pi
√
Φ1
m
[F ′u(vφ)− F ′t (vφ)] . (E.19)
Let us now come to ∂ω2L, which yields the term proportional to Φ21∂tω in the envelope
equation. From Eq. (E.3),
−∂
2L
∂ω2
= −
∫ +∞
4
pi
√
Φ1
m
Fu(vφ + Vu) + Fu(vφ − Vu)
k2
∂2Hu
∂V 2u
dVu+m
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
Ft(vφ + Vt)
k2
dVt. (E.20)
Now, it is easily found that
∫ +∞
4
pi
√
Φ1
m
∂2Hu
∂V 2u
dVu = −4m
pi
√
Φ1
m
(E.21)
∫ +∞
4
pi
√
Φ1
m
V 2u
2
∂2Hu
∂V 2u
dVu = −m
6
(
4Φ1
pim
)3/2
− 32m
3pi2
(
Φ1
m
)3/2
, (E.22)
so that,
− ∂
2L
∂ω2
= −
∫ +∞
4
pi
√
Φ1
m
δ2+Fu(Vu)
k2
∂2Hu
∂V 2u
dVu
+m
∫ 4
pi
√
Φ1
m
− 4
pi
√
Φ1
m
Ft(vφ + V )− Fu(vφ)− (V 2/2)F ′′u (vφ)
k2
dV
− 64m
3pi2k2
(
Φ1
m
)3/2
F ′′u (vφ), (E.23)
where δ2+F (V ) ≡ F (vφ + V ) + F (vφ − V )− 2F (vφ)− V 2F ′′(vφ).
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