Performance of impedance controller for robot force tracking is a ected by the uncertainties in both the robot dynamic model and environment sti ness. The purpose of this paper is to improve the controller robustness by applying the neural network(NN) technique to compensate for the uncertainties in the robot model. NN control techniques are applied to two impedance control methods : torque-based and position-based impedance control, which are distinguished by the way of the impedance functions being implemented. A novel error signal is proposed for the neural network training. In addition, a trajectory modi cation algorithm is developed to determine the reference trajectory when the environment sti ness is unknown. The robustness analysis of this algorithm to force sensor noise and inaccurate environment position measurement is also presented. The performances of the two NN impedance control schemes are compared by computer simulations. Simulation results based on a three degrees-of-freedom robot show that highly robust position/force tracking can be achieved under the presence of large uncertainties and force sensor noise.
Introduction
When the robot manipulator is in contact with a constraining surface(called the environment), force is generated between the end e ector and the environment. The amount of forces exerted by the robot to the environment depends on how much the end-e ector poreach its goal position. Hence, the contact force can be regulated by appropriate control of the end-e ector position. One most frequently used approach is to adjust the robot end-e ector position in response to the sensed contact force in such a way that a target impedance relationship is satis ed. This is the well known impedance force control concept 1]. This approach is di erent from the hybrid force control technique which controls the position and the force separately in their own controllable directions 2].
There are two ways to implement the impedance force control concept. One is called torque-based impedance force control 1]. In this approach, the torque informations are assumed to be available so that the impedance function can implicitly be implemented inside the control loop. Another is called position-based impedance force control 3, 4] . In this approach, informations on control input torque are not available so that the impedance function is explicitly implemented outside the position control loop. Thus, the inner position loop is controlled by the trajectory command input that is adjusted by position correction output from impedance function of the outer loop. The impedance function is realized by the combination of inner loop and the outer loop control. The latter impedance control approach has the advantage of easy implementation on an existing position-controlled robot system 3]. However, the position controller has to be highly accurate in order to achieve accurate force control.
In both control methods, design of impedance control law is straightforward if the models of the robot manipulator and the environment are known with high precision 5]. Uncertainties in these models degrade the system performance. In practice, the complete dynamic model of a robot is not known exactly, and the environment sti ness is also approximately known. Accurate knowledge of the environment stiness is very important in that it determines the robot target trajectory in order to attain the desired contact force.
In the literature, it has been shown that neural networks(NN) are very e ective in compensating for trajectory tracking in free space 6, 7, 8, 9, 10, 11]. Here ever, both studies did not address the issue of environment uncertainties.
Recently, there have been many studies made to solve the problem of environment sti ness uncertainty such as by employing separate trajectory modi cation control loop using integral control 14], or by generating reference position based on force tracking errors using adaptive control 15, 16] or by adjusting controller gains using adaptive control based on force errors 17]. Although these techniques do work, they tend to increase the complexity of the system dynamics which require special attention to system stability.
The objective of this paper is to present a solution to impedance force control assuming that there are uncertainties in robot dynamics and environment sti ness. The proposed solution employs the sensed contact force and neural network technique in the controller design. Based on the well known impedance control concept, a new uni ed training signal is derived for an NN controller with a two-layer feedforward architecture. This training signal makes simpler control structure than that in 12]. In addition, here we are proposing a simple technique for reference trajectory modi cation without using any informations about environment sti ness and introducing complex dynamics to the system 18]. Thus the NN impedance controllers are able to provide the robust force tracking for arbitrarily varying unknown environment stiness by compensating for uncertainties both in robot dynamics and environment.
Dynamic Equation of Robot manipulators
The dynamic equation of an n degrees-of-freedom manipulator in joint space coordinates are given by :
where the vectors q; _ q; q are the joint angle, the joint angular velocity, and the joint angular acceleration, respectively; D(q) is the n x n symmetric positive de nite inertia matrix; C(q; _ q) _ q is the n x 1 vector of Coriolis and centrifugal torques; g(q) is the n x 1 gravitational torques; f is the n x 1 vector of actuator joint friction forces; is the n x 1 vector of actuator joint torques; e is the n x 1 vector of external disturbance joint torques. For simplicity, let us denote h(q; _ q) = C(q; _ q) _ q + g(q) so that (1) can be rewritten as
The relationship between joint velocity and Cartesian space velocity can be expressed as _ X = J(q) _ q
when the Jacobian matrix J(q) represents the relationship between virtual end-e ector displacements and virtual joint displacements. By di erentiating (3) the Cartesian acceleration term can be found as
Then the equation of robot motion in joint space can also be represented in Cartesian space coordinates by the relationship
The actuator forces are related to the joint torques of the actuators through the Jacobian of the mechanism, i.e. = J T F (9) represents a highly nonlinear, coupled, and multi-input multi-output system. In most practical cases, the model is not exactly known. Thus only nominal estimates of the model are available for controller design.
3 Torque-Based Impedance Force Control Direct application of position controllers designed for free space robot motion usually results in instability when robot hand is in contact with a constraining environment because these controllers ignore the fundamental dynamic relationship of interaction between the robot and the environment. Impedance control allows us to specify the robot sti ness for a given task under contact with the environment. The interaction between the environment and the end-point of the robot in terms of a desired mechanical sti ness, called impedance is regulated. Thus the impedance control regulates the relationship between force and position by setting suitable gains of impedance parameters. Figure 1 shows the torque-based impedance control structure. The torque-based impedance control law F is F =D U +ĥ + F e (10) whereD ;ĥ are estimates of D ; h and F e is the exerted force on the environment. And U is given by U = X r +M ?1 B( _ X r ? _ X)+K(X r ?X)?F e ] (11) where M B and K are n x n symmetric positive definite desired inertia, damping, and sti ness gain matrices, respectively and X r is the reference end-point trajectory. Desired contact force F e can be achieved by appropriately designing X r as shown in (46). The control system is depicted in Figure 1 . Combining (9), (10) , and (11) yields the closed loop tracking error dynamic equation
where D = D ?D ; h = h ?ĥ , and E = (X r ? X). In the ideal case where D = h = 0, and F f = 0, the closed loop robot behavior satis es the target impedance relationships F e = M E + B _ E + KE
4 Position-Based Impedance Control
In position-based force control, the impedance controller is added to form an additional control loop around the position controlled manipulator as shown in Figure 2 . The position command X c is determined 
Replacing X ? X e with X r ? X e ? X r + X in (22) yields M E + B _ E + (K + K e )E = K e (X r ? X e ) (23) We note that the damping condition of (23) varies for di erent environment sti nesses. In order to assure that the system behaves over-damped, impedance gains M; B and K should be adjusted in accordance with environment sti ness K e . For example, the damping gain B should be increased to suppress the overshoot at initial contact of the robot with the environment if the environment is sti . We show in the simulations that di erent impedance gains for di erent environment sti nesses can be appropriately selected.
Since there are always uncertainties in the robot dynamic model such that D ; h and F f are not identically zero, the ideal target impedance relationships (13) and (21) can not be achieved in general. The actual system performance is governed by (12) or (19) which has an unpredictable dynamics behavior. Thus force control is not robust. To improve robustness, NN controller can be introduced to generate additional signals to compensate for the disturbances due to model uncertainties.
5 Torque-Based NN Impedance
Controller Scheme
In this section, we present torque-based NN impedance controller(TBNNIC) design to achieve disturbance rejection for an impedance force control system. The idea shown in Figure 3 is that the NN output cancels out the uncertainties caused by inaccurate robot model in the inverse dynamic model controller. The dimension of NN output depends upon the number of robot joints.
A new control law can be given by adding compensating signals to the control input signal
where U is same as (11) . Combining (24) with ( 
Clearly minimizing the error signal v allows us to achieve ideal force control directly. When v = 0, we achieve the ideal impedance function (13). However, the use of error signal as suggested in 7] requires on-line computation of the nominalrobot model F m =D X +ĥ which is far more time consuming than computing v in (26) as proposed. The training signal proposed in 12] does not satisfy both position and force tracking simultaneously since the error for training is formed in either position error or in force error.
6 Position-Based NN Impedance Control Scheme
Here we present the position-based NN impedance control(PBNNIC) scheme shown in Figure 4 that is implemented based on the position-controlled robot system. The NN has the same goal of canceling those uncertainties by compensating at trajectory not at the control input U. In the paper 19] the authors have shown the comparison study of compensating at different locations and demonstrated that compensation at the reference trajectory is better than that at other locations in free space motion of the robot manipulators. Same behaviors are expected to happen in force control.
The proposed control law for F is
and U is
We note that F e is introduced in U so that the impedance controller is outside the robot position control system. The idea here is to move compensating location from the control input signal to reference trajectory so that compensations can be done by modifying the reference trajectory indirectly instead of modifying the control input signal directly. In this way, the robot is less sensitive to the disturbance injection. Substituting X c = X r + p ; _ X c = _ X r + d ; X a = X r + a into U in (29) 
which is slightly di erent from . We note that there are more uncertainties in P since P = +D ?1 F e . The termD ?1 F e comes from the control law (28) by not canceling F e since we assume that the positionbased impedance control is developed from the position controlled robot system. Then, minimizing v allows us to achieve the ideal force control objective (15).
Neural Network Compensator Design
The two-layer feedforward neural network structure shown in Figure 5 is used as the compensator. It is composed of an input bu er, a non-linear hidden layer, and a linear output layer. The inputs X = X T r (t) X T r (t ? 1) X T r (t ? 
The outputs from all f( ) are weighted by w 2 jk and summed at each output node. Thus, the output k at a linear output node can be calculated from its inputs as follows:
(36) where n I is the number of inputs, n H is the number of hidden neurons, x i is the ith element of input of X, w 1 ij is the rst layer weight between ith input and jth hidden neurons, w 2 jk is the second layer weight between jth hidden neuron and kth output neuron, b 1 j is a biased weight for jth hidden neuron and b 2 k is a biased weight for kth output neuron. If n is the number of output neurons, the total number of weights w T is w T = (n I + 1)n H + (n H + 1)n. The total number of neurons is n T = n H +n. Thus, our structure of TBN-NIC shown in Figure 3 has n I = 9; n = 3; n H = 6 and w T = 81. For PBNNIC shown in Figure 4 , n I = 12; n = 9; n H = 6 and w T = 141. 
This is the desired result of designing x r as shown in Figure 6 , we see that the reference trajectory x r is modi ed from x r based on f d ; f e ; k; x; and x e , all of which are assumed to be known at all times. We note however that (51) is invalid when f e = 0. This case represents the moment just before the robot is exerting force on the environment and x = x e . So we see that the trajectory modi cation term x r
is inde nite at f e = 0 when x ? x e = 0. To take care of this case, we determine the limits of x r for f e = 0 at x ? x e = 0 using L 0 Hopital 0 s rule which yields x r = fd k . Therefore (51) is modi ed as 
This result is applicable to robot position control for both contact and non contact phase. Simulations are carried out to demonstrate the performance of the proposed design.
Force sensor noise analysis
It is important to examine the practical question as to how robust the proposed result (53) is when force sensor noise is present. Let n f be the zero mean random force sensor noise. Adding n f to (52) yields 
For simplicity, let k 0 = k ke and f 0 = nf fe . We can show that (56) becomes x r x 0 r = k 0 f 0 k 0 + f 0 + 1 + 1
This result exhibits the di erence between x r and x 0 r due to force measurement noise n f . The di erence depends on the ratios k 0 and f 0 . For most practical cases where the noise n f is small and environment is su ciently sti , both k 0 and f 0 are small so that x 0 r x r It also shows that xr x 0 r ! 1 as k e ! 1 (a rigid environment). So in the case of k e >> k; noise n f has very little e ect on the accuracy of x 0 r , and force tracking is su ciently accurate. In general we can calculate the ratio xr x 0 r for a given k e and n f . For example, if k e = 1000 for a non-rigid environment, k = 100 and force sensor noise is limited to 10% of the force measurement, then k 0 = 0:1 and f 0 = 0:1, and the ratio xr x 0 r = 1:00833 0:99. This represents an error of less than 1% in x 0 r .
Environment Position inaccuracy e ect
Let x e be the measurement error of the environment position. Adding x e to (52) yields (assume that the noise n f is absent) To have minimal e ect on environment position error, the term k xe fe is required to be close to zero. As an example, consider the case where position measurement error is x e = 0:5mm, the desired force is 5N and k = 500. 2 t < 4 50000 4 t < 5 50000 + 5000 sin( (t?5)
2 ) 5 t < 11 50000 11 t < 12 50000 e 0:80472(t? 11) 12 t < 14 10000 14 t (64) The performances of the proposed schemes are tested by tracking two di erent tasks : at sine wave tracking(called Task 1) with discontinuous environment sti ness pro le and circular tracking(called Task 2) with continuous environment sti ness pro le as shown in Figure 7 and 8, respectively. For the NN controller, we have chosen six hidden neurons (n H = 6). The back-propagation algorithm parameters are: w k ij (0) is randomly selected, = 0:9. The controller gains are selected as K D = diag 300; 20; 20] and K P = diag 900; 900; 900] for Task 1, and K D = diag 200; 200; 200] and K P = diag 500; 500; 500] for Task 2 which give critically damped or over-damped motions at the end-e ector. For the Task 1, the robot manipulator is required to move up and down in z direction while holding the same amount of forces on x direction with discontinuous environment sti ness pro le shown in Figure 9 . The one cycle time is 4 secs. The update rate = 0:00008 for PBNNIC and = 0:08 for TBNNIC is used. Sample tracking results for Task 1 are plotted in Figures 10 and 11 . The simulation data showed that the rate of convergence is very fast with a convergence time less than 0.5 second. Thus on-line trajectory control of the proposed NN scheme is completely acceptable in practice. As a base line comparison, we also plotted the performance of the uncompensated system under same condition in Figure 10 and 11. It is seen that the force and position tracking errors are very large, and improvement of using NN is clearly demonstrated. We also see that the performance of the PBNNIC is slightly better than that of the TBNNIC.
Next task is that the robot is required to move circular trajectory with continuous environment stiness pro le shown in Figure 12 . Since the environment is tilted by 45 degrees as shown in Figure  7 the total force normal to the surface has three components:f ex ; f ey ; f ez in x; y; z direction. The update rate for this task is 0.05 for TBNNIC and 0.0001 for PBNNIC. The force tracking response is plotted in Figure 13 . The force tracking response of the uncompensated control system is not plotted because the error is too large. The improvement achieved by the NN controller is again clearly demonstrated. The small force overshoots at initial impact are settled down within 0.5 sec. Figure 14 shows the end-point reference trajectories x r and actual trajectories x of the circular command trajectory for TBNNIC. This plot demonstrates that position tracking under NN control is excellent. The plot also shows that the same distance between actual position and reference position is maintained. We also see that the performance of the PBNNIC is slightly better than that of the TBNNIC in this task.
In order to prove the robustness of the proposed NN schemes we test the Task 2 with PBNNIC scheme with the random force sensor noise added to force measurements. The sensor noise is uniformly distributed 7 within 5% of the actual force measurement. We see the force tracking results in Figure 15 . Actually the force error is less than 5% of the actual force plotted in Figure 13 under the same condition without sensor noise. We notice that more force errors occur in higher sti ness region which do not follow the analysis in section 9. Even though the ratio xr xr is minimized, the force error becomes larger at higher stiness environment because the actual force generated by f e = k e (x ? x e ) is very sensitive to environment sti ness.
As expected, the impedance controller is able to track e ectively the desired contact force for a time varying sti ness pro le. Thus the simulation studies show that the proposed NN force tracking impedance controller is able to compensate for not only uncertainties in robot dynamics but uncertainties in environment.
Conclusions
Two new robust neural network impedance control schemes of robot manipulator are presented in this paper. One is the torque-based NN impedance control and another is the position-based NN impedance control. The NN compensators serve as auxiliary controllers for both the impedance control structures to counteract the uncertainties in the robot dynamics and disturbances occurring from environment during application. Also introduced is a simple technique to design the reference trajectory using the sensed contact force instead of environment sti ness to compensate for the uncertainties in environment sti ness. A uni ed training signal for both torque-based and position based impedance control schemes is developed for training the back-propagation algorithm, and time delayed reference trajectories are used as inputs to the NN. Simulations based on a three link robot show that system performances of both NN impedance control schemes under these conditions are excellent and the convergence rates are under one second. Thus the proposed NN controllers are feasible for on-line robot control. The performance of PBNNIC is slightly better than that of TBNNIC with paying more weights in NN. In addition, the PBNNIC has a structural advantage so that the implementation of the robust force control from position-controlled robot system can be done without modifying inside control structure. 
