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 
Abstract—In this paper we present a knowledge engineering 
approach to automatically recognize and extract genetic 
sequences from scientific articles. To carry out this task, we use 
a preliminary recognizer based on a finite state machine to 
extract all candidate DNA/RNA sequences. The latter are then 
fed into a knowledge-based system that automatically discards 
false positives and refines noisy and incorrectly merged 
sequences. We created the knowledge base by manually 
analyzing different manuscripts containing genetic sequences. 
Our approach was evaluated using a test set of 211 full-text 
articles in PDF format containing 3134 genetic sequences. For 
such set, we achieved 87.76% precision and 97.70% recall 
respectively. This method can facilitate different research tasks. 
These include text mining, information extraction, and 
information retrieval research dealing with large collections of 
documents containing genetic sequences.  
I. INTRODUCTION 
N this article, we present a knowledge engineering 
approach to automatically extract genetic sequences from 
scientific papers for biomedical text mining, information 
extraction, and information retrieval applications. These 
include, for instance, automatically annotating, indexing and 
retrieving papers based on the occurrence of certain 
Polymerase Chain Reaction (PCR) primers or probes, or 
discovering relationships between the different entities 
appearing in the texts—e.g. organisms, genes, etc.—and the 
target sequences.  
Sequences of nucleic acids occurring in papers are strings 
composed of symbols from an alphabet ઱ of 16 standard 
uppercase symbols and their lowercase counterparts 
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Chemistry (IUPAC). These include the standard nucleotide 
symbols A(denine), C(ytosine), G(uanine), T(hymine) and 
U(racil), plus the wildcards B, D, H, K, M, N, R, S, V, W 
and Y. The latter represent a single valid choice among two 
or more nucleotide symbols [1]. From now onwards we will 
denote with ઱+ the set of all different strings composed of 1 
or more symbols belonging to ઱. Apart from these symbols, 
sequences that appear as free text can also include blanks 
and dashes and may span multiple lines.  
Automatically recognizing the sequences appearing in the 
manuscripts requires identifying many different English 
words—or sequences of words—belonging to ઱൅ that can be 
incorrectly recognized as valid sequences by an automated 
detector. For instance, all characters in the string “standard 
assay” are actually symbols from ઱. Thus, it is difficult for 
regular expression-based detectors to determine whether the 
former string is a valid sequence. Other problems include the 
successful recognition of two or more different sequences 
separated in the text by words belonging to ઱൅, such as for 
instance “and”, or properly detecting the beginning or the 
ending of a sequence, such as e.g. “as Gttca accGt Gtta” or 
“ACG TTG ACCGT-TAMRA-T” where the bold characters 
do not belong to the actual sequences.  
To address these issues, we followed a knowledge 
engineering approach to design and create a rule-based 
system to assist a finite state machine in properly detecting 
and extracting genetic sequences avoiding the 
abovementioned problems.  
This paper is organized as follows. Section II describes 
the methods we used to create the scanner and the 
knowledge-based system for sequence refinement. Section 
III presents the results of the evaluation of our approach 
using a test set of 211 papers containing 3134 genetic 
sequences. Section IV discusses the results of the evaluation 
and compares our method to other existing approaches. 
Finally, section V draws the conclusions. 
II. METHODS 
A. Preliminary Recognition of Sequences of Nucleic Acids 
We created a lexical scanner based on a finite state 
machine [2] to recognize all potential sequences of nucleic 
acids appearing in the text. We consider as potential 
sequences those strings that are composed solely of 
substrings belonging to ઱+, blanks, dashes and newline 
characters. For each recognized sequence, the scanner 
returns a list containing all relevant tokens belonging to the 
recognized sequence. Relevant tokens include strings 
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belonging to ઱+ alone. Blanks, dashes and newline 
characters are discarded since they are no longer needed. For 
instance, for the string “ACG-CCG-A\nCC-GAC-GTA-
CCG-TAC”, the recognizer would produce the following list 
of tokens: {“ACG”, “CCG”, “A”, “CC”, “GAC”, “GTA”, 
“CCG”, “TAC”}. The latter represents the genetic sequence 
“ACGCCGACCGACGTACCGTAC”, which will be 
generated during the refinement and post-processing of the 
extracted list of tokens. However, due to the simplicity of 
the scanner, some of these lists may contain false positives 
and noisy or incorrectly merged sequences. The refinement 
and post-processing activity described next aims to 
automatically deal with these issues. 
B. Automated Refinement of Extracted Sequences 
Once all potential sequences occurring in a single 
manuscript have been recognized, we then proceed to the 
automated refinement task. The latter aims to: (1) discarding 
sequences whose length is shorter than a predetermined 
threshold, (2) discarding false positives—i.e. potential 
sequences that are not actual sequences—such as e.g. 
{“standard”, “assay”}, (3) refining noisy sequences—i.e. 
those that were incorrectly appended by the recognizer one 
or more words from ઱+ not belonging to the actual 
sequence—e.g. the sequence occurring within the string 
“GCTACCGT-TAMRA-T” should be recognized as 
{“GCTACCGT”} rather than {“GCTACCGT”, “TAMRA”, 
“T”} despite both “TAMRA” and “T” being elements from 
઱+ and (4) separate incorrectly merged sequences such as 
those contained in the string “ACC GCT and GGCTA-
GCTA-ACGT”—i.e. the latter sentence should generate the 
sequences {“ACC”, “GCT”}, {“GGCTA”, “GCTA”, 
“ACGT”} instead of the single sequence {ACC”, “GCT”, 
“and”, “GGCTA”, “GCTA”, “ACGT”}.  
The refinement task is performed using a rule-based 
expert system manually created by the authors. The 
complete knowledge base (KB) is summarized in Table I. As 
shown in the table, each potential sequence s is represented 
as a sorted list tokens {s1,…, sn}. On the other hand, the 
actions add(s) and discard(s) assert and retract a sequence s 
from the facts base respectively. As shown in Table I, the 
KB is composed of 8 rules. A detailed description of each 
rule follows. 
R1 is aimed to discard those sequences whose length is 
smaller than Lmin symbols. We set this parameter to 7 
symbols. R1 resorts to the function length(si), that returns 
the size—i.e. number of symbols—of the token si.  
R2 and R3 are targeted to refine noisy sequences that 
include problem words from ઱+ at the tail (R2) or the head 
(R3) of s. The function list_item_in_sequence_tail(s) (and 
list_item_in_sequence_head(s)) attempts to match all 
elements from a list of problem affixes at the tail (head) of s. 
If there are one or more matches then the function returns 
the position of the first (last) token of the longest matched 
element. For instance, for the sequence of tokens {“ACG”, 
“CCG”, “A”, “CC”, “GCA”, “GTA”, “CCG”, “TACC”, 
“TAMRA”, “T”}, the function would match the 
subsequence {“TAMRA”, “T”} at the tail of the list, thus 
exiting with return value 9, corresponding to the position of 
the token “TAMRA”. The list of problem affixes is available 
under request to the corresponding author.  
R4 is aimed to discard false positives such as e.g. 
{“standard”, “assay”}. This is achieved by resorting to the 
function in_dictionary(s) that returns the value true iff all 
tokens belonging to s are included in a dictionary of English 
words belonging to ઱+ created by the authors. The dictionary 
is also available under request to the corresponding author.  
R6 and R7 are similar to R2 and R3. The only difference 
is that R6 and R7 use the dictionary of English words—
composed of single words rather than sequences of words—
instead of the list of problem affixes to refine noisy 
sequences. 
TABLE I 
THE KNOWLEDGE BASE 
R1 ෍ lengthሺݏ௜ሻ
ሼ௦೔א ௦ሽ
൏ ܮ௠௜௡ ՜ discardሺݏሻ 
R2 ׌݅ | ݅ ൌ list_item_in_sequence_tailሺݏሻ ՜ discardሺݏሻ ר addሺݏᇱሻݏԢ ൌ ሼݏଵ, … , ݏ௜ିଵሽ 
R3 ׌݅ | ݅ ൌ list_item_in_sequence_headሺݏሻ ՜ discardሺݏሻ ר addሺݏᇱሻݏᇱ ൌ ሼݏ௜ାଵ, … , ݏ௡ሽ 
R4 ሥ in_dictionaryሺݏ௜ሻ
ሼ௦೔א ௦ ሽ
՜ discardሺݏሻ 
R5 
׌ሺ݅, ݆ሻ | ሺ݅, ݆ሻ ൌ list_item_within_sequenceሺݏሻ
՜ discardሺݏሻ ר addሺݏᇱሻ ר addሺݏᇱᇱሻ
ݏᇱ ൌ ሼݏଵ, … , ݏ௜ିଵሽ, ݏᇱᇱ ൌ ሼݏ௜ା௝, … , ݏ௡ሽ 
R6 in_dictionaryሺݏଵሻ  ר lengthሺݏଵሻ ൒  3 ՜ discardሺݏሻ ר addሺݏᇱሻݏᇱ ൌ ሼݏଶ, … , ݏ௡ሽ 
R7 in_dictionaryሺݏ௡ሻ  ר lengthሺݏ௡ሻ ൒  3 ՜ discardሺݏሻ ר addሺݏᇱሻ ݏᇱ ൌ ሼݏଵ, … , ݏ௡ିଵሽ 
R8 sizeሺsሻ ൒ 2 ՜ mergeሺsሻ 
 
TABLE II 
SOME EXAMPLES OF AUTOMATED SEQUENCE REFINEMENT 
List of tokens Execution Trace Refined sequences 
{“RNA”} R1 - 
{“ACGATG”, “ACG”, 
“and”, “TGAGGACG”, 
“TAMRA”, “T”, “and”, 
“CGACGG”, “CGAC”} 
R5, R3, R5, 
R8, R8 
{“ACGATGACG”}, 
{“TGAGGACG”}, 
{“CGACGGCGAC”} 
{“standard”, “DNA”, 
“strand”} R6, R7, R1 - 
{“tga”, “agc”, “ttt”, 
“TAMRA”, “T”} R2, R8 {“tgaagcttt”} 
{“cats”, “and”, “rats”} R4 - 
{“tga”, “cgg”, “acc”, 
“gta”, “tta”, “gcc”} R8 {“tgacggaccgtattagcc”} 
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On the other hand, R5 is targeted to separate two 
incorrectly merged sequences delimited by elements 
belonging to the list of problem affixes. This is achieved by 
using the function list_item_within_sequence(s) that 
attempts to match any element from the list of problem 
affixes to a subsequence of s—excluding the head and the 
tail of the list of tokens. If there are one or more matches 
then the function returns a tuple <p, l>, where p denotes the 
position of the first token of the longest matched element (in 
terms of the number of tokens), while l is the length (i.e. 
number of tokens) of the match. For instance, for s = 
{“CGT”, “TAMRA”, “T”, “and” “ACGT”}, the function 
would match the subsequences {“TAMRA”, “T”} and 
{“and”}, both belonging to the list of problem affixes. As 
the former is longer (2 tokens) than the latter (1 token), then 
the match {“TAMRA”, “T”} is selected. Therefore, the 
function returns the tuple <2, 2>, corresponding to the 
subsequence {“TAMRA”, “T”}.This rule can be recursively 
fired to successfully separate three or more incorrectly 
merged sequences.  
Finally, the last rule (R8) concatenates all tokens 
belonging to the sequence s using the function merge(s)—
e.g. for s = {“CGA”, “ACG”, “TTG”}, the function would 
return the sequence {“CGAACGTTG”}. The function 
size(s) returns the size—i.e. number of tokens—of the list s. 
The refinement activity is performed as described in 
Figure 1. First, all potential sequences provided by the 
preliminary detector are added to the facts base. Then, the 
inference engine attempts to match the antecedent of all the 
rules to the elements in the facts base. Rules are fired by 
priority, being R1 (R8) the rule with highest (lowest) 
priority. As shown in the figure, firing a rule entails a change 
in the facts base. This procedure is iterated until no further 
rules can be fired. The final state of the facts base provides 
the set of refined sequences occurring in the manuscript. 
Table II shows a few examples of sequence refinement using 
the proposed approach. For further details on the structure 
and functioning of a rule-based expert system, see [3]. 
III. RESULTS 
We implemented the scanner and the rule-based inference 
engine using the Java Programming Language. 
Our approach was evaluated using a test set composed of 
211 full-text manuscripts in Adobe’s Portable Document 
Format (PDF) containing 3134 sequences of nucleic acids. 
Each PDF article was first pre-processed using a PDF-to-text 
Fig. 1.  Flowchart describing the sequence refinement process 
Initialize facts 
base with 
potential 
sequences
Facts Base
(initial state)
Match 
antecedents of 
rules to facts in 
the facts base
Any matches?
Collect all 
sequences in the 
facts base
Conflict 
Resolution
No Yes
Rule instantiations 
that match the 
facts base
List of refined 
sequences
End refinement 
of sequences
Selected Rule
Perform changes 
to the facts base
Facts Base
(current state)
Begin refinement of 
sequences
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conversion tool created by the authors based on the Apache 
PDFBox Library [4]. After the pre-processing, we fed the 
preliminary sequence detector with the text extracted from 
each paper. All the sequences recognized by the scanner 
were then forwarded to the rule-based system for refinement 
and post-processing. Sequences remaining in the facts base 
after the finalization of the automated refinement process 
were then compared to the actual sequences occurring in the 
document. We repeated this process for each document in 
the test set. 
Table III shows the results of the evaluation in terms of 
precision/recall rates. Regarding performance issues, the 
software implementing our method—coded using the Java 
Programming Language and its associated technologies—
required in average 75 ms to detect and refine all sequences 
occurring in a single paper. This timing result was obtained 
on a workstation using a 2.4 GHz Intel® Core TM 2 Quad 
Q6600 processor with 2 GB physical memory.  
IV.  DISCUSSION 
The results of the evaluation suggest that our method is 
suitable for automatically detecting, extracting and refining 
sequences of nucleic acids appearing in biomedical papers. 
Besides, the simplicity of the preliminary recognizer and the 
small size of the KB—8 rules—enable the proposed method 
to achieve high throughput rates. The approach is also 
flexible, since for refining sequences not currently being 
properly refined—often due to the occurrence of words from  
઱+ currently missing from the list of problem affixes or from 
the dictionary—it will not normally be required to perform 
any modifications to the KB. Instead, the knowledge-based 
system can be adjusted by appending the required items to 
the list of problematic affixes or to the dictionary. 
Regarding similar work, most major approaches for 
sequence alignment on biomedical unstructured text and 
databases concentrate on aligning sequences built upon the 
symbols A, C, G, U and T alone [5][6][7]—i.e. they do not 
consider any wildcards. Conversely, the Kangaroo system 
[8] is a web genomic pattern-matcher aimed to report back 
to users all GenBank [9][10] records that match a user query. 
The latter are regular expressions that may include not only 
the A, C, G, T and U symbols, but also the different 
wildcards. This approach, however, is different to ours since 
it is aimed to match short genetic sequences within a larger 
sequence retrieved from a structured database. Conversely, 
our method is aimed to recognize genetic sequences 
occurring in non-structured text. This is a more complex 
problem, since it requires discarding false positives, refining 
noisy sequences, etc.  
V. CONCLUSION 
In this paper we present a method for automatically 
detecting and extracting sequences of nucleic acids from 
scientific literature. Our approach can be adapted and 
extended to recognize other types of genetic sequences 
performing minor modifications to the scanner and the KB. 
The software implementing our method can be downloaded 
from http://gib.fi.upm.es/sites/default/files/PrimerXtractor-
1.1-bin.rar 
We believe that the proposed approach can facilitate 
different biomedical informatics research tasks, such as text 
mining or information indexing and retrieval activities 
involving large sets of documents containing biological 
sequences. 
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TABLE III 
SUMMARY OF RESULTS OF THE EVALUATION 
No. of 
seqs. in the 
test set 
Recognized 
(True Positives) 
Not Recognized 
(False Negatives) 
False 
Positives 
3134 3062 72 427 
Precision 87.76% 
Recall 97.70% 
F-Measure 0.9246 
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