This paper provides an introduction to the Johnson translation system of probability distributions, and it describes methods for using the Johnson system to model input processes in simulation experiments. The fitting methods based on available data are incorporated into the public-domain software package FITTR1. To handle situations in which little or no data is available, we present a visual interactive method for subjective distribution fitting that has been implemented in the public-domain software package VISIFIT. We present several examples illustrating the use of FITTRl and VISIFIT for simulation input modeling.
THE JOHNSON TRANSLATION SYSTEM
Let X be a continuous random variable with distribution function F ( z ) = Pr {X 5 z } that is to be estimated using a flexible family of distributions. Johnson (1949) proposed three normalizing transformations having the general form Here Z is a standard normal random variable, 7 and S are shape parameters, X is a scale parameter and E is a location parameter. As described below, f is a simple function that is chosen to complete the specification of the transformation so that a probability distribution for X is also specified.
Without loss of generality or flexibility, we assume that 6 > 0 and X > 0. The (5) Given the random variable X , we define the moments respectively. Figure 1 shows that the Johnson translation system can accommodate all possible points on the (&, &) plane; this means that there is a unique Johnson distribution corresponding to each feasible combination of PI and pZ. The S, system is represented as a line on this plane, and the region between the limiting line pZ-p1 -1 = 0 and the lognormal line corresponds to the SB system of distributions.
The remainder of the (pl,pz) plane corresponds to the Su family. 
METHODS OF DISTRIBUTION FITTING WITH DATA

Moment Matching
Suppose we have a random sample {zj: 1 5 j 5 n} from the target distribution F that is to be approximated by a Johnson distribution. Then the sample analogs of equations (6) and ( be equal to the corresponding population moments of the fitted theoretical distribution. The resulting system of k nonlinear equations, which will be dependent on the k parameters, is then solved to obtain the parameter estimates for the fitted distribution. Once the functional form !(a) among systems (2)-(5) has been identified, the method of percentile matching attempts to solve the k equations zai = 7 + 6. f -O/Xl, 1 I j I k, (12) where :a, is an estimator of the quantile 2 , . baaed on sample data.
Percentile Matching
Least Squares
I
Least squares estimation for the Johnson system involves the minimization of the distance between a vector of "uniformized" order statistics and its corresponding expected value. (In this context, the distance between two n x l vectors a and b is defined by a quadratic form 
----
The least squares approach to the parameter estimation problem can be stated aa When the weight matrix W = I in (15), we obtain the ordinary least squares (OLS) estimators for 7, 6, X and e.
Since the errors { c i ( $ ) } are neither independent nor homoscedastic, weighted least squares (WLS) parameter estimators are of interest. The standard approach in this situation is to take W = V-l in (15). However in small to medium samples, this approach can yield relatively large bias in the fitted CDF as well as in the WLS parameter estimators. As an alternative approach to WLS estimation, Swain, Venkatraman and Wilson (1988) [c,($) ]b and in a wide variety of data sets, they obtained WLS fits for Johnson distributions that are comparable (and often superior to) the fits obtained by the other methods described in this paper.
Minimum Lp Norm Estimation
In this section we discuss the use of L l and L , norms in estimating the parameters of the Johnson distribution. The principle is to minimize some metric based on the distance between the empirical CDF F, and the fitted CDF F^. ..
USING THE FITTRl SOFTWARE
The program starts execution by prompting the user for: (a) the name of a "script" file that will maintain a record of the entire interactive session, and (b) the name of the input data file. (At a later time, the first file can be printed out to provide a hard copy of the results of the interactive session.) After the user has responded to these prompts, the data set is read in, some basic data checks are performed, and a variety of sample statistics are calculated and displayed. FITTRl then computes and displays moment matching estimates for the parameters, and then waits for a command from the user. The available commands are explained below. A sample interactive session with FITTRl is shown in Appendix A. See Venkatraman and Wilson (1988) for a more complete discussion of FITTRl.
stat Command. This command displays the computed sample statistics-namely, the mean, standard deviation, skewness pl, kurtosis pz, range, minimum and maximum of the data set being analyzed. (See equations (8) and (9) for precise definitions of p1 and p2.)
fit ijkm Command. This command fits a new distribution to the sample data as specified by the fitting code i j km. The four digit code i j krn is parsed to obtain the values of the variables i , j , k and m. The table below describes the values of these variables. 
lies between zero and one with the same shape parameters as X but with location parameter zero and scale parameter one.
The density of Y is then given by (Johnson 1949 ):
The density p ( y ) can take a surprising variety of shapes.
Figure 2 presents some examples of SB distributions. Figure   2a has "broad shoulders" but is symmetric. In Figure 2b , the distribution is negatively skewed and broadly dispersed. Historically the SB distribution has been difficult to work with because of the mathematically complex relationship of its shape to the parameters 7 and 8. There are no convenient explicit equations relating the mode or any of the moments of an S, distribution to its parameter values.
Therefore, for the distribution to be useful, the shape parameters must be recast into familiar terms that correspond to the envisioned characteristics of a target distribution. We believe that a target distribution's mode is more easily specified than any other measure of central tendency.
Subjective Specification of SB
It is a natural, easily understood "best guess" of what one is most likely to see on any single realization of the target random variable. Unlike the mean, the mode is not necessarily tied to the behavior of the distribution in its tails;
and unlike the median, it is not necessarily tied to the degree of asymmetry in the distribution. For skewed distributions, estimates of the mode and median are demonstrably better than estimates of the mean (Peterson and Miller 1964) .
In addition to the end points and mode, which suffice for the triangular distribution, at least one other descriptor is necessary to uniquely specify the more complex functional form of the Johnson S, distribution. Fortunately, percentile points for envisioned distributions can be subjectively estimated with accuracy (Kahneman, Slovic, and Tversky 1982 ). An S , distribution can be uniquely determined by its end points together with (a) two percentile points, or (b) the mode and one percentile point. Doubilet et al. (1985) 
USING T H E VISIFIT S O F T W A R E
VISIFIT combines flexible numerical description with interactive visual curve modification to capture and refine available subjective information into a parameterized
Johnson S E density. Primary design goals were ease of use, high speed on inexpensive microcomputers, and the requirements of minimal information and information processing from the user.
Specifying t h e Desired Characteristics
A t the outset of the interaction with VISIFIT, the user 
Interactive C u r v e Modification
Once the parameterization of the fitted S E density is complete, the user is immediately presented with the distribution's actual shape on a graphical display screen.
Such visual feedback will sometimes suggest to the user different values for the characteristics of the target random variable X than were originally chosen. From these revised specifications a new set of parameter values is generated, and then a new fitted density is presented to the user (see Figure   3 ). Cyclic interaction permits the user to experiment with different curve shapes until a satisfactory one is obtained.
VISIFIT also provides a still simpler scheme of interactive curve shape modification that frees the user from having to deal with numerical input by providing single- with a visually different shape is obtained.
CONCLUSIONS
As a general tool for simulation input modeling, the main advantage of the Johnson translation system of probability distributions is its flexibility in approximating the target distributions that arise in a diversity of applications.
The main disadvantage of the Johnson system is its analytical intractability. The software packages FITTRl and VISIFIT have been specifically designed to alleviate this latter limitation.
Another attractive feature of the Johnson system is that it can be extended easily to provide systems of multivariate distributions, and this property should enable us to conveniently model dependencies among the inputs to a simulation. Multivariate extensions of FITTRl and VISIFIT are currently being developed (Venkatraman 1988) .
In many simulation studies the analyst has both sample data and subjective information about the input process to be modeled, and he would like to use both sources of information in an integrated procedure for building a simulation input model. We are currently developing methodology and software that effectively synthesizes
FITTRl and VISIFIT to provide a unified approach to input modeling. 
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