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Abstract: Joint models initially dedicated to a single longitudinal marker and a single time-to-event
need to be extended to account for the rich longitudinal data of cohort studies. Multiple causes of clin-
ical progression are indeed usually observed, and multiple longitudinal markers are collected when the
true latent trait of interest is hard to capture (e.g. quality of life, functional dependency, cognitive level).
These multivariate and longitudinal data also usually have nonstandard distributions (discrete, asym-
metric, bounded,...). We propose a joint model based on a latent process and latent classes to analyze
simultaneously such multiple longitudinal markers of different natures, and multiple causes of progres-
sion. A latent process model describes the latent trait of interest and links it to the observed longitudinal
outcomes using flexible measurement models adapted to different types of data, and a latent class struc-
ture links the longitudinal and the cause-specific survival models. The joint model is estimated in the
maximum likelihood framework. A score test is developed to evaluate the assumption of conditional
independence of the longitudinal markers and each cause of progression given the latent classes. In
addition, individual dynamic cumulative incidences of each cause of progression based on the repeated
marker data are derived. The methodology is validated in a simulation study and applied on real data
about cognitive aging obtained from a large population-based study. The aim is to predict the risk of
dementia by accounting for the competing death according to the profiles of semantic memory measured
by two asymmetric psychometric tests.
Keywords: competing risk, conditional independence, curvilinearity, joint model, multivariate longitu-
dinal data, latent class
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21 Introduction
With the large development of cohort studies and the collection of repeated markers and clinical events,
joint models for repeated measurements and time-to-events are now widespread in the biostatistics com-
munity (Tsiatis and Davidian, 2004; Rizopoulos, 2012; Proust-Lima, Se`ne, Taylor, and Jacqmin-Gadda,
2014). By focusing on the joint distribution of the different types of outcomes, these models provide a
general framework to better describe the link between continuous progression of diseases through longi-
tudinal outcomes such as biomarkers or more generally indicators of health, and the incidence of clinical
events such as diagnosis, recurrence and death. Focusing initially on a single biomarker and a single
clinical event, the joint model methodology has been extended to take into account more complex data
structures. For example, instead of one clinical event, recurrent events (Han, Slate, and Pea, 2007) or
multiple events have been studied either in a cause-specific context for competing risks (Williamson,
Kolamunnage-Dona, Philipson, and Marson, 2008; Elashoff, Li, and Li, 2008; Li, Elashoff, Li, and
Saver, 2010; Huang, Li, Elashoff, and Pan, 2011; Li, Elashoff, Li, and Tseng, 2012; Yu and Ghosh,
2010; Deslandes and Chevret, 2010), in a multiple correlated event context (Chi and Ibrahim, 2006) or
in a recurrent events and terminal event context (Liu and Huang, 2009; Kim, Zeng, Chambless, and Li,
2012).
In some pathologies, in addition to the multiplicity of clinical events, multiple biomarkers or out-
comes are also collected over time. This is usually the case when the longitudinal process of interest is
hard to capture through observed outcomes. For example, in Alzheimer’s disease, cognitive function-
ing is measured by multiple psychometric tests in order to better approximate the underlying cognition
(Proust, Jacqmin-Gadda, Taylor, Ganiayre, and Commenges, 2006). In other contexts, quality of life is
measured by a series of items to capture entirely the underlying concept, or functional dependency is
defined by a series of activities of daily living.
In medical research, these very rich longitudinal data have long been summarized using arbitrary
sum-scores or Z-scores, albeit at the price of a loss of information and rough approximation of the data.
However, in psychometric research, linking observed outcomes to underlying concepts has long been
explored using the latent variable models including structural equation models for continuous outcomes
(Muthe´n, 2002) and item response models for binary and ordinal outcomes (Baker and Kim, 2004). In
3biostatistics, such models also emerged more recently (Sammel and Ryan, 1996; Dunson, 2000) and
were then extended to model the underlying latent process or latent trait of a series of longitudinal mark-
ers (Roy and Lin, 2000; Proust et al., 2006; Dunson, 2003) . Since markers such as cognitive measures,
functional dependency scales or quality of life questionnaires involve peculiar types of data mixing bi-
nary, ordinal, discrete and continuous (but rarely Gaussian) outcomes, Proust-Lima et al. (Proust-Lima,
Amieva, and Jacqmin-Gadda, 2013) provided a general latent process framework that simultaneously
models multiple repeated outcomes of different nature, especially non-Gaussian quantitative outcomes
and ordinal outcomes, that were generated by the same underlying latent trait.
The present paper combines this latent process mixed model with a joint model approach for com-
peting risks in order to describe the natural history of cognitive functioning in the elderly -as measured
by a series of psychometric tests- in association with dementia and also taking into account the compet-
ing death and the delayed entry in the cohort. Because dementia is a pathology associated with old age
and since dementia and death have many common risk factors, it is important to take into account the
competing death when studying and predicting the risk of dementia.
Joint models mostly consist in linking the longitudinal and survival processes through shared latent
variables. The random effects from the mixed models are commonly shared with the survival models by
including a function of them as covariate (Rizopoulos, 2012). Although very appealing, this approach
assumes that the form of the dependency between the two types of processes is known a priori, that the
same random variables model both the correlation between the repeated measures of the longitudinal
markers and the correlation with the clinical events, and that the population is homogeneous.
In this work, we preferred to link the cognitive trajectory and the risks of death and dementia using
shared latent classes. These latent classes formalize latent sub-populations that are characterized by
specific profiles of change for the marker and of risk for the events. As such, in addition to separat-
ing the two types of correlation and flexibly modelling the dependency, they also model an expected
heterogeneity in the longitudinal trajectories and risks of event (Proust-Lima et al., 2014).
Joint models rely on the assumption of independence between the longitudinal and survival processes
given the shared variables which needs to be checked. In the joint latent class model, it means that the
structure of latent groups is supposed to capture entirely the correlation between the longitudinal process
and the risks of event. We properly assess this assumption by extending a score test previously proposed
4(Jacqmin-Gadda, Proust-Lima, Taylor, and Commenges, 2010) to the case of multivariate longitudinal
and competing events.
The methodology is applied to describe the profiles of semantic memory associated with the onset of
dementia (and death) in a cohort of elderly subjects followed up for 20 years in South-Western France.
The model is also used to provide individual dynamic predictions of the risk of dementia based on
cognitive measures. Thanks to the joint modelling of cognitive measures and risk of dementia through
shared latent classes, the Bayes theorem provides individual conditional predicted probabilities of event
based on the repeated cognitive measures. Thanks to the modelled competing death, these predictions
are also free of the usual bias due to the non-negligible risk of death in the elderly.
Section 2 describes the joint latent class and latent process model. Section 3 details the estimation
procedure and provides the methodology for assessing the model, especially the conditional indepen-
dence assumption. Section 4 provides the application on the real cognitive data and Section 5 summa-
rizes a simulation study that validates the estimation program and assesses the type-I error of the score
test. Finally section 6 concludes.
2 The joint latent class and latent process model
2.1 Model overview and notations
The joint model we propose is described in figure 1. The model relies on the existence of a structure of
G latent groups defined by the latent discrete variable c. For subject i (i = 1, ..., N), ci = g if subject i
belongs to latent class g (g = 1, ...,G). The model assumes that this latent class generated homogeneous
mean profiles of the latent process of interest which is denoted (Λi(t))t∈R+ and homogeneous risks of
event. We note T ∗ip the time to the clinical event of cause p (p = 1, ..., P), and ˜Ti the time to censoring so
that Ti = min( ˜Ti, T ∗i1, ..., T ∗iP) is observed with indicator δi = p if the clinical event of nature p occurred
first or δi = 0 if the subject was censored before any event. The time of entry in the cohort is noted
Ti0. The N included subjects necessarily satisfied the condition T ∗ip > Ti0 ∀p, leading to left truncation.
Finally, the latent process (Λi(t))t∈R+ generated a set of K observed repeated markers. The marker k
(k = 1, ..., K) measured on subject i (i = 1, ..., N) at occasion j ( j = 1, ...nik) is denoted Yki j and the
corresponding time of measurement is denoted tki j. Note that the repeated measures may be collected
5at varying times between subjects and between markers. Each part of the model is described in detail
below.
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Figure 1: Directed graph defining the joint latent class and latent process model for K longitudinal
outcomes and a multiple cause time-to-event (T, δ). The subject subscript i is omitted for readability.
The longitudinal outcomes Yk (k = 1, ..., K) generated by the continuous-time latent process (Λ(t))t∈R+
are measured at times t jk ( j = 1, ..., nk). The dashed arrow from the random effects u towards the
multiple cause time to event only applies in the model under the alternative hypothesis in the score test
for assessing the independence assumption conditional to the latent class structure c.
2.2 Class-specific latent process trajectory: a structural linear mixed model
The model assumes that within each latent class g, the trajectory of the latent process for each subject i
is explained by a set of covariates, time and individual random effects using a linear mixed model:
Λi(t)|ci=g = XΛi(t)⊤βg + Zi(t)⊤ui(g) + wi(t), ∀t ∈ R+ (1)
where XΛi(t) and Zi(t) are distinct vectors of covariates that possibly depend on time t; Zi(t) will
generally include a finite basis of functions of time that captures the shape of the trajectory with time.
The vector βg includes the association parameters of XΛi(t) with the latent process which may or may not
be specific to the latent classes depending on the clinical assumption. The r-vector of random effects ui
that captures the individual variability in the trajectories has a class-specific distribution ui(g) = ui|ci=g ∼
N(µg, Bg) where the expectation µg will typically provide the mean profile of trajectory with time and
Bg will define the correlation structure between the random effects. For identifiability, we reduce to
6Bg = ω2gB with B an unstructured matrix of covariances and ωG = 1 with G the reference class. This
model does not involve any measurement error as Λi is not observed. However, it includes a zero-mean
Gaussian auto-correlated process (wi(t))t∈R+ for more flexibility, with for example cov(wi(s),wi(t)) =
σ2w min(s, t) for a Brownian motion or cov(wi(s),wi(t)) = σ2w1 exp(σw2|s − t|) for an auto-regressive
process.
2.3 Marker-specific link with the latent process: nonlinear measurement models
Each observation of a longitudinal marker is linked to the latent process by a marker-specific nonlinear
measurement model. This measurement model is composed of two parts: (1) a linear model links the
latent process Λi(tki j) to an intermediate noisy continuous variable at each time of measurement ˜Yki j,
and (2) a transformation links the observed marker Yki j to its underlying intermediate noisy continuous
variable ˜Yki j. From this, the nonlinear measurement model can be defined as:
Yki j|ci=g = Hk( ˜Yki j |ci=g; ηk)
and ˜Yki j|ci=g = Λi(tki j |ci=g) + XYi(tki j)⊤γk + υki + ǫki j
(2)
where XYi(tki j) is a vector of covariates differently associated to the observed outcomes through a vector
of contrast parameters γk with
∑K
k=1 γk = 0 to ensure identifiability in case the same covariate has
an effect on the latent process and marker-specific effects. The scalar υki is a random intercept that
can capture the marker-specific inter-individual additional variability (υki ∼ N(0, σ2υk )) and ǫki j is the
independent measurement error (ǫki j ∼ N(0, σ2ǫk )). Note that these marker-specific random deviations
can be easily extended to account for a marker-specific random slope, for instance. Finally Hk is a link
function that transforms the intermediate variable into the observed score (Proust et al., 2006; Proust-
Lima et al., 2013):
• For quantitative markers, H−1k are defined as monotonic increasing continuous functions that de-
pend on a vector of parameters ηk. A linear transformation reduces to the Gaussian framework
but nonlinear transformations open up to continuous or discrete outcomes that are not necessarily
Gaussian. For example, cumulative distribution functions of Beta distribution and I-spline bases
constitute very parsimonious and flexible link functions (Proust-Lima et al., 2013).
7• For ordinal or binary variables, equation (2) can reduce to a probit model with Hk(y˜; ηk) = l if
y˜ ∈ [ηkl, ηk(l+1)] (or equivalently a logistic model if ǫki j followed a logistic distribution).
• The model also applies to bounded (or censored) quantitative markers in [mink,maxk] by mixing
the two previous definitions: H−1k defined as a parametrized monotonic increasing function in
(min,max), Hk(y˜; ηk) = mink if y˜ ≤ H−1k (mink), Hk(y˜; ηk) = maxk if y˜ ≥ H−1k (maxk).
• The model also applies to other data such as counts by adapting the Hk definition.
The key assumption of this multivariate longitudinal model is that the latent process captures the
whole correlation between the repeated observations of two distinct markers through the correlated ran-
dom effects ui|ci=g and the autocorrelated process (wi(t)). Repeated measures of the same marker can
have an additional correlation through the marker-specific random intercept υki.
2.4 Class-specific risks of events: a proportional hazard model
The model assumes that the risk of event is homogeneous within each class and is explained according to
covariates. We focus on proportional hazard models but the methodology also applies in other contexts.
The risk of event of cause p in class g for subject i is:
αip(t)|ci=g = α0pg(t; νpg) exp(X⊤Tiζpg), ∀t ∈ R+ (3)
where XTi is a vector of covariates associated to the risk of event of cause p in class g by the vector
of parameters ζpg. The baseline risk function α0pg is specific to each cause and each latent class. It is
modelled parametrically (with νpg) using a standard survival distribution such as Gompertz or Weibull
or by using a small number of step functions or M-splines for more flexibility.
2.5 Latent class membership: a multinomial logistic regression
Each subject i belongs to a single latent class g. Class membership probability can be described by a
multinomial logistic regression model according to covariates:
P(ci = g) = πig =
exp(X⊤
ciξg)∑G
l=1 exp(X⊤ciξl)
(4)
8where Xci is a vector of covariates associated with the vector of class-g-specific parameters ξg. Xci
includes the intercept and can reduce to it when no predictor of class membership is assumed in practice.
A reference class is required for identifiability. We choose class G so that ξG = 0.
3 Estimation and assessment
3.1 Maximum likelihood estimators
For a given number of latent classes G, the total vector of parameters θG consists of all the npG parame-
ters (β1, ..., βG, µ1, ..., µG, vec(B), ω2, ..., ωG, σw), (νp1, ζp1, ..., νpG, ζpG)p=1,...,P, (ξ1, ...ξG) and
(η1, ..., ηK, γ1, ..., γK−1, συ1 , ..., συK , σǫ1 , ..., σǫK ) involved respectively in equations (1), (2), (3) and (4).
The individual contribution to the log-likelihood is split using the conditional independence assumption
shown in Figure 1 (in the absence of the dashed arrow):
Li(θG) =
G∑
g=1
f (Yi | ci = g; θG) f (Ti, δi | ci = g; θG)P(ci = g | θG) (5)
where P(ci = g | θG) = πig is defined in (4) and the density of the multiple cause time-to-event is:
f (Ti, δi | ci = g; θG) = e−
∑P
p=1 Ap(Ti |ci=g;θG)
P∏
p=1
αp(Ti | ci = g; θG)1δi=p (6)
with αp(t | ci = g; θG) the cause-p-specific instantaneous hazard defined in (3) and Ap(t | ci = g; θG) the
corresponding cumulative hazard.
For f (Yi | ci = g; θG), the density of Yi = (Y1i1, ..., Y1ini1 , ..., YKi1, ..., YKiniK ), two cases are distin-
guished:
• Only continuous transformations are assumed for the K markers. In that case, using the Jacobian
of the transformations H−1k for k = 1, ..., K, a closed form of the density is given by:
f (Yi | ci = g; θG) = f ( ˜Yi | ci = g; θG) ×
K∏
k=1
nik∏
j=1
J(H−1k (Yki j)) (7)
where J denotes the Jacobian and f (. | ci = g; θG) is the density function of a multivariate normal
9variable with mean Ei,g = (E⊤i1,g, ..., E⊤iK,g)⊤ and covariance matrix Vi,g = ZiBgZ⊤i + Ri + Σi where
Eik,g = XΛikβg + Zikµg + XYikγk. The design matrices XΛik, Zik and XYik have row vectors XΛi(tki j),
Zi(tki j) and XYi(tki j) for j = 1, ...nik, Zi = (Z⊤i1, ..., Z⊤iK)⊤, Ri defines the covariance matrix of the
auto-correlated process (wi(t))t∈R+ , and Σi is the K-bloc diagonal matrix with kth block Σik =
σ2υk Jnik + σ
2
ǫk Inik , Jn the n × n- matrix of elements 1, and In the n × n- identity matrix.
• At least one transformation is defined as a threshold transformation or a transformation for bounded
outcome. Let K1 be the number of outcomes with a threshold transformation or a transformation
for bounded outcome (K1 ∈ {1, ..., K}). In that case, no Gaussian process (wi(t))t∈R+ ) is considered
and the density is decomposed according to the individual random effects ui and υki:
f (Yi | ci = g; θG) =
∫ 
K1∏
k=1
∫ nik∏
j=1
fy(Yki j |ci = g, ui(g) = u, υki = υ) fυg(υ|ci = g)dυ


K∏
k=K1+1
f ( ˜Yki | ci = g, ui(g) = u; θG) ×
nik∏
j=1
J(H−1k (Yki j))
 fug (u|ci = g)du
(8)
where fug and fυg are the density functions of a multivariate normal with mean µg and covariance
matrix Bg, and of a Gaussian distribution with mean 0 and variance σ2υk . For k > K1, f ( ˜Yki |
ci = g, ui(g) = u; θG) is the density function of a multivariate normal variable with mean XΛikβg +
Zikui(g) + XYikγk and covariance matrix Σik. For k ≤ K1, fy(Yki j|ci = g, ui(g) = u, υki = υ) is defined
in the appendix.
To take into account the delayed entry in the cohort, the log-likelihood for left-truncated data
lT0(θG) = ∑Ni=1 log
(
Li(θG)
S i(Ti0; θG)
)
was considered instead of the standard log-likelihood l(θG) = ∑Ni=1 log (Li(θG))
with S i(Ti0; θG) = ∑Gg=1 πige−
∑P
p=1 Ap(Ti0|ci=g;θG) the marginal survival function in Ti0. The log-likelihood
lT0 was maximized using a robust Newton-like algorithm, the Marquardt algorithm, for a fixed number of
latent classes. The algorithm ensures that the log-likelihood is improved at each iteration. Gradients and
the Hessian matrix were computed by finite differences. The estimation procedure was implemented in
HETMIXSURV program (Version 2 - http://www.isped.u-bordeaux.fr/BIOSTAT), a Fortran90
parallel program in which the convergence is based on three simultaneous criteria at iteration i on: (1)
the parameter estimates (∑npGl=1 |θ(i)Gl − θ(i−1)Gl |2 < ǫ1), (2) the log-likelihood (|l(θ(i)G ) − l(θ(i−1)G )| < ǫ2), (3) the
first and second derivatives G(i) and H(i) (G(i)⊤H(i)−1G(i)
npG
< ǫ3), ǫ. <0.0001 in the application. In practice,
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the algorithm is run from multiple sets of initial values to ensure the convergence towards the global
maximum as it is recommended in mixture models (Hipp and Bauer, 2006). The optimal number of la-
tent classes can be selected from a series of criteria. In this work, we reported the Bayesian Information
Criterion (BIC=−2lT0(ˆθG) + npGlog(N)) and a score test statistic presented in section 3.3 that assesses
the conditional independence assumption. In case of discordance between criteria, we favored the latter
to select the optimal number of latent classes.
Inference was based on the asymptotic normality of the parameters with the variance-covariance of
ˆθG estimated by the inverse of the Hessian matrix at the optimum. For some meaningful functions of
the parameters for which no direct inference could be obtained (individual dynamic predictions of event
or predictions in the natural scale of the markers), a Monte-Carlo method was also used. It consisted
in approximating the posterior distribution of the function from a large set of draws from the asymp-
totic normal distribution of the parameters (Proust-Lima and Taylor, 2009). This method is also called
parametric bootstrap.
3.2 Posterior probabilities
Posterior probabilities can be computed from the joint model. Posterior class-membership probabilities
given all the observations for the markers and the events π(Y,T )ig (θG) = P(ci = g|Yi, (Ti, δi); θG) are used to
build a posterior classification of the subjects with posterior affectation given by cˆi = argmax(π(Y,T )ig (ˆθG)).
They are also used to evaluate the discrimination of the latent classes as illustrated in section 4.6.
Joint models can also provide individual dynamic probabilities of having the event in a window of
time [s, s + t] given the biomarker history up to the time of prediction s. This was extensively described
in the standard joint model setting with one longitudinal marker and one event (Proust-Lima and Taylor,
2009; Rizopoulos, 2012; Proust-Lima et al., 2014). In a multivariate setting with multiple outcomes and
competing risks, individual predictions can also be computed using the posterior cumulative incidence
of each cause of event in the window of times [s, s + t] given the outcomes history Y (s)i = {Yki j, k =
1, ..., K, j = 1, ..., nik, such as tki j ≤ s}, the covariates history X(s)i = {XΛi(tki j), Zi(tki j), XYi(tki j), k =
1, ..., K, j = 1, ..., nik, such as tki j ≤ s} and the time-independent covariates XTi and Xci. It is defined for
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cause p as:
Ppi(s, t) = P(Ti ≤ s + t, δi = p|Ti > s, Y (s)i , X(s)i , XTi, Xci; θG)
=
∑G
g=1 P(ci = g|Xci; θG)P(Ti ∈ (s, s + t], δi = p|XTi, ci = g; θG) f (Y (s)i |X(s)i , ci = g; θG)∑G
g=1 P(ci = g|Xci; θG)S i(s|XTi, ci = g; θG) f (Y (s)i |X(s)i , ci = g; θG)
(9)
in which the class-specific cause-specific cumulative incidence
P(Ti ∈ (s, s + t], δi = p|XTi, ci = g; θG) =
∫ s+t
s
αp(u | ci = g; θG) exp
−
P∑
l=1
Al(u | ci = g; θG)
 (10)
and the density of the longitudinal outcomes f (Y (s)i |X(s)i , ci = g; θG) in class g, the class-specific mem-
bership probability P(ci = g|Xci; θG), the class-specific survival function S i(s|XTi, ci = g; θG), the cause-
specific hazards αp(u | ci = g; θG) and cumulative hazards Ap(u | ci = g; θG) are all defined similarly
as in section 3.1. This cause-specific cumulative incidence requires the numerical computation of the
integral. This is achieved by a 50-point Gauss-Legendre quadrature.
3.3 Assessment of the conditional independence assumption
Joint latent class models rely on the conditional independence assumption of the longitudinal outcomes
and the times-to-event given the latent classes. We evaluated this assumption by extending the score test
proposed by Jacqmin-Gadda et al. (Jacqmin-Gadda et al., 2010) to the multivariate longitudinal setting,
the competing event setting and the left-truncation setting. The test evaluates whether, conditional on
the latent classes, there exists a residual dependency between the longitudinal and the survival processes
through the random effects, as shown in figure 1 with the dashed arrow. Under the alternative assumption
H1, the cause-specific survival model defined in (3) for cause p (p = 1, ..., P) becomes
αH1p (t)|ci=g,ui(g) = α0pg(t; νpg) exp(X⊤Tiζpg + u∗i(g)κp), ∀t ∈ R+ (11)
where κp is the vector of parameters associating the centered random effects u∗i(g) = ui(g) − E(ui(g)) with
cause p of event.
The log-likelihood for truncated data becomes lT0,H1(θG) = ∑Ni=1 log
 L
H1
i (θG)
SH1i (Ti0; θG)
where SH1i (Ti0; θG) =
12
∑G
g=1 πige
−∑Pp=1 AH1p (Ti0|ci=g;θG) is the marginal survival function in Ti0 under H1, and the individual con-
tribution to the likelihood is
LH1i (θG) =
G∑
g=1
P(ci = g | θG)
∫
f (Yi | ci = g, ui(g) = u; θG) f (Ti | ci = g, ui(g) = u; θG) f (u | ci = g; θG)du
(12)
The cause-specific score test consists in testing H0 : κp = 0 (versus H1 : κp , 0) for cause p. After
lengthy calculation similar to Jacqmin-Gadda et al. (Jacqmin-Gadda et al., 2010), we demonstrate that
the score test statistic equals:
Up =
N∑
i=1
∂ log(LH1i (θG))
∂κp
|κp=0,ˆθG −
N∑
i=1
∂ log(SH1i (Ti0; θG))
∂κp
|κp=0,ˆθG
=
N∑
i=1
G∑
g=1
P(ci = g|Yi, (Ti, δi); ˆθG)
(
1δi=p − Ap(Ti|ci = g; ˆθG)
)
E(u∗i |ci = g, Yi; ˆθG)
(13)
The conditional expectation E(u∗i |ci = g, Yi; ˆθG) is replaced by the empirical Bayes estimate when only
continuous outcomes are modelled or computed by numerical integration (Gauss-Hermite quadrature)
otherwise. The right part of U corresponding to the left-truncation in T0i reduces to 0.
The global score test can also be computed by testing H0 : κ = (κ⊤1 , ..., κ⊤P )⊤ = 0 (versus H1 : κ , 0)
with the statistic U = (U⊤1 , ...U⊤p )⊤. Under the null hypothesis, U⊤Var(U)−1U and U⊤p Var(Up)−1Up
follow a chi-square with r×P and r degrees of freedom, respectively. The variances Var(Up) and Var(U)
are approximated by the empirical variances of the individual contributions to Up and U respectively
(Jacqmin-Gadda et al., 2010).
4 Application: profiles of semantic memory in the elderly
Along with episodic memory considered as the hallmark of Alzheimer’s disease (AD), semantic mem-
ory, which refers to the memory of meanings and other concept-based knowledge, could play an im-
portant role in the development of AD and dementia. Indeed, it seems to be affected very early in the
prodromal phase of AD with a decline appearing as early as 12 years before the diagnosis of dementia
(Amieva, Le Goff, Millet, Orgogozo, Pe´re`s, Barberger-Gateau, Jacqmin-Gadda, and Dartigues, 2008).
In this context, the aim of this application was to describe profiles of semantic memory in the elderly in
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association with the competing risks of dementia and death using the proposed methodology.
4.1 Sample from Paquid prospective cohort
Data came from the French prospective cohort study PAQUID initiated in 1988 in southwestern France to
explore functional and cerebral aging (Jacqmin-Gadda, Fabrigoule, Commenges, and Dartigues, 1997)
. In brief, 3777 subjects who were older than 65 years were randomly selected from electoral rolls and
were eligible to participate if they were living at home at the time of enrollment. The subjects were
extensively interviewed at home by trained psychologists at baseline (V0) and were followed up at years
1, 3, 5, 8, 10, 13, and 15, 17, 20 and 22. At each visit, a battery of psychometric tests was completed
and a two-phase screening procedure for the diagnosis of dementia was carried out. We considered here
two tests of semantic memory: the Isaacs Set test (IST15) (Isaacs and Kennie, 1973) shortened to 15
seconds and the Wechsler Similarities test (WST) (Wechsler, 1981). In IST15, subjects are required to
name words (with a maximum of 10) belonging to a specific semantic category (cities, fruits, animals
and colors) in 15 seconds. The score ranges from 0 to 40. The WST consists in saying for a series of five
pairs of words to what extent the two items are alike. The score ranges from 0 to 10. For both tests, low
values indicate a more severe impairment.
We focused in the analysis on the subset of subjects for whom the main genetic factor associated
with cognitive aging, ApoE4 for Apolipoprotein E4, was available. We did not consider cognitive mea-
surements at the initial visit because of a learning effect previously described (Jacqmin-Gadda et al.,
1997) between the first two exams, but included all the subjects with at least one measure at each test
during the 21-year follow-up and free of dementia at 1 year. Death free of dementia was defined as any
death in the two years following a negative diagnosis of dementia. This prevented us from the interval
censoring issue with dementia diagnosis. In addition to ApoE4 carriers, we considered two covariates:
gender and educational level in two classes (subjects who graduated from primary school and those who
did not).
The sample consisted of 588 subjects including 333 (56.6%) women, 436 (74.1%) who graduated
from primary school and 127 (21.6%) ApoE4 carriers. The subjects had a median of 3 measures on
the IST15 (IQR=2-6) and 4 measures on the WST (IQR=2-7). IST15 measures at the 3-year visit were
excluded since a subsample of PAQUID completed a nutritional questionnaire at V3 that may have im-
14
pacted the fruit and animal fluency subscores. The two test distributions are given in the supplementary
material (Figure S1 - top). The WST distribution is relatively atypical with a large proportion (30.0%)
of WST scores at the maximum value of 10. For the IST15, the distribution is also asymmetric with
more values in high scores but remains closer to the normal distribution. Dementia was considered as
a terminating event so measures collected after diagnosis were not included in the analyses, and age at
dementia was defined as the mean age between the age at the diagnosis visit and the age at the preceding
visit. A total of 171 (29.1%) subjects had incident dementia and 245 (41.7%) died free of dementia.
4.2 Step-by-step construction of the model
Owing to its complexity and the many parametric options, the joint latent class and latent process model
was built progressively according to the following steps:
• First, appropriate link functions were selected. Each longitudinal marker was modelled separately
in a latent process mixed model (without latent classes) in which the underlying latent process
trajectory was a quadratic function of age with 3 correlated random effects and no adjustment for
covariates:
Λi(age) = u0i + u1iage + u2i age
2
10 & Yi j = H(Λ(agei j) + ǫi j, η) (14)
where agei j is the age in decades from 65 years old for subject i at occasion j, ui ∼ N(µ, B) with
B unstructured, ǫi j ∼ N(σ2ǫ ) and Yi j was successively IST15i j and WSTi j.
Different families of link functions H(., η) were compared: the linear, the splines and the threshold
link functions. For the approximation with splines, we considered 3 internal knots as a compro-
mise between flexibility and a parcimonious number of parameters, and placed the knots around
the quantiles (23,27,31 for IST15 and 6,8,9 for WST). The most appropriate link function was
selected as a balance between goodness-of-fit (as measured by the discretized AIC (Proust-Lima
et al., 2013)) and complexity of estimation. The estimated transformations and discretized AIC
are provided in supplementary material (figure S1 -bottom). For WST, although the threshold
link function gave a better discretized AIC (by respectively 38.9 and 329 points compared to the
splines and the linear transformation), we retained the splines transformation for the rest of the
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analysis. Indeed, it avoided the numerical integration over the 3 random effects (with the threshold
link function) while providing a reasonable fit compared to the linear link function. For IST, the
splines link function was selected since it provided the best discretized AIC.
• The second step consisted in building the bivariate latent process mixed model for the two longi-
tudinal markers by assuming they were two measures of the same latent semantic memory process
Λ:
Λi(age) = u0i + u1iage + u2iage2
IST15i j = H1(Λ(age1i j) + υ1i + ǫ1i j, η1) & WSTi j = H2(Λ(age2i j) + υ2i + ǫ2i j, η2)
(15)
where υli ∼ N(0, σ2υl) and ǫli j ∼ N(0, σl) for l = 1, 2, and H. were approximated by I-splines with
3 internal knots as in the first step. Considering this bivariate model compared to the two separate
models improved the fit by roughly 200 points of AIC while using 5 fewer parameters. As συ1
was estimated at 0, υ1i was set to 0 for the rest of the analysis. Finally, a Brownian motion and
adjustment for covariates in Λ(age) were considered as formulated below in equation (17).
• The third step consisted in specifying the cause-specific baseline risk functions. The risks of
dementia and dementia-free death were first modelled in a standard cause-specific model (without
latent classes) according to age and adjusted for gender (noted sex with woman in reference), a
binary indicator of educational level (noted EL with subjects who did not graduate from primary
school in reference) and ApoE4 carriers (noted E4 with ApoE4 non-carriers in reference):
αp(t) = α0p(t; )eζ1psex+ζ2pEL+ζ3pE4 , p = 1, 2 (16)
Different parametric shapes for α0p(t), p = 1, 2 were compared. The 2-parameter Weibull cause-
specific baseline risk functions and the 5-parameter cause-specific baseline risk functions ap-
proximated by M-splines with 3-knots (Proust-Lima, Joly, and Jacqmin-Gadda, 2009) provided
the same AIC (AIC=3436.1 for Weibull and AIC=3436.0 for I-splines). In contrast, the model
with 2-parameter Gompertz cause-specific baseline risk functions gave a largely worse fit with
(AIC=3599.0). Hence, class-specific and cause-specific Weibull baseline risks functions were
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considered for the remainder of the paper as they provided the same fit as I-splines baseline risks
while being more parcimonious.
4.3 Final specification of the joint latent class and latent process model
In view of the preliminary analyses, the following joint latent class model was finally considered. The
class-specific trajectory of semantic memory according to age was defined as a subject-specific quadratic
function of age from 65 years old, adjusted for age at entry (noted ageT0 centered at 65years old), sex,
EL and E4:
Λ(age)|ci=g =u0i(g) + β1ageT0 + β2sex + β3EL + β4E4 + (u1i(g) + β5sex + β6EL + β7E4) × age+
(u2i(g) + β8sex + β9EL + β10E4) × age
2
10
+ wi(age)
(17)
where ui(g) ∼ N(µg, B) with B unstructured, and wi(age) is a Brownian motion according to age from 65
with variance σ2wage. The underlying semantic memory was related to the observed outcomes (IST15
and WST) at the observed ages according to:
IST15i j = H1(Λ(age1i j) + ǫ1i j, η1) & WSTi j = H2(Λ(age2i j) + υ2i + ǫ2i j, η2) (18)
where υ2i ∼ N(0, σ2υ2) and ǫli j ∼ N(0, σǫl) for l = 1, 2, and H1 and H2 were approximated by splines
link functions (with 3 internal knots placed respectively at 23,27,31 for IST15 and 6,8,9 for WST). No
contrasts of covariates were included in these equations as the contrasts were not of major interest in this
application and were not significant. The class-specific risks of dementia and dementia-free death were
described according to age and were adjusted for sex, EL and E4:
αp(t)|ci=g = α0pg(t; )eζ1psex+ζ2pEL+ζ3pE4 , p = 1, 2 (19)
with α0..(t) the cause-and-class-specific 2-parameter Weibull baseline risk functions. Finally, the latent
class membership was not modelled according to covariates so P(ci = g) = πg.
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4.4 Selection of the number of latent classes
This joint latent class and latent process model was estimated for a number of latent classes G varying
from 1 to 5. Each time, various sets of initial values were systematically tested. They were randomly
chosen or selected by going back and forth from different G and removing a class or adding a new
one. Figure 2 provides the BIC and the score test statistics for the global conditional independence
test and the cause-specific conditional independence score tests. The BIC favored the 3-class model
while the three conditional independence scores favored the 4-class model with p-values under the 5%
significance level. Based on this, we selected the 4-class model to make sure the whole dependency
between the times-to-dementia-and-death and the semantic memory trajectory was captured.
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Figure 2: BIC and score test statistics of the conditional independence test (global statistic and cause-
specific statistics with 5% significance levels) according to the number of latent classes.
4.5 Results for the final 4-class model
Figure 3 provides the 4 predicted profiles of semantic memory declines translated into each psychometric
scale and the 4 cause-specific cumulative incidences of dementia and death (Figure S2 in supplementary
material provides the same figure with 95% confidence bands). The parameter estimates and associated
standard errors are given in Table S1 in supplementary materials. Class 1 with 12.1% of the sample was
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characterized by a slight semantic memory decline with age and close to zero risks of dementia and death
before age 85. This class can be called ”dementia-free survivors” with 10% of dementia diagnosis and
25% of death by age 95. Class 2 corresponding to the majority of the sample (52.2%) was characterized
by a progressive semantic memory decline with age that accelerated in the older ages. It was associated
with an increased incidence of death from 70 years old and an increased risk of dementia after 85 years
old. This class could describe ”natural aging”. Class 3 which corresponded to 11.2% of the sample was
characterized by a very rapid decline on semantic memory tests from the early 70s and was associated
with a very high incidence of death from 65 years and a high risk of dementia in the same period.
Both incidences reached a ceiling from 80 years old meaning that at 80 years, all the subjects in this
class were roughly either diagnosed as demented (47.3%) or dead without dementia (51.6%). This class
can be called ”early dementia and death”. Finally, class 4 with 24.5% of the sample was intermediate
with a more prononouced cognitive decline than in latent classes 1 and 2 and an increasing incidence
of dementia between 75 and 88 years old, the probability of being demented before dying in this class
reaching 71% at 88 years old. This class could be called ”intermediate dementia”.
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Figure 3: Top: Class-specific predicted trajectory of IST15 and WST for a woman, EL-, E4- who entered
the cohort at 75 years. Bottom: cumulative incidence of dementia and dementia-free death adjusted for
memory trajectory for a woman, EL-, E4- who entered the cohort at 75 years. The median is plotted
over a 2000-draw MC approximation.
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The four latent classes were defined after adjustment for age at entry, educational level, gender
and apoE in the cognitive trajectories and the cause-specific risks of event. With these adjustments,
the posterior latent classes differed significantly according to age at entry (p=0.001) in the cohort and
education level (p<0.0001). No difference was observed according to gender (p=0.604) or apoeE4 status
(p=0.095). Compared to the classes ”natural aging” and ”intermediate dementia” with respectively 73%
and 77% of subjects who graduated from primary school, the ”dementia-free survivors” were less likely
to be highly educated subjects (only 56%) while the ”early dementia and death” were mainly highly
educated subjects (90% graduated from primary school). This latter class included mainly younger
subjects (mean age at entry of 69 years old) compared to the others with mean ages at entry around 74
years old.
The parameters in model (19) show the effects of education level, apoE and gender on the risks of
dementia and death, adjusted for the semantic memory decline if G > 1. The corresponding hazard ratios
are provided in figure 4 (bottom) both in the 4-class model and in the 1-class model. After adjustment
for semantic memory, gender was no longer associated with the risk of dementia, the protective effect
of educational level on dementia risk was more accentuated and apoE4 carriers had an even higher risk
of dementia. Regarding death, while education and ApoE4 were not associated with the risk of death
in the standard survival model, they were associated with death after adjusting for cognitive trajectory
classes: highly educated subjects had a lower risk of death and ApoE+ carriers had an increased risk of
death. The effect of gender with a higher risk of death for men is inflated when adjusted for the cognitive
trajectory.
Trajectories of semantic memory decline are plotted in figure 4 according to covariates in both the
separate longitudinal model (1-class model) and in the joint model, taking into account the informative
dropout due to death and dementia (4-class model). In the 4-class model that takes into account the
associated times to dementia and death without dementia, subjects with a higher educational level had
a higher cognitive level at 65 years old (p=0.004) and a tendency to have a slower decline compared to
subjects with a low educational level (p=0.075 for age and age2). Men and women had a similar cogni-
tive level at 65 years old (p=0.533) but men experienced a faster decline than women (p=0.050 for age
and age2). Similarly, cognitive level did not differ at 65 years old according to apoE4 status (p=0.737)
but apoE4 carriers tended to have faster cognitive decline with age (p=0.052 for age and age2
20
65 70 75 80 85 90 95
−
6
−
4
−
2
0
2
G=1
Age in years
L
a
te
n
t 
s
e
m
a
n
ti
c
 m
e
m
o
ry
ref for all
AGE 80 (ref 75 years)
Man (ref Woman)
EL+ (ref EL−)
APOE+ (ref APOE−)
65 70 75 80 85 90 95
−
6
−
4
−
2
0
2
G=4
Age in years
L
a
te
n
t 
s
e
m
a
n
ti
c
 m
e
m
o
ry
H
R
Man EL+ E4+ Man EL+ E4+
Dementia Death
0
1
2
3
4
5
6
G=1
Man EL+ E4+ Man EL+ E4+
Dementia Death
H
R
0
1
2
3
4
5
6
G=4
Figure 4: Marginal effect of sex (man compared to woman), of high educational level (EL+ compared
to low) and of ApoE4 carriers (E4+ compared to non-carriers), and age at entry (age0 in decades) on
the mean predicted trajectory of the latent semantic memory (top) and on the cause-specific risks of
events (bottom) in the 1-class model and the 4-class model. Top: mean semantic memory trajectory for
a change in each covariate is plotted and compared to the trajectory in the reference category (woman
ApoE4 non-carrier entered at 75 years old with a low educational level). Bottom: hazard ratios and 95%
confidence intervals.
older subjects at entry had a significantly lower cognitive level whatever the time (p=0.002). When
not adjusting for the dependent dropout, the covariate effects on the initial cognitive level remained un-
changed but none of the interactions with time were significant (p=0.315, p=0.448, and p=0.118 for
respectively sex, EL and E4 in interaction with age and age2). The major difference between the 1-
class and 4-class models was the higher intensity of semantic memory decline over age when taking into
account the associated dementia and death. This was expected owing to the informative dropout they
constitute in the elderly.
4.6 Goodness-of-fit evaluation
In addition to the step-by-step construction of the model and the assessment of the conditional indepen-
dence assumption, we evaluated the goodness-of-fit of the 3 submodels of the joint latent class model
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according to the methodology described in Proust-Lima et al. (Proust-Lima et al., 2014). We first
compared the subject-specific predictions to the observations in the longitudinal submodel and in the
cause-specific survival model. Class-specific predictions for each longitudinal marker k were obtained
as the weighted means of the predictions computed for a series of intervals of time I(t) as
∑N
i=1
∑nik
j=1 π
(Y,T )
ig (ˆθG) ˆYki jg1tki j∈I(t)∑N
i=1
∑nik
j=1 π
(Y,T )
ig (ˆθG)1tki j∈I(t)
(20)
for class g, g = 1, ...,G where ˆYki jg = E(H( ˜Yki j; ηˆk)|ci = g, uˆi(g), υˆki, wˆi(tki j); ˆθG) are the subject-, class-,
and marker-specific predictions computed by numerical approximation (Proust-Lima et al., 2013) with
uˆi(g), υˆki, wˆi(tki j) denoting the empirical Bayes estimates of the random deviations computed from the
normalized data ˜Yi. The weighted mean longitudinal observations were obtained according to the same
formula by replacing ˆYki jg by Yki j and are displayed with their 95% confidence bands. The class-specific
cumulative incidences for cause p predicted by the model were computed as the weighted means of the
predicted cumulative incidences cumig(t) = P(Ti ≤ t, δi = p|XTi, ci = g; ˆθG) defined in (10) and weighted
by π(Y,T )ig (ˆθG) for class g, g = 1, ...,G. They were compared to the weighted Aalen-Johansen estimator
obtained by R package prodlim (Gerds, 2014). For the latter, 95% confidence bands were computed
by non-parametric bootstrap in the absence of any other straightfoward computation technique. These
comparisons displayed in figure 5 underline the very good fit of the model to the data.
We finally evaluated the quality of the classification obtained from the 4-class joint model using the
posterior classification table in the supplementary material (Table S1). In each class, the mean posterior
probability of belonging to this class ranged from 75.0% in class 4 to 87.6% in class 1, indicating a clear
discrimination between the latent classes.
4.7 Individual dynamic predictions
To illustrate the individual dynamic cumulative incidences computed from the joint model, we consid-
ered an ApoE- man who graduated from primary school and entered the cohort at 68 years old. He died
at 89 years. The predicted cumulative incidence of dementia and death without dementia are plotted
from the landmark age of 85 years old in figure 6. From cognitive measures collected until 85 years old,
this man had a probability of dying before 90 years old and before experiencing a dementia of 36.0%
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Figure 5: Top: Mean observed (plain lines) and mean subject-specific predicted (•) trajectories in each
latent class weighted by the posterior class-membership probabilities along with the 95% point-wise
confidence bands of the weighted mean observed trajectories (dotted lines). Bottom: Non-parametric
Aalen-Johansen estimate (plain lines) and mean predicted (dashed-dotted lines) cumulative incidences
of dementia and dementia-free death each latent class weighted by the posterior class-membership prob-
abilities along with the 95% point-wise confidence bands of the non-parametric estimator computed
using a non-parametric bootstrap with 2000 replicates (dotted lines).
[25.9%,46.3%]. He also had a probability of experiencing a dementia first of 16.4% [9.1%,29.4%].
5 Simulation study
We performed a simulation study to validate the estimation program HETMIXSURV. We mimicked the
application with two markers Y1 in [0, 40] for which a 5-knot splines transformation was assumed and
Y2 in [0, 10] for which a threshold model was considered. We assumed 2 equiprobable latent classes
with a class-specific linear latent process decline according to 65-year-centered age:
Λ(age)|ci=g = u0i(g) + u1i(g) × age with ui(g) = (u0i(g), u1i(g))⊤ ∼ N(µg, B)
Y1i j = H1( Λ(age1i j) + ǫ1i j , η1 )
Y2i j = H2( Λ(age2i j) + ǫ2i j , η2 ) with ǫli j ∼ N(0, σ2ǫl), l = 1, 2
(21)
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Figure 6: Observed cognitive measures (IST15 in _ and WST in • ) and cause-specific individual
predictive cumulative incidences (of dementia in black and death in grey) up to an horizon of 5 years
for a ApoE- man who graduated from primary school and entered the cohort at 68 years old. Predicted
cumulative incidences are computed using a Monte-Carlo approximation with 2000 draws. Are given
the median and the 2.5% and 97.5% percentiles.
and a cause-and-class-specific Weibull model adjusted for X1 with the hazard for cause p in class g
αp(t)|ci=g = α0pg(t; νpg)eζpX1i (22)
Data for 500 subjects were generated as follows: the time of entry in the cohort T0i was generated
according to a uniform distribution between 65 and 85 years old. The latent class c and X1 were gener-
ated from Bernoulli distributions with probability 0.5 and 0.6 respectively. Inside each latent class, the
survival models were used to generate times of events T ∗ip for each cause p in {1, 2} until all the times
of event were greater than T0i. By assuming a follow-up of 20 years, the censoring time ˜Ti = T0i + 20
and the observed time of event Ti = min( ˜Ti, T ∗i1, T ∗i2). Visit times were generated every 2.5 years from
T0i until Ti. Y1 and Y2 repeated measures were generated according to the model described above. The
generating parameters were chosen from the application.
The estimation was performed for 500 replicates among which 492 converged in fewer than 25
iterations with the three criteria below 0.001 and a Gaussian quadrature with 15 points. The mean
number of repeated measures per outcome was 5.4, a mean of 12.3 and 43.5 events of cause 1 were
observed in each class and a mean of 226.0 and 170.9 events of cause 2 were observed. Both outcome
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distributions were as asymmetric as observed in the application sample. Table 1 provides the results
of the simulations. The parameters were well estimated with coverage rates close to the 95% nominal
value except for the two Cholesky parameters of the random-effect covariance matrix and one Weibull
parameter for cause 1 (in the class including only 12.3 events of cause 1 in mean), for which the coverage
rate was slightly underestimated. Note that additional simulations shown in supplementary materials
also confirmed the correct estimation of other parameters such as contrasts γk (k = 1, ...K − 1) and
standard errors of marker-specific random intercepts συk (k = 1, ...K). In this simulation setting, we
also computed the type-I error of the score test statistic. Among the 492 converged models, score tests
globally rejected the conditional independence assumption at the nominal value of 5% with a proportion
of 5.7% for the global test, 9.1% for cause 1 and 5.7% for cause 2, specifically indicating a slightly
conservative test for cause 1 that could be explained by the small number of events. With samples of
1000 subjects, proportions of rejections were 4.4%, 4.0% and 5.6%.
6 Concluding remarks
We propose a joint model for multiple longitudinal outcomes and multiple times-to-event. A few studies
aimed at modeling multivariate longitudinal outcomes and multiple events (Chi and Ibrahim, 2006; Li
et al., 2012; Andrinopoulou, Rizopoulos, Takkenberg, and Lesaffre, 2014), but none of them relied on
a latent class approach. They all used the shared random-effect approach which may be of particular
interest for assessing specific assumptions regarding the dependency between the repeated longitudinal
outcomes and the times-to-event. However, as shown in the more standard univariate context (Proust-
Lima et al., 2014), the joint latent class approach may provide a much better fit to the data. Indeed,
on the longitudinal side, it models several mean profiles of trajectories whereas the shared random-
effect models estimate a unique mean trajectory. On the survival side, it may be explained by the fact
that the joint latent class model estimates a stratified risk function instead of a unique risk function with
proportional continuous association. The main drawback of the joint latent class approach is that models
must be repeatedly estimated with different numbers of classes and different initial values because the
likelihood of mixture models may be multi-modal. This is what we did in the application by estimating
each model from different random initial values and going back and forth from models with different
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G. In our experience, multi-modality, which corresponds to suboptimal maxima, often arises when the
optimum number of classes is not reached.
By relying on a unique latent process that generated the set of multivariate measures, the model
may seem very specific. However, it applies to various settings. In particular, with the recent interest
in patient-reported outcomes and more generally indirect measures of psychological or biological pro-
cesses (quality of life, well-being, immunological response) in chronic diseases, it provides a complete
approach to describe developmental trajectories in association with clinical events or dropout. It in-
cludes, for example, the 2-parameter IRT longitudinal model dedicated to the analysis of questionnaires
data as a special case (Proust-Lima et al., 2013).
The model was developed in a parametric but flexible framework. In the repeated longitudinal
markers model for example, any function of time, including splines or fractional polynomials can be
considered to approximate the trajectory of the latent process over time. Along with the Beta cu-
mulative distribution functions that are already relatively flexible, approximations by splines and the
non-parametric threshold were also considered for the link functions between the latent process and the
longitudinal markers. In the survival part, we also proposed different types of baseline risk functions
including M-splines and piecewise exponential functions.
Such a joint model is of particular interest to provide dynamic individual predictions in competing
settings. Although we showed how to compute individual predictions, we did not evaluate its predictive
performances. Methods for evaluating the predictive ability (Brier score and ROC curve) of joint models
in a competing setting can be found elsewhere (Blanche, Proust-Lima, Loube`re, Berr, Dartigues, and
Jacqmin-Gadda, 2014).
Although dementia and death constitute competing events, multiple non-competing events could be
of interest in other contexts (like different types of recurrences in cancer). By considering P observed
times Tip = min( ˜Ti, T ∗ip) and P indicators δip = 1 if the clinical event of nature p occurred before
censoring instead of the unique observed time Ti and indicator δi, and by replacing equation (6) in the
likelihood formula by f (Tip, δip | ci = g; θG) = e−
∑P
p=1 Ap(Tip |ci=g;θG) ∏P
p=1 αp(Tip | ci = g; θG)1δip=1 , this
approach can also handle multiple correlated times of events instead of competing events.
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7 Appendix: conditional density of ordinal and bounded outcomes
For outcomes k with values in [0, Mk] that are modelled using a threshold transformation, the conditional
density of Yki j for subject i and occasion j used in equation (8) is:
fy(Yki j|ci = g, ui(g), υki) =
Mk∏
m=0
(
φ
(
ηm+1 − E( ˜Yki j |ui(g), υki, ci = g)
σǫk
)
− φ
(
ηm − E( ˜Yki j |ui(g), υki, ci = g)
σǫk
))IYki j=m
(23)
with E( ˜Yki j |ui(g), υki, ci = g) = XΛi(tki j)βg + Zi(tki j)ui(g) + XYi(tki j)γk + υki, ηMk+1 = +∞ and η0 = −∞.
For bounded outcomes k in [0, Mk], the conditional density of Yki j used in equation 8 is:
fy(Yki j|ci = g, ui, υki) =
φ
H
−1
k (0) − E( ˜Yki j |ui(g), υki, ci = g)
σǫk


IYki j=0
×
1 − φ
H
−1
k (Mk) − E( ˜Yki j|ui(g), υki, ci = g)
σǫk


IYki j=Mk
×

1√
2πσǫk
exp
−
(
˜Yki j − E( ˜Yki j|ui(g), υki, ci = g)
)2
2σ2ǫk
 J(H−1k (Yki j))

IYki j∈(0,Mk )
(24)
The univariate integral over υki (for k = 1, ..., K1) and the multivariate integral over ui are evaluated
numerically using Gaussian quadratures.
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model parameter true mean empirical mean asymptotic coverage
name value estimate standard deviation standard error rate (95%)
Class membership (logit) ξ1 0.000 -0.061 0.195 0.194 92.3
Weibull for cause 1 (log) ν111 4.610 4.630 0.133 0.122 87.2
ν211 2.750 2.706 0.637 0.536 93.5
ν112 4.580 4.580 0.017 0.015 92.9
ν212 2.730 2.731 0.185 0.173 94.7
Weibull for cause 2 (log) ν121 4.460 4.461 0.005 0.005 94.5
ν221 2.990 3.012 0.091 0.084 92.1
ν122 4.520 4.519 0.013 0.012 94.9
ν222 2.310 2.306 0.121 0.118 95.5
X1 on event ζ1 -0.280 -0.314 0.289 0.279 93.1
ζ2 0.650 0.660 0.117 0.112 94.7
Latent process (intercept) µ01 0.000 - - - -
µ02 -0.570 -0.577 0.202 0.202 93.5
Latent process (slope) µ11 -0.420 -0.425 0.075 0.074 93.9
µ12 -1.300 -1.315 0.101 0.100 94.3
I-splines (Y1) η11 -7.030 -7.294 0.573 0.585 94.3
η21 1.270 1.383 0.103 0.121 90.5
η31 1.360 1.310 0.089 0.093 92.3
η41 1.580 1.603 0.064 0.064 93.9
η51 1.130 1.139 0.051 0.053 95.1
η61 0.920 0.909 0.077 0.083 97.2
η71 1.460 1.494 0.078 0.090 96.6
Thresholds (Y2) η12 -4.520 -4.572 0.376 0.364 92.7
η22 0.680 0.687 0.041 0.040 94.3
η32 0.750 0.753 0.038 0.038 95.7
η42 0.640 0.643 0.034 0.034 93.7
η52 0.620 0.622 0.032 0.032 95.5
η62 0.600 0.601 0.031 0.031 95.1
η72 0.700 0.704 0.031 0.032 95.5
η82 0.640 0.642 0.030 0.031 95.1
η92 0.810 0.815 0.035 0.035 94.3
η102 0.810 0.812 0.035 0.035 95.9
B (Cholesky) B00 1.000 - - - -
B01 -0.090 -0.085 0.048 0.046 89.6
B11 0.210 0.191 0.082 0.060 86.2
Residual standard-errors σǫ1 0.860 0.873 0.064 0.063 93.5
σǫ2 1.270 1.283 0.095 0.095 93.5
Table 1: Simulation results for 492 converged models and samples of 500 subjects. Are presented,
the generating parameter value, the mean estimate, the empirical standard deviation, the mean of the
asymptotic standard error and the 95% coverage rate.
