Abstract. In this paper we consider two algorithmic problems of simultaneous Diophantine approximations. The first algorithm produces a full solution set for approximating an irrational number with rationals with common denominators from a given interval. The second one aims at finding as many simultaneous solutions as possible in a given time unit. All the presented algorithms are implemented, tested and the PariGP version made publicly available.
Introduction

The problem statement
Rational approximation, or alternatively, Diophantine approximation is very important in many fields of mathematics and computer science. Archimedes approximated the irrational number π with 22/7. Long before Archimedes, ancient astronomers in Egypt, Babylonia, India and China used rational approximations. While the work of John Wallis and Christiaan Huygens established the field of continued fractions, it began to blossom when Leonhard Euler (1707-1783), Johann Heinrich Lambert and Joseph Louis Lagrange embraced the topic. In the 1840s, Joseph Liouville (1809-1882) obtained an important result on general algebraic numbers: if α is an irrational algebraic number of degree n > 0 over the rational numbers, then there exists a constant c(α) > 0 such that
holds for all integers p and q > 0. This result allowed him to produce the first proven examples of transcendental numbers. In 1891 Adolf Hurwitz proved that for each irrational α infinitely many pairs (p, q) of integers satisfy
but there are some irrational numbers β for which at most finitely many pairs satisfy β − p q < 1 q 2+γ √ 5 + μ no matter how small the positive increments γ and μ are. The idea can be generalized to simultaneous approximation. Simultaneous diophantine approximation originally means that for given real numbers α 1 , α 2 , . . . , α n find p 1 , p 2 , . . . , p n , q ∈ Z such that α i − p i q is "small" for all i, and q is "not too large". For a given real α let us denote the nearest integer distance function by . , that is, α = min{|α − j|, j ∈ Z}. Then, simultaneous approximation can be interpreted as minimizing max { qα 1 , . . . , qα n } .
In 1842 Peter Gustav L. Dirichlet showed that there exist simultaneous Diophantine approximations with absolute error bound q −(1+1/n) . To be more precise, he showed that there are infinitely many approximations satisfying
for all 1 ≤ i ≤ n. Unfortunately, no polynomial algorithm is known for the simultaneous Diophantine approximation problem. However, due to the L 3 algorithm of Lenstra, Lenstra and Lovász, if α 1 , α 2 , . . . , α n are irrationals and 0 < ε < 1 then there is a polynomial time algorithm to compute integers p 1 , p 2 , . . . , p n , q ∈ Z such that
for all 1 ≤ i ≤ n (see [10] ). Lagarias [7, 8] presented many results concerning the best simultaneous approximations. Szekeres and T. Sós [12] analyzed the signatures of the best approximation vectors. Kim et al. [4] discussed rational approximations to pairs of irrational numbers which are linearly independent over the rationals and applications to the theory of dynamical systems. Armknecht et al. [1] used the inhomogeneous simultaneous approximation problem for designing cryptographic schemes. Lagarias [9] discussed the computational complexity of Diophantine approximation problems, which, depending on the specification, varies from polynomial-time to N P-complete. Frank and Tardos [2] developed a general method in combinatorial optimization using simultaneous Diophantine approximations which could transform some polynomial time algorithms into strongly polynomial.
In this paper we focus on two algorithmic problems. Consider the set of irrationals Υ = {α 1 , α 2 , . . . , α n }. Let ε > 0 be real and 1 ≤ a ≤ b be natural numbers. Furthermore, let us define the set
For given Υ, ε and a, b
1. determine all the elements of Ω(Υ, ε, a, b), 2. determine as many elements of Ω(Υ, ε, a, b) as possible in a given time unit efficiently. We refer to the first problem as the "all-elements simultaneous Diophantine approximation problem". In case of |Υ| = n ≥ 1 we call it an ndimensional simultaneous approximation. The second problem is referred to as the "approximating as many elements as possible" problem.
Challenges:
1. Determine all elements of 
as possible in a given time unit.
The continued fraction approach
It is well-known that continued fractions are one of the most effective tools of rational approximation to a real number. Every convergent is a best rational approximation, but these are not all of the best rational approximations. Fractions of the form The approximations |α − p/q| above are also known as "best rational approximations of the first kind". However, sometimes we are interested in the approximations |α · q − p|. This is called the approximation of a second kind.
Lemma 3 [3] A rational number p/q, which is not an integer, is a convergent of a real number α if and only if it is a best approximation of the second kind of α.
In 1997 Clark Kimberling proved the following result regarding intermediate convergents [5] : 
Lemma 4 The best lower (upper) approximates to a positive irrational number α are the even-indexed (odd-indexed) intermediate convergents.
The Lenstra-Lenstra-Lovász approach
We have seen in the previous section that Challenge 1 is unsolvable with the theory of continued fractions. Challenge 2 is a 7-dimensional simultaneous approximation problem and is even more beyond the potentials of continued fractions. Although there is not known polynomial-time algorithm that is able to solve the Dirichlet type simultaneous Diophantine approximation problem, there exists an algorithm that can be useful for similar problems. The LenstraLenstra-Lovász basis reduction algorithm (L 3 ) is a polynomial-time algorithm that finds a reduced basis in a lattice [10] . The algorithm can be applied to solve simultaneous Diophantine approximation with an extra condition.
Lemma 6 There exists a polynomial-time algorithm for the given irrationals α 1 , α 2 , . . . , α n and 0 < ε < 1 that can compute the integers p 1 , . . . , p n and q such that
and
The extra condition is the bound 0 < q ≤ β n(n+1)/4 ε −n .
In one-dimension the L 3 algorithm provides exactly the continued fraction approach discussed in the previous section, hence L 3 is not an effective tool for answering Challenge 1. And what about the multidimensional case like Challenge 2?
Let α 1 , α 2 , . . . , α n be irrational numbers and let us approximate them with rationals admitting an ε > 0 error. Let X = β n(n+1)/4 ε −n and let the matrix A be the following:
Applying the L 3 algorithm for A, the first column of the resulting matrix contains the vector [q, p 1 , p 2 , p 3 , . . . , p n ] T which satisfies (6).
Let us see how the L 3 algorithm works in dimension 7.
where p i denotes the i-th prime for 1 ≤ i ≤ 7, and let ε = 0.01. We are looking for an integer q ≤ 2 14 · 100 7 that satisfies q · α i < ε for all i. Applying the L 3 algorithm we got q = 1325886000944418. It is easy to verify that q α i < 0.01
The L 3 algorithm can also be applied in higher dimensions, however, there are some cases where the algorithm can not be used efficiently. The real drawback of the method for our purposes is that it is inappropriate for finding all or many different solutions q in an arbitrary interval. We note that sometimes one can find a few more solutions with a different choice of β (but not much more).
It can be concluded that the apparatus of the continued fractions and the L 3 algorithm is not appropriate for solving Challenge 1 and Challenge 2 problems. In this paper we present new methods that can be used to solve these kinds of problems efficiently. All the algorithms presented in this paper were implemented and tested in PARI/GP 2.5.3 with an extension of GNU MP 5.0.1. The experimenting environment was an Intel R Core i5-2450M with Sandy Bridge architecture. The code can be downloaded from the project homepage 1 .
2 Approximation in the one-dimensional case 2.1 "All-elements" approximation
In this section we present how to calculate all the elements of Ω (Υ, ε, a, b) where Υ = {α}.
For a given Ω let k : {1, 2, . . . , |Ω|} → Ω monotonically increasing, so k i denotes the ith integer in Ω. Let us define the set
The set Δ Ω contains all possible step-sizes between two consecutive k i 's.
Proof. The proof has two parts. In the first step we construct all the possible three elements of Δ Ω and in the second step we show that there is no more. For the given irrational α and an arbitrary m ∈ N let
Let us furthermore define the following open intervals:
Let m 1 be the smallest positive integer that satisfies m 1 ∈ C ∪ D, let m 2 be the the smallest positive integer that satisfies m 2 ∈ A ∪ B and let
The first part of the proof is to show that there is always at least one integer (m 1 , m 2 or m 3 ) that adding to an arbitrary k i ∈ Ω always produces a new integer k j ∈ Ω. Clearly, k i ∈ B ∪ C for all k i . Let us see the following cases:
If m 1 ∈ C, m 2 ∈ A ∪ B then k i + m 1 ∈ B ∪ C.
If m 1 ∈ D, m 2 ∈ A and m 1 +m 2 ∈ C then k i +(m 1 +m 2 ) ∈ B∪C.
If m 1 ∈ D, m 2 ∈ A and m 1 +m 2 ∈ B then k i +(m 1 +m 2 ) ∈ A∪B.
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If m 1 ∈ C, m 2 ∈ A and m 1 + m 2 ∈ B then k i +(m 1 + m 2 ) ∈ B ∪ C.
If m 1 ∈ C, m 2 ∈ A and m 1 +m 2 ∈ A then k i +(m 1 +m 2 ) ∈ A∪B.
If m 1 ∈ D, m 2 ∈ A and m 1 +m 2 ∈ B then k i +(m 1 +m 2 ) ∈ B∪C.
If m 1 ∈ D, m 2 ∈ A and m 1 +m 2 ∈ C then k i +(m 1 +m 2 ) ∈ C∪D.
Let now X = Δ Ω \ {m 1 , m 2 , m 3 }. We claim that X = ∅. Suppose otherwise, and let j be the smallest index with m = k j+1 − k j ∈ X. Clearly, m ∈ A∪B∪C∪D. We can observe as well that for all m ∈ N, k i ∈ Ω, k i +m ∈ B∪C implies m ∈ A ∪ B ∪ C ∪ D. Then it is easy to see that 1 (see (3) ). Line 5 calls the FindMMM algorithm to determine Δ Ω . With the theory of continued fractions line 6 finds an integer k ∈ Ω. In the first while loop (lines 9 − 18) the appropriate m i is subtracted from k to generate a new integer k i ∈ Ω. The process is repeated until the lower bound A of the interval is reached. In the second while loop (lines 20 − 29) the appropriate m i is added to k generating k i ∈ Ω. The process is repeated until the upper bound of the interval B is reached. This method produces all the 18 000 integers that satisfy Challenge 1. 
if k > A then print(k) 
if k < B then print(k) 
"Many elements" approximation
In some cases it is not necessary to find all the k i elements of Ω, rather it is enough to find as much as possible within a given time unit. Then, the following procedure works:
Find the smallest integer x that satisfies 0 < x < ε and find the smallest integer y that satisfies −ε < y < 0. Using the notations (7) it is easy to see that if k i ∈ B and x ∈ C then k i + x ∈ B ∪ C. In the same way, if k i ∈ C and y ∈ B then k i + y ∈ B ∪ C. Only with these two integers it is always possible to produce a subset of Ω.
Example 5 (cont.) If we want to determine just "many" elements of Ω, the previous method generates 12945 integers within 15 ms.
3 Approximations for the multi-dimensional case
Calculating all-elements of Ω seems to be hard in higher dimensions. However, we can generalize our one dimensional method to find "many" q ∈ Ω integers recursively. The algorithm is based on the following lemma:
Lemma 8 Let the irrationals α 1 , α 2 , . . . , α n and the real ε > 0 be given. Then there is a set Γ n with 2 n elements with the following property: if q ∈ Ω then q + γ ∈ Ω for some γ ∈ Γ n .
Proof. Let q ∈ Ω be given. Let us define an n-dimensional binary vector b associated with q in the following way:
Let Γ n be the set for which 1. γ ∈ Γ n implies qα i < ε for all 1 ≤ i ≤ n, 2. all the associated binary representations by (8) are different.
Then, for a given q ∈ Ω there exists a γ ∈ Γ n such that q + γ ∈ Ω, e.g. when their associated binary representations are (1's binary) complements. Clearly, |Γ n | = 2 n . The proof is finished. 
Remark 9
Computing the appropriate γ ∈ Γ n for a given q ∈ Ω is not necessarily unique.
Corollary 10 Remember the first dimension case: For all
We can generalize this to higher dimensions. Let q ∈ Ω and m ∈ N be given.
Unfortunately, the precalculation of the 2 n integers is in general computationally expensive. However, there are several tricks based upon Lemma 8 that can be applied to make the generation more efficient.
Example 5 (cont.) In Challenge 2 the precalculation of the 2 7 = 128 integers took approximately 6.14 sec on our architecture. (4)). Line 5 calls the Precalc algorithm in order to determine the 2 n integers. The while loop generates a new integer in Ω using the precalculated ones. The method produces 120 852 integers that satisfy Challenge 2.
t ← true 10: for j = 1 → n do 11:
if (ok > ε) and (ok < 1 − ε) then 
if k < B then
20:
Print(k) end for 25: end while Algorithm 4 Reduce Description: The algorithm reduces the generation time of Γ n in the Precalc algorithm with adding new elements to K. In this algorithm K is a list of integers and X is a set of irrationals such that K[i] · X[j] < ε for all i and for all j < n. The main part of the algorithm is the for loop (lines 4 − 9). Each element of K is subtracted (added) from (to) every element of K and the new integer k i that satisfies k i · X[j] < ε for all j < n are appended to K. Precondition: K: set of integers,n ∈ N, ε > 0, X: set of irrationals 1: procedure Reduce(K, n, ε, X)
2:
Sort(K) Sorting, every element ouccurs only once
M ← dynamic array()
4:
for i = 1 → length(K) do 5:
Append(M, abs(
end for 9:
end for 10:
Sort(M)
11:
t ← true 13:
for j = 1 → n do Return(T3) 68: end procedure 4 Practical use of our methods
The real power of the presented methods is the ability to use them in a distributed way.
There are several fields of mathematics where the techniques shown in this paper can be applied. We used our methods in order to find high peak values of the Riemann-zeta function effectively. It is computationaly hard to find real t values where |ζ(1/2 + it)| is high (see [11] ). In 2004 Tadej Kotnik observed that large values of |ζ(1/2 + it)| are expected when t = 2kπ log 2 , where k log(p i ) log(2) are close to an integer for all primes p i > 2 [6] . The methods shown in this paper can be used to find thousands of candidates within a few minutes where high values of |ζ(1/2 + it)| are expected. We plan to continue our research in this direction.
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