This paper aims to estimate the farm cost allocation coefficients from whole farm input costs. An entropy approach was developed under a Tobit formulation and was applied to a sample of farms from the 2004 FADN data base for Alentejo region, Southern Portugal. A Generalized Maximum Entropy model and Cross Generalized Entropy model were developed to the sample conditions and were tested. Model results were assessed in terms of their precision and estimation power and were compared with observed data. The entropy approach showed to be a flexible and valid tool to estimate incomplete information, namely regarding farm costs. The costs per output activity can be obtained either from collecting data directly in farms, or through estimated coefficients of input costs from samples of FADN data base. The second approach seems to be the best solution, since the first approach is expensive and too demanding in resources.
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ESTIMATION OF COST ALLOCATION COEFFICIENTS AT THE FARM LEVEL USING
ENTROPY APPROACH
-Introduction
Detailed information on production costs at the farm level is particularly important, both from a business management and agricultural-policy perspective. Farm level responses to changes in markets and technologies and agricultural and environmental policies are often assessed by using farm costs disaggregated per input type and output activity. According to Lips (2009) , farm input costs per output activity are crucial to farming decisions due the following three reasons. First, they are essential to calculate the output profits and returns to resources. Second, the shares of different groups of input costs on the total cost give an insight of the cost structure of each output activity, helping on management decisions. Finally, they allow comparisons among technologies, farms, regions and even at international level.
Usually this kind of data is not available. Most farms do not have detailed accounting data, and this calculation of input costs per output is not possible.
Universities have been collecting and treating some information on input-output technical coefficients and costs. Nevertheless, these data are based either on the results of field experiments or are limited to specific areas. The Farm Accountancy Data Network (FADN) provides detailed accounting data at the farm level. However the costs per input type are presented only for the whole farm, without revealing the distribution of production costs by the various output activities.
The costs per output activity can be obtained either from collecting data directly in farms, or through estimated coefficients of input costs from samples of FADN data base. The second approach seems to be the best solution, since the first approach is expensive and too demanding in resources.
There are several works that estimate crop-specific inputs (Just et al., 1983; Shumway et al., 1984; and Miller, 1998a e 1998b) . Most of them are based on the relationship between input allocations and production coefficients under the assumption of profit maximization. Traditionally the tools used in these approaches are linear regression techniques (LRT), Bayesian estimation techniques (BES) and linear programming (LP), but their use raises some practical concerns.
In the problem of farm cost allocation, it is necessary to ensure the accounting balance between total revenue and total costs. In this situation the disturbance terms of the various input-demand equations are not independent from each other and the system 3 of input-demand equations is singular, which invalidates the use of LRT techniques (Bewley, 1986) . Another well known result of the LRT technique is the negative inputdemand coefficients that could be estimated. This can be avoided by using BES techniques or inequality least squares methods (Moxey and Tiffin, 1994) . However, the application of these alternative methods is heavy and does not allow incorporating the accounting constraints which need to be treated separately in the system. A flexible alternative that has been widely applied to estimate farm input and output coefficients is the entropy approach. This methodology does not require behavioural assumptions and allows the use of non sample information through the introduction of information priors.
This paper aims to apply a flexible methodology that allows estimating the coefficients of farm cost allocation per output activity from the whole farm input costs, taking into account general conditions of Mediterranean areas. An entropy approach is used to make the estimation of coefficients at the farm level based on a farms sample of the FADN data base in the Alentejo region, South of Portugal. A Generalized Maximum
Entropy (GME) model and a Cross Generalized Entropy (CGE) model are applied and assessed by looking at the precision of the coefficients extracted from the whole farm data and comparing them with the observed input-output coefficients. In Portugal as well as in Mediterranean areas, there are few studies that estimate coefficients of farm cost allocation, being this study the first one done on this issue in Portugal.
This paper is organized in five additional sections. Section 2 presents the entropy approach. Section 3 describes the analytical framework developed to estimate the input cost coefficients. Section 4 reports the data used. Section 5 presents and discusses the results and section 6 provides the conclusion. Lence and Miller (1998a) proposed a GME approach for simultaneously estimating multi-output production function and recovering input allocations. This approach was also used by Zhang and Fan (2001) to estimate crop-specific production technologies in Chinese agriculture. Leon et al. (1999) and more recently Peeters and Surry (2005) used maximum entropy and FADN data base to derive farm crop coefficients in Brittany, France. Garvey and Britz (2002) estimated agricultural input allocation from EU farm accounting data. Hansen and Surry (2006) estimated input quantities for different production branches based on regional economic accounts. Fragoso et al. (2008) applied a CGE model to conduct a dynamic disaggregation of spatial information in the Alentejo region.
-The entropy approach background
The main issues on the theoretical background of the entropy approach can be found in Shannon (1948) , Jaynes (1957a; 1957b) , Kullback (1959) , Gokhale and Kullback (1978) , Levine (1980) , Jaynes (1984) , Csiszár (1991) and Golan et al. (1996a) .
The concept of entropy was introduced by Shannon (1948) in the context of the information theory as a measure of uncertainty. The Shannon's entropy measure is given by the relation ∑ ln , with k =1,..,K and where p k is the probability of observing outcome k. Under this concept the information contained in one observation k of a random event has an inverse relationship with its probability, being the maximal information generated when p k value is 1/K. To assign or recover the unknown probabilities p k , Jaynes (1957a; 1957b) propose the maximum entropy (ME) conditions. According to the ME principle, there is a unique probability distribution that maximizes Shannon's entropy measure and is consistent with the available information contained in the data. The selected probability distribution is the one that, among others, satisfies the condition of information consistency, with the minimum information content.
The GME approach proposed by Judge and Golan (1992) generalizes the ME principle and allows to treat the noisy component of the linear regression. The unknown parameters α k and the unknown errors e t are written as the expected value of a probability distribution, defined over the sets of the known and discrete "support values" z km and v tn Judge, 1996 and Golan et al., 1996a) :
The GME estimator α k can be viewed as a random variable with M ≥ 2 outcomes, resulting from the product of the unknown (KM×1) probability vector p by the (K×KM) matrix of support points z. These points are related with exogenous parameters which are based on previous information (Fraser, 2000; Hill, 2005 and and Pires et al., 2010) . The error estimate is done in a similar way, considering N ≥ 2 support points, the known (T×TN) matrix of the support points v and the unknown (TN×1) vector of error probabilities w.
According to Golan et al. (1996a) Regarding to the support bounds of error terms the most common is the use of the 3σ rule, under the assumption that the error terms have mean zero and variance σ 2 .
According to this rule the support vector is centered at the origin and its bounds are three times the standard deviation from the origin (Golan et al., 1996a; Peeters and Surry, 2002; and Pires et al., 2010) . Since σ is unknown, it can be estimated either using the ordinary least square regression or calculating the sample standard deviation of x t .
Under the GME formulation the model can be written in the matrix form as follows:
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where x, y, z and v are known, p and w are the unknown vectors to be estimated and is the Kronecker product. The objective function (4) maximizes the entropy assuming independence between p and w vectors and is subject to data constraints (5) and adding-up (6) constraints, which assure that the probabilities sum is equal to one for each K parameters and T errors Solving the first order conditions of the Lagrangian function, ̂ and are
given by:
The exponential forms guarantee that estimates values of parameters are always positives. The vector is the vector of unknown Langrange multipliers for data constraints that is associated to the optimal solution of ̂ , and , . This vector incorporates the F information matrix that is given by the following Hessian matrix of the objective function:
where is a positive definite matrix for p>0 and w>0 which satisfies the sufficient condition for strict convexity, assuring this way that the solution of the problem is unique.
The entropy approach allows us to incorporate in the estimation any additional information from previous observations through the Cross Entropy principle (CE)
introduced by Good (1963) . This framework is very useful to reach better estimates and its objective is the minimization of the discrepancy between the posterior probability estimates p k and priors of information q k . The CE minimization problem can be written The CE entropy principle can also be formulated as a Generalized Cross Entropy (GCE) framework. This was introduced by Golan et al. (1996a) and as the GME it is an extension of its original entropy principle which allows taking into account the expected values of unknown distributions and measurement of error components. 7
-Estimates analytical framework
The estimation of cost allocation coefficients from whole farm accounting data is often based on the derived demand of each farm input as a function of several farm outputs. In this formulation inputs and outputs are both expressed as costs and revenues in a system of linear equations, where they are treated respectively as dependent and independent variable.
Considering I inputs types, a sample of T farms producing K outputs, the estimation problem of cost allocation coefficients expressed as a system of linear equations can be written as follows:
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where is the cost by farm t and input i; is the unknown cost allocation coefficient by farm output k and input i; is the production value of output activity k in farm t;
and is the noisy component specified by input i and by farm t.
This problem can be treated by developing an analytical framework based on an entropy approach. Like Peeters and Surry (2002) , a GME model was developed to the conditions of a sample of farms from FADN data base in the Alentejo Region. This model takes into account only crops due to information data constraints. This model takes into account only crops due to information data constraints, and to avoid that some costs may be zero, because not all crops in all farms are observed, the GME model adopts a Tobit formulation as recommended by Golan et al. (1996a) and Peteer and Surry (2002) , under which the observations are ordered as follows:
Thus considering the problem of cost allocation coefficients formulated in (11) the GME-Tobit model can be represented by the following relations: where T 1 are the farms with positive observations and T 2 are the farms with zero observations for input i.
Thus, given the known support vectors , , and and the data sample on inputs and outputs , the model finds the positive probability vectors , and .
The data consistency constraints (14)- (15) treat the relations in equation (11) as an interdependent system of equations in which all inputs i are taken in account simultaneously and positive and null observations are separated. These constraints guaranty, in the optimization model, the balance between total costs and revenues.
Equations (16)- (18) are the adding-up constraints that are related with the probability properties and make in the model the normalization of the probability values of and concerning the dimensions M and N, respectively. In this case, it is also necessary to impose the accounting restriction ∑ 1 for all k in the equation (19), which ensures that the sum by each input i of the probability vectors , weighted by the support vector of dimension M, is equal to 1 for all k. Thus, the accounting balance between total revenue and total cost is always satisfied.
The Ministry of Agriculture has calculated the standard gross margin for the main crops in all agrarian Portuguese regions until 2004. The cost structure that has been utilized can be used as prior information considering the following CGE formulation, subject to the same constraints that in the above GME formulation:
The model minimizes the distance between the estimates of unknown and the previous out sample known information which is used to bring model results closer to the observed data. Golan et al. (1996a and 2001) studied the properties of the ME estimators of constrained and unconstrained system of equations. If the ME estimators are consistent and asymptotically normal, it is possible to show that the entropy ratio statistic (ER) for different parameters of unknown distribution has a limiting distribution (Peeters and Surry, 2002) .
Models are assessed studying statistical proprieties of the estimated parameters as information content and predict power. Then their values were compared with observed data and the proportion of heterogeneity information recovered was assessed.
The information content in the estimates can be assessed using the normalized entropy (Golan et al., 1996a, and 1996b) . The entropy reaches its maximum value if the uncertainty is also maximal, which is obtained when the information moment constraints are unrestricted and the distribution of probabilities is uniform over all states. Any information added will reduce the uncertainty and the proportion of the remaining uncertainty is measured by:
where S ̂ is the normalized entropy and its values can vary between zero and one; and I×K is the total number of coefficients that have to be estimated considering M support values.
Before adding any information or theoretical constraint the uncertainty is maximal, the value of is 1/M and the entropy of its probability distribution is ln(M).
For the K×I joint entropy the maximum value is equal to IKln(M) and S ̂ 1. When S ̂ 0, there is no uncertainty and the information content on estimates from the data is maximal.
The normalized entropy indicator for the probability distributions associated to the error terms w 1 and w 2 can also vary between zero and one and is calculated as:
The "pseudo R 2 ", was used to assess the predict power of the tobit model, and The proportion of heterogeneity that is recovered by the model was measured through the disaggregate information gain (DIG) indicator developed by Howitt and Reynaud (2003):
This measure is based on the cross entropy between the coefficients and and on the cross entropy between the aggregated coefficients and the disaggregated coefficients . In the case of a perfect information recovery the DIG is equal to one, meaning that 100% of the information contained on the data was recovered.
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-Empirical data
The data used were from the 2004 FADN database for the Alentejo region which contains general information by farm, such as production value, surface of crops, livestock units and input costs. Production value is defined in euros by output activity (crops and livestock). Crops acreage is presented in hectares and livestock in heads. The costs are disaggregated by item, but are aggregated for the whole farm and we cannot know directly from the data the costs per output activity. The technical and economic specialization branches of big crops, herbivores and mixed farming of crops and livestock have almost 75% of the regional gross margin.
These three technical and economic specialization branches and permanent crops are also the most representative regarding the number of farms (88%).
Given these data characteristics, a convenient sample of 30 farms was extracted from the 2004 FADN database. Due to methodological and data limitations this sample includes farms that have only output crop activities, 24 farms from big crops branch (80%) and 6 farm from permanent crops branch (20%). The first covers 30.3% of the Alentejo gross margin and 23% of farms, and the second covers 6.2% and 16.7%, respectively. Therefore the sample represents almost 40% of the regional gross margin and number of farms.
The sample includes 8 output crops and 5 cost items. Crops are wheat, maize, rice, other cereals, horto-industrials and melons, oilseeds, olive trees and vineyards, and represent an important share of agricultural production in the Alentejo region.
According to the methodology used by the Ministry of Agriculture to calculate the standard gross margins, the item costs that were considered are plants and seeds, fertilizers, pesticides, other costs with crops and gross margin. Most of the production value is allocated to vineyards (40%) and horto-industrial (34%). Their mean and maximum values are €25,107 and €21,269, and €522,302 and €352,769, respectively. However, the acreage shares are low. Vineyards represent only 5% of the total acreage and horto-industrials are 9%.
The maize is the third crop in the share of production value (10%). Its mean is €6,089 and the maximum reach to €107,384. The acreage (7% of total) is less than the acreage of wheat (38%), oilseeds (14%) and other cereals (16%), which have lower production values.
Regarding cost items, gross margin represents 63% of total production value. For vineyards, maize, other cereals and horto-industrials the maximum production value is greater than the mean almost twenty times. Regarding cost items, these differences are smaller, and vary from 8.5 times in seeds and plants to 14 times in other costs with crops.
-Results
For the estimation of cost allocation coefficients two model specifications were used, a GME-tobit and a CGE-tobit formulation, under the sample of 30 farms from the Alentejo 2004 FADN database using the GAMS (General Algebraic Modeling System) software. Results are presented in terms of the precision estimates and prediction power, and then, a discussion about its validation is done.
The GME-Tobit model requires the choice of the support vectors z and v of dimension M and N which are uninformative uniform distributions to be considered as priors when any prior information is not available (Howitt and Reynauld, 2003) . Several studies have shown that GME estimates are fairly sensitive to the choice of the bounds of the support values, particularly regarding the error terms (Fraser, 2000; Leon et al., 1999; Paris and Caputo, 2001; Preckel, 2001; and Huang et al., 2007) .
In the GME formulations, the bounds of the error term are defined as some multiple of the standard deviation of the dependent variable (Golan, et al. 1996b) . In this case, the two error support vectors (v 1 and v 2 ) were defined with the center on zero and the endpoints of interval 3 , 3 based on the "3σ rule" (Pukelsheim, 1994) . The σ is obtained assuming a uniform and censored distribution of the data where the uniform variance (s 2 ) is used as an estimator of σ (Golan et al., 1997) . For the parameters support vector z the natural bounds are zero and one and M is equal to 3.
Like Fragoso et al. (2008) , Martins et al. (2011) and Howitt and Reynauld (2003) the set of support values considered was {0.0, 0.5, 1.0}.
In the CGE-Tobit formulation the parameters and error supports z, v 1 and v 2 were defined in the same way as the GME-Tobit model, considering for the error term the three sigma rule and for z the symmetric set of {0.0, 0.5, 1.0}. The exogenous information prior that was used regarding the coefficients of production value and costs structure used by Portuguese Ministry of Agriculture to calculate the standard gross margin in 2004. The normalised entropy assesses the information content in a model measuring the remaining uncertainty, which gives the amount of new information that is generated by the entropy estimators. The ̂ indicator shows that the amount of new information generated is 0.688 in the GME model and 0.36 in the CGE model. As expected the GME model generate more new information than the CGE model. In this last the importance of data on the estimates is greater due to the influence of the information prior on the model results and the uncertainty of the estimates is lower than in GME model. For both models the noise ratios S are high meaning that almost of all distribution error is recovered by the new information generated in estimation process.
The "pseudo R 2 " statistic was calculated for each input or cost item and was used to assess the predictive power of the models. For all cost items, the "pseudo R 2 " is close to one. The item having the lower results is "other costs", where the "pseudo R 2 " is 0.85 and 0.863. For the other items, the "pseudo R 2 " is always above 0.94, being greater than 0.99 in the case of gross margin.
In general the estimates of the GME and CGE model specifications have a good degree of precision and prediction power. These results are similar to the ones obtained by other authors (Peeters and Surry, 2002) . The huge deviations of the estimated parameters from the observed coefficients can be explained in large part because the sample of the farms chosen has a great heterogeneity, and we have assumed in the estimation procedure that all farms operate with the same technology and have the same level of efficiency. In some way this result was predictable when we analyzed the data of table 2 about the characteristics of the farm sample, namely the great differences that exists among the mean, maximum and minimum values of crop revenues and cost items.
The CGE model results are more close to the observed farm cost allocation coefficients than those of the GME model. The average WPAD is 31.4% which is much lower than 101% that was obtained in the GME model. The results of CGE model allow conclude that it can be used to estimate farm cost allocation coefficients from the FADN database in the conditions of the Alentejo region, southern of Portugal, as well as in many farms of the Mediterranean area.
As in the GME model, the differences between the estimated and observed parameters can be explained in large part by the data characteristics, namely the fact that we have considered the assumption that all farms operate with the same technology and efficiency level. However the deviations on estimates are less in the CGE than in GME formulation due to the introduction in the model of out sample prior information about the cost coefficients that are used by the Portuguese Ministry of Agriculture to calculate the crops standard gross margin.
The results of DIG indicator show that GME model recovers 91.5% of the heterogeneity of disaggregated information. Due to the use of information prior in the estimates, DIG is bigger in the CGE model, reaching 99.6% of heterogeneity recovered.
The both model specification, the GME and CGE, produce estimators that have good statistical and econometric properties as the normalized entropy and and "pseudo-R 2 " indicators show. However the GME estimators are far from the observed coefficients and they only can be acceptable to be used to estimated farm input costs per output activity if we consider some out sample prior information under a CGE formulation. Thus results suggest that entropy approach is a good alternative to the traditional methods to estimate cost allocation coefficients and is a very useful tool to deal with incomplete information concerning economic problems.
-Conclusion
Standard farm-accounting information is typically restricted to aggregate or whole farm input expenditures, without revealing production costs per output activity.
Considering that the direct collection of data is difficult and requires costly farm surveys, alternative tools based on econometric techniques may offer an attractive alternative for obtaining reliable estimates at a significantly lower cost. In this context maximum entropy approaches have been widely used.
A Generalized Maximum Entropy model and a Cross Generalized Entropy
Model were used to estimate farm cost allocation coefficients per output crop activity at the farm level from a sample of thirty farms extracted from the 2004 FADN database of Alentejo Region. Model results were assessed looking at the precision and prediction power of estimates and at its real validity comparing them with the observed data.
Several interesting conclusions were achieved.
The entropy estimators show good statistical and econometric proprieties regarding the degree of precision and prediction power assessed by the normalized entropy and "pseudo-R 2 " indicators, respectively.
However the Generalized Maximum Entropy results are far from the observed coefficients, probably due to the great heterogeneity of farms chosen for the sample and which is associated with differences in the production technologies and therefore on the farm efficiency levels. The reliability of the Generalized Maximum Entropy model estimates can be improved using out sample prior information, as the cost structure that was used by the Portuguese Ministry of Agriculture to calculate the standard gross margins, and a Cross Generalized Entropy model specification.
For both models the disaggregation information gains are very relevant and allow recovering the most part of the information heterogeneity contained in data.
The entropy approach showed to be an important and flexible tool for helping in the economic analysis. This is quite important in the estimates of incomplete information, as in the problem of agricultural economics regarding cost allocation coefficients to output activities.
