Abstract. We completely classify and give explicit descriptions of all the maximal closed subroot systems of affine root systems. As an application we describe a procedure to get the classification of all regular subalgebras of affine Kac-Moody algebras in terms of their root systems.
Introduction
Given a finite crystallographic root system one can naturally ask for the list of all its subroot systems. In [1] , A. Borel and J. De Siebenthal gave a partial answer to this question; they classified all the maximal closed subroot systems of finite crystallographic root systems. A subroot system of a finite root system is said to be closed if it is closed under addition with respect to the ambient finite root system. Naturally one can extend this definition to any affine root systems (the real roots of affine Kac-Moody algebras). More precisely, let g be an affine Kac-Moody algebra and let Φ be the set of its real roots. A subroot system Ψ of Φ is called closed if for each α, β ∈ Ψ, such that α + β ∈ Φ, we have α + β ∈ Ψ. The main goal of this paper is to give a complete classification of all maximal closed subroot systems of affine root systems in both untwisted and twisted cases.
One of our main motivations comes from the work of M. J. Dyer and G. I. Lehrer [5] (see also [4] ), where they developed some new ideas to classify all the subroot systems of untwisted affine root systems, or more generally the subroot systems of real root systems of loop algebras of Kac-Moody algebras. The subroot systems of affine root systems are characterized in terms of certain explicit compatible cosets of Z and the subroot systems of the underlying (gradient) finite root systems, see Sections 3.1, 3.2 and 4.2 for more details. Using this characterization, we give very explicit descriptions of all maximal closed subroot systems of affine root systems. Our main theorem is indeed a corollary of the results of [5] for the untwisted case, but it is not stated as a corollary of their result anywhere as we know. Some difficulties naturally arise when we consider the twisted case. For example, the gradient root system of a proper closed subroot system of a twisted affine root system need not be a closed subroot system, see Proposition 4. Indeed this is the precise fact that makes it harder to deal with the twisted case, see Section 4 for more details. We need a case-by-case analysis when the gradient root system of a maximal closed affine subroot system is not closed.
The classification of closed subroot systems is very essential in the classification of semisimple subalgebras of semi-simple Lie algebras. In [6] , E. B. Dynkin introduced the notion of regular semi-simple subalgebras in order to classify all the semi-simple subalgebras of finite dimensional complex semi-simple Lie algebras. He classified regular semi-simple subalgebras in terms of their root systems, which are closed subroot systems of the root system of the ambient Lie algebra. One can define regular subalgebras in the context of affine Kac-Moody algebras by generalizing the definition of regular semi-simple subalgebras. A subalgebra g 0 of the affine Kac-Moody algebra g is said to be a regular subalgebra if there exists a closed subroot system Ψ of Φ such that g 0 is generated as a Lie subalgebra by the root spaces g α for α ∈ Ψ. The regular subalgebra g 0 defined by Ψ is uniquely determined by Ψ and conversely Ψ is also uniquely determined by g 0 , see Section 12 for more details. Hence classifying all the regular subalgebras is same as classifying all the closed subroot systems of Φ. In this paper we describe a procedure to classify all the closed subroot systems using the information about maximal closed subroot systems. As a by-product we get a complete classification of all regular subalgebras of affine Kac-Moody algebras.
Our second motivation for this work comes from the work of A. Felikson, A. Retakh and P. Tumarkin [7] , where they described a procedure to classify all the regular subalgebras of affine Kac-Moody algebras. They determine all possible maximal closed affine type root subsystems in terms of their Weyl group in order to classify all the regular subalgebras. It appears that some maximal subroot systems were omitted in their classification list. For example, the root system of type A and the root system of type D (2) 5 appears as an indecomposable maximal closed subroot system of E (2) 6 , which were omitted in their list, see [7, Table 2] and Table 3 . See the Remark 10 for the complete list of differences between our classification list and their classification list. Moreover our approach is completely different from their approach.
The paper is organized as follows. In Sections 2 and 3 we give a short description of affine root systems, set up the notations and introduce some basic theory which will be used throughout this paper. In Section 4 we give a complete description of all maximal closed subroot systems of untwisted affine root systems. In Section 5 we give a complete description of the maximal closed subroot systems of twisted affine root systems for which the corresponding gradient subroot system is either equal to the gradient root system of the original twisted affine root system or it is a proper closed subroot system. Section 6 (resp. Section 7, 8, 9) contains the classification of all maximal closed subroot systems of D (2) n+1 (resp. A (2) 2n−1 , D (3) 4 , E (2) 6 ) whose gradient subroot system is a proper semi-closed subroot system. The case A (2) 2n is treated separately in Section 10 for n ≥ 2 and the case A (2) 2 is treated separately in Section 11. In Section 12, we describe a procedure to classify all the regular subalgebras of affine Kac-Moody algebras.
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Preliminaries

2.1.
We denote the set of complex numbers by C and, respectively, the set of integers, non-negative integers, and positive integers by Z, Z + , and N.
We refer to [9] for the general theory of affine Lie algebras and we refer to [2, 11] for the general theory of affine root systems. Throughout, A will denote an indecomposable affine Cartan matrix, and S will denote the corresponding Dynkin diagram with the labeling of vertices as in Table Aff2 from [9, pg.54-55] . LetS be the Dynkin diagram obtained from S by dropping the zero node and letÅ be the Cartan matrix, whose Dynkin diagram isS.
Let g andg be the affine Lie algebra and the finite-dimensional simple Lie algebra associated to A andÅ over C, respectively. We shall realizeg as a subalgebra of g. We fixh ⊆ h Cartan subalgebras ofg and respectively g. Then we have
where K is the canonical central element, and d is the derivation. Considerh * as a subspace of h * by setting λ(K) = λ(d) = 0 for all λ ∈h * . Let δ ∈ h be given by δ(d) = a 0 where a 0 is 2 if g is of type A (2) 2n and 1 otherwise, and δ(h ⊕ CK) = 0. Let ( , ) be a standard symmetric non-degenerate invariant bilinear form on h * .
2.2.
We denote by ∆(g) the set of roots of g with respect to h, and the set of real roots of g by ∆ re (g) =: Φ. By abuse of notations we say that Φ is of affine type X (resp. untwisted or twisted) if and only if ∆(g) is of affine type X (resp. untwisted or twisted). The set of roots of g with respect toh is denoted byΦ and note thatΦ can be identified as a subroot system of Φ. Let Φ ℓ and Φ s (resp.Φ ℓ andΦ s ) denote respectively the subsets of Φ (resp.Φ) consisting of the long and short roots. We set m =      1, if Φ is of untwisted type 2, if Φ is of type A (2) 2n (n ≥ 1), A (2) 2n−1 (n ≥ 3), D (2) n+1 (n ≥ 2) or E We have (see [9, Page no. 83]) Φ = {α + rδ : α ∈Φ, r ∈ Z} if m = 1 and Φ = {α + rδ : α ∈Φ s , r ∈ Z} ∪ {α + mrδ : α ∈Φ ℓ , r ∈ Z} if m = 2 or 3, but Φ is not of type A (2) 2n and else Φ = { 1 2 (α + (2r − 1)δ : α ∈Φ ℓ , r ∈ Z} ∪ {α + rδ : α ∈Φ s , r ∈ Z} ∪ {α + 2rδ : α ∈Φ ℓ , r ∈ Z}.
2.3.
Given α ∈ Φ, we denote by α ∨ ∈ h the coroot associated to α. Then we set β, α ∨ := β(α ∨ ) = 2(β,α) (α,α) . Define reflections s α : h * → h * for α ∈ Φ as follows:
where β ∈ h * . For α ∈Φ, s α restricts to the reflection in α onh * . We let W := {s α : α ∈ Φ} denote the Weyl group of g and denote byW := {s α : α ∈Φ} the Weyl group ofg.
2.4.
In this section, we recall some general definitions and facts about finite and affine root systems. Definition 1. A subset Ψ of Φ (resp.,Φ) is called a subroot system of Φ (resp.,Φ) if s α (β) ∈ Ψ for all α, β ∈ Ψ. Definition 2. A subroot system Ψ of Φ (resp.,Φ) is called a closed subroot system of Φ (resp.,Φ) if α, β ∈ Ψ and α + β ∈ Φ (resp.,Φ), then α + β ∈ Ψ.
Definition 3. A proper closed subroot system Ψ of Φ (resp.,Φ) is said to be a maximal closed subroot system of Φ (resp.,Φ) if for every closed subroot system ∆ of Φ (resp.,Φ) the condition Ψ ⊆ ∆ Φ (resp.,Φ) implies that ∆ = Ψ.
Definition 4. Let Ψ ≤ Φ be a subroot system. The gradient root system associated with Ψ is defined to be Gr(Ψ) := (α + rδ)|h : α + rδ ∈ Ψ .
Since δ|h = 0, we have (α + rδ)|h = α|h = α for α + rδ ∈ Ψ. In particular we have
Note that Gr(Ψ) need not be a reduced root system in general. For example Gr(Φ) is nonreduced finite root system of type BC n when g is of type A
2n . It is easy to see that the gradient root system associated with Ψ is a subroot system of Gr(Φ) in the sense of Definition 1.
Definition 5. Let Ψ ≤ Gr(Φ) be a subroot system. The lift of Ψ in Φ is defined to be Ψ := α∈Ψ {α + rδ : for all r such that α + rδ ∈ Φ} It is easy to see that the lift Ψ of Ψ is a subroot system of Φ. Definition 6. Let Ψ be an irreducible subroot system of Φ. We say that Ψ is of type X (r) n if there exists a vector space isomorphism ϕ :
where RΨ (resp. RX (r) n ) denotes the vector space spanned by Ψ (resp. X (r) n ) over R. Let Ψ be a reducible subroot system of Φ. We say that Ψ is of type X (r 1 )
The following Lemma is immediate from the above definitions. Lemma 1. Let Φ be an irreducible affine root system and let Gr(Φ) be its corresponding gradient root system. If Ψ is a closed subroot system of Gr(Φ) then the lift Ψ is also a closed subroot system of Φ.
2.5.
We make the following conventions throughout this paper
3 . We end this section by recalling the list of all maximal closed subroot systems of an irreducible finite crystallographic root system of rank n from [10, Page 136]. 
Characterization of closed subroot systems
We will closely follow the arguments in [5] (see also [4] ) to complete the classification of maximal closed subroot systems of affine root systems. The authors of [5] considered only the untwisted affine root systems or more generally real root systems of loop algebras of Kac-Moody algebras in [5] . Here in this paper we will deal with both untwisted and twisted affine root systems. But one needs to be little careful about the case A (2) 2n which will be dealt separately in Sections 10 and 11 and for more details see Remark 1 and Section 10 and 11. We leave out the proofs of the results presented in this section as it closely follows the arguments of [5] .
3.1.
Recall that Φ is the set of real roots of the indecomposable affine Kac-Moody Lie algebra g defined in the Section 2.1. Let Ψ be a subroot system of Φ. Define
It is easy to see that Ψ = {α + rδ : α ∈ Gr(Ψ), r ∈ Z α (Ψ)} . We immediately have (see, Lemma 8 in [5] ) Lemma 13) . Let Φ be an irreducible affine root system which is not of type A
2n and let Ψ be a subroot system of Φ. Let Γ be a simple system of Gr(Ψ) and let p : Γ → Z be an arbitrary function. Then there exists an unique Z-linear extension p to Gr(Ψ), which we denote again by p for simplicity, p : Gr(Ψ) → Z given by α → p α satisfying
for all α, β ∈ Gr(Ψ).
3.2.
We assume that Φ is not of type A (2) 2n in what follows next in this subsection and recall that Ψ is a subroot system of Φ. Let Γ be a simple system of Gr(Ψ) and choose arbitrary elements p Ψ α ∈ Z α (Ψ) for each α ∈ Γ. Define a function p Ψ : Γ → Z given by α → p Ψ α . Now fix the unique Z-linear extension of p Ψ to Gr(Ψ) as in Lemma 2. Define
Since each root of Gr(Ψ) is conjugate to some simple root by an element in W Gr(Ψ) (the Weyl group of Gr(Ψ) generated by {s α : α ∈ Gr(Ψ)}), we get
, for all α, β ∈ Gr(Ψ), using the equation (3.1) and (3.2). One can easily see that Z ′ α (Ψ) are subgroups for all α ∈ Gr(Ψ), since 0 ∈ Z ′ α (Ψ) for all α ∈ Gr(Ψ) (proof of this fact is same as the proof of Lemma 22 in [5] ). For α ∈ Gr(Ψ), write Z ′ α (Ψ) = n Ψ α Z where n Ψ α ∈ Z + . From this discussion it is clear that a subroot system Ψ of Φ is completely determined by the gradient subroot system Gr(Ψ) and the cosets Z α (Ψ), α ∈ Gr(Ψ). Naturally "closedness of Ψ in Φ" will give some more restrictions on the gradient subroot systems and the cosets Z α (Ψ). We will completely characterize these restrictions on the gradient subroot systems Gr(Ψ)s and the cosets Z α (Ψ)s corresponding to "closedness property of Ψ in Φ" in Proposition 1, 2, 3, 4 and use this information to determine the possible gradient root systems Gr(Ψ) and the cosets Z α (Ψ) = p Ψ α + n Ψ α Z corresponding to the maximal closed subroot systems Ψ of Φ. The following lemma tells us about the relations between the integers n Ψ α . Lemma 3. [Lemma 14, [5] ] Let Ψ be a subroot system of Φ and let n Ψ α be defined as above. We have β, α ∨ n Ψ α Z ⊆ n Ψ β Z for all α, β ∈ Gr(Ψ), and n Ψ α = n Ψ β for all α, β ∈ Gr(Ψ) with β ∈ W Gr(Ψ) α. In particular if n Ψ α = 0 for some α ∈ Gr(Ψ) then n Ψ β = 0 for all β ∈ W Gr(Ψ) α.
2n and let Ψ be a subroot system with Gr(Ψ) = Gr(Φ). Let Γ = {α 1 = ǫ 1 − ǫ 2 , · · · , α n−1 = ǫ n−1 − ǫ n , α n = ǫ n } be the simple system of Gr(Φ). Choose arbitrary elements p Ψ α ∈ Z α (Ψ) for each α ∈ Γ and define the function p Ψ : Γ → 1 2 Z, α → p Ψ α as before. Fix the unique Z−linear extension of p Ψ to Gr(Φ) as in Lemma 2. Since the long roots of Gr(Φ) are not Weyl group conjugate to simple roots, we will not have p Ψ α ∈ Z α (Ψ) for all long roots α ∈Φ ℓ . But this is the only obstruction that we have in the case A (2) 2n . To avoid this we first extend the function
2 Z (Z−linearly) and just choose arbitrarily p Ψ α from Z α (Ψ) for all α ∈Φ ℓ and define the function p Ψ on Gr(Φ), note that this will not be Z−linear anymore. Then we get Z α (Ψ) = p Ψ α + n Ψ α Z for all α ∈ Gr(Φ) (see proof of Theorem 3 in Section 10 for more details) and the conclusion of Lemma 3 will be still valid for the integers n Ψ α .
Suppose Gr(Ψ) is reducible say Gr
) and simply denote it by n Ψ i ℓ (resp. n Ψ i s ) if the underlying subroot system Ψ is understood. Note that long roots (or short roots) of Gr(Ψ) from the different components are not conjugate under the action of W Gr(Ψ) . In particular n
) by n Ψ ℓ (resp. n Ψ s ) or simply by n ℓ (resp. n s ) if the underlying subroot system Ψ is understood. Similarly one defines n Ψ im for intermediate roots of A (2) 2n type. Sometimes we will denote n s as n Ψ to emphasize its importance. We also simply denote Z α (Ψ), p Ψ α and n Ψ α by Z α , p α , n α if the underlying subroot system Ψ is understood.
3.4.
In this subsection, Φ could be both untwisted and twisted affine root systems including A (2) 2n . The following Lemma compares the cosets Z α of two subroot systems of Φ.
Lemma 4. Let Ψ ⊆ ∆ ⊆ Φ be two subroot systems of Φ.
(1) Then we have Gr(Ψ) ⊆ Gr(∆).
Proof. By the definition of gradient we have Gr(Ψ) ⊆ Gr(∆) and by the definition of Z α (Ψ)s we have Z α (Ψ) ⊆ Z α (∆) for all α ∈ Gr(Ψ). In particular, we have
This proofs the statement (2). Finally for the last part, assume that Gr(Ψ) = Gr(∆) and
Thus we have Ψ = ∆ since Ψ = {α + rδ : α ∈ Gr(Ψ), r ∈ Z α (Ψ)} and ∆ = {α + rδ : α ∈ Gr(∆), r ∈ Z α (∆)}. This completes the proof.
We record the following lemma for the future use.
Lemma 5. Let Φ be an irreducible affine root system and let Ψ ≤ Φ be a closed subroot system with an irreducible gradient subroot system Gr(Ψ). Then n Ψ α = 0 for some α ∈ Gr(Ψ) implies n Ψ β = 0 for all β ∈ Gr(Ψ)
Proof. Suppose n Ψ α = 0 for some α ∈ Gr(Φ). Then since Gr(Ψ) is irreducible, given any β ∈ Gr(Ψ) there exists a finite sequence of roots β 1 = α, · · · , β r = β such that (β i , β i+1 ) = 0 for all 1 ≤ i ≤ r − 1. Then by Lemma 3, we have
From this it is clear that n Ψ
Thus we have n Ψ β = 0 for all β ∈ Gr(Φ). This completes the proof.
3.5.
The following proposition determines the integers n α for the closed subroot systems of untwisted affine root systems. Proposition 1. Let Φ be an irreducible untwisted affine root system.
(1) Suppose Ψ is a closed subroot system of Φ with an irreducible gradient subroot system Gr(Ψ), then n α = n β for all α, β ∈ Gr(Ψ). Denote this unique number by n Ψ . (2) Suppose Ψ is a maximal closed subroot system of Φ with Gr(Ψ) =Φ, then n Ψ must be a prime number.
Proof. Suppose n α = 0 for some α ∈ Gr(Ψ) then by Lemma 5 we have n β = 0 for all β ∈ Gr(Ψ), hence the statement (1) is clear in this case. So assume that n α = 0 for all α ∈ Gr(Ψ). Suppose Gr(Ψ) is simply laced then we have n α = n β for all α, β ∈ Gr(Ψ) by Lemma 3. Hence the statement (1) is immediate in this case. So we assume that Gr(Ψ) is non simply-laced irreducible root system. We can choose two short roots α 1 and α 2 in Gr(Ψ) such that their sum α 1 + α 2 is a long root in Gr(Ψ). Then from Lemma 3, we have n α 1 = n α 2 = n s and n ℓ = n α 1 +α 2 . As Ψ is closed we have
On the other hand β, α ∨ = ±1 for short root β and long root α, see [8, Page no. 45] . Using this and by Lemma 3, we get n s | n ℓ and hence n ℓ = n s . This completes the proof of statement (1) .
For the second part, it follows from the discussion in Section 3.2 and Statement (1) that there exists p α such that Z α = p α + n Ψ Z for all α ∈Φ. Suppose n Ψ = 0 then we have
where ∆ is a proper closed subroot system of Φ given by ∆ = {α + (p Ψ α + 2r)δ : α ∈ Gr(Φ), r ∈ Z}. This is a contradiction to our assumption that Ψ is maximal in Φ, so we must have n Ψ = 0. Suppose n Ψ = 1 then it is immediate that Z α = Z for all α ∈Φ. Hence Ψ = Φ, again a contradiction. So we must have n Ψ = 1. Suppose n Ψ is not a prime number and let n Ψ = uv be a nontrivial factorization of n Ψ , then we have
is a closed subroot system of Φ since the function α → p α is Z−linear and satisfies the Equation (3.2) and
for α, β ∈Φ and r, r ′ ∈ Z. But Ψ Ω Φ, which contradicts the fact that Ψ is maximal closed in Φ. This completes the proof of statement (2).
3.6. We have the following proposition which is similar to Proposition 1 for twisted affine root systems not of type A (2) 2n . Recall the definition of m from the Section 2.2.
Proposition 2. Let Φ be an irreducible twisted affine root system not of type A (2) 2n and let Ψ ≤ Φ be a subroot system with an irreducible gradient subroot system Gr(Ψ). Let n ℓ and n s be defined as in Section 3.3.
(1) Suppose Ψ is a closed subroot system of Φ such that Gr(Ψ) is simply laced then we get n α = n β for all α, β ∈ Gr(Ψ). Denote this unique number by n Ψ . (2) Suppose Ψ is a closed subroot system of Φ such that Gr(Ψ) is non simply-laced then we get n ℓ = n s if m|n s and we get n ℓ = mn s if m |n s . Denote n s by n Ψ . (3) Suppose Ψ is a maximal closed subroot system of Φ with Gr(Ψ) =Φ, then n Ψ is a prime number.
Proof. Suppose Gr(Ψ) is simply laced then we have n α = n β for all α, β ∈ Gr(Ψ) by Lemma 3. Hence the statement (1) follows. So we assume that Gr(Φ) is non-simply laced and irreducible to prove the statement (2). Suppose n α = 0 for some α ∈ Gr(Ψ) then by Lemma 5 we have n β = 0 for all β ∈ Gr(Ψ), hence the statement (2) follows in this case. So assume that n α = 0 for all α ∈ Gr(Ψ). Since Gr(Ψ) is irreducible and non simply-laced, we can choose two short roots α 1 and α 2 in Gr(Ψ) such that their sum α 1 + α 2 is a long root in Gr(Ψ). Again using Lemma 3, we have n α 1 = n α 2 = n s and n ℓ = n α 1 +α 2 . As Ψ is closed, we have
Thus we get n ℓ = n s if m|n s and n ℓ = mn s if m |n s . This proves the statement (2) of the proposition. For the last part, observe that Ψ < Φ is properly contained in Φ since Ψ is a maximal closed subroot system of Φ. We know that there exists p α such that Z α = p α + n α Z for all α ∈Φ. Suppose n Ψ = 0 then we have Ψ = {α + p Ψ α δ : α ∈ Gr(Φ)} ∆ where ∆ is a proper closed subroot system of Φ given by ∆ = {α + (p Ψ α + mr)δ : α ∈ Gr(Φ), r ∈ Z}. This is a contradiction to our assumption that Ψ is maximal in Φ, so we must have n Ψ = 0. If n Ψ = 1, then it is immediate that n ℓ = m and n s = 1. This implies that Z α = Z for a short root α and Z α = mZ for a long root α. Hence we get Ψ = Φ since Gr(Ψ) =Φ, again a contradiction. Suppose n Ψ is not a prime number then let n Ψ = uv be a nontrivial factorization of n Ψ such that m|u if m|n Ψ . Let
We claim that Ω is a closed subroot system of Φ since the function α → p α is Z−linear and satisfies the Equation (3.2). Let α ∈Φ ℓ , β ∈Φ s , then for r, r ′ ∈ Z we have
Similarly for α ∈Φ ℓ , β ∈Φ s and r, r ′ ∈ Z we have
since s α (β) is a short root. Remaining cases are similarly done, so it proves that Ω is a subroot system. Since sum of a short root and long root fromΦ can not be a long root again, we get Ω is closed subroot system in Φ. But Ψ Ω Φ, which contradicts the fact that Ψ is a maximal closed in Φ. This completes the proof of statement (3).
Untwisted Case
Throughout this section we assume that Φ is an irreducible untwisted affine root system.
Note that Gr(Φ) =Φ and Φ = Φ.
4.1.
We need the following simple result to complete the classification of maximal closed subroot systems for the untwisted case. The statement (2) of the following proposition already appears in the proof of [7, Lemma 4.1] .
Proposition 3. Let Φ be an irreducible untwisted affine root system and let Ψ ≤ Φ be a subroot system.
(1) If Ψ ≤ Φ is a closed subroot system, then Gr(Ψ) ≤Φ is a closed subroot system. (2) If Ψ ≤ Φ is a maximal closed subroot system, then either Gr(Ψ) =Φ or Gr(Ψ) Φ is a maximal closed subroot system. In particular we get Ψ = Gr(Ψ).
Proof. Statement (1) is immediate from the definition. Now suppose Gr(Ψ) =Φ, then we claim that Gr(Ψ) Φ is a maximal closed subroot system. Otherwise there exist a closed subroot system Ω such that Gr(Ψ) Ω Φ which immediately implies that Ψ Ω Φ. This leads to a contradiction as Ω is closed in Φ by Lemma 1. Since Gr(Ψ) is a proper closed subroot system which contains Ψ, we must have Ψ = Gr(Ψ). This completes the proof of statement (2).
4.2. Now we are ready to state our main theorem for untwisted case. Theorem 1. Let Ψ be a maximal closed subroot system of Φ.
(1) If Gr(Ψ) =Φ, then there exists a Z-linear function p : Gr(Ψ) → Z satisfying (3.2) and a prime number n Ψ such that
Conversely given a Z-linear function p : Gr(Ψ) → Z satisfying (3.2) and a prime number n Ψ the subroot system Ψ defined above gives a maximal subroot system of Φ.
The affine type of Ψ is same as affine type of Φ. (2) If Gr(Ψ) Φ is a maximal closed subroot system, then
Conversely ifΨ is a proper maximal subroot system ofΦ then the lift Ψ is a maximal subroot system of Φ. The affine type of Ψ is X (1) n ifΨ is of finite type X n .
Proof. Forward part of statement (1) follows from the Proposition 1. For the converse part let Ψ = {α + (p α + rn Ψ )δ : α ∈ Gr(Ψ), r ∈ Z}, where the function p : Gr(Ψ) → Z is Z-linear and satisfying (3.2) and n Ψ is a prime number. It is easy to verify that Ψ is a closed subroot system of Φ since p is Z-linear and satisfying (3.2). Now suppose Ψ ∆ ⊆ Φ, then Gr(∆) =Φ since Gr(Ψ) =Φ. Now by part (2) of Lemma 4 we have n ∆ divides n Ψ . This implies n ∆ = 1 or n ∆ = n Ψ since n Ψ is a prime number. If n ∆ = n Ψ then by part (3) of Lemma 4 we get Ψ = ∆, a contradiction. So we must get n ∆ = 1, this implies ∆ = Φ. This completes the proof of Statement (1).
Forward part of statement (2) follows from the part (2) of Proposition 3 and the converse part is straightforward from the part (2) of Proposition 3 and the Lemma 4.
Remark 2. Our main classification theorem for the untwisted case is indeed an immediate corollary of the results of [5] , see also [4] . Essentially all the machineries were developed in [5] to complete the classification of maximal closed subroot system of untwisted affine root system. Since the purpose of their paper is to classify all the subroot systems in terms of the admissible subgroups of the coweight lattice of a root system Ψ, and the scaling functions on Ψ, the authors do not write Theorem 1 as a corollary of their results. The main purpose of this paper is to get a similar classification theorem of maximal subroot systems for the twisted affine root system case as well.
4.3.
We end this section by listing out all possible types of maximal closed subroot systems of irreducible untwisted affine root systems and give few examples to demonstrate how one gets the this list from Theorem 1 and Table 1 .
The root system B n has a maximal closed subroot system ∆ of type B n−1 with a simple system {ǫ 2 − ǫ 3 , ǫ 3 − ǫ 4 , · · · , ǫ n−1 − ǫ n , ǫ n } (see [10, Page 136] ). By Theorem 1, ∆ is a maximal closed subroot system of Φ and by Definition 6, the type of ∆ is B
(1)
The root system G 2 has a maximal closed subroot system ∆ of type A 1 ⊕ A 1 with a simple system {ǫ 1 − ǫ 2 , ǫ 1 + ǫ 2 − 2ǫ 3 } (see [10, Page 136] ). By Theorem 1, ∆ is a maximal closed subroot system of Φ and the type of ∆ is A
The root system D n has a maximal closed subroot system ∆ of type D n−1 with a simple system {ǫ 2 − ǫ 3 , ǫ 3 − ǫ 4 , · · · , ǫ n−1 −ǫ n , ǫ n−1 +ǫ n } (see [10, Page 136] ). By Theorem 1, ∆ is a maximal closed subroot system of Φ and the type of ∆ is D
The following table is immediate from Theorem 1 and Table 1 . Table 2 . Maximal closed subroot systems of irreducible untwisted affine root systems
8 , E
(1) 8
Remark 3. The Table 2 has already appeared in [7] and note that the authors of [7] have omitted the possibility of a maximal closed subroot system D
n in their list.
Twisted Case
Throughout this section we assume that Φ is an irreducible twisted affine root system which is not of type A (2) 2n . Let Ψ ≤ Φ be a closed subroot system. Unlike in untwisted case, we have three choices for Gr(Ψ) in this case. Indeed because of this fact, the classification of maximal closed subroot systems of twisted affine root systems becomes more technical. First we define the third possible case.
Definition 7.
A subroot systemΨ ofΦ is said to be semi-closed if (1)Ψ is not closed inΦ and (2) if α, β ∈Ψ such that α + β ∈Φ\Ψ then α and β must be short roots and α + β must be a long root.
The condition (1) in Definition 7 implies that there must exist two roots α, β ∈Ψ such that α + β ∈Φ \Ψ and the condition (2) ensures that α and β are short roots and α + β is a long root. Thus ifΨ is semi-closed inΦ, then there exists short roots α and β such that their sum α + β is a long root and α + β ∈Φ\Ψ.
Proposition 4. Let Φ be an irreducible twisted affine root system not of type A (2) 2n and let Ψ ≤ Φ be a subroot system. If Ψ ≤ Φ is a closed subroot system, then either (1) Gr(Ψ) = Gr(Φ) or (2) Gr(Ψ) is a proper closed subroot system of Gr(Φ) or (3) Gr(Ψ) is a proper semi-closed subroot system of Gr(Φ).
Proof. Let Gr(Ψ) neither be equal to Gr(Φ) nor be a proper closed subroot system of Gr(Φ). Then there must exist two roots α 1 , α 2 ∈ Gr(Ψ) such that α 1 + α 2 ∈ Gr(Φ) \ Gr(Ψ). We claim that the roots α 1 , α 2 must be short roots and their sum α 1 + α 2 must be a long root. Since α 1 , α 2 ∈ Gr(Ψ), there exists u, v ∈ Z such that α 1 + uδ, α 2 + vδ ∈ Ψ. As Ψ is closed and
This implies α 1 + α 2 is a long root. Suppose that both α 1 and α 2 are long roots. Then both u and v are integer multiples of m, and hence so is u + v, which contradicts the fact that α 1 + α 2 + (u + v)δ / ∈ Φ. So they can not be both long. Since a sum of a short root and a long root can not be a long root, we have both α 1 and α 2 are short roots. This proves that Gr(Ψ) must be a proper semi-closed subroot system of Gr(Φ).
5.1. Now we assume that Ψ ≤ Φ is a maximal closed subroot system. Then by Proposition 4 we have three choices for Gr(Ψ). First two cases of Proposition 4 are easier to study and they are similar to the untwisted affine root systems. The case (3) of Proposition 4 requires a case-by-case analysis. In this section we study the easier cases (1) and (2) and in Sections 6, 7, 8 and 9 we will treat the case (3) for all affine root systems Φ distinct from A (2) 2n . Root systems of type A (2) 2n will be considered separately in Section 10 for n ≥ 2 and in Section 11 for n = 1.
Proposition 5. Let Φ, Ψ as before. If Ψ ≤ Φ is a maximal closed subroot system and Gr(Ψ) is a proper closed subroot system of Gr(Φ), then Gr(Ψ) < Gr(Φ) is a maximal closed subroot system such that it contains at least one short root. In this case, we have Ψ = Gr(Ψ).
Proof. The proof of Gr(Ψ) < Gr(Φ) is a maximal closed subroot system is same as the part (2) of Proposition 3. Now suppose that Gr(Ψ) contains only long roots. Then it is easy to see that Ψ ≤ Φ ℓ . But Ψ ≤ Φ ℓ Ω = α + mrδ : α ∈Φ, r ∈ Z and Ω is a closed subroot system of Φ, which is a contradiction to the fact that Ψ is maximal closed. Now we present our main classification theorem for the maximal closed subroot systems of twisted affine root system Φ (which is not of type A (2) 2n ) whose gradient subroot system is equal toΦ or is a proper closed subroot system ofΦ. Theorem 2. Let Φ be an irreducible twisted affine root system which is not of type A (2) 2n and let Ψ be a maximal closed subroot system of Φ.
(1) If Gr(Ψ) =Φ, then there exists a Z-linear function p : Gr(Ψ) → Z and a prime number n Ψ such that p satisfies the condition (3.2), p α ∈ mZ for long roots α and
Conversely, given a prime number n Ψ and a Z-linear function p : Gr(Ψ) → Z satisfying p α ∈ mZ for long roots α ∈Φ ℓ and (3.2), the subroot system Ψ defined above gives us a maximal closed subroot system of Φ.
(2) If Gr(Ψ) Φ is a proper closed subroot system, then Gr(Ψ) <Φ is a maximal closed subroot system such that it contains at least one short root and in this case Ψ = Gr(Ψ).
Conversely, ifΨ Φ is a maximal closed subroot system then Ψ is a maximal closed subroot system only ifΨ contains a short root.
Remark 4. For the Case (1) i.e., Gr(Ψ) =Φ, the type of Ψ is X (2) n if the type ofΦ is X n and m = n Ψ and the type of Ψ is X (1) n if the type ofΦ is X n and m = n Ψ . For the Case (2), the type of Ψ is X (r 1 )
ns where X n i 's are irreducible components of Gr(Ψ) and r i = 1 if X n i is simply-laced else it is 2.
Proof of Statement (1). The forward part of statement (1) is clear from the parts (2) and (3) of Propositions 2. Converse part of statement (1) will be proved case by case.
Case (1.1). First assume that n Ψ is a prime number such that n Ψ = m and Ψ = {α + (p α + rn Ψ )δ, β + (p β + mrn Ψ )δ : α ∈Φ s , β ∈Φ ℓ , r ∈ Z} where p α satisfies the condition (3.2) and p α ∈ mZ for long roots α. It is easy to verify that Ψ is a closed subroot system of Φ. By the definition of Ψ we have
Now we will prove that Ψ is a maximal closed subroot system of Φ. Suppose Ψ ∆ ⊆ Φ for some closed subroot system ∆ of Φ. Then we claim that ∆ must be equal to Φ. Since Ψ ⊆ ∆, we have Gr(Ψ) = Gr(∆) =Φ. By part (2) of Proposition 2 n ∆ determines the subgroups Z ′ α (∆) and hence the cosets Z α (∆). But by part (2) Lemma 4, we get n ∆ divides n Ψ . This implies either n ∆ = 1 or n ∆ = n Ψ since n Ψ is a prime number. Assume first that n ∆ = n Ψ , then we get n Ψ α = n ∆ α for all α ∈Φ by part (2) of Proposition 2. Since Gr(Ψ) = Gr(∆) and n Ψ α = n ∆ α for all α ∈ Gr(∆), we have Ψ = ∆ using part (3) of Lemma 4, a contradiction. So n ∆ must be equal to 1. In this case we get n ∆ α = n Φ α for all α ∈Φ again using the part (2) of Proposition 2. This immediately implies ∆ = Φ by part (3) of Lemma 4 since Gr(∆) = Gr(Φ).
Case (1.2). Now assume that n Ψ = m and Ψ = {α + (p α + rm)δ : α ∈Φ, r ∈ Z}. One easily sees that Ψ is a closed subroot system of Φ. So it remains to show that Ψ is a maximal closed subroot system of Φ. Suppose Ψ ∆ ⊆ Φ for some closed subroot system ∆ of Φ. Then we need to prove that ∆ must be equal to Φ. Since Ψ ⊆ ∆ we get Gr(∆) =Φ and by part (2) of Lemma 4 we get n ∆ = m or n ∆ = 1. If n ∆ = m then by part (2) of Propositions 2 we get n ∆ α = n Ψ α for all α ∈Φ. This forces ∆ = Ψ, a contradiction. So this case does not arise. Hence we must have n ∆ = 1 which implies ∆ = Φ as before in Case 1.1. This completes the proof of statement (1). (2) is clear from the Proposition 5. Conversely supposeΨ is a maximal closed subroot system inΦ such that it contains at least one short root, say β ∈Ψ, then we claim that the lift Ψ in Φ must be a maximal closed subroot system. Let ∆ be a closed subroot system in Φ such that
Proof of Statement (2). The forward part of statement
Then we need to prove that ∆ must be equal to Φ. We observe the following facts first.
(1) By considering respective gradients we haveΨ ⊆ Gr(∆) ⊆Φ. This implies that rank(Ψ) ≤ rank(Gr(∆)) ≤ rank(Φ). (2) By Proposition 4 we know that either Gr(∆) is either closed inΦ or semi-closed inΦ.
(3) SinceΨ contains the short root β, we have β + rδ ∈ Ψ ⊆ ∆ for all r ∈ Z. (4)Ψ can be both irreducible and reducible subroot system ofΦ (see Table 1 and [10, Page 136]). Now we will deal with all possible cases of ∆. We begin with the easiest case.
Case (2.1). Assume that Gr(∆) is closed inΦ. Then we claim that Gr(∆) =Φ. SinceΨ is maximal closed inΦ andΨ ⊆ Gr(∆) ⊆Φ we must have either Gr(∆) =Ψ or Gr(∆) =Φ. If
Gr(∆) =Ψ, then we have ∆ ⊆ Ψ , a contradiction. So we must have Gr(∆) =Φ. Since n ∆ = 1 we get n ∆ ℓ = m by part (2) Proposition 2. Hence we get ∆ = Φ by part (3) of Lemma 4. Case (2.2). Now we are left with the case that Gr(∆) is not closed but semi-closed inΦ. We will prove that this case also can not arise. Let Gr(∆) be not closed but semi-closed in Φ. By Proposition 4 there exists short roots α 1 , α 2 ∈ Gr(∆) such that α 1 + α 2 is a long root and α 1 + α 2 ∈Φ\Gr(∆), fix these short roots α 1 and α 2 ∈ Gr(∆). First we observe that Gr(∆) can not be irreducible. Otherwise Gr(∆) is irreducible and β + rδ ∈ ∆ for all r ∈ Z would imply n ∆ = 1 and hence n ∆ ℓ = m by part (2) of Proposition 2. Since we have α 1 + rδ, α 2 + rδ ∈ ∆ for all r ∈ Z, which implies (
Case (2.2.1). We now consider the caseΨ is irreducible. SinceΨ is irreducible, it must be contained in one of components of Gr(∆). With out loss of generality we can assume that Ψ ⊆ ∆ 1 . We have either rank(Ψ) = rank(Φ) or rank(Ψ) = rank(Φ) − 1 sinceΨ is irreducible maximal closed subroot system ofΦ (see Table 1 and [10, Page 136]). If rank(Ψ) = rank(Φ) then we get rank(∆ i ) = 0, for all i = 2, · · · , k which is a contradiction to the fact that Gr(∆) is reducible. So we get rank(Ψ) = rank(Φ) − 1. Since
we must have k = 2 and rank(∆ 2 ) = 1. This implies Gr(∆) = ∆ 1 ⊕ A 1 withΨ ⊆ ∆ 1 . Since β + rδ ∈ ∆ for all r ∈ Z and ∆ 1 is irreducible we have n ∆ 1 s (∆) = 1. In particular α + rδ ∈ ∆ for all the short roots α ∈ ∆ 1 and r ∈ Z. Clearly one of the short roots α j , j = 1, 2 must be in ∆ 1 , say
. This is again contradicting the fact that
Case (2.2.2). We are now left with the caseΨ is reducible. Recall thatΦ is non simplylaced irreducible finite crystallographic root system. So by the classification of maximal closed subroot systems of the finite root systems (see Table 1 and [10, Page 136]), we know that we must have rank(Ψ) = rank(Φ) andΨ = Ψ 1 ⊕ Ψ 2 where Ψ 1 , Ψ 2 are irreducible components of Ψ except in the case that whenΦ = B n and (Ψ 1 , Ψ 2 ) = (B n−2 , A 1 ⊕ A 1 ). We will deal the case Φ = B n and (Ψ 1 , Ψ 2 ) = (B n−2 , A 1 ⊕ A 1 ) separately. Since rank(Ψ) = rank(Gr(∆)) = rank(Φ) and Gr(∆) is reducible,Ψ can not be contained in one single irreducible component of Gr(∆).
. SinceΨ can not be contained in one single irreducible component of Gr(∆) and Ψ 1 , Ψ 2 are irreducible, we
implies that k = 2 and rank(Ψ 1 ) = rank(∆ 1 ), rank(Ψ 2 ) = rank(∆ 2 ). Since β ∈Ψ, it must be either in Ψ 1 or in Ψ 2 . Assume that β ∈ Ψ 1 then as before in the Case 2.2.1 we get n ∆ 1 s (∆) = 1. Hence by previous arguments which appear in the Case 2.2.1 we observe that ∆ 2 must contain those short roots α 1 and α 2 . Now since ∆ 2 contains the short roots α 1 and α 2 we observe that Ψ 2 must contain only long roots. Otherwise we will get n ∆ 2 s (∆) = 1 (since Ψ ⊆ ∆) which will again lead to the contradiction α 1 + α 2 ∈ Gr(∆). Hence ∆ 2 must be non simply-laced. Again by the classification, see Table 1 and [10, Page no. 136], we can have only the following possibilities of (Φ,Ψ) such thatΨ = Ψ 1 ⊕ Ψ 2 with simply laced Ψ 2 :
We will prove that these possibilities can not occur. Hence the case "Ψ is reducible" is not possible and hence the case Gr(∆) is semi-closed inΦ is not possible. Recall that Ψ 2 ⊆ ∆ 2 satisfying the following properties:
• rank(Ψ 2 ) = rank(∆ 2 ), Ψ 2 is simply laced and Ψ 2 contains only long roots • ∆ 2 is non simply-laced • ∆ 2 contains the short roots α 1 and α 2 whose sum α 1 + α 2 is a long root inΦ.
This immediately implies that the cases (Φ,Ψ) = (B n , B n−1 ⊕A 1 ), (F 4 , C 3 ⊕A 1 ), and (G 2 , A 1 ⊕ A 1 ) are not possible. If (Φ,Ψ) = (F 4 , A 2 ⊕A 2 ) then ∆ 2 must contain A 2 properly which implies ∆ 2 must be G 2 . But G 2 can not be a subroot system of F 4 , so this case also does not occur. Now consider the case (Φ,Ψ) = (B n , B n−i ⊕ D i ) with 3 ≤ i ≤ n − 2. Then we have Ψ 1 = B n−i and Ψ 2 = D i . Since ∆ 2 is non simply-laced irreducible finite root system, the only possibilities of ∆ 2 are B i , C i , F 4 and G 2 . We will directly prove that these possibilities can not occur. By counting the number of short roots in B n−4 ⊕ F 4 and B n one can easily see that B n−4 ⊕ F 4 can not occur as a subroot system of B n . Similarly B n−2 ⊕ G 2 does not occur as a subroot system of B n . Since B n−4 ⊕ F 4 and B n−2 ⊕ G 2 can not occur as subroot systems of B n , we can not have ∆ 2 = G 2 or F 4 . So we are left with the cases ∆ 2 = B i or C i . The D i can not occur as subroot system of C i with only consisting of long roots, hence ∆ 2 can not be C i . Thus ∆ 2 = B i is the only case remaining, in this case D i must be the subroot system of B i consisting of all long roots of B i . Since ∆ 2 = B i and α 1 + α 2 is a long root inΦ, we have
Subcase 2. Finally we are left with the caseΦ = B n and (Ψ 1 , Ψ 2 ) = (B n−2 , A 1 ⊕ A 1 ). SinceΨ can not be contained in one single irreducible component of Gr(∆), we may have two cases.
In this case k = 2, rank(∆ 1 ) = n − 2 and rank(∆ 2 ) = 2. Since β ∈Ψ, we have either β ∈ Ψ 1 or β ∈ Ψ 2 . Let β ∈ Ψ 1 . This implies n ∆ 1 s (∆) = 1 which implies α 1 , α 2 / ∈ ∆ 1 . Hence α 1 , α 2 ∈ ∆ 2 and Ψ 2 can not have short roots and must contain only long roots. Thus ∆ 2 = B 2 or G 2 , not possible like in Subcase 1. So β ∈ Ψ 2 =⇒ n ∆ 2 s (∆) = 1 =⇒ α 1 , α 2 ∈ ∆ 1 . This implies Ψ 1 can not contain short roots and only contain long roots and ∆ 1 must be non simply-laced. But Ψ 1 = B n−2 is non simply-laced for n ≥ 4, so it contains a short root ofΦ. If n = 3 then rank(∆ 1 ) = 1, which implies Ψ 1 = ∆ 1 . So ∆ 1 can not be non simply-laced in this case, again a contradiction. So this case is not possible.
(ii) Ψ 1 = B n−2 ⊆ ∆ 1 and Ψ 2 ⊆ ∆ 2 ⊕ ∆ 3 . In this case k = 3, rank(∆ 1 ) = n − 2 and ∆ 2 = ∆ 3 = A 1 . Since sum of two roots from ∆ 2 ⊕ ∆ 3 = A 1 ⊕ A 1 can not be a root again, we must have one of the α j , j = 1, 2 in ∆ 1 . So β can not be in Ψ 1 . Thus β ∈ Ψ 2 . But this can not happen like in the case (i). This completes the proof.
5.2.
We end this section by listing out all possible types of maximal closed subroot systems of irreducible twisted affine root systems which has closed gradient subroot systems and we demonstrate how to get this list from the Theorem 2 by a few examples.
The root system B n has a maximal closed subroot system ∆ of type B n−1 with a simple system {ǫ 2 − ǫ 3 , ǫ 3 − ǫ 4 , · · · ǫ n−1 − ǫ n , ǫ n } (see [10, Page 136] ). Note that ∆ contains short roots. By Theorem 2, ∆ is a maximal closed subroot system of Φ and the type of ∆ is D (2) n .
The root system F 4 has maximal closed subroot system ∆ 1 of type A 2 ⊕ A 2 with a simple system {ǫ 1 + ǫ 2 , ǫ 2 − ǫ 3 , ǫ 4 , 
5 , A
6 , F
4 , G
2 , A
Remark 5. Note that the Table 3 gives us only the part of the classification. The list in the Table 3 has already appeared in [7] (see [7, Table 1 & 2]) and note that the authors of [7] have omitted the possibility of a maximal closed subroot system A (1)
6 and D (2)
in their list.
We are now left with the case (3) of Proposition 4 (in twisted affine root systems which is not of type A
2n ) and the type A
2n in completing the classification theorem. The aim of the remaining part of this paper is to consider the case (3) of Proposition 4 and the type A Throughout this section we assume that Φ is of type D (2) n+1 . In particular, the gradient root system of D (2) n+1 is of type B n . We have the following explicit description of D
Definition 8. For a subset I ⊆ I n , we define Ψ I (D
n+1 ) = ± ǫ s + 2rδ : s ∈ I, r ∈ Z ∪ ± ǫ s + (2r + 1)δ : s / ∈ I, r ∈ Z ∪ ± ǫ s ± ǫ t + 2rδ : s = t, s, t ∈ I or s, t / ∈ I, r ∈ Z .
n+1 ) is a closed subroot system of Φ for any subset I ⊆ I n . Proof. Set J = I n \I. Write Ψ even I = ± ǫ s + 2rδ : s ∈ I, r ∈ Z , Ψ odd J = ± ǫ s + (2r + 1)δ : s / ∈ I, r ∈ Z and Ψ even I×J = ± ǫ s ± ǫ t + 2rδ : s = t, s, t ∈ I or s, t / ∈ I, r ∈ Z . Since the integers appear in the δ part of elements of Ψ even β ∈ Ψ odd J ) and α + β ∈ D
n+1 then we must have α + β ∈ Ψ even I (resp. α + β ∈ Ψ odd J ). Finally consider the case α, β ∈ Ψ even I×J . Write α = ±ǫ s ± ǫ t + 2rδ and β = ±ǫ u ± ǫ v + 2r ′ δ.
n+1 then we must have |{s, t} ∩ {u, v}| = 1 and in this case the sign of this common element in α and β must be opposite. Since either both s, t ∈ I or both s, t ∈ J (and it is true for u, v as well) we must have α + β ∈ Ψ even I×J .
Proposition 6. Suppose Φ is of type D
n+1 and Ψ ≤ Φ is a maximal closed subroot system with proper semi-closed gradient subroot system Gr(Ψ) <Φ then there exist a set I I n such that Ψ = Ψ I (D (2) n+1 ). Proof. Since Gr(Ψ) is a semi-closed subroot system, there exist i, j ∈ I n such that ǫ i , ǫ j ∈ Gr(Ψ) but ǫ i + ǫ j / ∈ Gr(Ψ). We claim that elements of Z ǫ i (Ψ) and Z ǫ j (Ψ) can not have same parities. Suppose Z ǫ i (Ψ) and Z ǫ j (Ψ) contain same parity elements, say 2r+1 ∈ Z ǫ i (Ψ), 2s+1 ∈ Z ǫ j (Ψ). Then we have ǫ i + ǫ j + 2(r + s + 1)δ ∈ Ψ since Ψ is closed, a contradiction to the choices of i, j. Proof is same for even integers. Hence without loss of generality we can assume that Z ǫ i (Ψ) ⊆ 2Z and Z ǫ j (Ψ) ⊆ 2Z + 1. Now we claim that for each ǫ k ∈ Gr(Ψ) either Z ǫ k (Ψ) ⊆ 2Z or Z ǫ k (Ψ) ⊆ 2Z + 1. Suppose there exists s, r ∈ Z such that ǫ k + 2sδ, ǫ k + (2r + 1)δ ∈ Ψ with k = i, j. Then one immediately sees that ǫ k + ǫ i , ǫ j − ǫ k ∈ Gr(Ψ) since Ψ is closed and Z ǫ i (Ψ) ⊆ 2Z and Z ǫ j (Ψ) ⊆ 2Z + 1. This implies ǫ i + ǫ j ∈ Gr(Ψ), a contradiction. Hence either
n+1 ). Suppose we have ±ǫ s ± ǫ t + 2rδ ∈ Ψ with s ∈ I and t / ∈ I. Since s ∈ I, we have ∓ǫ s + 2r ′ δ ∈ Ψ for some r ′ ∈ Z. Then we get (±ǫ s ± ǫ t + 2rδ) + (∓ǫ s + 2r ′ δ) ∈ Φ implies ±ǫ t + 2(r + r ′ )δ ∈ Ψ since Ψ is closed. This implies 2(r + r ′ ) ∈ Z ǫt (Ψ), a contradiction to the choice of t. Since Ψ is maximal closed subroot system we have Ψ = Ψ I (D
n+1 ). This completes the proof.
Conversely given a proper subset I I n , we will show that Ψ I (D
n+1 ) defined above in the Definition 8 must be a maximal closed subroot system of Φ. 
n+1 ). We have either (1) ǫ s + (2r + 1)δ ∈ Ω for some r ∈ Z and s ∈ I or (2) ǫ s + 2rδ ∈ Ω for some r ∈ Z and s / ∈ I or (3) ǫ s ± ǫ t + 2rδ ∈ Ω for some r ∈ Z, s ∈ I and t / ∈ I.
In each cases, we repeatedly use the fact that Ω is closed in Φ and Ψ I (D
n+1 ) ⊆ Ω and prove that Ω = Φ.
Case (1) . Suppose there exists ǫ s + (2r + 1)δ ∈ Ω for some r ∈ Z and s ∈ I. By adding ǫ s + (2r + 1)δ with ǫ t + (2Z + 1)δ for t / ∈ I, we get ǫ s + ǫ t + 2Zδ ⊆ Ω for all t / ∈ I.
And by adding −ǫ s −2rδ ∈ Ω with ǫ s +ǫ t +2Zδ for t / ∈ I, we get ǫ t +2Zδ ⊆ Ω for all t / ∈ I which implies ǫ t + Zδ ⊆ Ω for all t / ∈ I. Similarly by adding −ǫ s − (2r + 1)δ ∈ Ω with ǫ s + ǫ t + 2Zδ ⊆ Ω for t ∈ I where s = t, we get ǫ t + (2Z + 1)δ ⊆ Ω for all t ∈ I with s = t. Now fix t / ∈ I and by adding −ǫ t − (2r + 1)δ ∈ Ω with ǫ s + ǫ t + 2Zδ ⊆ Ω we get ǫ s + (2Z + 1)δ ⊆ Ω. This implies ǫ t + Zδ ⊆ Ω for all t ∈ I. Thus we have ǫ t + Zδ ⊆ Ω for all t ∈ I n . Since Ω is closed subroot system, this immediately implies that Ω = Φ.
Case (2) . Suppose there exists ǫ s + 2rδ ∈ Ω for some r ∈ Z and s / ∈ I. By adding ǫ s + 2rδ with ǫ t + 2Zδ for t ∈ I, we get ǫ s + ǫ t + 2Zδ ⊆ Ω for all t ∈ I. And by adding −ǫ s − (2r + 1)δ ∈ Ω with ǫ s + ǫ t + 2Zδ for t ∈ I, we get ǫ t + (2Z + 1)δ ⊆ Ω for all t ∈ I. This implies ǫ t + Zδ ⊆ Ω for all t ∈ I. Similarly by adding −ǫ s − 2rδ ∈ Ω with ǫ s + ǫ t + 2Zδ ⊆ Ω for t / ∈ I where s = t, we get ǫ t + 2Zδ ⊆ Ω for all t / ∈ I with s = t. Now fix t ∈ I such that t = s and by adding −ǫ t − 2rδ ∈ Ω with ǫ s + ǫ t + 2Zδ ⊆ Ω we get ǫ s + 2Zδ ⊆ Ω. This implies ǫ t + Zδ ⊆ Ω for all t / ∈ I. Thus we proved ǫ t + Zδ ⊆ Ω for all t ∈ I n . Since Ω is closed subroot system, we immediately get Ω = Φ.
Case (3) . Finally assume that ǫ s ± ǫ t + 2rδ ∈ Ω for some r ∈ Z, s ∈ I and t / ∈ I. Add ∓ǫ t − (2r + 1)δ ∈ Ω with ǫ s ± ǫ t + 2rδ ∈ Ω then we get ǫ s + δ ∈ Ω. Thus we are back to the Case (1). This completes the proof.
Remark 6. The authors of [7] have omitted the possibility of a maximal closed subroot system
n+1 in their classification list, see [7, Throughout this section we assume that Φ is of type A (2) 2n−1 . In particular, the gradient root system of A (2) 2n−1 is of type C n . We have the following explicit description of A 
is a simple root system of It is easy to see that ǫ s − ǫ t = α s + · · · + α t−1 and
Let p : Γ n → {0, 1} be a function such that p α n−1 and p αn have different parity and let p : D n → Z be its Z-linear extension given by ±ǫ s ± ǫ t → p ±ǫs±ǫt . Since the map p is Z-linear we have
This implies p ǫs−ǫt and p ǫs+ǫt have different parity for s < t. Since p ǫs−ǫt = −p ǫt−ǫs , p ǫs−ǫt and p ǫs+ǫt also have different parity for s > t. Now define Ψ p (A (2) 2n−1 ) := ± ǫ s ± ǫ t + (p ±ǫs±ǫt + 2r)δ : 1 ≤ t = s ≤ n, r ∈ Z . Lemma 7. Let p : D n → Z be a Z−linear function such that p ǫs−ǫt and p ǫs+ǫt have different parity for each 1 ≤ s = t ≤ n. Then Ψ p (A (2) 2n−1 ) is a maximal closed subroot system of Φ. Proof. Since p is Z-linear, we have
for α, β ∈ D n and r, r ′ ∈ Z. This implies Ψ p (A
2n−1 ) is a subroot system of Φ. For s, t ∈ I n , t = s, we can not have 2ǫ s + (p ǫs−ǫt + p ǫs+ǫt + 2r)δ ∈ Φ for any r ∈ Z, since p ǫs−ǫt and p ǫs+ǫt have different parity. This implies that Ψ p (A (2) 2n−1 ) is a closed subroot system of Φ. Now suppose there is a closed subroot system ∆ of Φ such that Ψ p (A (2) 2n−1 ) ∆ ⊆ Φ. Then we claim that ∆ = Φ. Since Ψ p (A (2) 2n−1 ) ∆, we have two possibilities for elements of ∆\Ψ p (A (2) 2n−1 ). We have either (1) 2ǫ s + 2rδ ∈ ∆ for some s ∈ I n and r ∈ Z or (2) ǫ s ± ǫ t + (p ǫs±ǫt + 2r + 1)δ ∈ ∆ for some s = t ∈ I n and r ∈ Z.
Case (1). Suppose there exists s ∈ I n such that 2ǫ s + 2rδ ∈ ∆ for some r ∈ Z. Since ǫ t − ǫ s + (p ǫt−ǫs + 2Z)δ ⊆ ∆ for any t = s, we have ǫ t + ǫ s + (p ǫt−ǫs + 2Z)δ = (2ǫ s + 2rδ) + ǫ t − ǫ s + (p ǫt−ǫs + 2Z)δ ⊆ ∆.
for all t ∈ I n with t = s. As ǫ t + ǫ s + (p ǫt+ǫs + 2Z)δ ⊆ Ψ p (A (2) 2n−1 ) and p ǫt+ǫs and p ǫt−ǫs have different parity, we get (ǫ t + ǫ s ) + Zδ ⊆ ∆ for all t = s. This in turn implies that (ǫ t + ǫ s + p ǫt−ǫs δ) + ǫ t − ǫ s + (p ǫt−ǫs + 2Z)δ = 2ǫ t + 2Zδ ⊆ ∆ for all t ∈ I n with t = s. Now ǫ t − ǫ s + Zδ = (2ǫ t + 2Zδ) − (ǫ t + ǫ s + Zδ) ⊆ ∆ for all t = s. So far we have proved that 2ǫ s + 2rδ ∈ ∆ implies ±ǫ t ± ǫ s + Zδ, ±2ǫ t + 2Zδ ⊆ ∆ for all t ∈ I n such that t = s. By repeating the earlier arguments with all possible t ∈ I n such that t = s, we see that ∆ = Φ.
Case (2) . Now assume that there exists s, t ∈ I n such that ǫ s ± ǫ t + (p ǫs±ǫt + 2r + 1)δ ∈ ∆ for some r ∈ Z. Since ǫ s ∓ ǫ t + (p ǫs∓ǫt + 2r ′ )δ ∈ ∆ for all r ′ ∈ Z and p ǫs±ǫt , p ǫs∓ǫt have different parity, we have 2ǫ s + 2rδ ∈ ∆. So we are back to the Case (1) and hence ∆ = Φ. This completes the proof. 
n . Proof. Let Ψ ≤ Φ be a maximal closed subroot system with a proper semi-closed gradient subroot system Gr(Ψ) <Φ. By Proposition 4, there exist s, t ∈ I n such that ǫ s + ǫ t , ǫ s − ǫ t ∈ Gr(Ψ) but 2ǫ s / ∈ Gr(Ψ). Define I = {i ∈ I n : 2ǫ i ∈ Gr(Ψ)} Then it is immediate that I I n by previous observation. Suppose that I = ∅. Then we will prove that Ψ ⊆ Ψ I Φ, where
It is easy to see that Ψ I is the lift of the closed subroot system
ofΦ. So Ψ I is a closed subroot system of Φ by Lemma 1 and since I I n it is proper if I = ∅. If possible let ǫ i ± ǫ j + rδ ∈ Ψ, for some i ∈ I, j / ∈ I, r ∈ Z. Since i ∈ I, we have 2ǫ i + 2r ′ δ ∈ Ψ for some r ′ ∈ Z. Since Ψ is closed we have
This implies that ±(2ǫ j + 2(r − r ′ )δ) = (ǫ i ± ǫ j + rδ) − (ǫ i ∓ ǫ j + (2r ′ − r)δ) ∈ Ψ, a contradiction to the fact that j / ∈ I. So we have Ψ ⊆ Ψ I . Since Ψ I is a closed subroot system we must have Ψ = Ψ I which is absurd as the gradient root system of Ψ I is closed. So we must have I = ∅.
Since 2ǫ i / ∈ Gr(Ψ) for all i ∈ I n , the elements in Z ǫ i +ǫ j (Ψ) and Z ǫ i −ǫ j (Ψ) must have different parity for all 1 ≤ i = j ≤ n. Otherwise we will get 2ǫ i +(r+r ′ )δ = (ǫ i +ǫ j +rδ)+(ǫ i −ǫ j +r ′ δ) ∈ Ψ for some r, r ′ ∈ Z such that r ≡ r ′ mod 2. This is contradicting the fact that 2ǫ i / ∈ Gr(Ψ) for all i ∈ I n . Hence by the discussion in the Section 3.2, there exists Z−linear function p Ψ : D n → Z such that for each 1 ≤ i = j ≤ n, we have Z ǫ i +ǫ j (Ψ) ⊆ p Ψ ǫ i −ǫ j + 2Z and
2n−1 ) is a closed subroot system in Φ by Lemma 7 we have the equality Ψ = Ψ p Ψ (A (2) 2n−1 ). Converse part is immediate from the Lemma 7. This completes the proof. Remark 7. The authors of [7] have omitted the possibility of a maximal closed subroot system
2n−1 in their classification list, see [7, Throughout this section we assume that Φ is of type D (3) 4 . In particular, the gradient root system of Φ is of type G 2 . We have the following explicit description of D 
4 and Ψ ≤ Φ is a maximal closed subroot system with a proper semi-closed gradient subroot system then Gr(Ψ) =Φ s .
Proof. Since Gr(Ψ) is semi-closed, then by Proposition 4 there exists two short roots α, β ∈ Gr(Ψ) such that α + β / ∈ Gr(Ψ). Since s α (β) ∈ Gr(Ψ) and is another short root different from α and β, we haveΦ s ⊆ Gr(Ψ). SinceΦ s is a maximal subroot system of G 2 and Gr(Ψ) =Φ, we get Gr(Ψ) =Φ s .
8.1.
Let {i, j, k} be a permutation of I 3 = {1, 2, 3} and ℓ ∈ Z. Define
Lemma 9. We have Ψ(i, j, k; ℓ) is a subroot system of Φ for any permutation {i, j, k} of I 3 and ℓ ∈ Z.
Similarly we see that s α (β) ∈ Ψ(i, j, k; ℓ) for all α, β ∈ Ψ(i, j, k; ℓ). This proves that Ψ(i, j, k; ℓ) is a subroot system of Φ.
Proposition 9. For a permutation {i, j, k} of I 3 and ℓ ∈ Z such that ℓ ≡ 1 or 2 (mod 3), we have Ψ(i, j, k; ℓ) is a maximal closed subroot system of Ψ.
Proof. Lemma 9 implies that Ψ(i, j, k; ℓ) is a subroot system of Φ. Since ℓ ≡ 1 or 2 (mod 3) we have
It is easy to check that α+β ∈ Φ for α, β ∈ Ψ(i, j, k; ℓ) implies α+β ∈ Ψ(i, j, k; ℓ) in remaining cases. This proves that Ψ(i, j, k; ℓ) is a closed subroot system of Φ when ℓ ≡ 1 or 2 (mod 3). So it remains to prove that it is maximal closed subroot system in Φ. Let ∆ be a closed subroot system of Φ such that Ψ(i, j, k; ℓ) ∆ ⊆ Φ. Observe that ∆\Ψ(i, j, k; ℓ) may contain a short root or a long root. There are three possibilities for shor roots of ∆\Ψ(i, j, k; ℓ) and it will be considered in the Cases (1), (2) and (3).
Case (1) . Let ǫ i − ǫ j + (3r + r ′ )δ ∈ ∆ for some r, r ′ ∈ Z such that r ′ ≡ 0 (mod 3). This implies
Summing these two we have ǫ i − ǫ k + (ℓ + 2r ′ + 3Z)δ ⊆ ∆. This implies ǫ i − ǫ k + Zδ ⊆ ∆ and using this we get α + rδ ∈ ∆ for all short roots α and r ∈ Z. Since any long root of G 2 can be written as sum of two short roots we have ∆ = Φ.
Case (2) . Let ǫ j − ǫ k + (3r + r ′ + ℓ)δ ∈ ∆ for some r, r ′ ∈ Z such that r ′ ≡ 0 (mod 3). Then
So we are back to Case (1). Thus we get ∆ = Φ.
Case (3) . Let ǫ i − ǫ k + (3r + r ′ + ℓ)δ ∈ ∆ for some r, r ′ ∈ Z such that r ′ ≡ 0 (mod 3). Then
Again we are back to Case (1). Thus we get ∆ = Φ.
Case (4) . Finally assume that ∆ contains a long root and let ǫ s + ǫ t − 2ǫ u + 3rδ ∈ ∆ for some r ∈ Z and a permutation {s, t, u} of I 3 . Then substracting a suitable short root from ǫ s + ǫ t − 2ǫ u + 3rδ will bring us back to one of the three previous cases and we get ∆ = Φ. Hence Ψ(i, j, k; ℓ) is a maximal closed subroot system of Φ.
8.2.
Conversely we prove that any maximal closed subroot system Ψ of Φ must be of the form Ψ = Ψ(i, j, k; ℓ) for some permutation {i, j, k} of I 3 and ℓ ∈ Z satisfying ℓ ≡ 1 or 2 (mod 3). 4 . Then Ψ ≤ Φ is a maximal closed subroot system with a proper semi-closed gradient subroot system Gr(Ψ) if and only if Gr(Ψ) =Φ s and Ψ = Ψ(i, j, k; ℓ) for some permutation {i, j, k} of I 3 and ℓ ∈ Z satisfying ℓ ≡ 1 or 2 (mod 3). The type of Ψ(i, j, k; ℓ) is A (1) 2 . Proof. Let Ψ be a maximal closed subroot system of Φ. Then by Lemma 8 we get Gr(Ψ) =Φ s and it is irreducible. This also implies Ψ can not contain any long root of Φ. From the discussion in Section 3.2, we see that Ψ must contain the roots
for some p 1 , p 2 , p 3 ∈ Z and n s ∈ Z. Since Ψ is closed and does not contain any long roots, we get
∈ Ψ. Similarly we get p 2 + p 3 ≡ 0 (mod 3) and p 1 + p 3 ≡ 0 (mod 3). This implies p 1 (mod 3), p 2 (mod 3) and −p 3 (mod 3) are distinct elements. Hence one of the p i must be ≡ 0 (mod 3). We claim that there exists a permutation {i, j, k} of I 3 such that Ψ = ± (ǫ i − ǫ j + (q 1 + n s r)δ), ±(ǫ j − ǫ k + (q 2 + n s r)δ), ±(ǫ i − ǫ k + (q 3 + n s r)δ) : r ∈ Z where q 1 , q 2 and q 3 satisfies q 1 ≡ 0 (mod 3), q 2 ≡ q 3 (mod 3) and q 3 ≡ 0 (mod 3). If p 1 ≡ 0 (mod 3) then take (q 1 , q 2 , q 3 ) = (p 1 , p 2 , p 3 ) and take the permutation to be identity. If p 2 ≡ 0 (mod 3) then take (q 1 , q 2 , q 3 ) = (p 2 , −p 3 , −p 1 ) and take the permutation to be they cycle (1 2 3) and if p 3 ≡ 0 (mod 3) then take (q 1 , q 2 , q 3 ) = (p 3 , −p 2 , p 1 ) and take the permutation to be the cycle (2 3). Now we claim that n s ≡ 0 (mod 3). Suppose not, then there exists r ∈ Z such that rn s ≡ q 2 (mod 3) which implies ǫ i +ǫ k −2ǫ j +(q 1 +rn s −q 2 )δ = (ǫ i −ǫ j +(q 1 +rn s )δ)+(ǫ k −ǫ j −q 2 δ) ∈ Ψ, a contradiction. Thus there exists a permutation {i, j, k} of I 3 and ℓ ≡ 1 or 2 (mod 3) such that Ψ ⊆ Ψ + (i, j, k; ℓ). Since Ψ(i, j, k; ℓ) is closed, we get that Ψ = Ψ(i, j, k; ℓ). This proves the forward part. The converse is clear from the Proposition 9.
The case E (2) 6
Throughout this section we assume that Φ is of type E (2) 6 . In particular, the gradient root systemΦ of E (2) 6 is of type F 4 . We have the following explicit description of E 
Note that p −ǫ i = −p ǫ i and p ǫ i + p ǫ j ∈ 2Z if and only if p ǫ i , p ǫ j have same parity.
6 ) is a closed subroot system of Φ.
Proof. First we prove that Ψ p (E (2)
6 ) is a subroot system of Φ. Since p is Z-linear and satisfies the equation 3.2, we have
6 ) where recall that s α is the reflection with respect to α defined in the Section 2.3. Suppose
6 ), we have p ǫ i and p ǫ j have the same parity since p ǫ i + p ǫ j ∈ 2Z. This implies p ǫ k and p ǫ ℓ also have the same parity by our choice of p where {k, ℓ} = I 4 \{i, j}. So p ǫ k + p ǫ ℓ ∈ 2Z, and hence ±ǫ k ± ǫ ℓ + 2rδ ∈ Ψ p (E (2) 6 ) for all r ∈ Z. We have
for α ∈ D 4 and r, r ′ ∈ Z. Now since
where {k, ℓ} = I 4 \{i, j}, we have s α+(pα+2r)δ (±ǫ i ± ǫ j + 2r ′ δ) ∈ Ψ p (E
6 ). It is easy to see that,
6 ). Since p ±ǫ i and p ±ǫ j have same parity, we have
This implies
6 ) is a subroot system of Φ. Now we prove that Ψ p (E (2) 6 ) is closed in Φ. We have the following cases.
∈ D 4 then p α and p β must have same parity. We have the following possibilities when α + β / ∈ D 4 :
6 ) since p α ≡ p ǫ i (mod 2) and p β ≡ p ǫ j (mod 2) have same parity.
we must have p ǫ k ≡ p ǫ ℓ (mod 2). Hence p ǫ i and p ǫ j must have same parity by our choice of the function p. This implies
6 ) with α, β / ∈ D 4 . Then we must have α = ±ǫ i ± ǫ j and β = ∓ǫ j ± ǫ k for some i = j, j = k ∈ I 4 . Since p ǫ i and p ǫ j have same parity and p ǫ j and p ǫ k have same parity, we have i = k by our choice of the function p. In this case x can not be in Φ, so this case is not possible. This completes the proof.
6 )) = 2Z or 1 + 2Z depending upon p α is even or odd.
6 ) is a maximal closed subroot system of Φ.
Proof. Suppose there is a closed subroot system ∆ of Φ such that Ψ p (E (2)
6 )). So there are three possibilities for elements of ∆\Ψ p (E (2)
Choose t ∈ I 4 such that p ǫt and p ǫs have different parity. Then ǫ s −(p ǫt +2Z)δ = ǫ t +ǫ s +2Zδ − (ǫ t +p ǫt δ) ⊆ ∆. This implies ǫ s +Zδ ⊆ ∆. This implies ǫ t +Zδ = (ǫ t +ǫ s +2Zδ)+(−ǫ s +Zδ) ⊆ ∆ for all t = s. Hence we have ǫ t + Zδ ⊆ ∆ for all t ∈ I 4 . From this it is easy to see that ∆ = Φ.
Then there exists r 1 , r 2 ∈ Z with different parity such that
. Since (r 1 + s) and (r 2 + s) have different parity, we are back to Case (1) and hence ∆ = Φ.
6 )) Gr(∆). Then there exists i, j ∈ I 4 , i = j, such that p ǫ i and p ǫ j have different parity and ǫ i ± ǫ j + 2rδ ∈ ∆ for some r ∈ Z. Since ∓ǫ j + p ∓ǫ j δ ∈ Ψ p (E (2) 6 ), we get ǫ i + (p ∓ǫ j + 2r)δ ∈ ∆. Since p ǫ i , p ∓ǫ j + 2r have different parity and ǫ i + p ǫ i δ ∈ ∆, we are back to the Case (1) again and hence ∆ = Φ. This completes the proof. 
Proof. Since Ψ is a maximal closed subroot system in Φ and not contained in the proper closed subroot system Ψ 0 of Φ, where Ψ 0 := {±ǫ i + rδ, ±ǫ i ± ǫ j + 2rδ, : 1 ≤ i = j ≤ 4, r ∈ Z}, there is a short root of the form 1 2 ( 4 j=1 ν j ǫ j ) in Gr(Ψ), fix this short root in Gr(Ψ). Now define I := {i ∈ I 4 : ǫ i ∈ Gr(Ψ)}.
First, we prove that I must be non-empty subset of I 4 . Assume that I = ∅. Since Gr(Ψ) is semi-closed there exist short roots α 1 and α 2 such that α 1 + α 2 is a long root and α 1 + α 2 ∈ Φ\Gr(Ψ). Since I = ∅, we can take
∈ Gr(Ψ) for all i ∈ I 4 and Ψ is a closed subroot system, the only short roots that Gr(Ψ) can contain are α 1 , α 2 ,
is a short root and Gr(Ψ) is semi-closed. This is clearly a contradiction to our assumption that I = ∅. So Gr(Ψ) ⊆ ∆ := {±α i : i ∈ I 4 } ∪Φ ℓ . But ∆ is a closed subroot system ofΦ and hence ∆ is a closed subroot system in Φ. Since Ψ ⊆ ∆, we must have Ψ = ∆ and Gr(Ψ) = ∆, a contradiction the fact that Gr(Ψ) is a proper semi-closed subroot system ofΦ. This proves that I must be non-empty. Indeed we will prove that |I| must be 4, hence I = I 4 . We will rule out all other possibilities one by one.
Case (1) . We claim that we must have |I| ≥ 2, hence |I| = 1. Let i ∈ I. As before, since Gr(Ψ) is semi-closed there exist short roots α and β such that α + β is a long root and α + β ∈Φ\Gr(Ψ). Now both these short roots must lie in
. This proves that we must have |I| ≥ 2 in all cases.
Case (2). Now we claim that |I| = 3. Suppose that |I| = 3 and I = I 4 \{k} for some k ∈ I 4 . Recall that we have a short root of the form 1 2 ( 4 j=1 ν j ǫ j ) in Gr(Ψ). For j ∈ I 4 such that j = k, there exists r j ∈ Z such that ν j ǫ j + r j δ ∈ Ψ since ν j ǫ j ∈ Gr(Ψ). Since |I| = 3, there exists j 1 , j 2 ∈ I such that r j 1 + r j 2 ∈ 2Z. This implies that 2 ℓ=1 (ν j ℓ ǫ j ℓ + r j ℓ δ) ∈ Ψ since Ψ is closed in Φ. Now since 1 2 ( 4 j=1 ν j ǫ j ) + rδ ∈ Ψ for some r ∈ Z and Ψ is closed, we have
This proves that |I| = 3. So we proved that |I| = 2 or 4 are the only possibilities.
Case (3). Now assume that |I| = 4, hence I = I 4 . In this case, we claim that there exists a Z−linear function p : D 4 → Z with the property that exactly two p ǫ i are even and the rest two are odd such that Ψ = Ψ p (E
6 ). Since Gr(Ψ) contains ±ǫ i , 1 ≤ i ≤ 4, and a shor root of the form 1 2 4 j=1 ν j ǫ j , Gr(Ψ) must contain all the short roots of F 4 . We now claim that for each short root α ∈ Gr(Ψ), Z α (Ψ) contains either only odd integers or even integers, i.e., it can not contain integers with different parity. We will do this by case by case.
• Suppose there is i ∈ I 4 such that 2r 1 , 2r 2 + 1 ∈ Z ǫ i (Ψ) for some r 1 , r 2 ∈ Z. Using this, one easily sees that there exists s ± ij ∈ Z such that ǫ i ± ǫ j + 2s ± ij δ ∈ Ψ for all j = i, since I = I 4 and Ψ is closed. Hence
for all j = k contradicting our assumption on Gr(Ψ) that it is semi-closed. This proves that Z ǫ i (Ψ) contains either only odd integers or only even integers.
• Now assume Z α (Ψ) contains both odd and even integers for some α = 1 2 ( 4 j=1 µ j ǫ j ), i.e. ∃ r 1 , r 2 ∈ Z with different parity such that
Then this implies
since Ψ is closed in Φ. Similarly we have
Which means Z ǫ 1 (Ψ) contains integers of different parity which by Case (1) is impossible. This proves our claim. Let p a function p : Γ 4 → Z such that p β ∈ Z β (Ψ) for each β in Γ 4 where recall that Γ 4 is a simple root system of D 4 defined in 9. Extend the function p to D 4 Z−linearly, denote this extension again by p. We now claim that exactly two p ǫ i are even. Suppose all p ǫ i have same parity, then "Ψ is closed in Φ" would imply that Gr(Ψ) =Φ. This is a contradiction to our assumption that Gr(Ψ) is semi-closed. So all p ǫ i can not have same parity. Now assume that there exists k ∈ I 4 such that p ǫ i have same parity for all i = k, and p ǫ k has different parity. Let β 1 = 1 2 ( i =k ǫ i + ǫ k ) + rδ ∈ Ψ for some r ∈ Z. Since Ψ is closed, we have
and hence we get
. But p ǫ k and (2r − i =k p ǫ i ) have different parity, which is a contradiction to our previous observation that Z α (Ψ) contains only either odd integers or even integers. Thus we proved that exactly two p ǫ i are even and the rest are odd. Now using the arguments in the proof of Case (3) in Lemma 11, we see that there is no i, j ∈ I 4 with i = j such that p ǫ i and p ǫ j have different parity and ±ǫ i ± ǫ j ∈ Gr(Ψ). This implies that Ψ ⊆ Ψ p (E
6 ). Since Ψ is maximal closed, we have Ψ = Ψ p (E (2) 6 ). Case (4) . Finally assume that |I| = 2 and I = {i, j}. Since Gr(Ψ) is semi-closed, we claim that we have
µ r ǫ r ) : µ r = ν r , r = i, j .
µ r ǫ r ) ∈ Gr(Ψ) such that µ k = ν k for some k = i, j. Let ℓ ∈ I 4 \{i, j, k}. If µ ℓ = ν ℓ , then −β satisfies the required condition, i.e., −µ k = ν k and −µ ℓ = ν ℓ . So assume that µ ℓ = ν ℓ ,
and Ψ is closed, so we have ǫ ℓ ∈ Gr(Ψ). This is clearly a contradiction to our assumption that I = {i, j}. This proves that
From this one easily sees that the only long roots Gr(Ψ) can contain are ±ǫ i ± ǫ j and ±ǫ k ± ǫ ℓ , where {k, ℓ} = I 4 \{i, j}. Note that ±ǫ k and ±ǫ ℓ can not be written as sum of elements from Gr(Ψ) ∩ D 4 . We now claim that Z α (Ψ) does not contain elements of different parity for each short root α in Gr(Ψ). Assume this claim for time being. Then for each α ∈ Gr(Ψ) ∩ D 4 , we have Z α (Ψ) ⊆ p α + 2Z for some p α ∈ Z α (Ψ). Note that p α is determined by Ψ for α ∈ Gr(Ψ) ∩ D 4 . Since
we have freedom of choice for one variable. In particular, we can choose p ǫ k (odd or even) such a way that when we extend the function
then it satisfies the conditions that (1) exactly two p ǫr are even and the rest two p ǫr are odd and (2) it takes the same values p α which was determined by Ψ for α ∈ Gr(Ψ) ∩ D 4 . Note that the parity of p ǫ ℓ is completely determined by the parity of p ǫ i , p ǫ j and p ǫ k . By the choice of p, we have Ψ Ψ p (E (2) 6 ). This proves that Ψ can not be maximal closed subroot system in Φ. Hence the case |I| = 2 is not possible.
Proof of the claim: Now we will complete the proof of the claim that Z α (Ψ) does not contain elements of different parity for each short root α in Gr(Ψ). Let α 1 , α 2 be two short roots in Gr(Ψ) such that α 1 + α 2 is a long root and α 1 + α 2 ∈Φ\Gr(Ψ). We now prove that if Z β (Ψ) contains elements of different parity for some short root β in Gr(Ψ), then Z α (Ψ) must contain elements of different parity for all short roots α in Gr(Ψ). This will contradict the fact that α 1 + α 2 ∈Φ\Gr(Ψ), hence the claim follows.
• Assume that Z ǫ i (Ψ) contains elements of different parity, then we have ±ǫ i ±ǫ j ∈ Gr(Ψ) as Ψ is closed. This implies Z ǫ j (Ψ) also contains elements of different parity. Let
and Z ǫs (Ψ) contains elements of different parity, we have Z α (Ψ) also contains elements of different parity.
• Now assume that Z α (Ψ) contains elements of different parity for α = Throughout this section we assume that Φ is of type A (2) 2n and n ≥ 2. In particular, the gradient root system Gr(Φ) of A (2) 2n is of type BC n . We have the following explicit description of A (2) 2n , see [3, Page no. 547, 583] :
In particular, we have three root lengths in Gr(Φ) and we denote the short, intermediate and long roots of Gr(Φ) by Gr(Φ) s , Gr(Φ) m and Gr(Φ) ℓ respectively. Let Γ = {α 1 = ǫ 1 − ǫ 2 , · · · , α n−1 = ǫ n−1 − ǫ n , α n = ǫ n } be the simple system for Gr(Φ) = BC n .
10.1.
Before we proceed further we fix some notations. For I ⊆ I n , we set
2n ) is a maximal closed subroot system of Φ.
Proof. It is easy to check that Ψ I (A (2) 2n ) is a closed subroot system of Φ. We prove that it is a maximal closed subroot system in Φ. Let ∆ be a closed subroot system of Φ such that Ψ I (A 2n ) then α must be equal to either
2 )δ ∈ ∆ or 2ǫ i + 2rδ where i ∈ I, r ∈ Z • ǫ i + (2r + 1 2 )δ ∈ ∆ or 2ǫ i + 2rδ ∈ ∆ where i / ∈ I, r ∈ Z • (ǫ k + ǫ ℓ ) + 2rδ ∈ ∆ or (ǫ k − ǫ ℓ ) + (2r + 1)δ ∈ ∆ where k, ℓ ∈ I and r ∈ Z • (ǫ k + ǫ ℓ ) + 2rδ ∈ ∆ or (ǫ k − ǫ ℓ ) + (2r + 1)δ ∈ ∆ where k, ℓ / ∈ I and r ∈ Z • (ǫ k + ǫ ℓ ) + (2r + 1)δ ∈ ∆ or (ǫ k − ǫ ℓ ) + 2rδ ∈ ∆ where k ∈ I, ℓ / ∈ I and r ∈ Z Suppose there exists i ∈ I such that ǫ i + (2r +   3 2 )δ ∈ ∆ for some r ∈ Z. Since
where recall that s α is the reflection with respect to α defined in the Section 2.3. Similarly for j / ∈ I we have s ǫ i +ǫ j (2ǫ i + 2Zδ) = −2ǫ j + 2Zδ ⊆ ∆. As before this implies ǫ j + 2Z+1 2 δ ∈ ∆ for all j ∈ I n . Hence ∆ = Φ. Suppose there exists i ∈ I such that 2ǫ i + 2rδ ∈ ∆ for some r ∈ Z. Then ǫ i + All the remaining cases are done similarly. For example if (ǫ k + ǫ ℓ ) + 2rδ ∈ ∆ for some r ∈ Z and k, ℓ ∈ I, then we have ǫ k + 3 2 δ = (ǫ k + ǫ ℓ ) + 2rδ + (−ǫ ℓ − (2(r − 1) + 1 2 )δ) ∈ ∆, so we are back to first case. This completes the proof.
10.2.
We now see another possible maximal closed subroot system of Φ. For J I n , define A J := ± 2ǫ i , ±ǫ s ± ǫ t : i ∈ I n \J, s = t ∈ I n \J ∪ ± 2ǫ j , ±ǫ j , ±ǫ k ± ǫ ℓ : j ∈ J, k = ℓ ∈ J and denote A J by the lift of A J in Φ. Here we make the convention that
Note that A J is a proper closed subroot system of BC n for any J I n and it is of type C n−m ⊕ BC m if |J| = m. Hence the lift A J of A J is a closed subroot system in Φ. We have, Proposition 13. The lift A J of A J in Φ is a maximal closed subroot system Φ for J I n .
Proof. Let ∆ be a closed subroot system of Φ such that A J ∆ ⊆ Φ. Then there are three possibilities for elements of ∆\ A J .
Case (1) . Suppose ǫ i + (r + 1 2 )δ ∈ ∆ for some i / ∈ J and r ∈ Z. Since ±ǫ i ± ǫ s + Zδ ⊆ ∆ for all s / ∈ J with i = s, we have
2 )δ ⊆ ∆ by repeating the earlier argument with the choice of s ∈ I n which is different from i. If J = ∅ then ǫ j + (Z + Case (2) . Suppose ǫ j + ǫ k + rδ ∈ ∆ for some j ∈ J, k / ∈ J and r ∈ Z.
2 )δ) ⊆ ∆. So we are back to the Case (1), hence ∆ = Φ.
Case(3). Suppose ǫ k − ǫ j + rδ ∈ ∆ for some j ∈ J, k / ∈ J and r ∈ Z. Since
10.3.
Before proceeding to the final classification theorem for A (2) 2n , let us make some observations about the maximal subroot systems Ψ of Φ which has Gr(Ψ) = Gr(Φ) s ∪ Gr(Φ) m or Gr(Ψ) = Gr(Φ). Recall that Γ = {α 1 = ǫ 1 − ǫ 2 , · · · , α n−1 = ǫ n−1 − ǫ n , α n = ǫ n } is the simple system for Gr(Φ). Define a function p : Γ → 1 2 Z, such that p α i ∈ Z α i (Ψ) for i ∈ I n . Now extend this function Z−linearly to
Remark 8. Note that all the conclusions of Section 10.3 are even true for A
2 . i.e., Given a maximal subroot system Ψ of A (2) 2 such that Gr(Ψ) = Gr(A (2) 2 ), there exists n α ∈ N and p α ∈ Z α (Ψ) such that Z α (Ψ) = p α + n α Z for all α ∈ Gr(Φ).
10.4.
Let Ψ ≤ Φ be a maximal subroot system. Now we are ready to state our final classification theorem for the case A (2) 2n .
Theorem 3. Suppose Φ is of type A (2) 2n and Ψ ≤ Φ is a maximal closed subroot system. Then Ψ is equal to one of the following root systems:
i, j ∈ I n , i = j, r ∈ Z for some odd prime number n s and a Z-linear function
. Conversely all the subroot systems defined above are maximal closed subroot systems of Φ.
Proof. Define J = {i ∈ I n : ǫ i ∈ Gr(Ψ)}. Now two cases are possible: J I n or J = I n .
Case (1) . First consider the case J I n . In this case, we claim that Ψ = A J . This is immediate if we prove that Gr(Ψ) ⊆ A J . Suppose Gr(Ψ) A J , then there must exist k ∈ J and ℓ / ∈ J such that ǫ k ± ǫ ℓ ∈ Gr(Ψ). This means that there exists r, r ′ ∈ Z such that
which contradicts the fact that ℓ / ∈ J. So Gr(Ψ) ⊆ A J and hence Ψ ⊆ A J . Since A J is closed in Φ, we have Ψ = A J .
Case (2) . Now consider the case J = I n . Since Ψ is closed, we have ±ǫ i ± ǫ j ∈ Gr(Ψ) for all 1 ≤ i = j ≤ n. It is easy to see that if Gr(Ψ) contains 2ǫ i for some i ∈ I n then it contains ±2ǫ j for all j ∈ I n as s ǫ i −ǫ j (2ǫ i ) = 2ǫ j . So we get either Gr(Ψ) = {±ǫ i , ±ǫ i ± ǫ j : i, j ∈ I n , i = j} or Gr(Ψ) = Gr(Φ).
Case (2.1). Suppose Gr(Ψ) = {±ǫ i , ±ǫ i ± ǫ j : i, j ∈ I n , i = j} then we claim that Ψ = Ψ I (A (2) 2n ) for some I ⊆ I n . From the discussion in Section 10.3, we have
∈ Gr(Ψ), we must have n s ∈ 2Z. Set I = {i ∈ I n : k i ∈ 2Z}, then we immediately get Ψ ⊆ Ψ I (A (2) 2n ). Since Ψ I (A (2) 2n ) is closed, we have Ψ = Ψ I (A (2) 2n ). Case (2.2). Finally assume that J = I n and Gr(Ψ) = Gr(Φ). Then by the discussion in Section 10.3, we have n α ∈ N and p α ∈ Z α (Ψ) such that Z α (Ψ) = p α + n α Z for all α ∈ Gr(Φ). By Lemma 3, we have n s | n m , n m | n ℓ and n ℓ | 2n m . Since Ψ is closed, we have
which implies n s Z ⊆ n m Z and n m | n s and hence n s = n m . Since Ψ is closed we have
since p 2ǫ i + n ℓ Z ⊆ 2Z. From this we conclude that n s must be odd since 2p ǫ i is odd. Since (2p ǫ i + n s Z) ∩ 2Z ⊆ Z 2ǫ i (Ψ) = p 2ǫ i + n ℓ Z we have
This implies, we must have n ℓ = 2n s and also we can choose
Since Ψ is maximal this n s must be odd prime number.
Conversely let n s be a given prime number and p : Gr(Φ) s ∪ Gr(Φ) m → 1 2 Z be a given Z−linear map satisfying the condition 3.2. It is a straightforward checking that Ψ(p, n s ) is a closed subroot system of Φ. Now we prove that Ψ(p, n s ) must be a maximal closed subroot system in Φ. Suppose there is a maximal subroot system ∆ such that Ψ(p, n s ) ⊆ ∆ Φ. Then since Gr(∆) = Gr(Φ) (by earlier arguments) ∆ must be of the form
implies that n s = n ′ s and p α ≡ p ′ α (mod n s ) for all α ∈ Gr(Φ). Hence Ψ(p, n s ) = ∆. This proves that Ψ(p, n s ) is a maximal subroot system of Φ. This completes the proof. 2n−2m do not occur as a maximal closed subroot system of A (2) 2n as it is stated in [7, Table 1 & 2] . In [7] , the authors do not give any description of the closed subroot systems of type D
2n . But we presume that it must be the lift ∆ of
It is easy to see that ∆ is a closed subroot system of BC n of type D m ⊕ BC n−m . Hence ∆ is a closed subroot system of A Throughout this section we assume that Φ is of type A 2 )δ, ±2ǫ 1 + 2rδ : r ∈ Z and Gr(Φ) = {±ǫ 1 , ±2ǫ 1 }. We have the following classification theorem for the case A 2 and Ψ is a maximal closed subroot system of Φ. Then one of the following holds:
Gr(∆) = {±ǫ 1 , ±2ǫ 1 } as {±(2ǫ 1 + 2rδ) : r ∈ Z} ∆. Then from the proof of Case (1) we get ∆ = Ψ(k, q) for some k ∈ Z + and an odd integer q ∈ Z. This implies 2Z ⊆ 2k + 1 + q + 2qZ which implies 2Z ⊆ 2qZ. Since q is an odd integer, we get q = 1 and ∆ = Φ. This completes the proof. Now we are ready to state our final classification theorem for irreducible twisted affine root systems. We end this section with the following remark.
Remark 10. As we pointed out in the introduction the authors of [7] have omitted a few possible cases in their classification list for the twisted case. We list out all the differences between our classification list and their classification list. The following possible cases are omitted in [7, Table 1, Table 2 , Theorem 5.8]:
• D as stated in [7, Table 2 ].
Closed subroot systems and Regular subalgebras
We follow the same notations as in the preliminary section. In [6] , E. B. Dynkin introduced a notion of regular semi-simple subalgebras in order to classify all the semi-simple subalgebras of finite dimensional complex semi-simple Lie algebras. One can give a constructive definition of regular subalgebras in the context of affine Kac-Moody algebras as a natural generalization of Dynkin's ones, see for example [7] . A subalgebra g 0 of g is said to be a regular subalgebra if there exists a closed subroot system of Ψ of ∆ re such that g 0 is generated by g α for α ∈ Ψ as a Lie subalgebra. One can easily see that this definition works for all Kac-Moody algebras.
The main goal of this section is to describe a procedure to classify all the regular subalgebras of affine Kac-Moody subalgebras both in untwisted and twisted case.
Remark 11. One can easily see that our definition of regular subalgebras is little different from the regular subalgebras which appears in [12, Section 2], see [13] for the generalization. Suppose the closed subroot system has a simple system then our definition of regular subalgebra matches up with the definition of Naito's, see [13] , indeed in this case our regular subalgebra is the derived subalgebra of Naito's regular subalgebra which is a Kac-Moody algebra by definition. Note that the closed subroot systems of an affine root system need not have simple systems in general. For example consider the affine root system ∆ = G (1) 2 and ∆ re = {α + nδ : α ∈ G 2 , n ∈ Z}. Let {α 1 , α 2 } be the simple system of G 2 , such that α 2 is a short root. Then define Ψ = {±α 2 + nδ : n ∈ Z} ∪ {±θ + nδ : n ∈ Z} where θ is the long root of G 2 . Clearly Ψ is a closed subroot system of type A 1 which has no simple system by rank comparison. So here in this paper we are dealing with a much bigger class of subalgebras of affine Kac-Moody algebras.
12.1. We have the following explicit description for the closed subroot systems of untwisted affine root systems. where Ψ i = {α + (p i α + rn i )δ ∈ Ψ : α ∈ Ψ i , r ∈ Z}, 1 ≤ i ≤ k. The subroot system Ψ i is of finite type if and only if the integer n i associated to Ψ i is zero.
Proof. Let Ψ be a closed subroot system of untwisted affine root system Φ. Then by Proposition 3 we know that Gr(Ψ) is a closed subroot system ofΦ. Let Gr(Ψ) = Ψ 1 ⊕ · · · ⊕ Ψ k be the decomposition of Gr(Ψ) into irreducible components. Then each Ψ i is an irreducible finite subroot system ofΦ. Since Gr(Ψ) is closed in Φ, we have each Ψ i is closed inΦ. Let Ψ i denote the lift of Ψ i in Ψ. Then for each 1 ≤ i ≤ k, by Proposition 1, there exists n i ∈ Z and a Z-linear function p i : Ψ i → Z, α → p i α , satisfying the equation 3.2 such that for each α ∈ Ψ i , Z α ( Ψ i ) = p i α + n i Z. This implies Ψ i = {α + (p i α + rn i )δ ∈ Ψ : α ∈ Ψ i , r ∈ Z}, 1 ≤ i ≤ k. Notice that if n i = 0, then the lift of Ψ i must be of finite type and the types of Ψ i and Ψ i are same. Converse part is straightforward. This completes the proof.
12.2. Let Φ be an affine root system and Ψ be a closed subroot system of Φ as before. Write Ψ = Ψ a ⊕ Ψ f where Ψ a (resp. Ψ f ) is the affine (resp. finite) part of Ψ. Since Ψ is closed we have the subroot systems Ψ a and Ψ f are closed in Φ andΦ respectively. Since we know the classification of all the closed subroot systems in the finite type (see [2, 6] ), we only need to classify all the closed subroot systems of Φ which are of affine type. It can be done using the following theorem and the information about maximal closed subroot systems which appears in sections 3 − 11.
Theorem 5. Let Φ be an affine root system and Ψ be a closed subroot system in Φ of affine type. Then there exists a finite chain of closed subroot systems in Φ, Φ = Φ 0 ⊇ Φ 1 ⊇ · · · ⊇ Φ k = Ψ such that Φ i is maximal closed in Φ i−1 for 1 ≤ i ≤ k.
First we fix a notation. For a closed subroot system ∆ of Φ with decomposition into indecomposable components Gr(∆) = ∆ 1 ⊕ · · · ⊕ ∆ k , we denote by
Here it is understood that n ∆ i m (∆) = 0 if there is no intermediate roots and so on. We need the following lemma to prove the theorem 5.
Lemma 12. Let Φ be an affine root system and Ψ ∆ ⊆ Φ be closed subroot systems of Φ of affine type. Let Gr(Ψ) = Ψ 1 ⊕ · · · ⊕ Ψ ℓ be the decomposition of Gr(Ψ) into irreducible components. Then we have (i) either Gr(Ψ) Gr(∆) or (ii) Gr(Ψ) = Gr(∆) and ht(∆) < ht(Ψ).
Proof. Suppose Gr(Ψ)
Gr(∆) then there is nothing to prove. So assume that Gr(Ψ) = Gr(∆). It is easy to see that for each 1 ≤ i ≤ ℓ we have n Ψ i s (∆) is a divisor of n Ψ i s (Ψ), in particular n Ψ i s (∆) ≤ n Ψ i s (Ψ). Similarly we have n Ψ i m (∆) ≤ n Ψ i m (Ψ) and n
ℓ (Ψ) for all 1 ≤ i ≤ ℓ. This immediately implies that ht(∆) ≤ ht(Ψ).
If ht(∆) = ht(Ψ) then we must have n Ψ i s (∆) = n Ψ i s (Ψ), n Ψ i m (∆) = n Ψ i m (Ψ) and n Ψ i ℓ (∆) = n Ψ i ℓ (Ψ) for all 1 ≤ i ≤ ℓ. This implies p Ψ α + n Ψ α Z ⊆ p ∆ α + n ∆ α Z for all α ∈ Gr(Ψ). Since n Ψ α = n ∆ α we get p Ψ α ≡ p ∆ α (mod n Ψ α ) for all α ∈ Gr(Ψ). This immediately implies that Ψ must be equal to ∆ which is a contradiction to the assumption.
Theorem 5 is an immediate corollary of the following proposition.
Proposition 15. Let Φ be an affine root system and Ψ be a closed subroot system in Φ of affine type. Then there is no infinite chain of closed subroot systems in Φ, such that
Proof. We prove this result by contradiction. Assume that there is an infinite chain of closed subroot systems in Φ, such that
Then we have Gr(Ψ) = Gr(Φ 0 ) ⊆ Gr(Φ 1 ) ⊆ · · · ⊆ Gr(Φ k ) ⊆ · · · ⊆ Gr(Φ). Since Gr(Φ) is finite there must exists a k ∈ Z such that Gr(Φ k ) = Gr(Φ i ) for all i ≥ k. Since Φ k Φ j Φ i , by lemma 12 we have ht(Φ i ) < ht(Φ j ) < ht(Φ k ) for all k < j < i which is absurd. This completes the proof.
