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Abstract
A new class of representations of the Brauer algebra that centralizes the action of
orthogonal and symplectic groups in tensor spaces is found. These representations make
it possible to apply the technique of building primitive orthogonal idempotents of the
Brauer algebra to the construction of integer spin Behrends-Fronsdal type projectors
of an arbitrary type of symmetries.
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1 Introduction
It is thought that the theory of particles with higher spins j (j > 2) began with the paper
by Fierz and Pauli [1]. Their approach was based on the imperative physical requirements
of the Lorentz invariance and positivity of energy (after quantization). Further, from the
works by Wigner [2] and Bargman and Wigner [3] it became clear that these conditions
can be replaced by the requirement that single-particle states in quantum field theory are
described by special irreducible unitary representations of the Poincare´ group. For example,
a particle with integer spin j and mass m in the momentum representation is described by
the completely symmetric rank j tensor field φ(k) ∈ (R1,3)⊗j with the components satisfying
the relations
knℓφ
n1···nℓ···nj(k) = 0 , ηninℓφ
...ni...nℓ...(k) = 0 , (1.1)
where kn are the coordinates of the four-momentum k ∈ R1,3, the matrix η = diag(1,−1,−1,−1)
is the metric of the four-dimensional Minkowski space, and the on-shell condition k2 ≡
knkn = m
2 is implied. Equations (1.1) are called the transversality and tracelessness
conditions, respectively.
To construct spin j irreducible unitary representations of the Poincare´ group or in other
words to extract fields obeying (1.1) from tensor space (R1,3)⊗j, one can use special operators.
These operators and their various generalizations are usually called the spin projection
operators or TT-projectors (according to the first letters of the words tracelessness and
transversality, see (1.1)).
The first well-known examples of this type projectors are the Behrends-Fronsdal (BF)
spin operators Θ(j), constructed in papers [4], [5], devoted to the fundamentals of the theory
of higher spin fields (about this theory see, e.g., papers [6], [7], [8], [9], [10], [11] and references
therein). The operators Θ(j) project the space of rank j tensors φ(k) ∈ (R1,3)⊗j onto invariant
(under the action of the Poincare´ group ISO(1, 3)) subspace of the completely symmetric
rank j tensors φ(k) with the components satisfying (1.1). We note that the BF projectors
proved extremely useful in elementary particle phenomenology. In particular, they are helpful
for a systematic derivation of decay process amplitudes of particles with spin within the
framework of the tensor formalism (see [12], [13] and [14]). The BF projectors are also
needed in the covariant tensor formalism to obtain reliable results in the phenomenological
spin-parity description of resonances in the meson spectroscopy [15].
A D-dimensional (D > 4) generalization of the Behrends-Fronsdal projectors for the case
of integer spins was found for the first time in [16] (see also [17], [18]). The D-dimensional
BF spin projection operator for half-integer spins was constructed in [18] and [19]. The D-
dimensional operators of this type are used in different fields of modern theoretical physics3;
therefore, different forms of these projectors appear in the literature (see, e.g., [17], [20],
[21]).
In this paper, we give a constructive way of building BF projectors onto the spaces of all
infinite-dimensional irreducible tensor representations of the Poincare´ group ISO(1, D − 1)
for the case D > 4. We stress that here we consider only tensor representations, which are
analogs of integer spin representations for the D = 4 case. The corresponding projectors act
in the space (R1,D−1)⊗j and extract invariant subspaces of rank j tensors with the components
Φℓ1...ℓj(k) (where k ∈ R1,D−1 is D-dimensional momentum) which are symmetrized under
3TT-projectors are used in the formulation of conformal higher-spin actions proposed by Fradkin and
Tseytlin [32]. For example, see the work [33], where the TT-projectors are used to construct higher-spin
Cotton tensor controlling conformal geometry in three dimensional space-time (see also [34], [36] and [37]).
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special permutations of indices ℓ1, ..., ℓj and satisfy D-dimensional generalization of the
conditions (1.1).
So our aim is to construct explicitly projectors onto the spaces of TT-tensors of rank j
with different types of symmetries that are spaces of irreducible representations of the group
ISO(1, D−1) for the multidimensional case D > 4. It is known (see, e.g., [22] and references
therein) that such symmetries can be associated with the Young diagrams with j boxes. In
particular, the completely symmetric rank j tensors are associated with the one-row Young
diagram with j boxes. In the case of orthogonal groups SO, the finite dimensional irreducible
tensor representations can be constructed by means of the Schur–Weyl–Brauer duality. The
key ingredients here are the Brauer algebra and its primitive orthogonal idempotents (see
[22] and [23]). The projectors onto invariant subspaces of rank j tensors with special type
of symmetries (spaces of irreducible tensor representations of the group SO(1, D − 1)) are
realized as images of the primitive orthogonal idempotents of the Brauer algebra Brj acting
in tensor spaces (R1,D−1)⊗j . These images are analogs of the Young symmetrizers, which
solve a similar problem for linear groups SL and SU .
As mentioned above, the irreducibility of tensor representations of the Poincare´ group
ISO(1, D− 1) requires transversality and traceless properties of tensors that form represen-
tation spaces. In this paper, we show that theD-dimensional Behrends-Fronsdal TT-projector
of rank j is nothing but a complete symmetrizer in the Brauer algebra Brj taken in a special
representation, which is described in Section 4. Making use of this fact, we propose a fairly
general algebraic method of constructing all other D-dimensional TT-projectors that possess
an arbitrary type of symmetry. Our method is based on the known constructions of all Brauer
algebra idempotents (see [23], [26], [27]) and on using of a new family of representations of
the Brauer algebra (see Section 4). The images of idempotents of the Brauer algebra in these
new representations automatically give TT-projectors.
The work is organized as follows. In the second section, we recall the definition of
the Behrends-Fronsdal spin projection operators in the D-dimensional case. In the third
section, we present a brief definition of the Brauer algebra. We introduce a system of its
generators and give defining relations for these generators. Then we briefly expose the
procedure of constructing primitive orthogonal idempotents of the Brauer algebra. In the
fourth section, we construct a new class of representations of the Brauer algebra Brj(ω) acting
in the space of rank j tensors. Then, by using these representations, we present images of
primitive idempotents corresponding to rank j symmetrizers Θ{[j];j} that are projected onto
spaces of complete symmetric j-rank tensors that are the spaces of irreducible represen-
tations (of the group ISO(1, D − 1)) associated with the 1-row Young diagrams with j
boxes. We prove that these symmetrizers are equal to the D-dimensional Behrends-Fronsdal
spin j projectors Θ(j)(k) constructed in [17] and [18]. In the fifth section, we describe
another approach to construct the completely symmetric projectors Θ{[j];j}. This approach is
based on using the Zamolodchikov solution [30] of the Yang-Baxter equations and gives the
different construction [26] of the complete symmetrizers (3.34) in the Brauer algebra Brj .
In this section, we also obtain new recurrence relations for the D-dimensional Behrends-
Fronsdal spin j projectors Θ(j)(k). In the sixth section, by using the new Brauer algebra
representations constructed in Sect.4, we present a few examples of images of primitive
idempotents. These images are TT-projectors onto tensor spaces of irreducible represen-
tations of the group ISO(1, D− 1) associated with the special Young diagrams λ: [1m] and
[2, 1] (note that the number of rows m in λ can not exceed r, where (D − 1) = 2r, 2r + 1).
3
2 Behrends-Fronsdal spin projection operator in the general
case
Here we recall the definition [17, 18] of the generalized D-dimensional Behrends-Fronsdal
projector onto the spaces of irreducible completely symmetric tensor representations of the
group ISO(p, q), where p+ q = D.
Definition 1. The operator Θ(j)(k) in the space (Rp,q)⊗j, where (p + q) = D and k ∈ Rp,q,
with the matrix (Θ(j))
n1···nj
r1···rj (k) is called the D-dimensional Behrends-Fronsdal projector if
Θ(j) has the following properties:
1) Projective property and hermiticity: (Θ(j))2 = Θ(j), (Θ(j))† = Θ(j).
2) Complete symmetry: (Θ(j))
n1······nj
···ri···rℓ··· = (Θ
(j))
n1······nj
···rℓ···ri···, (Θ
(j))···ni···nℓ···r1······rj = (Θ
(j))···nℓ···ni···r1······rj .
3) Transversality: kr1(Θ(j))
n1···nj
r1···rj = 0, kn1(Θ
(j))
n1···nj
r1···rj = 0.
4) Tracelessness: ηr1r2(Θ(j))
n1···nj
r1r2···rj = 0, ηn1n2(Θ
(j))
n1n2···nj
r1···rj = 0.
Here
||ηkl|| = ||η
kl|| = diag(+1, ...,+1︸ ︷︷ ︸
p
,−1, ...,−1︸ ︷︷ ︸
q
) ,
is the metric in the space Rp,q. We note that for real matrices Θ(j) the hermiticity condition
in 1.) is represented as (Θ(j))
n1···nj
r1···rj = (Θ
(j))
r1···rj
n1···nj and the second equations in 2.) – 4.) follow
from the first.
Instead of the matrix components (Θ(j))
n1...nj
r1...rj symmetrized in the upper and lower indices
it is convenient to consider the generating function
Θ(j)(x, u) = un1 · · ·unj (Θ
(j))n1...njr1...rj x
r1 · · ·xrj . (2.2)
where xr and un are the components of the vectors x, u ∈ Rp,q and ur = ηrnu
n.
Proposition 1 ([17, 18]) The components of the D-dimensional spin projection operator
Θ(j) are defined uniquely by properties 1)-4) in Definition 1, and their generating function
(2.2) has the form
Θ(j)(x, u) =
[ j
2
]∑
A=0
a
(j)
A
(
Θ
(u)
(u)Θ
(x)
(x)
)A (
Θ
(u)
(x)
)j−2A
, (2.3)
where [ j
2
] is the integer part of j/2, the coefficients a
(j)
A (for A = 0 and A ≥ 1) are
a
(j)
0 = 1 , a
(j)
A =
(−1/2)A j!
(j − 2A)!A! (2j +D − 5)(2j +D − 7) · · · (2j +D − 2A− 3)
, (2.4)
and Θ
(u)
(x) = Θ
(x)
(u) denotes the function
Θ
(u)
(x) ≡ Θ
(1)(x, u) = xr unΘ
n
r (k) , Θ
n
r (k) ≡ δ
n
r −
krk
n
k2
. (2.5)
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Remark. Constants (2.4) satisfy the recurrence relations
a
(j)
A = −
1
2
(j − 2A+ 2)(j − 2A+ 1)
A (2j − 2A+D − 3)
a
(j)
A−1 = −
1
2
(j − 2A+ 1)j
A (2j +D − 5)
a
(j−1)
A−1 , (2.6)
which are used below.
Proposition 2 For the generation function (2.2) the following recurrence relation holds:
Θ(j)(x, u) = 1
(j−1)!
(
Θ
(x)
(u) −
1
(ω+2(j−2))
Θ
(x)
(x) (uk ∂xk)
) (
Θ
(x )
(∂z)
)j−1
Θ(j−1)(z, u) , (2.7)
where ∂xk =
∂
∂xk
, the function Θ
(x)
(u) is defined in (2.5) and ω = (D − 1).
Proof. In the right-hand side of (2.7) the differential operator
(
Θ
(x )
(∂z)
)j−1
acts on the generating
function Θ(j−1)(z, u), which is given in (2.3) where the coefficients a
(j−1)
A are defined in (2.4).
The result of this action is
(Θ
(x )
(∂z)
)j−1
Θ(j−1)(z, u) =
[ j−1
2
]∑
A=0
a
(j−1)
A
(
Θ
(u)
(u)
)A (
Θ
( x )
(∂z)
)j−1 ((
Θ
(z)
(z)
)A (
Θ
(u)
(z)
)j−1−2A)
=
= (j − 1)!
[ j−1
2
]∑
A=0
a
(j−1)
A
(
Θ
(u)
(u)Θ
(x)
(x)
)A (
Θ
(u)
(x)
)j−1−2A
,
(2.8)
where the second equality in (2.8) follows from the formula(
Θ
(x )
(∂z)
)j−1 ((
Θ
(z)
(z)
)A (
Θ
(u)
(z)
)j−1−2A)
= (j − 1)!
(
Θ
(x)
(x)
)A(
Θ
(u)
(x)
)j−1−2A
. (2.9)
Now making use of (2.8), we write the right-hand side of (2.7) in the form
a
(j−1)
0
(
Θ
(u)
(x)
)j
+
[ j−1
2
]∑
A=1
B
(j)
A
(
Θ
(u)
(u)Θ
(x)
(x)
)A (
Θ
(u)
(x)
)j−2A
−
− (j+1−2A)
(ω+2(j−2))
· a
(j−1)
A−1
(
Θ
(u)
(u)Θ
(x)
(x)
)A (
Θ
(u)
(x)
)j−2A∣∣∣
A=[ j−1
2
]+1
,
(2.10)
where the coefficients B
(j)
A are determined as follows:
B
(j)
A = a
(j−1)
A −
2A
(ω+2(j−2))
a
(j−1)
A −
(j−2A+1)
(ω+2(j−2))
a
(j−1)
A−1 = a
(j)
A . (2.11)
Here, in the last equality, we have used the recurrence relations (2.6) for the coefficients a
(j)
A
and condition ω = (D− 1). Note that for odd and even j we have respectively the relations
[ j−1
2
] = [ j
2
] and [ j−1
2
] = [ j
2
] − 1. Besides, for odd j, the last term in (2.10) is zero, while for
even j this term is equal to
a
(j)
A
(
Θ
(u)
(u)Θ
(x)
(x)
)A (
Θ
(u)
(x)
)j−2A∣∣∣
A=[ j
2
]
.
As a result, the whole expression in (2.10) can be written (for both even and odd j) as
[ j
2
]∑
A=0
a
(j)
A
(
Θ
(u)
(u)Θ
(x)
(x)
)A (
Θ
(u)
(x)
)j−2A
≡ Θ(j)(x, u) , (2.12)
which proves the identity (2.7).
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3 Brauer algebra and its idempotents
In this section, we construct primitive idempotents in the Brauer algebra. We use these
idempotents in the next sections for building TT-projectors, which act in tensor spaces of
irreducible representations of the group ISO(1, D−1). Here we follow the exposition of [22],
which is based on the results of papers [23], [25] (see also [26, 27] and references therein).
Definition 2. The unital associative algebra Brj(ω) over the field of complex numbers with
generators σi and κi (i = 1, . . . , j − 1) and defining relations (see [24] and, e.g., [23, 26])
σ2i = e, κ
2
i = ωκi, σiκi = κiσi = κi, i = 1, . . . , j − 1,
σiσℓ = σℓσi, κiκℓ = κℓκi, σiκℓ = κℓσi, |i− ℓ| > 1,
σiσi+1σi = σi+1σiσi+1, κiκi+1κi = κi κi+1κiκi+1 = κi+1,
σiκi+1κi = σi+1κi, κi+1κiσi+1 = κi+1σi, i = 1, . . . , j − 2,
(3.13)
is called the Brauer algebra. Here e is a unit element and ω is a real parameter characterizing
the algebra.
All basis elements of the algebra Brj(ω) are composed as products of the generators σi
and κi. The dimension of the Brauer algebra Brj(ω) is
dim(Brj) = (2n− 1)!! = (2n− 1)(2n− 3) · · · 3 · 1 . (3.14)
One can consider the algebra Brj(ω) as an extension of the group algebra C[Sj ] of the
permutation group Sj . The algebra Brj(ω) plays the same role in the theory of representations
of the orthogonal groups SO(N,C) (and their real forms SO(p, q)) as the group algebra C[Sj ]
in the theory of representations of linear groups SL(N,C) (and their real forms SU(N)).
Define [22, 23] a set of special elements ym ∈ Brj(ω) (m = 1, . . . j)
y1 = 0, ym =
m−1∑
k=1
(σk,m − κk,m) =
=
m−1∑
k=1
σm−1 · · ·σk+1(σk − κk)σk+1 · · ·σm−1 , m = 2, 3, . . . , j ,
(3.15)
where
σk,m = σm−1 · · ·σk+1σkσk+1 · · ·σm−1, κk,m = σm−1 · · ·σk+1κkσk+1 · · ·σm−1 . (3.16)
The operators ym ∈ Brj(ω) are called the Jucys-Murphy elements and play an important
role in constructing primitive orthogonal idempotents of Brj(ω). Note that the Jucys-Murphy
elements can be expressed via the recurrence relation
y1 = 0, yn+1 = σn − κn + σnynσn , (3.17)
and for illustration we present the first two nontrivial elements
y2 = σ1 − κ1, y3 = σ2 − κ2 + σ2(σ1 − κ1)σ2 . (3.18)
We define a subalgebra Yj ∈ Brj(ω) generated by all Jucys-Murphy elements {y1, y2, . . . yj}.
For brevity, below we omit ω in the notation Brj(ω) and write Brj . The following statement
holds (see [22],[23]).
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Proposition 3 The Jucys-Murphy elements, defined in (3.15), form a complete set of commuting
generators in Bj
[yi, yℓ] = 0, ∀i, ℓ . (3.19)
The algebra Yj is a maximal commutative subalgebra in Bj.
Now we briefly discuss the procedure for constructing a complete system of primitive
orthogonal idempotents eα ∈ Brj that satisfy the relations
eαeβ = δαβeα,
∑
α
eα = 1. (3.20)
In addition, we require, in the left regular representation of Brj , the elements eα ∈ Brj to
be eigenvectors of the Jucys-Murphy generators:
ymeα = a
(α)
m eα, a
(α)
m ∈ R, ∀m = 1, 2, . . . , j . (3.21)
Such a choice of idempotents eα ∈ Brj is always possible, since Jucys-Murphy elements
{y1, . . . , yj} commute with each other. Moreover, it can be shown (see [22]) that the idempotents
eα satisfying (3.20) and (3.21) commute with all Jucys-Murphy elements ym (it means that
eα are the functions of ym) and all eigenvalues a
(α)
m in (3.21) are real numbers. According to
(3.21), each primitive idempotent eα ∈ Brj is characterized by a set of eigenvalues a
(α)
i that
form the spectral vector
Λα = (a
(α)
1 , a
(α)
2 , . . . , a
(α)
j ) ∈ R
j , (3.22)
where in view of (3.15) we have a(α)1 = 0. We denote the set of all spectral vectors (3.22) as
Spec(y1, . . . , yn). It is possible to prove (the proof is given in [22]) that eigenvalues a
(α)
i of yi
satisfy the condition
a(α)i ∈ {[1− i, i− 1], [2− i, i− 2] + (1− ω)}, (3.23)
where the bracket [−z, z] denotes a set of integers
[−z, z] = {−z, . . . ,−1, 0, 1, . . . , z}, z ∈ Z≥0 , (3.24)
and [−z, z] + a denotes a set of integers shifted by a
[−z, z] + a = {a− z, . . . , a− 1, a, a+ 1, . . . , a+ z} . (3.25)
The remaining conditions that completely determine the elements of the set Spec(y1, . . . yj)
can be found in [22, 23].
Proposition 4 Elements of the set Spec(y1, . . . yj) correspond one-to-one to the elements
of a set of oscillating Young tableaux.
In the formulation of this Proposition, we use the notion of the oscillating Young
tableau. Now we recall (see, e.g., [22, 26, 27]) the notions of the Young diagrams and
oscillating Young tableaux. The Young diagram λ with r boxes and k rows is a set of integers
{m1, m2, ..., mk} such thatm1 ≥ m2 ≥ ... ≥ mk > 0 and
∑k
i=1mk = r. The standard notation
is λ = [m1, m2, ..., mk] ⊢ r. Consider a sequence of Young diagrams Λ = {λ0, λ1, . . . , λj},
which starts with a trivial diagram λ0 = ∅, and the diagram λk+1 standing in the sequence
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Λ after λk is obtained either by adding one box to the outer angle of the diagram λk or by
deleting one box in the inner angle of the diagram λk. Such a sequence Λ of Young diagrams
is called the oscillating Young tableau (or updown Young tableau) of length j. In the
figure below, we give an example of possible transitions from λk to λk+1 in the oscillating
Young tableau. In the first line we depict the Young diagram λ(a)k = [3, 2, 2]. The second
line contains five diagrams that can be obtained from λ(a)k by the operations, which were
described above (adding or removing one box).
λ
(a)
k
=
0 1 2
-1 0
-2 -1
λ
(a,2′)
k+1 =
0 1
-1 0
-2 -1
λ
(a,−1′)
k+1 =
0 1 2
-1 0
-2
λ
(a,3)
k+1 =
0 1 2 3
-1 0
-2 -1
λ
(a,1)
k+1 =
0 1 2
-1 0 1
-2 -1
λ
(a,−3)
k+1 =
0 1 2
-1 0
-2 -1
-3
Figure 1: Examples of possible transitions between the diagrams λk and λk+1 in an oscillating
Young tableau.
Here, in the notation of the Young diagrams λ
(a)
k , in addition to the lower index k, we
introduce the upper multi-index (a) = (a1, a2, . . . , ak) ∈ R
k which is a content vector of
the oscillating Young tableau, where the last Young diagram is λk. Now using the tables
from Fig.1 as an example, we will explain according to what rules we select the value of the
element ak+1 when moving from the table λ
(a)
k to the table λ
(a,a
k+1
)
k+1 , that is, when passing
from the vector (a) ∈ Rk to the vector (a, ak+1) = (a1, a2, · · ·ak, ak+1) ∈ R
k+1.
Define the coordinates (s, t) ∈ Z2+ of boxes of an arbitrary Young diagram λ, where s –
the row number and t – the column number of the diagram λ. For example, the upper left
angle of the diagram has the coordinates s = 1 and t = 1. The value (t−s) will be called the
content of the box with the coordinates (s, t). The diagram boxes in Fig. 1 are filled with
the content, according to this rule. In the general case, when the box with the coordinates
(s, t) is added to the diagram λ(a)k , then the coordinate ak+1 = (t− s) is added to the vector
(a) ∈ Rk of the new diagram λ
(a,ak+1)
k+1 thus obtained, and if the box with the coordinates (s, t)
is deleted, then the coordinate ak+1 = (t−s)
′ = (1−ω)− (t−s) is added to the vector (a) in
the notation of the new diagram. For example, consider the diagram λ(a,2
′)
k+1 from the second
line of Figure 1. It is obtained from λ(a)k by deleting the box with the content 2; therefore,
the value (a1, . . . , ak) is added to the vector ak+1 = 2
′ = (1− ω)− 2.
Thus, each oscillating Young tableau corresponds to a sequence of diagrams with transitions
between them:
Λ = {∅
a1=0→ λ1
a2→ λ2
a3→ λ3
a4→ · · ·
aj
→ λj} , (3.26)
where each transition λk → λk+1 is assigned a value ak+1 determined from the content value
of the added or deleted box. It follows that to each oscillating Young tableau Λ of length j
there corresponds a vector called the content vector of length j
A = (a1, a2, . . . aj) , (3.27)
where, according to the rules for determining the numbers ai for added or removed boxes,
we have (see (3.23))
ai ∈ {[1− i, i− 1], [2− i, i− 2] + 1− ω} . (3.28)
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The sequence set (a1, a2, . . . , aj) for all oscillating Young tableaux of length j is called the set
of content vectors of length j. The elements of this set uniquely correspond to the oscillating
Young tables, as indicated in Proposition 4. On the other hand (see [22]), the set of content
vectors coincides with the set Spec(y1, . . . , yj).
We introduce the concept of the colored oscillating Young graph4 of the algebra Brj ,
which is a convenient visual representation of all possible oscillating Young tableaux (3.26)
of fixed length j. On the one hand, the vertices of such a graph at the level j correspond
to irreducible representations of the algebra Brj , on the other hand, such a graph indicates
the branching rules of these representations (that is, indicates possible transitions from the
diagram at the level of k to the diagrams at the level of (k + 1)). Note that the dimension
of the representation Brk, corresponding to the vertex λ at the level k of the Young graph is
equal to the number of paths starting at the very top vertex ∅ and ending at this vertex λ.
Thus, the oscillating Young graph encodes information on irreducible representations of the
Brauer algebras, including the branching rules of these representations. For instance, Fig. 2
(taken from the book [22]) shows the oscillating Young graph for B4, which gives information
on irreducible representations of the Brauer algebras Bk, with k = 1, 2, 3, 4.
y1 =
y2 =
y3 =
y4 =
0
0′ +1 −1
0 −1
′
+1′ +2 −1
+1 −2
0′
+1
−1 −2′ +1′
−1′
+3
−1
+2
0
−2
+2′
+1
−3
∅
tt
tt t
t
t
ttt
❄
❄
✂
✂✂✌
✄
✄
✄
✄✄✎
✄
✄
✄
✄✄✎
❇
❇
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Figure 2: The colored oscillating Young graph for the Brauer algebra Br4. The indices
assigned to the edges (arrows) of the graph are the eigenvalues of the Jucys-Murphy operators
yk ∈ Br4, which are indicated on the left.
We now proceed to the derivation (see, for example, [22]) of general formulas for primitive
orthogonal idempotents of the Brauer algebra. The following figure shows a schematic view
of the Young diagram λ located at the n-th level of the oscillating Young graph.
4”Colors” in this case are eigenvalues of the Jucys-Murphy elements yk assigned to the edges of the graph.
The idea to assign these eigenvalues to the edges of the Young graph belongs to O.V. Ogievetsky and one of
the author of this paper [28].
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λ =
n1 , λ(1)
n2 , λ(2)
... n3 , λ(3)
...
nk , λ(k)
Here (ni, λ(i)) are the coordinates of the boxes located in the inner angles of λ. Note that
the number of boxes |λ| of all diagrams λ at the level n obeys the inequality |λ| ≤ n.
Consider in the oscillating Young graph of the algebra Brn+1(ω) any path T{λ;n} going down
from the vertex {∅; 0} to the vertex of {λ;n} 5 , i.e., consider the path corresponding to
the oscillating tableau Λ = {λ1 = ∅, λ2, . . . , λn = λ}. Let ET{λ;n} ∈ Brn(ω) be a primitive
orthogonal idempotent corresponding to T{λ;n}. Using the branching rule, which is dictated
by the oscillating Young graph for the Brauer algebra Brn+1(ω) (see the example in Figure
2), we can conclude that in order to move from the diagram λ at the n level to the diagram
λn+1 at the (n+1) level along the path T{λn+1;n+1}, we need to add one box to the λ diagram
(with the content (λ
(r)
−nr−1) ) to the outer angle of λ, or remove one box (with the content
of (λ
(r)
− nr)), from the inner angle of the diagram λ. Knowing the contents of the added
or deleted boxes, we know all possible eigenvalues (λ
(r)
− nr−1) or (1− ω + nr − λ(r)) of the
element yn+1 in the representation defined by ET{λ;n} and therefore we have the identity
ET{λ;n}
k+1∏
r=1
(yn+1 − (λ(r) − nr−1))
k∏
r=1
(yn+1 − (1− ω + nr − λ(r))) = 0 , (3.29)
where we put λ
(k+1)
= n0 = 0. Thus, for the new diagram λn+1 = λ
′ obtained by adding the
box to the diagram λ with the coordinates (ni−1 + 1, λ(i) + 1), the corresponding primitive
idempotent (after suitable normalization) has the form [22]
ET{λ′;n+1} = ET{λ;n} ·
k+1∏
r=1
r 6=i
(yn+1−(λ(r)−nr−1))(
(λ
(i)
−ni−1)−(λ(r)−nr−1)
) k∏
r=1
(yn+1−(1−ω+nr−λ(r)))(
(λ
(i)
−ni−1)−(1−ω+nr−λ(r))
) . (3.30)
For the new diagram λn+1 = λ
′′ obtained from λ by deleting the box with the coordinates
(ni, λ(i)), we get a primitive idempotent [22]
ET{λ′′;n+1} = ET{λ;n} ·
k+1∏
r=1
(yn+1−(λ(r)−nr−1))(
(1−ω+ni−λ(i))−(λ(r)−nr−1)
) k∏
r=1
r 6=i
(yn+1−(1−ω+nr−λ(r)))(
(ni−λ(i))−(nr−λ(r))
) . (3.31)
Using these formulas, as well as the initial data: ET{1;1} = 1, step by step we get explicit
expressions for all primitive idempotents corresponding to paths in the oscillating Young
graph for the Brauer algebra Brj(ω).
Example. For the algebra Brj we construct an explicit expression for the complete
symmetrizer ET{[j];j} . In the space of the left regular representation of the algebra Brj
5Here, in the notation for the vertex {λ;n} the second character n in braces indicates the level at which
the diagram λ appears. The level is indicated since in the oscillating Young graph (see Figure 2) the same
diagrams can appear at different levels.
10
the idempotent ET{[j−1];j−1} extracts the subspace in which the element yj can be equal to
three eigenvalues. Indeed, according to the branching rule discussed above, there are two
possibilities to add a box to the diagram [j − 1], as indicated by the asterisks in the figure
below, or delete the last box in the row with the content (j − 2) :
0 1 . . . j − 3 j − 2 ∗
∗
Following the procedure for constructing idempotents described above, we deduce the identity
for the element yj
ET{[j−1];j−1} · (yj − (j − 1)) · (yj + 1) · (yj + ω + j − 3) = 0 (3.32)
Since the symmetrizer ET{[j];j} corresponds to the Young diagram obtained by adding the box
with the content (j−1), expression (3.32) gives us the recurrence relation for the symmetrizer
(j ≥ 2)
ET{[j];j} = ET{[j−1];j−1} ·
(yj + 1) · (yj + ω + n− 3)
j · (2j − 4 + ω)
(3.33)
Solving this recurrence relation, we obtain an explicit formula for the complete symmetrizer
ET{[j];j} =
(y2 + 1) · · · (yj + 1)
j!
·
(y2 + ω − 1) · (y3 + ω) · · · (yj + ω + j − 3)
ω · (2 + ω) · · · (2j − 4 + ω)
. (3.34)
One can check that (3.34) obeys the identities (∀r = 1, ..., j − 1)
σr · ET{[j];j} = ET{[j];j} · σr = ET{[j];j} , κr · ET{[j];j} = 0 = ET{[j];j} · κr . (3.35)
The proof of these identities for the general q-deformed case is given in [29].
4 Realization of the Brauer algebra in tensor spaces
In the previous section, we used the presentation of the Brauer algebra which is given in
Definition 2. Note that the Brauer algebra has a convenient visualisation in terms of braids
(see [24], [26]). This graphical visualisation comes from a natural representation (see e.g. [22],
[24]) in which generators (3.13) of the algebra Brj are given by some operators in the tensor
space (Rp,D−p)⊗j, where Rp,D−p is the space of the defining representation of the orthogonal
group SO(p,D − p). In this section, we construct a family of tensor representations of the
Brauer algebra in the space (Rp,D−p)⊗j. The natural tensor representation of the Brauer
algebra is an example in this family. Another special representation in this family is used
below for constructing TT-operators.
Introduce the triple (θ, θˆ, θˇ) of D × D real matrices θˆ = ||θˆnm||, θˇ = ||θˇ
nm|| and θ =
||θnm|| = ||θ
n
m || such that
θˇnm θˆmℓ = θ
n
ℓ , θˆℓm θˇ
mn = θ nℓ , θˇ
mℓ · θ nℓ = θˇ
mn , θˆmℓ · θ
ℓ
n = θˆmn . (4.1)
Proposition 5 The triple (θ, θˆ, θˇ) with relations (4.1) satisfy the conditions
θ mℓ θˆmn = θˆℓn , θ
ℓ
m θˇ
mn = θˇℓn , θnrθ
r
ℓ = θ
n
ℓ , (4.2)
Tr(θ) = θ ℓℓ = θˆℓm θˇ
mℓ = ω , (4.3)
where ω is an integer number: 0 ≤ ω ≤ D.
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Proof. Relations (4.2) follow directly from equalities (4.1). Formula (4.3) follows from the
last relation in (4.2) which means that θ is a projector and eigenvalues of θ are equal to 0
or +1. Thus, ω is a rank of θ.
Consider the operators P
(θ)
r and K
(θ)
r (r = 1, . . . , j − 1) acting in the space (RD)⊗j
according to the following formulas:
P
(θ)
r · (ei1 ⊗ · · · ⊗ eir ⊗ eir+1 ⊗ · · · ⊗ eij) =
(eℓ1 ⊗ · · · ⊗ eℓr ⊗ eℓr+1 ⊗ · · · ⊗ eℓj )θ
ℓ1
i1
· · · θ
ℓr−1
ir−1
θℓrir+1θ
ℓr+1
ir
θ
ℓr+2
ir+2
· · · θ
ℓj
ij
,
K
(θ)
r · (ei1 ⊗ · · · ⊗ eir ⊗ eir+1 ⊗ · · · ⊗ eij ) =
(eℓ1 ⊗ · · · ⊗ eℓr ⊗ eℓr+1 ⊗ · · · ⊗ eℓj )θ
ℓ1
i1
· · · θℓr−1ir−1 θˇ
ℓrℓr+1 θˆirir+1θ
ℓr+2
ir+2
· · · θ
ℓj
ij
,
(4.4)
where iℓ = 1, ..., D and ei are the basis vectors in the space R
D.
Proposition 6 If the triple (θ, θˆ, θˇ) satisfies (4.1), (4.2) and (4.3), then the map Sθ: Brj(ω)→
End(RD)⊗j defined on the generators σr, κr ∈ Brj(ω):
Sθ(σr) = P
(θ)
r , Sθ(κr) = K
(θ)
r , (4.5)
is extended to the whole algebra Brj(ω) as a homomorphism (i.e. Sθ is a representation of
Brj(ω)).
Proof.Making use of formulas (4.1), (4.2) and (4.3), one can check directly that the operators
(4.5) satisfy the defining relations (3.13). It means that the map (4.5) can be extended to
the whole algebra Brj(ω) as a homomorphism and Sθ is a representation of Brj(ω).
Remark 1. Consider the triple of D × D matrices θrn = δ
r
n, θˆrn = ηrn, θˇ
rn = ηrn, where δℓi
is the Kronecker delta and
||ηrn|| = diag(1, ..., 1︸ ︷︷ ︸
p
,−1, ...− 1︸ ︷︷ ︸
q
) (p+ q = D) (4.6)
is the metric in Rp,q. This triple satisfies (4.1), (4.2) and (4.3) with ω = D. Thus, according
to Proposition 6, this triple defines the representation S of the Brauer algebra Brj(D), which
acts in the space (Rp,q)⊗j (see (4.4), (4.5))
S(σr) · (ei1 ⊗ · · · ⊗ eir ⊗ eir+1 ⊗ · · · ⊗ eij ) =
(eℓ1 ⊗ · · · ⊗ eℓr ⊗ eℓr+1 ⊗ · · · ⊗ eℓj )δ
ℓ1
i1
· · · δℓr−1ir−1 δ
ℓr
ir+1
δ
ℓr+1
ir
δ
ℓr+2
ir+2
· · · δ
ℓj
ij
,
S(κr) · (ei1 ⊗ · · · ⊗ eir ⊗ eir+1 ⊗ · · · ⊗ eij ) =
(eℓ1 ⊗ · · · ⊗ eℓr ⊗ eℓr+1 ⊗ · · · ⊗ eℓj )δ
ℓ1
i1
· · · δℓr−1ir−1 η
ℓrℓr+1ηirir+1 δ
ℓr+2
ir+2
· · · δ
ℓj
ij
,
(4.7)
where eℓ are the basis vectors in R
p,q. It is known (see e.g. [22]) that the action of the algebra
Brj(D) in the space of representation (4.7) centralizes the action of the group SO(p, q)
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in the same space (Rp,q)⊗j of the representation T (j) ≡ T⊗j, where T are the defining
representations of SO(p, q). It means that any operator X, which is a linear combination
X =
(2j−1)!!∑
i=1
xi S(ai), (4.8)
where summation runs over all basis elements ai ∈ Brj(D) and xi are complex coefficients,
commutes with any element g ∈ SO(p, q) in the representation T (j):
X ·
(
T (j)(g)
)
=
(
T (j)(g)
)
·X . (4.9)
In view of Schur’s Lemma, it means that the tensor product T⊗j of the defining representations
T of SO(p, q) is reducible and it can be decomposed into a direct sum of its irreducible
components. Subspaces of these irreducible components are extracted from the space of the
representation T⊗j by acting of special projectors, which are images (in the representation
S given by (4.7)) of the primitive orthogonal idempotents of the Brauer algebra Brj(D) (for
details see [22]).
Remark 2. Let the triple of matrices (θ, θˆ , θˇ) be
θmn = Θ
m
n (k) , θˇ
nm = Θnℓ (k) η
ℓm , θˆmn = Θ
ℓ
m(k) ηℓn , (4.10)
where the metric η is given in (4.6), the matrix Θmn (k) is defined in (2.5) and depends on the
momentum k ≡ ~k ∈ Rp,q. The triple (4.10) satisfies (4.1), (4.2) and (4.3) with ω = (D − 1).
Thus, according to Proposition 6, the operators (4.4) with the choice of (4.10) define the
representation S(~k) ≡ SΘ(k) of Brj(D − 1). Just this representation of the Brauer algebra is
needed for us to construct TT-projectors.
Consider the image of the complete symmetrizer (3.34) in the representation S(~k)
Θ{[j];j} ≡ S(~k)(ET{[j];j}) . (4.11)
The operator Θ{[j];j} acts in the space (R
p,q)⊗j and, in view of (3.35), satisfies the conditions
Θ{[j];j} · S(~k)(σi,ℓ) = S(~k)(σi,ℓ) ·Θ{[j];j} = Θ{[j];j} ,
Θ{[j];j} · S(~k)(κi,ℓ) = S(~k)(κi,ℓ) ·Θ{[j];j} = 0 ,
(4.12)
where the elements σi,ℓ, κi,ℓ ∈ Brj are defined in (3.16).
Proposition 7 The operator Θ{[j];j} given in (4.11) is equal to the D-dimensional spin
projection operator Θ(j)(k) (see Definition 1 and Proposition 1)
Θ{[j];j} = Θ
(j)(k) . (4.13)
Proof. The component form of conditions (4.12) is
(Θ{[j];j})
n1...........nj
r1...r
′
i...r
′
ℓ
...rj
Θ
r′i
rℓΘ
r′
ℓ
ri = Θ
ni
n′
ℓ
Θnℓ
n′i
(Θ{[j];j})
n1...n
′
i...n
′
ℓ
...nj
r1............rj = (Θ{[j];j})
n1......nj
r1.......rj
, (4.14)
(Θ{[j];j})
n1...........nj
r1...r
′
i...r
′
ℓ
...rj
Θr
′
ir
′
ℓΘrirℓ = Θ
ninℓΘn′in′ℓ (Θ{[j];j})
n1...n
′
i...n
′
ℓ
...nj
r1............rj = 0 , (∀i, ℓ) . (4.15)
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We contract relations (4.14) with momentum kri and kni and use the properties Θ
n
rk
r =
knΘ
n
r = 0. As a result, we obtain from relations (4.14) that the operator Θ{[j];j} obeys
properties 2.) and 3.) of Definition 1 in Section 2. Then, we substitute explicit forms (2.5)
of the matrices Θ(k) in equations (4.15) and use the transversality property 3.) for the
operator Θ{[j];j}. In this way, we deduce that Θ{[j];j} obeys the property 4.) of Definition 1
in Section 2. Since the symmetrizer (3.34) is idempotent and satisfies the projection identity
E2T{[j];j} = ET{[j];j} , the property 1.) of Definition 1 is fulfilled automatically for the matrix
Θ{[j];j}. Thus, the operator Θ{[j];j} obeys all four conditions of Definition 1 in Section 2, which
determine the spin projection operator uniquely (see Proposition 1). It leads to identity
(4.13).
In this section, we have constructed the representations S(~k) of the Brauer algebra.
These representations act in spaces of the tensor representations of the orthogonal groups.
The primitive orthogonal idempotents of the Brauer algebra taken in these representations
correspond to the spin projection operators, i.e. to the TT-projectors on the spaces of
the irreducible representations of the D-dimensional Poincare´ group. The advantage of
our approach compared to other approaches is that we automatically obtain TT-projectors
with a given symmetry related to a certain Young diagram. Also, using the representation
(homomorphic map) S(~k), one can transform the nontrivial identities for the Brauer algebra
idempotents to the identities for the spin projection operators. For example, in the next
section we deduce, following this idea, a new factorized formula for the Behrends-Fronsdal
complete symmetrizer (2.3), (2.4).
5 New factorization formula for Behrends-Fronsdal
symmetrizer. Recurrence relation
Now we describe another approach to construct the completely symmetric projectors Θ{[j];j}.
This approach is based on the different construction (see [26]) of the complete symmetrizer
(3.34) in the Brauer algebra Brj .
Consider the rational function Rˆi(w) with values in the algebra Brj
Rˆi(w) = σi(1−
σi
w
+
κi
w − κ
), κ =
ω
2
− 1 , (5.16)
where the argument w is usually called the spectral parameter. This function is a solution
of the Yang-Baxter equation in a braid group form
Rˆi(w)Rˆi+1(w + v)Rˆi(v) = Rˆi+1(v)Rˆi(w + v)Rˆi+1(w) . (5.17)
Note that for w = −1 the function Rˆi(−1) has the following properties:
σiRˆi(−1) = Rˆi(−1)σi = Rˆi(−1), κiRˆi(−1) = Rˆi(−1)κi = 0. (5.18)
Define the element Ξj ∈ Brj by means of the recurrence relations
Ξj = Ξj−1
(
1∏
i=j−1
Rˆi(−i)
)
=
(
j−1∏
i=1
Rˆi(−i)
)
Ξj−1 , (5.19)
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where Ξ1 = 1. Here and below we use the following convention in the ordering of products
of noncommutative operators:
(
1∏
i=j−1
Rˆi) ≡ Rˆj−1 · · · Rˆ2Rˆ1 , (
j−1∏
i=1
Rˆi) ≡ Rˆ1Rˆ2 · · · Rˆj−1 .
Let us define the following elements:
Rik(w) = σi,k · Rˆik(w), Rik(w) = (1−
σi,k
w
+
κi,k
w − κ
) ∈ Brj(ω) , (5.20)
where σi,k and κi,k are defined in (3.16); the parameter κ is given in (5.16). Then the following
relation holds:
Ξj =
1∏
k=j−1
(
k∏
i=1
σi
)
·
2∏
i=j
(
1∏
k=i−1
Rki(k − i)
)
, (5.21)
which is directly deduced from (5.19) and (5.20). We note that the elements Rik from (5.20)
are solutions of the standard Yang-Baxter equation (cf. 5.17)
Rik(w)Riℓ(w + v)Rkℓ(v) = Rkℓ(v)Riℓ(w + v)Rik(w) . (5.22)
The image of the solution (5.20) in the representation (4.7) is known as Zamolodchikov’s
R-matrix [30].
Remark 3. Note that we can omit the dependence on the spectral parameters (k− i) in
the R-matrices Rki(k− i) in equation (5.21), since all spectral parameters are restored from
the lower indices of the elements Rki. Moreover, if we fix the spectral parameters in (5.22)
as w = (i − k) and v = (k − ℓ), then the Yang-Baxter equation (5.22) can be written in a
concise form
Rik RiℓRkℓ = RkℓRiℓRik . (5.23)
Proposition 8 For the element Ξj the following representation holds [26]:
Ξj =
j−1∏
k=1
( k∏
ℓ=j−1
Rˆℓ(ℓ− j)
)
≡
1∏
ℓ=j−1
Rˆℓ(ℓ− j)
2∏
ℓ=j−1
Rˆℓ(ℓ− j) · · ·
j−1∏
ℓ=j−1
Rˆℓ(ℓ− j) . (5.24)
The element Ξj defined in (5.19) and (5.24) satisfies the conditions (cf. (3.35))
σr · Ξj = Ξj · σr = Ξj , κr · Ξj = 0 = Ξj · κr (r = 1, ..., j − 1) , (5.25)
and we have the identity
ET{[j];j} =
1
j!
Ξj , (5.26)
where the idempotent ET{[j];j} is given in (3.34).
Proof. We prove identity (5.24) for the element Ξj defined in (5.19) by induction. First, we
rewrite the right-hand side of eq. (5.24) in terms of the elements (5.20):
j−1∏
k=1
( k∏
ℓ=j−1
Rˆℓ(ℓ− j)
)
=
j−1∏
k=1
(
k∏
i=j−1
σi
)
·
∏
1≤i<k≤j
Rik , (5.27)
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where we use the concise notation Rik ≡ Rik(i− k) and define the double product as∏
1≤i<k≤j
Rik = (
j∏
k=2
R1k) · (
j∏
k=3
R2k) · · · (
j∏
k=j−1
Rj−2,k) · (
j∏
k=j
Rj−1,k) . (5.28)
Then we note that the prefactors containing only elements σi in right-hand sides of (5.21)
and (5.27) are equal
1∏
k=j−1
(
k∏
i=1
σi
)
=
j−1∏
k=1
(
k∏
i=j−1
σi
)
, (5.29)
(one can prove this identity by means of induction over j). So to prove (5.24), it is sufficient
to show that the following equality holds:
2∏
i=j
(
1∏
k=i−1
Rki
)
=
∏
1≤i<k≤j
Rik(i− k). (5.30)
For j = 3 we have the base of induction R23R13R12 = R12R13R23 which is valid in view of
the Yang-Baxter equation (5.23). Below we need the identity[
k∏
i=j−1
Rij
](
j−1∏
ℓ=k+1
Rkℓ
)
=
(
j∏
ℓ=k+1
Rkℓ
)[
k+1∏
i=j−1
Rij
]
, (5.31)
which can be deduced by applying the Yang-Baxter equation (5.23) many times. Suppose
that (5.30) is valid for j → (j − 1). Then we consider the left-hand side of (5.30)
2∏
i=j
(
1∏
k=i−1
Rki
)
=
1∏
i=j−1
Rij ·
∏
1≤i<ℓ≤j−1
Riℓ =
=
[
1∏
i=j−1
Rij
]
·
(j−1∏
ℓ=2
R1,ℓ
)
·
(j−1∏
ℓ=3
R2,ℓ
)
· · ·
( j−1∏
ℓ=j−2
Rj−3,ℓ
)
·
( j−1∏
ℓ=j−1
Rj−2,ℓ
)
=
=
( j∏
ℓ=2
R1,ℓ
)
·
[
2∏
i=j−1
Rij
]
·
(j−1∏
ℓ=3
R2,ℓ
)(j−1∏
ℓ=4
R3,ℓ
)
· · ·
( j−1∏
ℓ=j−1
Rj−2,ℓ
)
= · · · =
· · · =
( j∏
ℓ=2
R1,ℓ
)
·
( j∏
ℓ=3
R2,ℓ
)
· · ·
( j∏
ℓ=j−1
Rj−2,ℓ
)
· [Rj−1,j] =
∏
1≤i<ℓ≤j
Riℓ ,
(5.32)
where in the first equality we use the induction hypothesis and in the following equalities we
apply (5.31) many times (everywhere we use the concise notation from Remark 3).
Now the conditions (5.25) are deduced from the representation (5.24), recurrence relations
(5.19) and conditions (5.18). Finally, we prove formula (5.26). Since the properties (3.35)
for the idempotent ET{[j];j} are the same as the properties (5.25) for the element Ξj , then Ξj
has to be proportional to the idempotent ET{[j];j} . Therefore, to prove (5.26), it is enough to
show that the element in the right-hand side of (5.26) satisfies the projection property, i.e.
we need to verify the identity Ξj · Ξj = j! Ξj. Indeed, it follows from the chain of equalities
Ξj · Ξj = Ξj−1 · Rˆj−1 · · · Rˆ2 · Rˆ1 · Ξj = j · Ξj−1 · Ξj =
= j · Ξj−2 · Rˆj−2 · · · Rˆ1 · Ξj = j(j − 1) · Ξj−3 · Rˆj−3 · · · Rˆ1 · Ξj = · · · = j! · Ξj ,
(5.33)
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where Rˆk ≡ Rˆk(−k). Here we use the recurrence formula (5.19) for the elements Ξℓ and then
apply the relations
Rˆk(−k) Ξj =
k + 1
k
Ξj , ∀k = 1, ..., (j − 1) ,
where we take into account the explicit form (5.16) of the element Rˆk(−k) and conditions
(5.25).
Remark 4. Relations (5.33) lead to the formula (j − 1)!Ξj = Ξj−1 · Ξj . Making use of the
second part of (5.19) in the right-hand side of this formula, we obtain a new recurrence
identity for the symmetrizers
Ξj =
1
(j − 2)!
Ξj−1 Rˆj−1 Ξj−1 ,
which is useful in many applications.
In view of identity (5.26) the element (j!)−1 Ξj in the representation S(~k) (see Remark 2)
is equal to the D-dimensional Behrends-Fronsdal symmetrizer (4.11)
1
j!
S(~k)(Ξj) = Θ
(j) ≡ Θ{[j];j} (5.34)
where the generating function for the matrix Θ(j) is given in (2.3).
Now we prove identities (5.34) directly without using properties of Definition 1 in Sect.
2. For this purpose, we show that the matrices (j!)−1S(~k)(Ξj) and Θ
(j) satisfy the same
recurrence relations.
These recurrence relations have a unique solution and this means that equality (5.34)
holds.
Introduce the generating function for the matrix (j!)−1S(~k)(Ξj) (cf. (2.2))
Ξ(j)(x, u) =
1
j!
un1 · · ·unj (S(~k)(Ξj))
n1...nj
r1...rj
xr1 · · ·xrj , (5.35)
where the representation S(~k) is defined in (4.4), (4.10).
Proposition 9 For the generation function (5.35) the following recurrence relation holds
(cf. (2.7)):
Ξ(j)(x, u) = 1
(j−1)!
(
Θ
(x)
(u) −
1
(ω+2(j−2))
Θ
(x)
(x) (uk ∂xk)
)(
Θ
(x )
(∂z)
)j−1
Ξ(j−1)(z, u) , (5.36)
where ∂xk =
∂
∂xk
, the function Θ
(x)
(u) is defined in (2.5) and ω = (D − 1).
Proof. Formula (5.36) is a consequence of the last equality in (5.19). Introduce the notation
τi := σi −
2
(ω + 2(i− 1))
κi ⇒ Rˆi(−i) =
(
1
i
+ τi
)
.
Then one can write the last equality in (5.19) in the form
Ξj = ∐∐j−1 Ξj−1 , (5.37)
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where we have taken into account the conditions (5.25) and introduce a 1-shuffle element
(about shuffle elements see [31] and [29] and references therein)
∐∐j−1 =
(
1 + τj−1 + τj−2τj−1 + · · ·+ τj−k · · · τj−2τj−1 + · · ·+ τ1τ2 · · · τj−1
)
. (5.38)
Now in the representation S(~k), identity (5.37) is written for the generating function (5.35)
as
Ξ(j)(x, u) = 1
j!
xn1 · · ·xnj (∐∐j−1)
ℓ1...ℓj−1ℓj
n1...nj−1nj
∂
∂zℓ1
· · · ∂
∂z
ℓj−1
∂
∂t
ℓj
Ξ(j−1)(z, u) Θ(t, u). (5.39)
Here we define the element
∐∐j−1 =
(
1˜ + τ˜j−1 + τ˜j−2τ˜j−1 + · · ·+ τ˜j−k · · · τ˜j−2τ˜j−1 + · · ·+ τ˜1τ˜2 · · · τ˜j−1
)
. (5.40)
where 1˜ = Θl1n1 · · ·Θ
lj
nj and the element τ˜i has the form
6
( τ˜i )
l1...lj
n1...nj =
(
Θl1n1 · · ·Θ
li
ni+1
Θ
li+1
ni · · ·Θ
lj
nj −
2
(ω+2(i−1))
·Θl1n1 · · ·Θnini+1Θ
lili+1 · · ·Θ
lj
nj
)
, (5.41)
where ω = D−1. Let us simplify formula (5.39). Note, we will need it later, that the following
formula hold:
∐∐j−1 =
(
1˜ +∐∐j−2 τ˜j−1
)
. (5.42)
Consider the differential operator
xn1 · · ·xnj (∐∐j−1)
ℓ1...ℓj−1ℓj
n1...nj−1nj
∂
∂zℓ1
· · ·
∂
∂zℓj−1
∂
∂tℓj
(5.43)
from the right hand-side of (5.39). Next we show that (5.43) reduces to the following sum of
two simple terms
j ·Θ
(x )
(∂t)
(
Θ
(x )
(∂z)
)j−1
− j(j−1)
(ω+2(j−2))
Θ
(x)
(x)Θ
(∂t)
(∂z)
(
Θ
(x )
(∂z)
)j−2
(5.44)
We now show that formula (5.44) is equivalent to (5.43). We carry out the proof by induction
on j. For j = 2 formula (5.40) is represented as
(∐∐1)
r1r2
n1n2
= Θr1n1Θ
r2
n2
+Θr1n2Θ
r2
n1
−
2
ω
Θn1n2Θ
r1r2 (5.45)
We make a contraction similar to (5.43) for j = 2, using formula (5.45) and the definition of
the generating function Θ
(x)
(u), as a result we have
xn1xn2(∐∐1)
r1r2
n1n2
∂
∂zr1
∂
∂tr2
= 2 ·Θ
(x )
(∂t)
Θ
(x )
(∂z)
−
2
ω
Θ
(x)
(x)Θ
(∂t)
(∂z)
, (5.46)
6Here the operator 1˜ really plays the role of a unit, since it trivially acts on all covariant combinations
constructed from the matrix Θ = ||Θnm|| and space-time metric η = ||ηnm|| .
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it follows that formulas (5.44) and (5.43) are equivalent for j = 2. Now we consider the
sequence of transformations for (5.43) in case any j
xn1 · · ·xnj (∐∐j−1)
ℓ1...ℓj−1ℓj
n1...nj−1nj
∂
∂zℓ1
· · · ∂
∂z
ℓj−1
∂
∂t
ℓj
= xn1 · · ·xnj
(
Θℓ1n1 · · ·Θ
ℓj
nj+
(∐∐j−2)
ℓ1...ℓj−2rj−1
n1...nj−2nj−1Θ
rj
nj(Θ
ℓj−1
rj Θ
ℓj
rj−1 −
2
(ω+2(j−2))
Θrj−1rjΘ
ℓj−1ℓj )
)
∂
∂zℓ1
· · · ∂
∂z
ℓj−1
∂
∂t
ℓj
=
= Θ
( x )
(∂t)
(
Θ
(x )
(∂z)
)j−1
+ (j − 1)
(
Θ
(x )
(∂c)
(
Θ
(x )
(∂z)
)j−2
− (j−2)
(ω+2(j−3))
Θ
(x)
(x)Θ
(∂c)
(∂z)
(
Θ
(x )
(∂z)
)j−3)
·
(
Θ
(x )
(∂z)
Θ
(∂t)
( c ) −
2
(ω+2(j−2))
Θ
(x)
(c)Θ
(∂t)
(∂z)
)
= Θ
(x )
(∂t)
(
Θ
(x )
(∂z)
)j−1
+(j − 1)
(
Θ
(x )
(∂t)
(
Θ
(x )
(∂z)
)j−1
−
−
(
2
(ω+2(j−2))
+ (j−2)
(ω+2(j−3))
− 2(j−2)
(ω+2(j−2))(ω+2(j−3))
)
Θ
(x)
(x)Θ
(∂t)
(∂z)
(
Θ
(x )
(∂z)
)j−2)
=
= j ·Θ
(x )
(∂t)
(
Θ
(x )
(∂z)
)j−1
− j(j−1)
(ω+2(j−2))
Θ
(x)
(x)Θ
(∂t)
(∂z)
(
Θ
(x )
(∂z)
)j−2
.
(5.47)
Here in the first equality we used the recurrence relation (5.42), in the second equality we
used the induction hypothesis (equivalence of formulas (5.44) and (5.43) for ∐∐j−2), and in
the third equation we applied differentiation with respect to the auxiliary D-vector c. Based
on (5.47), we can conclude that formulas (5.43) and (5.44) are equivalent.
Next, substituting (5.44) in (5.39) and then taking the derivative with respect to the
variable t, we get
Ξ(j)(x, u) = 1
(j−1)!
(
Θ
(x )
(u )
(
Θ
(x )
(∂z)
)j−1
− (j−1)
(ω+2(j−2))
Θ
(x)
(x)Θ
(u )
(∂z)
(
Θ
( x )
(∂z)
)j−2)
Ξ(j−1)(z, u) . (5.48)
Now taking the expression
(
Θ
(x )
(∂z)
)j−1
out of the bracket of the right-hand side of (5.48), we
reach formula (5.36).
6 Explicit examples of spin TT-projectors related to special
Young diagrams
In this section we give as an example explicit construction of two idempotents of the Brauer
algebra Brj . These idempotents correspond, in the representation S(~k) (see Section 4), to the
D-dimensional projectors of the Behrends-Fronsdal type with symmetries, which are related
to the Young diagrams [1j] and [2, 1] with a number of rows greater than one. For definiteness,
we fix in the definition (4.10) of the representation S(~k) the metric η = diag(+1,−1, ...,−1)
corresponding to the case of the group ISO(1, D − 1).
Example 1. At the end of Section 3, we gave explicit formula (3.34) for the symmetrizer
ET{[j];j} . Here we construct the idempotent ET{[1j ];j} which is an antisymmetrizer and corresponds
to the Young diagram λ = [1j ] consisting of one column of height j. According to the general
formula (3.29), we have the identity for the antisymmetrizer ET
{[1j−1];j−1}
ET
{[1j−1];j−1}
· (yj − 1)(yj + j − 1)(yj + ω − j + 1) = 0 , (6.49)
where yj is the Jucys-Murphy element. Using this identity and formula (3.30), we obtain the
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recurrence relation for the antisymmetrizer ET
{[1j ];j}
ET
{[1j ];j}
=
ET
{[1j−1];j−1}
· (1− yj)(yj + ω − j + 1)
j(−2j + ω + 2)
. (6.50)
Solution of the recurrence relation (6.50) with the initial condition ET{[1];1} = 1 is
ET
{[1j ];j}
=
(1−y2)(1−y3) . . . (1−yj) · (y2+ω−1)(y3+ω − 2) . . . (yj+ω−j+1)
j!(ω − 2)(ω − 4) . . . (ω − 2(j − 1) )
. (6.51)
Note that for the antisymmetrizer ET
{[1j ];j}
∈ Brj , one can write a simpler formula than
(6.51). To derive this formula, we write the conditions for ET
{[1j ];j}
, which are analogs of
(3.35):
σr ·ET
{[1j ];j}
= −ET
{[1j ];j}
= ET
{[1j ];j}
· σr , (6.52)
κr · ET
{[1j ];j}
= 0 = ET
{[1j ];j}
· κr , ∀r = 1, ..., j − 1 . (6.53)
It is clear that relations (6.53) follow from the conditions (6.52). Indeed, we have
κr · ET
{[1j ];j}
= κr · σr · ET
{[1j ];j}
= −κr · ET
{[1j ];j}
⇒ κr ·ET
{[1j ];j}
= 0 , (6.54)
where we used the relations κr = κrσr and (6.52). The second equality is proved analogously.
Therefore, the conditions (6.52) completely determine the antisymmetrizer ET
{[1j ];j}
in the
Brauer algebra. Note that the same conditions determine the antisymmetrizer in the group
algebra of the permutation group C[Sj ]. It means that the expression for ET
{[1j ];j}
∈ Brj
does not include the elements κi ∈ Brj and has the form which is specific for C[Sj ] (see for
example [22])
ET
{[1j ];j}
=
1
j!
(1− σ1,2) · (1− σ1,3 − σ2,3) · · · (1− σ1,j − · · · − σj−1,j) . (6.55)
We expand the brackets in the right-hand side of eq. (6.55) and take it in the representation
S(~k). As a result, we obtain the explicit expression for the completely antisymmetric
D-dimensional spin projector (antisymmetric analog of the Behrends-Fronsdal projector)
(
S(~k)(ET{[1j ];j})
)d1...dj
n1...nj
=
1
j!
∑
σ∈Sj
(−1)p(σ)Θd1nσ(1)Θ
d2
nσ(2)
· · ·Θdjnσ(j) , (6.56)
where the sum runs over all elements σ of the permutation group Sj and p(σ) is the parity of
σ. Note that the antisymmetric projector (6.56) is (by construction) the TT-projector and
is orthogonal to the completely symmetric Behrends-Fronsdal projector (2.3).
Example 2. Here we consider the Brauer algebra idempotents ET{[2,1];3} , which correspond
to the hook Young diagram λ = [2, 1]. The images of the idempotents ET{[2,1];3} in the
representation S(~k) yield the corresponding TT-projectors. To construct the idempotents
ET{[2,1];3} explicitly, we consider two oscillating Young tableaux Λ1 and Λ2 (see Section 3)
Λ1 = {∅
a1=0→ [1]
a2=1→ [2]
a3=−1′→ [2, 1]} , Λ2 = {∅
a1=0→ [1]
a2=−1′→ [1, 1]
a3=1→ [2, 1]} . (6.57)
Both tableaux have the length 3 and in both cases the final Young diagram is a hook
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[2,1] =
0 1
-1
.
Let es and ea be primitive idempotents corresponding to the diagrams [2] and [1
2], respectively,
which have the following explicit expressions:
es =
(1 + y2)(y2 + ω − 1)
2ω
, ea =
(1− y2)(y2 + ω − 1)
2(ω − 2)
. (6.58)
These expressions can be easily obtained from the general formula (3.30). By using the
branching rules (see Fig. 2) and oscillating Young tableaux Λ1 and Λ2, given in (6.57), we
derive two identities (3.29) for the elements es, ea and y3
es · (y3 − 2)(y3 + 1)(y3 + ω) = 0, ea · (y3 + 2)(y3 − 1)(y3 + ω − 2) = 0 . (6.59)
By means of these identities we construct (see formulas (3.30) and (3.31)) two primitive
idempotents
eΛ1 =
es · (2− y3)(y3 + ω)
3(ω − 1)
, eΛ2 =
ea · (2 + y3)(y3 + ω − 2)
3(ω − 1)
, (6.60)
for which (by construction) we have e2Λα = eΛα and eΛ1 · eΛ2 = 0. Opening the brackets in
(6.60), we obtain
eΛ1 =
1
6ω(ω−1)
(
2ω(ω − 1) + 2ω2y2 + (ω(3− ω)− 2)y3 + ω(2− ω)y2y3+
+2ωy22 + (1− ω)y
2
3 + (2− ω)y
2
2y3 − ωy2y
2
3 − y
2
2y
2
3
)
,
(6.61)
eΛ2 =
1
6(ω−1)(ω−2)
(
2(ω(ω − 3) + 2) + 2(ω(4− ω)− 4)y2 + ω(ω − 1)y3 + ω(2− ω)y2y3+
+2(2− ω)y22 + (ω − 1)y
2
3 − ωy
2
2y3 + (2− ω)y2y
2
3 − y
2
2y
2
3
)
.
(6.62)
Taking into account the identity κ1y3 = 0 and definition (3.18) for y2, one can rewrite
relations (6.61), (6.62) in a concise form
eΛ1 =
1
6(ω−1)
(
(1 + σ1)(2ω − (ω − 2)y3 − y
2
3)− 4κ1
)
, (6.63)
eΛ2 =
1
6(ω−1)
(
(1− σ1)(2(ω − 2) + ωy3 + y
2
3)
)
. (6.64)
Now we use the definition (3.18) for y3 and express idempotents (6.63) and (6.64) in terms
of the generators σi, κi ∈ Br3 (i = 1, 2):
eΛ1 =
1
6
(
2− (σ1σ2 + σ2σ1)− σ1σ2σ1 + 2σ1 − σ2 +
1
(ω−1)
(
2(κ1κ2 + κ2κ1)+
+2(κ1σ2 + σ2κ1)− (κ2σ1 + σ1κ2)− 4κ1 − κ2 − σ1κ2σ1
))
,
(6.65)
eΛ2 =
1
6
(
2− (σ1σ2 + σ2σ1) + σ1σ2σ1 − 2σ1 + σ2 +
1
(ω−1)
(
3(κ2σ1 + σ1κ2)−
−3κ2 − 3σ1κ2σ1
))
.
(6.66)
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These are primitive idempotents in the algebra Br3, which are related to the Young diagram
[2, 1]. The images of the idempotents eΛ1 and eΛ1 in the representation S(~k) have the form(
S(~k)(eΛ1)
)d1d2d3
n1n2n3
= 1
6
(
2Θd1n1Θ
d2
n2
Θd3n3 − (Θ
d1
n2
Θd2n3Θ
d3
n1
+Θd1n3Θ
d2
n1
Θd3n2)−
−Θd1n3Θ
d2
n2
Θd3n1 + 2Θ
d1
n2
Θd2n1Θ
d3
n3
−Θd1n1Θ
d2
n3
Θd3n2−
− 1
(ω−1)
·
(
4Θd3n3Θ
d1d2Θn1n2 +Θ
d1
n1
Θd2d3Θn2n3 +Θ
d2
n2
Θd1d3Θn1n3−
−2(Θd1n3Θ
d2d3Θn1n2 +Θ
d3
n1
Θd1d2Θn2n3)− 2(Θ
d2
n3
Θd1d3Θn1n2 +Θ
d3
n2
Θd1d2Θn1n3)+
+Θd2n1Θ
d1d3Θn2n3 +Θ
d1
n2
Θd2d3Θn1n3
))
,
(6.67)
(
S(~k)(eΛ2)
)d1d2d3
n1n2n3
= 1
6
(
2Θd1n1Θ
d2
n2
Θd3n3 − (Θ
d1
n2
Θd2n3Θ
d3
n1
+Θd1n3Θ
d2
n1
Θd3n2)+
+Θd1n3Θ
d2
n2
Θd3n1 − 2Θ
d1
n2
Θd2n1Θ
d3
n3
+Θd1n1Θ
d2
n3
Θd3n2−
− 3
(ω−1)
·
(
Θd1n1Θ
d2d3Θn2n3 +Θ
d2
n2
Θd1d3Θn1n3 −Θ
d2
n1
Θd1d3Θn2n3 −Θ
d1
n2
Θd2d3Θn1n3
))
.
(6.68)
It is clear that the operators S(~k)(eΛ1) and S(~k)(eΛ2) given in (6.67), (6.68) are traceless and
transverse (see conditions 3 and 4 in Definition 1, Section 2). It means that these operators
are projectors onto two irreducible representations of the group ISO(1, D− 1) acting in the
space of 3-rank tensors. These two representations are equivalent to each other. The explicit
formulas for 3-rank tensors which form irreducible representations of the group ISO(1, D−1)
are obtained by action of the TT-projectors (6.67) and (6.68) on arbitrary tensors of rank 3.
The sum of primitive idempotents (6.65) and (6.66) gives the central idempotent in the
Brauer algebra Br3:
e
[2,1]
= (eΛ1 + eΛ2) , (6.69)
associated to the Young diagram [2, 1]. The element e
[2,1]
satisfies the relation e2
[2,1]
= e
[2,1]
and belongs to the center because it is a symmetric function of the elements y2, y3 (it means
that e
[2,1]
commutes with all elements of the Brauer algebra Br3, see [22]). To prove the last
statement, we substitute expressions (6.61), (6.62) of the idempotents eΛ1 and eΛ2 into the
right-hand side of formula (6.69). As the result, we obtain the explicit form of e
[2,1]
in terms
of the Jucys-Murphy elements y2 and y3
e
[2,1]
= 1
3
(
2− y2y3 +
1
(ω−1)
(
2(y2 + y3)− (y2y
2
3 + y
2
2y3
))
, (6.70)
which is indeed a symmetric function of the elements y2 and y3. In terms of the generators
σi, κi ∈ Br3 (i = 1, 2), expression (6.70) is written in the form
e
[2,1]
= 1
3
(
2−
(
σ1σ2 + σ2σ1
)
+ 1
(ω−1)
(
(κ1κ2 + κ2κ1) +
+ (κ1σ2 + σ2κ1) + (κ2σ1 + σ1κ2)− 2 (κ1 + κ2 + σ1κ2σ1)
))
.
(6.71)
Note that formula (6.71) is mirror-symmetric, or in other words, it is invariant under
simultaneous substitution: σ1 ↔ σ2 and κ1 ↔ κ2. Finally, the image of the central idempotent
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e
[2,1]
in the representation S(~k) has the form(
S(~k)(e[2,1])
)d1d2d3
n1n2n3
= 1
3
(
2Θd1n1Θ
d2
n2
Θd3n3 − (Θ
d1
n2
Θd2n3Θ
d3
n1
+Θd1n3Θ
d2
n1
Θd3n2)−
− 1
(ω−1)
·
(
2 · (Θd3n3Θ
d1d2Θn1n2 +Θ
d1
n1
Θd2d3Θn2n3 +Θ
d2
n2
Θd1d3Θn1n3)−
−Θd1n3Θ
d2d3Θn1n2 −Θ
d3
n1
Θd1d2Θn2n3 −Θ
d2
n3
Θd1d3Θn1n2 −Θ
d3
n2
Θd1d2Θn1n3−
−Θd2n1Θ
d1d3Θn2n3 −Θ
d1
n2
Θd2d3Θn1n3
))
.
(6.72)
From the right-hand side of (6.72) we see that S(~k)(e[2,1]) is transversal and traceless with
respect to all pairs of lower and upper tensor indices (Properties 3 and 4 in Definition 1,
Section 2), i.e. the following equalities hold:
kn1
(
S(~k)(e[2,1])
) d1 d2 d3
n
σ(1)
n
σ(2)
n
σ(3)
= 0 = kd1
(
S(~k)(e[2,1])
)d
σ(1)
d
σ(2)
d
σ(3)
n1 n2 n3
,
ηn1n2
(
S(~k)(e[2,1])
) d1 d2 d3
n
σ(1)
n
σ(2)
n
σ(3)
= 0 = ηd1d2
(
S(~k)(e[2,1])
)d
σ(1)
d
σ(2)
d
σ(3)
n1 n2 n3
,
(6.73)
where σ is an arbitrary permutation from the group S3. Thus, the operator (6.72) is a TT-
projector but its action in the space of all 3-rank tensors gives a reducible representation of
ISO(1, D−1) since the projector (6.72) in view of relation (6.69) is the sum of two primitive
projectors (6.67) and (6.68).
7 Conclusion.
In this paper, a new class of representations of the Brauer algebra is found. This allows
us to apply the method of constructing irreducible finite dimensional representations of
orthogonal and symplectic Lie groups (based on using the idempotents of the Brauer algebra)
to construct irreducible representations of the D-dimensional Poincare´ group. Using the new
representations of the Brauer algebra, we derive a new recurrence formula for D-dimensional
completely symmetric BF projector. In particular, we derive new explicit formulae for D-
dimensional BF type projectors related to any symmetries, which correspond to the Young
diagrams with two and more rows (in contrast to fully symmetric BF projectors, which
correspond to the single-row Young diagram). To illustrate the obtained results, we find
images of some special idempotents of the Brauer algebra in the new representations.
We hope that the generalizations of the BF projectors obtained in this paper will have
useful applications. For example, generalized BF projectors could be useful for constructing
and investigating different higher spin field theories. In particularly, we know (see e.g. [35]),
that the squares of BF spin projectors are used as building blocks of invariant constructions
included in Lagrangians of higher spin field theories.
The formalism described here for constructing irreducible representations of ISO(1, D−1)
with a mixed type of symmetry is directly applied to the case of (anti) de Sitter symmetry
group. Namely, the Brauer algebra representation S(~k) defined by triple (4.10) can be formulated
for metric η (4.6) with any signature (p, q) and in particular for the case p = 2 and q = D−p,
which is specific for the group ISO(2, D − 2). We also note that this generalization seems
possible, since some facts are already known in the literature regarding the establishment
23
of the correct correspondence between unitary irreducible representations of the groups
SO(2, D − 2) and SO(1, D − 1) and fields, respectively, in the spaces AdSD−1 and dSD−1
(see papers [38], [39], [40], [41] and references therein).
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