Importance Sampling (IS) is a well-known Monte Carlo technique that approximates integrals involving a posterior distribution by means of weighted samples. In this work, we study the assignation of a single weighted sample which compresses the information contained in a population of weighted samples. Part of the theory that we present as Group Importance Sampling (GIS) has been employed implicitly in different works in the literature. The provided analysis yields several theoretical and practical consequences. For instance, we discuss the application of GIS into the Sequential Importance Resampling framework and show that Independent Multiple Try Metropolis schemes can be interpreted as a standard Metropolis-Hastings algorithm, following the GIS approach. We also introduce two novel Markov Chain Monte Carlo (MCMC) techniques based on GIS. The first one, named Group Metropolis Sampling method, produces a Markov chain of sets of weighted samples. All these sets are then employed for obtaining a unique global estimator. The second one is the Distributed Particle Metropolis-Hastings technique, where different parallel particle filters are jointly used to drive an MCMC algorithm. Different resampled trajectories are compared and then tested with a proper acceptance probability. The novel schemes are tested in different numerical experiments such as learning the hyperparameters of Gaussian Processes, the localization problem in a wireless sensor network and the tracking of vegetation parameters given satellite observations, where they are compared with several benchmark Monte Carlo techniques. Three illustrative Matlab demos are also provided.
Introduction
Monte Carlo methods are state-of-the-art tools for approximating complicated integrals involving multidimensional distributions, which is often required in science and technology [17, 23, 24, 39] . The most popular classes of MC methods are the Importance Sampling (IS) techniques and the Markov chain Monte Carlo (MCMC) algorithms [23, 39] . IS schemes produce a random discrete particle filtering and Multiple Try Metropolis algorithms are discussed in Section 4. In Section 5, we introduce the novel techniques based on GIS. Section 6.1 provides the numerical results and in Section 7 we discuss some conclusions.
Problem statement and background
In many applications, the goal is to infer a variable of interest, x = x 1:D = [x 1 , x 2 , . . . , x D ] ∈ X ⊆ R D×ξ , where x d ∈ R ξ for all d = 1, . . . , D, given a set of related observations or measurements, y ∈ R d Y . In the Bayesian framework all the statistical information is summarized by the posterior probability density function (pdf), i.e., π(x) = p(x|y) = (y|x)g(x) Z(y) ,
where (y|x) is the likelihood function, g(x) is the prior pdf and Z(y) is the marginal likelihood (a.k.a., Bayesian evidence). In general, Z ≡ Z(y) is unknown and difficult to estimate in general, so we assume to be able to evaluate the unnormalized target function,
The computation of integrals involvingπ(x) = 1 Z π(x) is often intractable. We consider the Monte Carlo approximation of these complicated integrals involving the targetπ(x) and an integrable function h(x) with respect toπ, i.e.,
where we denote X ∼π(x). The basic Monte Carlo (MC) procedure consists in drawing N independent samples from the target pdf, i.e., x 1 , . . . , x N ∼π(x), so that I N = 1 N N n=1 h(x n ) is an estimator of I [24, 39] . However, in general, direct methods for drawing samples fromπ(x) do not exist so that alternative procedures are required. Below, we describe perhaps one of the most popular.
Importance Sampling
Let us consider the use of a simpler proposal pdf, q(x), and rewrite the integral I in Eq. (3) as
where w(x) = π(x) q(x)
: X → R. This suggests an alternative procedure. Indeed, we can draw N samples x 1 , . . . , x N from q(x), 2 and then assign to each sample the unnormalized weights w n = w(x n ) = π(x n ) q(x n ) , n = 1, . . . , N.
If Z is known, an unbiased IS estimator [24, 39] is defined as I N = 1 ZN N n=1 w n h(x n ), where x n ∼ q(x). If Z is unknown, defining the normalized weights,w n = wn P N i=1 w i with n = 1, . . . , N , an alternative asymptotically unbiased IS estimator is given by
Both I N and I N are consistent estimators of I in Eq. (3) [24, 39] . Moreover, an unbiased estimator of marginal likelihood, Z = X π(x)dx, is given by Z = w n δ(x − x n ) = N n=1w n δ(x − x n ),
where δ(x) denotes the Dirac delta function. Table 1 summarizes the main notation of the work.
Note that the words sample and particle are used as synonyms along this work. Moreover, Table  14 shows the main used acronyms.
Concept of proper weighting
The standard IS weights in Eq. (5) are broadly used in the literature. However the definition of properly weighted sample can be extended as suggested in [39, Section 14.2] , [24, Section 2.5.4] and in [16] . More specifically, given a set of samples, they are properly weighted with respect to the targetπ if, for any integrable function h, E q [w(x n )h(x n )] = cEπ[h(x n )], ∀n ∈ {1, . . . , N },
where c > 0 is a constant value, also independent from the index n, and the expectation of the left hand side is performed, in general, w.r.t. to the joint pdf of w(x) and x, i.e., q(w, x). Namely, the weight w(x), conditioned to a given value of x, could even be considered a random variable. Thus, in order to obtain consistent estimators, one can design any joint q(w, x) as long as the restriction of Eq. (8) is fulfilled.
3 Group Importance Sampling: weighting a set of samples
In this section, we use the general definition in Eq. (8) for designing proper weights and summary samples assigned to different sets of samples. Let us consider M sets of weighted samples, S 1 = {x 1,n , w 1,n } , where x m,n ∼ q m (x), i.e., a different proposal pdf for each set S m and in general N i = N j , for all i = j, i, j ∈ {1, ..., M }. In some applications and different Monte Carlo schemes, it is convenient (and often required) to compress the statistical information contained in each set using a pair of summary sample, x m , and summary weight, W m , m = 1, . . . , M , in such a way that the following expression Normalized posterior pdf,π(x) = p(x|y) π(x)
Unnormalized posterior function, π(x) ∝π(x) π(x|x 1:N )
Particle approximation ofπ(x) using the set of samples x 1:N = {x n } N n=1
x Resampled particle, x ∼ π(x|x 1:N ) (note that x ∈ {x 1 , . . . , x N }) w n = w(x n )
Unnormalized standard IS weight of the particle x n w n =w(x n )
Normalized weight associated to x n w m = w( x m )
Unnormalized proper weight associated to the resampled particle x m W m Summary weight of m-th set S m I N Standard self-normalized IS estimator using N samples I N Self-normalized estimator using N samples and based on GIS theory Z Marginal likelihood; normalizing constant of π(x) Z, Z Estimators of the marginal likelihood Z is still a consistent estimator of I, for a generic integrable function h(x). Thus, although the compression is lossy, we still have a suitable particle approximation π of the targetπ as shown below. In the following, we denote the importance weight of the n-th sample in the m-th group as w m,n = w(x m,n ) = π(xm,n) qm(xm,n)
, the m-th marginal likelihood estimator as
and the normalized weights within a set,w m,n = wm,n P Nm j=1 w m,j = wm,n Nm b Zm , for n = 1, . . . , N m and m = 1, . . . , M . Definition 1. A resampled particle, i.e.,
is a summary particle x m for the m-group. Note that x m is selected within {x m,1 , . . . , x m,Nm } according to the probability mass function (pmf ) defined byw m,n , n = 1, . . . , N m .
It is possible to use the Liu's definition in order to assign a proper importance weight to a resampled particle [26] , as stated in the following theorem.
Theorem 1. Let us consider a resampled particle x m ∼ π m (x) = π(x|x m,1:Nm ). A proper unnormalized weight following the Liu's definition in Eq. (8) for this resampled particle is w m = Z m , defined in Eq. (10).
The proof is given in Appendix A. Note that two (or more) particles, x m , x m , resampled with replacement from the same set and hence from the same approximation, x m , x m ∼ π m (x), have the same weight w( x m ) = w( x m ) = Z m , as depicted in Figure 1 . Note that the classical importance weight cannot be computed for a resampled particle, as explained in Appendix A and pointed out in [22, 26, 35] , [28, App. C1]. Particle approximation. Figure 2 represents graphically an example of GIS with M = 2 and
in a common computational node, we can obtain the following particle approximation ofπ(x), i.e.,
involving M weighted samples in this case (see App. B). For a given function h(x), the corresponding specific GIS estimator in Eq. (9) is
It is a consistent estimator of I, as we show in Appendix B. The expression in Eq. (13) can be interpreted as a standard IS estimator where w( x m ) = Z m is a proper weight of a resampled particle [26] , and we give more importance to the resampled particles belonging to a set with higher cardinality. See DEMO-2 at https://github.com/lukafree/GIS.git.
Combination of estimators.
If we are only interested in computing the integral I for a specific function h(x), we can summarize the statistical information by the pairs {I
(m)
Nm , w m } where
x e x 1 e x 2
Figure 2: Graphical representation of GIS. In this case, M = 2 groups of N 1 = 4 and N 2 = 3 weighted samples are summarized with a resampled particle and one summary weight
is the m-th partial IS estimator obtained by using N m samples in S m . Given all the S = M j=1 N j weighted samples in the M sets, the complete estimator I S in Eq. (6) can be written as a convex combination of the M partial IS estimators, I (m) Nm , i.e.,
The equation above shows that the summary weight W m measures the importance of the m-th estimator I (m)
Nm . This confirms that W m is a proper weight the group of samples S m , and also suggests another valid compression scheme. Remark 1. In order to approximate only one specific moment I ofπ(x), we can summarize the m-group with the pair {I
, thus all the M partial estimators can be combined following Eq. (17) .
In this case, there is no loss of information w.r.t. storing all the weighted samples. However, the approximation of other moments ofπ(x) is not possible. Figures 3-4 depict the graphical representations of the two possible approaches for GIS.
GIS in other Monte Carlo schemes

Application in particle filtering
In Section 2.1, we have described the IS procedure in a batch way, i.e., generating directly a Ddimensional vector x ∼ q(x) and then compute the weight
. This procedure can be performed
. . . . . . 
Central Node
, we always obtain a lossy compression, but any moments ofπ(x) can be approximated, as shown in Eqs. (12)- (13) .
sequentially if the target density is factorized. In this case, the method is known as Sequential Importance Sampling (SIS). It is the basis of particle filtering, along with the use of the resampling procedure. Below, we describe the SIS method.
Sequential Importance Sampling (SIS)
Let us that recall
. . , D, and let us consider a target pdfπ(x) factorized as
where γ 1 (x 1 ) is a marginal pdf and γ d (x d |x 1:d−1 ) are conditional pdfs. We can also consider a proposal pdf decomposed in the same way,
. In a batch IS scheme, given the n-th sample x n = x (n) 1:D ∼ q(x), we assign the importance weight
where β
and β
, with d = 1, . . . , D. Let us also denote the joint probability of [x 1 , . . . ,
Thus, we can draw samples generating sequentially each component x
, and compute recursively the corresponding IS weight as in Eq. (19) . The SIS technique is also given in Table 2 by setting η = 0. Remark 2. In SIS, there are two possible formulations of the estimator of the marginal likelihoods
In SIS, both estimators are equivalent Z d ≡ Z d . See Appendix C for further details.
Sequential Importance Resampling (SIR)
The expression in Eq. (19) suggests a recursive procedure for generating the samples and computing the importance weights, as shown in Steps 2a and 2b of Table 2 . In Sequential Importance Resampling (SIR), a.k.a., standard particle filtering, resampling steps are incorporated during the recursion as in step 2(c)ii of Table 2 [12, 13] . In general, the resampling steps are applied only in certain iterations in order to avoid the path degeneration, taking into account an approximation ESS of the Effective Sampling Size (ESS) [20, 27] . If ESS is smaller than a pre-established threshold, the particles are resampled. Two examples of ESS approximation are
. Note that, in both cases,
Hence, the condition for the adaptive resampling can be expressed as ESS < ηN where η ∈ [0, 1]. SIS is given when η = 0 and SIR for η ∈ (0, 1]. When η = 1, the resampling is applied at each iteration and in this case SIR is often called bootstrap particle filter [12, 13, 14] . If η = 0, no resampling is applied, we only apply Steps 2a and 2b, and we have the SIS method described above, that after D iterations is completely equivalent to the bath IS approach, since
Partial resampling. In Table 2 , we have considered that only a subset of R ≤ N particles are resampled. In this case, step 2(c)iii including the GIS weighting is strictly required in order to provide final proper weighted samples and hence consistent estimators. The partial resampling procedure is an alternative approach to prevent the loss of particle diversity [26] . In the classical description of SIR [40] , we have R = N (i.e., all the particles are resampled) and the weight recursion follows setting the unnormalized weights of the resampled particles to any equal value. Since all the N particles have been resampled, the selection of this value has no impact in the weight recursion and in the estimation of I.
Marginal likelihood estimators. Even in the case R = N , i.e., all the particle are resampled as in the standard SIR method, without using the GIS weighting only the formulation Z d in Eq. 
GIS in Sequential Monte Carlo (SMC).
The idea of summary sample and summary weight have been implicitly used in different SMC schemes proposed in literature, for instance, for the communication among parallel particle filters [5, 34, 38] , and in the particle island methods [43, 44, 45] . GIS also appears indirectly in particle filtering for model selection [15, 33, 42] and in the so-called Nested Sequential Monte Carlo techniques [35, 36, 41] . 
For
where
i. Select randomly a set of particles S = {x
where R ≤ N , j r ∈ {1, . . . , N } for all r, and j r = j k for r = k. ii. Resampling: Resample R times within the set S according to the
iii. GIS weighting:
Multiple Try Metropolis schemes as a Standard MetropolisHastings method
The Metropolis-Hastings (MH) method is one of the most popular MCMC algorithm [23, 24, 39] . It generates a Markov chain {x t } ∞ t=1 whereπ(x) is the invariant density. Considering a proposal pdf q(x) independent from the previous state x t−1 , the corresponding Independent MH (IMH) scheme is formed by the steps in Table 3 [39] .
Observe that α(x t−1 , v ) = min 1,
in Eq. (24) involves the ratio between the importance weight of the proposed sample v at the t-th iteration, and the importance weight of the previous state x t−1 . Furthermore, note that at each iteration only one new sample v is 2. For t = 1, . . . , T :
(a) Draw a sample v ∼ q(x).
(b) Accept the new state, x t = v , with probability
(standard importance weight). Otherwise, set x t = x t−1 .
.
generated and compared with the previous state x t−1 by the acceptance probability α(x t−1 , v ) (in order to obtain the next state x t ). The Particle Metropolis-Hastings (PMH) method 3 [2] and the alternative version of the Independent Multiply Try Metropolis technique [29] (denoted as I-MTM2) are jointly described in Table 4 . They are two MCMC algorithms where at each iteration several candidates {v 1 , . . . , v N } are generated. After computing the IS weights w(v n ), one candidate is selected v j within the N possible values, i.e., j ∈ {1, . . . , N }, applying a resampling step according to the probability massw n =
, n = 1, . . . , N . Then the selected sample v j is tested with a proper probability α(x t−1 , v j ) in Eq. (25) .
The difference between PMH and I-MTM2 is the procedure employed for the generation of the N candidates and for the construction of the weights. PMH employs a sequential approach, whereas I-MTM2 uses a standard batch approach [29] . Namely, PMH generates sequentially the components v j,k of the candidates, v j = [v j,1 , . . . , v j,D ] , and compute recursively the weights as shown in Section 4.1. Since resampling steps are often used, then the resulting candidates v 1 , . . . , v N are correlated, whereas in I-MTM2 they are independent. I-MTM2 coincides with PMH if the candidates are generated sequentially but without applying resampling steps, so that I-MTM2 can be considered a special case of PMH.
Note that w(v j ) = Z and w(x t−1 ) = Z t−1 are the GIS weights of the resampled particles v j and x t−1 respectively, as stated in Definition 1 and Theorem 1.
4 Hence, considering the GIS 3 PMH is used for filtering and smoothing a variable of interest in state-space models (see, for instance, Figure  11 ). The Particle Marginal MH (PMMH) algorithm [2] is an extension of PMH employed in order to infer both dynamic and static variables. PMMH is described in Appendix D. 4 Note that the number of candidates per iteration is constant (N ), so that 2. For t = 1, . . . , T :
(a) Draw N particles v 1 , . . . , v N from q(x) and weight them with the proper importance weight w(v n ), n = 1, . . . , N , using a sequential approach (PMH), or a batch approach (I-MTM2). Thus, denoting Z = 1 N N n=1 w(v n ), we obtain the particle approximation π(x|v 1:
(c) Set x t = v j and Z t = Z , with probability
Otherwise, set x t = x t−1 and
theory, we can write
which has the form of the acceptance function of the classical IMH method in Table 3 . Therefore, PMH and I-MTM2 algorithms can be also summarized as in Table 5 .
Remark 4. The PMH and I-MTM2 algorithms take the form of the classical IMH method employing the equivalent proposal pdf q(x) in Eq. (27) (depicted in Figure 5 ; see also Appendix A), and using the GIS weight w( x ) of a resampled particle x ∼ q(x), within the acceptance function α(x t , x ).
Novel MCMC techniques based on GIS
In this section, we provide two examples of novel MCMC algorithms based on GIS. First of all, we introduce a Metropolis-type method producing a chain of sets of weighted samples. Secondly, we present a PMH technique driven by M parallel particle filters. In the first scheme, we exploit the concept of summary weight and all the weighted samples are stored. In the second one, both concepts of summary weight and summary particle are used. The consistency of the resulting estimators and the ergodicity of both schemes is ensured. 2. For t = 1, . . . , T :
(a) Draw x ∼ q(x), where
is the equivalent proposal pdf associated to a resampled particle [22, 26] .
(b) Set x t = x , with probability
Otherwise, set x t = x t−1 .
3. Return {x t } T t=1 .
Group Metropolis Sampling
Here, we describe an MCMC procedure that yields a sequence of sets of weighted samples. All the samples are then employed for a joint particle approximation of the target distribution. The Group Metropolis Sampling (GMS) is outlined in Table 6 . Figures 6(a)-(b) give two graphical representations of GMS outputs (with N = 4 in both cases). Note that the GMS algorithm uses the idea of summary weight for comparing sets. Let us denote as ρ n,t the importance weights assigned to the samples x n,t contained in the current set S t . Given the generated sets S t = {x n,t , ρ n,t } N n=1 , for t = 1, . . . , T , GMS provides the global particle approximation
Thus, the estimator of a specific moment of the target is
If the N candidates, v 1 , . . . , v N , and the associated weights, w 1 , . . . , w N , are built sequentially by a particle filtering method, we have a Particle GMS (PGMS) algorithm (see Section 6.3) and marginal versions can be also considered (see Appendix D). , n = 1, . . . , N ; define S = {v n , w n } N n=1 ; and
, i.e., S t = S , and Z t = Z , with probability
Otherwise, set S t = S t−1 and Z t = Z t−1 .
Relation with IMH. The acceptance probability α in Eq. (32) is the extension of the acceptance probability of IMH in Eq. (24), by considering the proper GIS weighting of a set of weighted samples. Note that, in this version of GMS, all the sets contain the same number of samples.
Relation with MTM methods. GMS is strictly related to Multiple Try Metropolis (MTM) schemes [7, 31, 32, 29] and Particle Metropolis Hastings (PMH) techniques [2, 29] . The main difference is that GMS uses no resampling steps at each iteration for generating summary samples, indeed GMS uses the entire set. However, considering a sequential of a batch procedure for generating the N tries at each iteration, we can recover an MTM (or the PMH) chain by the GMS output applying one resampling step when S t = S t−1 ,
is the chain obtained by one run of the MTM (or PMH) technique. Figure 6 (b) provides a graphical representation of a MTM chain recovered by GMS outputs.
Ergodicity. As also discussed above, (a) the sample generation, (b) the acceptance probability function and hence (c) the dynamics of GMS exactly coincide with the corresponding steps of PMH or MTM (with a sequential or batch particle generation, respectively). Hence, the ergodicity of the chain is ensured [7, 32, 2, 29] . Indeed, we can recover the MTM (or PMH) chain as shown in Eq. (33).
Recycling samples. The GMS algorithm can be seen as a method of recycling auxiliary weighted samples in MTM schemes (or PMH schemes, if the candidates are generated by SIR). In [8] , the authors show how recycling and including the samples rejected in one run of a standard MH method into a unique consistent estimator. GMS can be considered an extension of this technique where N ≥ 1 candidates are drawn at each iteration.
Iterated IS. GMS can be also interpreted as an iterative importance sampling scheme where an IS approximation of N samples is built at each iteration and compared with the previous IS approximation. This procedure is iterated T times and all the accepted IS estimators I (t) N are finally combined to provide a unique global approximation of N T samples. Note that the temporal combination of the IS estimators is obtained dynamically by the random repetitions due to the rejections in the MH test. Hence, the complete procedure for weighting the samples generated by GMS can be interpreted as the composition of two weighting schemes: (a) by an importance sampling approach building {ρ n,t } 
is an ergodic chain [39] .
N . Therefore, we have
Thus, the GSM estimator I N T in Eq. (31) can be expressed as I N T = E[ I T S 1:T ], where S 1:T are all the weighted samples obtained by GMS, and it is consistent for T → ∞ since I T is consistent. Furthermore, fixing T , I N T is consistent for N → ∞ for standard IS arguments [24] .
(a) (b) Figure 6 : (a) Chain of sets S t = {x n,t , ρ n,t } N n=1 generated by the GMS method (graphical representation with N = 4). (b) Graphical examples of GMS outputs, S t , S t+1 , S t+2 and S t+3 , where S t+2 = S t+1 . The weights of the samples are denoted by the size of the circles. A possible recovered MTM chain is also depicted with solid line, where the states are x τ with τ = t, t + 1, t + 2, t + 3 and x t+2 = x t+1 .
Distributed Particle Metropolis-Hastings algorithm
The PMH algorithm is an MCMC technique particularly designed for filtering and smoothing a dynamic variable in a state-space model [2, 29] (see for instance Figure 11) . In PMH, different trajectories obtained by different runs of a particle filter (see Section 4.1) are compared according to suitable MH-type acceptance probabilities, as shown in Table 4 . In this section, we show how several parallel particle filters (for instance, each one consider a different proposal pdf) can drive a PMH-type technique. The classical PMH method uses a single proposal pdf q(x) = q 1 (x 1 )
, employed in single SIR method in order to generate new candidates before of the MH-type test (see Table  4 ). Let us consider the problem of tracking a variable of interest
. We assume that M independent processing units are available jointly with a central node as shown Fig. 7 . We use M parallel particle filters, each one
, one per each processor. Then, after one run of the parallel particle filters, we obtain M particle approximations π m (x). Since, we aim to reduce the communication cost to the central node (see Figs. 3 and 7) , we consider that each machine only transmits the pair { Z m , x m }, where x m ∼ π m (x) (we set N 1 = . . . = N M , for simplicity). Applying the GIS theory, then it is straightforward to outline the method, called Distributed Particle Metropolis-Hastings (DPMH) technique, shown in Table 7 . 
(d) (Central Node) Set x t = x and Z m,t = Z m , for m = 1, . . . , M , with probability
Otherwise, set x t = x t−1 and Z m,t = Z m,t−1 , for m = 1, . . . , M .
The method in Table 7 has the structure of a Multiple Try Metropolis (MTM) algorithm using different proposal pdfs [7, 32] . More generally, in step 2a, the scheme described above can even employ different kinds of particle filtering algorithms. In step 2b, M total resampling steps are performed,one per processor. Then, one resampling step is performed in the central node (step 2c). Finally, the resampled particle is accepted as new state with probability α in Eq. (36).
Ergodicity. The ergodicity of DPMH is ensured since it can be interpreted as a standard PMH method considering a single particle approximation 
and then we resample once, i.e., draw x ∼ π(x|v 1:M,1:N ). Then, the proper weight of this resampled particle is Z = M m=1 Z m , so that the acceptance function of the equivalent classical PMH method is α(x t−1 , x) = min 1,
, where Table 4 ).
Using partial IS estimators. if we are interested in approximating only one moment of the target pdf, as shown in Figures 3-4 , at each iteration we can transmit the M partial estimators I
(m)
N and combine them in the central node as in Eq. (17), obtaining
N . Then, a sequence of estimators, I
(t) N M , is created according to the acceptance probability α in Eq. (36) . Finally, we obtain the global estimator
This scheme is depicted in Figure 7 (b).
Benefits. The main advantage of the DPMH scheme is that the generation of samples can be parallelized (i.e., fixing the computational cost, DPMH allows the use of M processors in parallel) and the communication to the central node requires the transfer of only M particles, x m , and M weights, Z m , instead of N M particles and N M weights. Figure 7 provides a general sketch of DPMH. Its marginal version is described in Appendix D. Another benefit of DPMH is that different types of particle filters can be jointly employed, for instance, different proposal pdfs can be used.
Special cases and extensions. The classical PMH method is as a special case of the proposed algorithm of Table 7 
Numerical Experiments
In this section, we test the novel techniques considering several experimental scenarios and three different applications: hyperparameters estimation for Gaussian Processes (D = 2, ξ = 1), a localization problem jointly with the tuning of the sensor network (D = 8, ξ = 1), and the online filtering of a remote sensing variable called Leaf Area Index (LAI; D = 365, ξ = 1). We compare the novel algorithms with different benchmark methods such adaptive MH algorithm, MTM and PMH techniques, parallel MH chains with random walk proposal pdfs, IS schemes, and the Adaptive Multiple Importance Sampling (AMIS) method.
Hyperparameter tuning for Gaussian Process (GP) regression models
We test the proposed GMS approach for the estimation of hyperparameters of a Gaussian process (GP) regression model [4] , [37] . Let us assume observed data pairs {y j , z j } P j=1 , with y j ∈ R and z j ∈ R L . We also denote the corresponding P ×1 output vector as y = [y 1 , . . . , y P ] and the L×P input matrix as Z = [z 1 , . . . , z P ]. We address the regression problem of inferring the unknown function f which links the variable y and z. Thus, the assumed model is y = f (z) + e, where e ∼ N (e; 0, σ 2 ), and that f (z) is a realization of a GP [37] . Hence f (z) ∼ GP(µ(z), κ(z, r)) where µ(z) = 0, z, r ∈ R L , and we consider the kernel function
Given these assumptions, the vector f = [f (z 1 ), . . . , f (z P )] is distributed as p(f |Z, δ, κ) = N (f ; 0, K), where 0 is a P × 1 null vector, and K ij := κ(z i , z j ), for all i, j = 1, . . . , P , is a P × P matrix. Therefore, the vector containing all the hyperparameters of the model is x = [δ, σ], i.e., all the parameters of the kernel function in Eq. (39) and standard deviation σ of the observation noise. In this experiment, we focus on the marginal posterior density of the hyperparameters, π(x|y, Z, κ) ∝ π(x|y, Z, κ) = p(y|x, Z, κ)p(x), which can be evaluated analytically, but we cannot compute integrals involving it [37] . Considering a uniform prior within [0, 20] 2 , p(x) and since p(y|x, Z, κ) = N (y; 0, K + σ 2 I), we have
where clearly K depends on δ [37] . The moments of this marginal posterior cannot be computed analytically. Then, in order to compute the Minimum Mean Square Error (MMSE) estimator x = [ δ, σ], i.e., the expected value E[X] with X ∼π(x|y, Z, κ), we approximate E[X] via Monte Carlo quadrature. More specifically, we apply a the novel GMS technique and compare with an MTM sampler, a MH scheme with a longer chain and a static IS method. For all these methodologies, we consider the same number of target evaluations, denoted as E, in order to provide a fair comparison. We generated P = 200 pairs of data, {y j , z j } P j=1 , according to the GP model above setting δ * = 3, σ * = 10, L = 1, and drawing z j ∼ U([0, 10]). We keep fixed these data over the different runs, and the corresponding posterior pdf is given in Figure 9 (b). We computed the groundtruth x = [ δ = 3.5200, σ = 9.2811] using an exhaustive and costly grid approximation, in order to compare the different techniques. For both GMS, MTM and MH schemes, we consider the same adaptive Gaussian proposal pdf q t (x|µ t , λ 2 I) = N (x|µ t , λ 2 I), with λ = 5 and µ t is adapted considering the arithmetic mean of the outputs after a training period, t ≥ 0.2T , in the same fashion of [25, 19] (µ 0 = [1, 1] ). First, we test both techniques fixing T = 20 and varying the number of tries N . Then, we set N = 100 and vary the number of iterations T . Figure 8 (log-log plot) shows the Mean Square Error (MSE) in the approximation of x averaged over 10 3 independent runs. Observe that GMS always outperforms the corresponding MTM scheme. These results confirm the advantage of recycling the auxiliary samples drawn at each iteration during an MTM run. In Figure 9 (a), we show the MSE obtained by GMS keeping invariant the number of target evaluations E = N T = 10 3 and varying N ∈ {1, 2, 10, 20, 50, 100, 250, 10 3 }. As a consequence, we have T ∈ {10 3 , 500, 100, 50, 20, 10, 4, 1}. Note that the case N = 1, T = 10 3 , corresponds to an adaptive MH (A-MH) method with a longer chain, whereas the case N = 10 3 , T = 1, corresponds to a static IS scheme (both with the same posterior evaluations E = N T = 10
3 ). We observe that the GMS always provides smaller MSE than the static IS approach. Moreover, GMS outperforms A-MH with the exception of two cases where T ∈ {1, 4}.
Localization of a target and tuning of the sensor network
We consider the problem of positioning a target in R 2 using a range measurements in a wireless sensor network [1, 21] . We also assume that the measurements are contaminated by noise with different unknown power, one per each sensor. This situation is common in several practical Figure 9 : (a) MSE (loglog-scale; averaged over 10 3 independent runs) of GMS (circles) versus the number of candidates N ∈ {1, 2, 10, 20, 50, 100, 250, 10 3 }, but keeping fixed the total number of posterior evaluations E = N T = 1000, so that T ∈ {1000, 500, 100, 50, 20, 10, 4, 1}. The MSE values the extreme cases N = 1, T = 1000, and N = 1000, T = 1, are depicted with dashed lines. In first case, GMS coincides with an adaptive MH scheme (due the adaptation of the proposal, in this example) with a longer chain. The second one represents a static IS scheme (clearly, using the sample proposal than GMS). We can observe the benefit of the dynamic combination of IS estimators obtained by GMS. Figure 10(a) . The observation models are given by
where B j are independent Gaussian random variables with pdfs, N (b j ; 0, λ 2 , and a uniform prior over λ j , so that λ has prior U(R λ ) with R λ = [0, 20] N S . Thus, the posterior pdf is
where x = [z, λ] is a vector of parameters of dimension D = N S + 2 = 8 that we desire to infer, and I c (R) is an indicator variable that is 1 if c ∈ R, otherwise is 0. Our goal is to compute the Minimum Mean Square Error (MMSE) estimator, i.e., the expected value of the posteriorπ(x|Y) =π(z, λ|Y). Since the MMSE estimator cannot be computed analytically, we apply Monte Carlo methods for approximating it. We compare GMS, the corresponding MTM scheme, the Adaptive Multiple Importance Sampling (AMIS) technique [10] , and N parallel MH chains with a random walk proposal pdf. For all of them we consider Gaussian proposal densities. For GMS and MTM, we set q t (x|µ n,t , σ
where is adapted considering the empirical mean of the generated samples after a training period, t ≥ 0.2T [25, 19] , µ 0 ∼ U( [1, 5] D ) and σ = 1. For AMIS, we have q t (x|µ t , C t ) = N (x|µ t , C t ), where µ t is as previously described (with µ 0 ∼ U( [1, 5] D )) and C t is also adapted using the empirical covariance matrix, starting C 0 = 4I. We also test the use of N parallel Metropolis-Hastings (MH) chains (we also consider the case of N = 1, i.e., a single chain), with a Gaussian random-walk proposal pdf, q n (µ n,t |µ n,t−1 , σ 2 I) = N (µ n,t |µ n,t−1 , σ 2 I) with µ n,0 ∼ U( [1, 5] D ) for all n and σ = 1.
We fix the total number of evaluations of the posterior density as E = N T = 10 4 . Note that, generally, the evaluation of the posterior is the most costly step in MC algorithms (however, AMIS has the additional cost of re-weighting all the samples at each iteration according to the deterministic mixture procedure [6, 10, 16] ). We recall that T denotes the total number of iterations and N the number of samples drawn from each proposal at each iteration. We consider x * = [z * , λ * ] as the ground-truth and compute the Mean Square Error (MSE) in the estimation obtained with the different algorithms. The results are averaged over 500 independent runs and they are provided in Tables 8, 9 , and 10 and Figure 10(b) . Note that GMS outperforms AMIS for each a pair {N, T } (keeping fixed E = N T = 10 4 ), and GMS also provides smaller MSE values than N parallel MH chains (the case N = 1 corresponds to a unique longer chain). Figure  10(b) shows the MSE versus N maintaining E = N T = 10 4 for GMS and the corresponding MTM method. This figure again confirms the advantage of recycling the samples in a MTM scheme. 
Tracking of biophysical parameters
We consider the challenging problem of estimating biophysical parameters from remote sensing (satellite) observations. In particular, we focus on the estimation of the Leaf Area Index (LAI).
It is important to track evolution of LAI through time in every spatial position on Earth because LAI plays an important role in vegetation processes such as photosynthesis and transpiration, and is connected to meteorological/climate and ecological land processes [9] . Let us denote LAI as x d ∈ R + (where d ∈ N + also represents a temporal index) in a specific region at a latitude of 42
• N [18] . Since x t > 0, we consider Gamma prior pdfs over the evolutions of LAI and Gaussian perturbations for the "in-situ" received measurements, y t . More specifically, we assume the state-space model (formed by propagation and measurement equations),
for d = 2, . . . , D, with initial probability g 1 (x 1 ) = G(x 1 |1, 1), where b, λ > 0 and c d > 0 is a normalizing constant. Note that the expected value of the Gamma pdf above is x d−1 and the variance is b.
First Experiment. Considering that all the parameters of the model are known, the posterior pdf isπ
For generating the ground-truth (i.e., the trajectory
, we simulate the temporal evolution of LAI in one year (i.e., 1 ≤ d ≤ D = 365) by using a double logistic function (as suggested in the literature [18] ), i.e.,
with a 1 = 0.1, a 2 = 5, a 3 = −0.29, a 4 = 120, a 5 = 0.1 and a 6 = 240 as employed in [18] . In Figure 11 , the true trajectory x 1:D is depicted with dashed lines. The observations y = y 2:D are then generated (each run) according to
2 . First of all, we test the standard PMH, the particle version of GMS (PGMS), and DPMH (fixing λ = 0.1). For DPMH, we use M = 4 parallel filters with different scale parameters Figure 11 shows the estimated trajectories Table 11 . In terms of MSE, DMPMH always outperforms the 4 possible standard PMH methods. PGMS using two parameters, b 2 and b 3 , provides better performance, but DPMH outperforms PGMS averaging the 4 different MSEs obtained by PGMS. Moreover, due to the parallelization, in this case DPMH can save ≈ 15% of the spent computational time.
Second Experiment. Now we consider also the parameter λ unknown, so that the complete variable of interest [x, λ] ∈ R D+1 . Then the posterior isπ(x, λ|y) ∝ (y|x, λ)g(x, λ) according to the model Eq. (43) Table 12 compares the standard PMMH and DPMMH for estimating λ * (we set E = N M T = 4 · 10 3 and T = 100). Averaging the results of PMMH, we can observe that DPMMH outperforms the standard PMMH in terms of smaller MSE and smaller computational time. Table 11 ). 
Conclusions
In this work, we have described the Group Importance Sampling (GIS) theory and its application in other Monte Carlo schemes. We have considered the use of GIS in SIR (a.k.a., particle filtering), showing that GIS is strictly required if the resampling procedure is applied only in a subset of the current population of particles. Moreover we have highlighted that, in the standard SIR method, if GIS is applied there exists two equivalent estimators of the marginal likelihood (one of them is an estimator of the marginal likelihood only if the GIS weighting is used), exactly as in Sequential Importance Sampling (SIS). We have also shown that the Independent Multiple Try Metropolis (I-MTM) schemes and the Particle Metropolis-Hastings (PMH) algorithm can be interpreted as a classical Metropolis-Hastings (MH) method taking into account the GIS approach. Furthermore, two novel methodologies based on GIS have been introduced. One of them (GMS) yields a Markov chain of weighted samples and can be also considered an iterative importance sampler. The second one (DPMH) is a distributed version of the PMH where different parallel particle filters can be jointly employed. These filter cooperate for driving the PMH scheme. Both techniques have been applied successfully in three different numerical experiments (tuning of the hyperparameters for GPs, a localization problem in a wireless sensor network and the tracking of the Leaf Area Index), comparing them with several benchmark methods. Marginal versions of GMS and DPMH have been also discussed and tested in the numerical applications. Three Matlab demos have been also given in order to facilitate the comprehension of the reader. As a future line, we plan to design an adaptive DPMH scheme in order to select online the best particle filters among the M run in parallel, and parsimoniously distribute the computational effort.
A Proper weighting of a resampled particle Let us consider the particle approximation ofπ obtained by the IS approach drawing N particles
Given the cloud of particle x 1:N ∼ N n=1 q(x n ), we have that x ∼ π(x|x 1:N ). Let us denote the joint pdf Q(x, x 1:N ) = π(x|x 1:N ) N i=1 q(x i ) . The marginal pdf q(x) of a resampled particle x , integrating out x 1:N (i.e., x ∼ q(x)), is
Therefore, the standard IS weight of a resampled particle, x ∼ q(x), is
However, generally q(x) cannot be evaluated, hence the standard IS weight cannot be computed [22, 26, 35] , [28, App. C1 ]. An alternative is to use the Liu's definition of proper weighting in Eq. (8) and look for a weight function ρ( x) = ρ( x|x 1:N ) such that
. Below, we show that a suitable choice is
since it holds in Eq. (49).
Recalling that π(x|x 1:
, we can rearrange the expectation above as
If we choose ρ(x|x 1:N ) = Z and replace it in the expression above, we obtain
where c = Z, that is the normalizing constant of π(x). Note that Eq. (52) coincides with (49). 
and the other one considering all the S samples,
The complete particle approximation of the target distribution is
Note that it can be also rewritten as
where π(x|x m,1:N ) are the m-th particle approximation and
is the normalized weight of the m-th group. If we resample M times x m ∼ π(x|x m,1:N ) exactly one sample per group, we obtain the particle approximation of Eq. (12), i.e.,
Since π(x|x 1:M,1:N ) is a particle approximation of the target distributionπ (converging to the distribution for N → ∞), then π(x| x 1:M ) is also a particle approximation ofπ (converging for N → ∞ and M → ∞).Therefore, any estimator of the moments ofπ obtained using the summary weighted particles as in Eq. (13) is consistent.
C Estimators of the marginal likelihood in SIS and SIR
The classical IS estimator of the normalizing constant
An alternative formulation, denoted as Z d , is often used
where we have employedw
and w 
C.1 Estimators of the marginal likelihood in particle filtering
Sequential Importance Resampling (SIR) (a.k.a., particle filtering) combines the SIS approach with the application of the resampling procedure corresponding to step 2(c)ii of Table 2 . If the GIS weighting is not applied, in SIR only
is a consistent estimator of Z d . In this case,
is not a possible alternative without using GIS. However, considering the proper GIS weighting of the resampled particles (the step 2(c)iii of Table 2 ), then Z d is also a consistent estimator of Z d and it is equivalent to Z d . Below, we analyze three cases considering a resampling applied to the entire set of particles:
• No Resampling (η = 0): this scenario corresponds to SIS where Z d , Z d are equivalent as shown in Eq. (61).
• Resampling at each iteration (η = 1): using the GIS weighting, w 
Since the resampling is applied to the entire set of particles, we havew
for all n. Replacing it in the expression of Z d in (62), we obtain
that coincides with Z d in Eq. (64).
• Adaptive resampling (0 < η < 1): for the sake of simplicity, let us start considering a unique resampling step applied at the k-th iteation with k < d. We check if both estimators are equal at d-th iteration of the recursion. Due to Eq. (61), we have Z k ≡ Z k , 6 since before the k-th iteration no resampling has been applied. With the proper weighting w (n) k = Z k for all n, at the next iteration we have
and using Eq. (62), we obtain
so that the estimators are equivalent also at the (k + 1)-th iteration, Z k+1 ≡ Z k+1 . Since we are assuming no resampling steps after the k-th iteration and until the d-th iteration, we have that Z i ≡ Z i for i = k + 2, . . . , d due to we are in a SIS scenario for i > k (see Eq.
(61)). This reasoning can be easily extended for different number of resampling steps. filter approach. The Marginal PMH (PMMH) technique is then summarized in Table 13 . PMMH is often used for both smoothing and parameter estimation in state-space models. Note that if q θ (θ|θ t−1 ) = g θ (θ) then the acceptance function becomes w(v n |θ )δ(x − v n ) (where π is obtained with one run of a particle filter). ii. Set θ t = θ , x t = v j , with probability α = min 1, Z(θ )g θ (θ )q θ (θ t−1 |θ ) Z(θ t−1 )g θ (θ t−1 )q θ (θ|θ t−1 ) .
Otherwise, set θ t = θ and x t = x t−1 .
3. Return {x t } T t=1 and {θ t } T t=1 .
Distributed Particle Marginal Metropolis-Hastings (DPMMH).
We can easily design a marginal version of DPMH in Section 5.2, drawing θ ∼ q θ (θ|θ t−1 ) and run M particle filters addressing the target pdfπ(x|θ ). The algorithm follows the steps in Table 13 with the difference that M parallel particle filters are used, and in this case the acceptance probability is 
