ABSTRACT -The Combination Algorithm for Total Optimisation (CAT) solves the problem of optimised base-station location and density for different cellular configurations and environments. The algorithm relies on two main user supplied databases for its operation. The first is an over specified list of possible base-station locations and the second is a database of control nodes. Coverage is defined by a distribution of control nodes in the area of study. The control nodes represent the operator's capacity and coverage requirements at those points. This paper discusses the importance of control node distribution and density. A new approach based on introducing different classes of control node is proposed to improve the efficiency of the CAT algorithm. Results indicate that 400 control nodes per km2 are required to ensure satisfactory operation. Introducing control node prioritisation is also shown to improve the quality and interpretation of the final solution.
INTRODUCTION
Planning tools are continuously being improved to meet the demands of cellular networks. However, as cellular systems evolve and upgrade to support new services and requirements, a planning tool revolution is required. The realisation of third generation network benefits will heavily depend on the flexibility and capabilities of next generation planning tools.
A planning tool is required to minimise the infrastructure costs and planning complexity of a cellular network [ 11. Of special economic interest is the minimisation of the infrastructure cost per subscriber, while maximising the Quality of Service (QoS). An optimisation tool that can automatically solve the problem of resource dimensioning and base-station location is of great appeal. Many authors have investigated the application of various algorithms to solve this problem [2, 3, 4] . At the University of Bristol, work has concentrated on the development of a new algorithm, known as the CAT, which relies on the ideas of exhaustive search and combination theory [5] . In this paper, attention is given to the development of new features within the CAT algorithm that provide greater flexibility and enhance its capability to efficiency solve the base-station location and resource allocation problem.
The CAT algorithm relies on thp, use of two external modules (coverage and capacity) to provide the necessary information for its operation. The propagation module is currently based on a powerful threedimensional ray-tracing model, previously developed at the University of Bristol. The capacity module uses an Erlang-B assumption and has been enhanced to support inhomogeneous traffic distributions.
PROBLEM DESCRIPTION
This section discusses the properties of the CAT algorithm and the assumptions made to automatically solve the base-station location problem.
The planning area is described by a universal set, U , that contains all points in the area. The points can take the form of control nodes or base-stations and are defined in equation 1.
A number of discrete user supplied points or control nodes are used to represent the capacity and coverage requirements in this area. This set is mathematically denoted by CNC,, and is defined in equation 2, where c represents the location of each control node (x, y) and n the total number of such nodes.
The number and location of all possible base-stations are user supplied and represented by the BSb,,y set. BSb,,y represents an over specified set of base-station locations and is defined in equation 3, where b represents their location (x, y) and s the total number in the study area.
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The specification for user supplied base-station locations is used as a matter of practicality, due to the fact that network operators cannot deploy base-stations in arbitrary locations, such as protected buildings, difficult geographical locations and so on. The use of fixed base-station locations avoids this problem and assures a sensible solution based on locations where planning permission can, or has been, obtained.
The two elements described above, base-stations and control nodes, provide the basis for the problem definition. Given a set of control nodes and base-stations, the optimisation algorithm must deploy a minimum number of base-stations to satisfy the operator's requirements (which are defined in U in the form of control nodes). Every control node defined in the CN'., set has to meet the planning requirements, R, defined by the user in equation 4.
Where P,,, represents the minimum power (dBm) target for each control node, r,, indicates the maximum rms delay spread (ns) that the deployed system can tolerate and e,,,,,, represents the minimum capacity requirement in the area. The user can define one, two or all three parameters described in equation 4, and consequently the solution obtained will vary. More information on these different parameters is given in sections IV and V of this paper. 
THE CAT ALGORITHM
In this paper the CAT algorithm was selected from a number of optimisation algorithms [5] to solve the basestation location and loading problem described in section 11. The algorithm is based on a combinatorial approach. The basic idea relies on analysing all possible base-station combinations in the Bs,,v set. The optimum combination is the smallest sub-set that meets the target coverage and capacity demands. The fundamental theory of the CAT algorithm is based on equation 5.
Where s denotes the total number of base-stations in the Bsb,,v set, r the number of elements taken without repetition, ,vPr the number of permutations given s basestation taken r at a time, and , , C, , the number of combinations given s base-stations taken r a t a time.
An exhaustive search of all combinations arising from equation 5 leads to an optimum solution, however the computation time grows exponentially with the number of possible base-stations. For this reason equation 5 becomes impractical. To overcome this problem the CAT algorithm uses complex selection and merging processes to reduce the computation time and enable the calculation of a minimum solution [5] .
The CAT algorithm finds a minimum base-station subset, BSM, from the over specified set Bsb,,, (as denoted by equation 6). This subset must contain all the elements of CN,,, and must fulfil the target requirements defined in equation 4.
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THE PROPAGATION MODULE
A powerful three-dimensional propagation model is used to provide data to the coverage module. This new model can predict propagation in macrocells using radar cross-section modelling and microcells, using classical vector based ray tracing [6] . Coverage and interference effects can be modelled using these propagation models.
In the studies presented in this paper, emphasis is placed on a microcellular scenario, where the need to efficiently deploy a large number of base-stations is at its highest. The ray-tracing model operates using threedimensional vector mathematics and factors such as polarisation and angle of arrival are fully incorporated. The model predicts power, time dispersion, coherence bandwidth and spatial multipath [6] .
The CAT algorithm achieves an optimum solution via interaction with the coverage module, which is used to analyse the links between potential base-stations and control nodes. Initially coverage information based solely on power was introduced into the CAT algorithm.
The search for a minimum group of base-stations to cover all the control nodes is a difficult task. The received power at the control nodes varies enormously depending on the location of selected base-stations and controls nodes. Two closely spaced control nodes served by the same base-station can have very different power levels depending on building structures and terrain variations.
A second parameter has now been added to the coverage module in the form of rms delay spread, rmm
The ray tracing model predicts point to point values for the rms delay spread. So consequently every control node has assigned to it a value of rms delay spread that will vary accordingly to the serving base-station.
The CAT algorithm interacts with the coverage module to analyse the links between potential base-stations and control nodes. Using this information, it is possible to obtain two different matrices, one for power and one for rms delay spread, as shown in figure 2. Information based on power and rms delay spread is introduced into the CAT algorithm database, and the relevant calculations are performed to find the optimum group of base-stations that meet the target requirements.
Coverage requirements can be based on power, rms delay spread or a combination of the two. As will be seen in later sections, capacity requirements can also be introduced into the optimisation process.
V. THE CAPACITY MODULE
The CAT algorithm interacts with a capacity module to calculate the traffic distribution and load for each cell. The capacity model considers an inhomogeneous traffic distribution throughout the planning area. The traffic density in an area is commonly defined on a twodimensional area grid (in Erlangs per square km.). This information is user-provided to the CAT algorithm and can be determined either through network measurements or via statistical methods [7] .
In real networks the traffic distribution throughout the planning area is inhomogeneous, however, certain characteristics are shared within small distances or grid areas. Based on this traffic information, areas with different traffic distributions are identified and included in the model.
For every sub-area (see section 11) a specific number of Erlangs is defined. The traffic demand for a particular control node is derived as the linear portion of the total traffic in the sub-area (i.e. the sub-area traffic divided by the number of control nodes in that area). After applying this calculation every control node will have a traffic value Cci, associated to it. The sum of all the individual control node traffic demands in an area will give the total traffic demand for that sub-area. The traffic in the different sub-areas and the desired blocking probability are passed to the CAT algorithm. With this information, and by making use of the Erlang-B formula, the number of channels required in each base-station and consequently the number of basestations in each sub-area can be calculated.
VI.
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THE USE OF DIFFERENT TYPES OF CONTROL NODE
The operation of the CAT algorithm is highly dependent on the possible base-station and control node lists. In this section the influence of the control nodes is considered in detail.
Control nodes represent coverage and capacity requirements in an area. Their location and distribution can alter the final solution offered by the CAT algorithm. Within a planning area, there may be many sub-areas each having individual target requirements (higher or lower traffic demands, mandatory coverage, areas such as a train station, or simply desirable coverage regions). The network operator must be familiar with these requirements and the location and density of control nodes should reflect this. To improve the user's ability to define target coverage, a new prioritising feature has been added to the control nodes.
To facilitate the distribution of control nodes, they have been split into three different categories depending on their level of importance (i.e. first, second and third order control nodes). Each category defines a specific type of coverage and their numbers are unlimited. The different classes of control node refer to coverage restrictions, although each control node still supports a given traffic demand (see section V).
The first order control nodes are the most important and they must be placed in locations where coverage is mandatory. The CAT algorithm will deploy sufficient base-stations and resources to meet the requirements of all first order control nodes. Second order control nodes represent locations in which coverage is highly desirable. If additional base-stations are needed to satisfy these requirements the decision to deploy is made by the user as a cost performance compromise. Third order control nodes are less important, and represent locations in which coverage is desirable, however no extra base-stations should be deployed to cover such control nodes. As mentioned previously the user is required to define the number and location of each type of control node.
Erlangs
SubSubSubSubarea 1 area 2 area 3 area4 42 125 85 40 Table 1 shows the different sub-areas contained in U and the number of Erlangs assigned to each. In the study presented here, the number of Erlangs per area is user defined. The blocking probability is set at 296, a typical value for cellular studies. This information is now used to set the Cmin parameters for each control node as defined in section V.
The study was performed at l.SGHz, assuming omnidirectional antennas and a base-station transmit power of 100 mW. All control nodes were placed outdoors and configured with Pmin set at -70 dBm (based on typical GSM assumptions for fade margins and building penetration) and at 400 ns (a more typical value for GSM is 4 us, however for testing purposes a more stringent value was used) 300 400 500 600 700 800 900
Distance (m) Figure 3 . Solution for loo%, 90% and 80% of control nodes For the first case the number of control nodes was set to 100% (93) and the solution obtained can be seen in figure 3 . Eight base-stations were required to achieve these planning requirements. The fine white lines indicate the boundaries between cells.
For the second case the number of control nodes was reduced by lo%, 9.3 control nodes (9 were removed). The control nodes were eliminated from areas with the highest density, maintaining a minimum of 400 control nodes per km'. The solution obtained for a 10% reduction was identical to that obtained previously with 100% of the control nodes. A 15% reduction in control nodes was performed by removing 14 control nodes. This reduction was again performed in the higher density areas (keeping a minimum of 400 control nodes per h2). For this reduction the same solution was found. This trend continued for a 20% reduction.
However when a 30% reduction was performed (that is 28 control nodes were excluded) some control nodes were removed from areas with just 400 control nodes per km2. The solution obtained by the CAT algorithm now contained one fewer base-station, i.e. seven. This scenario can be seen in figure 4 . The fine white lines indicate the different sub-areas for traffic requirements. For this case some of the control nodes removed were now crucial to ensure a correct final solution.
This indicates that for these conditions the algorithm performs well with four hundred or more control nodes per km'. However as the conditions change this value may need to be modified. There is obviously a limit in the density of control nodes to ensure the quality of the final solution. This limit can be calculated through experimentation. The use of different types of control node is now proposed to help ease the problem.
When using different types of control node the user must identify the areas of coverage and the priorities that must be allocated to each one. From this information, generally provided in a statistical form, the different types of control node can be deployed to satisfy the user's necessities from the earlier study. The density of the control nodes must not fall below 400 control nodes per km2. However if any of the parameters used, particularly transmit power, vary then this value will need to be reviewed. The interpretation of the solution is made easier when different types of control node are used. This occurs because of the definition of the different types of control node. First order control nodes are placed to guarantee coverage in the most important areas. Second order control nodes provide flexibility to the user. They can be located to observe the potential number of basestations required and a final choice can then be made as a trade-off in coverage and cost. Finally, third order control nodes in desirable areas would tell the user whether the network would benefit from additional base-stations.
For the case presented in figure 4 , for a 30% reduction, two of the original control nodes lose their coverage. If different types of control node were deployed then the viability of this solution would depend on their priorities.
(i) For first order control nodes the algorithm would not permit the solution and an extra base-station would be deployed to satisfy the conditions of these control nodes.
For second order control nodes the user would be asked to decide if another base-station should be deployed.
For third order control nodes, the final solution would remain based on seven base-stations with 100% of the first and second order control nodes covered.
(ii)
Note that the distribution of the base-stations is not homogeneous and this is due to the fact that the traffic restrictions must be meet. In areas where the capacity requirements are higher, a higher number of basestations will be needed to comply with the initial specifications. It can also be noted that for solutions containing eight base-stations there is an excess of capacity in some of the sub-areas. The capacity restrictions were kept low in this study to allow the effects of reducing control node density to be observed.
VIII. CONCLUSIONS
The density of control nodes has been considered and the effect on the final solution obtained by the CAT algorithm shown to be substantial. A minimum limit regarding the number of control nodes per km2 was established through experimentation, but this limit (400 control nodes per km2) is expected to vary depending on other parameters such as transmit power. A new concept based on assigning different priorities to each control node has been introduced. The different classes of control node help the user to locate control nodes in a more rational manner. It allows decisions to be made based on cost-performance trade-offs in the network.
It was determined that the number of control nodes is not as important as their density. The key aim of this paper was to ensure that important locations were assigned a suitable number of control nodes to ensure a correct final solution. Using the techniques and rules developed in this paper, automatic cellular planning and optimisation has been shown to be a practical proposition.
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