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résumé et mots clés
Dans le cadre de surveillance du spectre des fréquences, nous nous proposons d’élaborer des méthodes de recon-
naissance automatiques des signaux à spectre étalé par séquence directe, sans aucune connaissance a priori sur le
système de transmission. 
Il s’agit d’établir des méthodes de détection de signaux qui ont la propriété d’être très discrets ; de synchroniser
le signal en aveugle ; puis de déterminer la séquence pseudo-aléatoire et ses caractéristiques (période chip, lon-
gueur) ainsi que la période symbole du signal, afin de retrouver les symboles du signal informatif à l’aide d’un
récepteur classique. 
Une analyse théorique des performances de notre algorithme, comparée à des simulations de type Monte Carlo
nous permet finalement de valider nos résultats.
Transmissions à spectre étalé, surveillance du spectre, séquence pseudo-aléatoire, détection, synchronisation
aveugle, analyse des performances.
abstract and key words
In the context of spectrum surveillance, new methods for estimating all the parameters of a direct sequence spread
spectrum transmission, without prior knowledge, are presented. 
First, an approach is proposed to detect a spread spectrum signal, whose most important property is low probabi-
lity of interception. Then, we introduce a robust blind synchronization algorithm, which enables us to precisely esti-
mate the symbol period. The whole pseudo-noise sequence is then estimated and, finally, the transmitted symbols
are retrieved. 
A theoretical performance analysis of the spreading sequence estimation procedure is presented and Monte Carlo
simulations are performed to show the efficiency of the proposed method.
Spread spectrum transmissions, spectrum surveillance, pseudo-noise sequence, detection, blind synchronization,
performance analysis.
1. introduction
Les transmissions à spectre étalé se sont développées depuis les
années 50. Autrefois utilisées dans un contexte militaire en rai-
son de leur discrétion, elles sont depuis les années 80 employées
dans un contexte civil, notamment pour les systèmes de trans-
mission à accès multiple [1]. En effet elles permettent générale-
ment de communiquer avec un bon niveau de sécurité et sont
moins sensibles aux conséquences néfastes des trajets multiples.
Ces transmissions sont caractérisées par la période symbole des
données bas débit, la période des éléments de la séquence d’éta-
lement, appelés bribes ou chips, ainsi que la longueur de la
séquence. 
Dans le cadre de surveillance du spectre des fréquences, il est
alors intéressant d’élaborer des méthodes de traitement automa-
tique des signaux à étalement de spectre, afin de contrôler les
bandes de fréquence non autorisées, où ces transmissions pour-
raient passer inaperçues. La littérature concernant les transmis-
sions à étalement de spectre en contexte coopératif est abondan-
te. Par contre, en contexte non-coopératif, la littérature est parti-
culièrement restreinte. À notre connaissance, seul l’article de
Tsatsanis et al. [2] se rapproche un peu de notre problématique.
Cet article porte sur l’estimation de la séquence d’étalement.
L’algorithme souffre néanmoins d’une grande complexité de
calculs et repose sur l’hypothèse forte de la connaissance de la
fréquence chip et du nombre d’éléments de la séquence. Ces
hypothèses sont, par nature, fausses en contexte non-coopératif
(une méthode d’estimation de la fréquence chip est proposée en
annexe dans l’article, mais ne peut fonctionner qu’à bon rapport
signal à bruit). C’est pourquoi nous proposons une nouvelle
méthode d’estimation de la séquence pseudo-aléatoire sans
connaissance a priori sur la transmission et ses paramètres. La
première étape consiste à détecter un signal à spectre étalé,
aspect qui n’était pas pris en compte dans [2]. Une méthode
repose sur l’étude des fluctuations d’un estimateur [3], qui per-
met de comparer les statistiques d’un bruit seul à celles du signal
reçu, afin de décider de la présence d’un signal cohérent. Cette
procédure nous permet par ailleurs d’estimer la période symbo-
le de la transmission. La seconde étape consiste à déterminer la
séquence pseudo-aléatoire qui a été utilisée à l’émission afin
d’étaler le spectre. Une étude détaillée des éléments propres de
la matrice de covariance du signal reçu nous a menés à dévelop-
per un algorithme de synchronisation robuste, dont le but est
double : affiner d’une part l’estimation de la période symbole et
d’autre part évaluer de manière très précise le début du premier
symbole. Une fois le signal synchronisé, la séquence pseudo-
aléatoire est déduite du premier vecteur propre associé à la plus
grande valeur propre. Cette technique est ensuite caractérisée
par une analyse théorique des performances et validée par des
simulations de type Monte Carlo. 
Nous présentons en premier lieu les notations et le formalisme
adoptés dans l’article (section 2). La troisième partie introduit le
détecteur de signaux à spectre étalé dans un contexte non coopé-
ratif. La section 4 expose l’analyse théorique, qui nous a menés
à proposer l’algorithme de synchronisation aveugle de la cin-
quième partie. Cette méthode est ensuite caractérisée par une
analyse des performances dans la section 6 avant d’être validée
par des simulations (section 7) et de conclure. 
2. notations et formalisme
La technique d’étalement de spectre par séquence directe
consiste à moduler le signal d’information par une séquence
pseudo-aléatoire, indépendante des données, dont le rythme est
bien plus important que celui des informations à transmettre [4],
[5]. Par exemple, dans le cas où les symboles sont binaires
(BPSK), étaler le signal d’information revient à remplacer
chaque symbole par la séquence pseudo-aléatoire ou son oppo-
sée selon le symbole à transmettre. D’un point de vue fréquen-
tiel, le signal est transmis dans une bande de fréquence W bien
plus large que celle requise initialement (B) pour le signal
informatif seul, et sa densité spectrale de puissance est égale à
celle du signal original divisée par le rapport des bandes de fré-
quence WB [6]. 
Soient ak les symboles d’une modulation de phase à deux ou
quatre états de durée T, un signal reçu équivalent en bande de




ak h(t − kT ) + b(t) (1)
où b(t) est le bruit en sortie du filtre de réception et où h(t)
représente les effets de tous les filtres de la chaîne de transmis-




ck p (t − kTc) (2)
avec p(t) le résultat de la convolution du filtre d’émission, de la
réponse impulsionnelle du canal et du filtre de réception ;
{ck}k=0,...,P−1 désigne la séquence pseudo-aléatoire de période
chip Tc et de longueur P. Nous supposerons dans la suite que les
hypothèses suivantes sont vérifiées :
– Les symboles sont centrés et indépendants ;
– Le bruit en entrée du filtre de réception est blanc, gaussien,
centré, indépendant du signal informatif et de densité spectra-
le de puissance N02 ; 
– Le rapport signal à bruit en dB en sortie du filtre de réception
est négatif, c’est-à-dire que le signal informatif est caché dans
le bruit.
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Notre étude se place dans un contexte de surveillance de spectre,
où nous n’avons aucune connaissance a priori sur la nature de la
transmission. La première difficulté est donc de déceler la pré-
sence d’un signal à spectre étalé dans un bruit ambiant. Nous
proposons dans le prochain paragraphe une méthode qui répond
à ce problème. 
Les algorithmes développés ne nécessitent pas une récupération
préalable de porteuse et de phase (ce qui, d’ailleurs, serait diffi-
cile en aveugle pour un signal totalement inconnu noyé dans un
bruit). En considérant la non récupération de porteuse et de
phase, on peut écrire (en notant f l’écart de fréquence et θ l’écart
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a˜k h˜(t − kT )
en posant a˜k = e jθe j2π f kT ak et h˜(t) = e j2π f t h(t). D’un point
de vue formel, rien n’est changé, c’est pourquoi, par souci de
clarté, nous ne reviendrons pas sur cet aspect par la suite. Le
fonctionnement du détecteur et de l’estimateur de séquence
d’étalement sont donc inchangés. Il est par contre nécessaire,
bien entendu, que le signal soit présent dans la bande de fré-
quence analysée. 
3. détection
On cherche à mettre en valeur une périodicité statistique dans le
signal reçu, qui caractériserait une certaine cohérence du signal,
qu’un bruit seul ne possède pas. L’outil mathématique sollicité
dans ce cas est en général le calcul de la fonction d’autocorréla-
tion. Malheureusement, pour des signaux à spectre étalé, cette
méthode n’est pas discriminante, dans la mesure où les
séquences binaires pseudo-aléatoires, utilisées à l’émission pour
étaler le spectre, ont des propriétés de corrélation similaires à
celles d’un bruit. L’idée retenue est alors de travailler non pas
sur l’autocorrélation elle-même, mais sur les fluctuations d’un
estimateur de l’autocorrélation [3], [7].
3.1. principe du détecteur
Un estimateur d’autocorrélation calcule une valeur estimée
R̂yy(τ) de l’autocorrélation Ryy(τ) sur un ensemble d’échan-
tillons du signal présents dans une certaine fenêtre temporelle.
Comme l’estimateur travaille sur un nombre fini d’échantillons,
les valeurs estimées R̂yy(τ) vont fluctuer autour de la valeur
théorique Ryy(τ). On peut donc, pour chaque décalage temporel
τ, calculer une grandeur ρ(τ), qui représente l’importance des
fluctuations de l’estimateur. Nous allons montrer que la cohé-
rence du signal à spectre étalé, bien que faible, amplifie les fluc-
tuations de l’estimateur lorsque τ est multiple de la période
symbole T .
Afin de calculer les fluctuations de l’autocorrélation, le signal
reçu y(t) est divisé en fenêtres de durée TF , dont la valeur est
supposée être suffisamment grande de manière à contenir un ou
plusieurs symboles. On peut alors sur chaque fenêtre calculer la






y(t) y∗(t − τ) dt (7)
où m est le numéro de la fenêtre et tm l’instant de début de la
fenêtre numéro m . Les tm doivent être espacés d’au moins TF
pour éviter le recouvrement entre les fenêtres. 
À partir du calcul des valeurs estimées R̂myy(τ) sur M fenêtres,






Une comparaison des caractéristiques statistiques de ρ(τ) pour
un bruit seul et pour le signal reçu va nous permettre de décider
de la présence ou non d’un signal à spectre étalé caché dans le
bruit.
3.2. statistiques de ρ(τ)
3.2.1. dans le cas d’un bruit seul
Dans un premier temps, nous considérons la présence d’un bruit
seul, pour lequel nous calculons la valeur moyenne et l’écart
type des fluctuations de l’estimateur. À l’exception des faibles
valeurs de τ (typiquement inférieures à quelques périodes chip),
pour lesquelles la cohérence temporelle introduite par le filtre de
réception est à prendre en compte, les statistiques de ρ(τ) sont
indépendantes de τ. 
Calculons d’abord la valeur moyenne de ρ(τ) :
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Comme les fenêtres sont indépendantes, la valeur moyenne de
ρ(τ) est égale à la puissance moyenne de R̂bb(τ) ou encore à
l’intégrale de sa densité spectrale de puissance γR̂(ν) :
mbρ = E
















où la densité spectrale de puissance de bruit en sortie du filtre de
réception, de fonction de transfert G(ν), est égale à :
γb(ν) = |G(ν)|2 N02 (13)





Comme les fenêtres sont indépendantes et que R̂bb(τ) a un com-
portement gaussien1, l’équation ci-dessus peut se réécrire
comme :





3.2.2. dans le cas d’un signal non bruité
De la même manière, pour un signal seul, nous pouvons montrer





dans le cas particulier où le décalage τ est égal à un multiple de
la période symbole T . Dans cette équation, σ 2s est la variance du
signal en sortie du filtre de réception. Ces calculs sont reproduits
en annexe 1. 
Lorsque τ n’est pas multiple de la période symbole T, tout se
passe comme si l’on avait affaire à un bruit puisque la séquence
d’étalement est une séquence pseudo-aléatoire. En pratique, la
contribution du signal aux fluctuations est donc négligeable
lorsque τ 
= T, car le rapport signal à bruit est négatif dans le
cadre des applications que nous visons. 
Dans nos simulations, nous comparons la moyenne des fluctua-
tions de l’estimateur de l’autocorrélation du signal reçu avec les
statistiques de ρ(τ) pour un bruit seul. Nous décidons de la pré-
sence d’un signal à spectre étalé si des pics, correspondant aux
fluctuations de l’estimateur pour τ multiple de T, dépassent un
seuil théorique fixé à mbρ(τ) + 4 σ bρ , qu’un bruit seul a une pro-
babilité inférieure à 0.1 % de dépasser. Illustrons graphiquement
ces résultats, afin de mieux comprendre la démarche. 
3.3. résultats expérimentaux
Nous générons un signal d’environ 200 symboles, modulé en
phase à 4 états, étalé par une séquence de Gold de longueur P
égale à 63. Le signal est de durée égale à 327.68 µs, ce qui per-
met d’obtenir un nombre d’échantillons égal à une puissance de
2, ceci afin d’accélérer les calculs. La fréquence chip est
Fc = 40 MHz et la fréquence d’échantillonnage est Fe = 200
MHz. Ce signal est noyé dans un bruit blanc gaussien, avec un
rapport signal à bruit de −2 dB seulement, afin de bien mettre
en valeur les résultats. La taille de la fenêtre d’analyse est
TF = 4 µs et le nombre de fenêtres utilisées pour la détection
est égal à 31. Chaque fenêtre de durée TF comporte donc un peu
plus de deux symboles et 80 symboles suffisent pour détecter le
signal. Les résultats du détecteur sont représentés sur la figure 1.
La figure 1 représente la courbe des fluctuations de l’estimateur
ρ(τ) , dont deux pics dépassent la valeur théorique maximale
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1. D’après l’équation (3), on voit que c’est la somme d’un grand nombre de
termes indépendants, donc sa répartition statistique est proche d’une gaussienne.
















Figure 1. – Résultats du détecteur.
fixée à mbρ(τ) + 4 σ bρ , représentée en tirets. La droite en trait
épais indique la valeur moyenne des fluctuations pour un bruit
seul. Dans notre cas, nous pouvons conclure que le signal reçu
est un signal à spectre étalé de période T = 1.575 µs, valeur
déduite de l’espacement entre les deux pics, ce qui correspond à
la valeur théorique PFC . La valeur de la période symbole peut
encore être affinée en calculant la position d’un pic plus éloigné
de l’origine d’après la valeur T déjà évaluée et en recherchant un
maximum de ρ(τ) autour de cette position. En cas de signaux
trop bruités, les pics sont moins francs. Nous pouvons toutefois
améliorer la lisibilité des résultats en augmentant la durée du
signal étudié ou en diminuant la durée de la fenêtre d’analyse.
Ces deux opérations ont pour effet d’augmenter le nombre de
fenêtres, ce qui améliore la précision des statistiques calculées
par le détecteur. Il est cependant préférable de conserver une
durée de fenêtre d’analyse suffisamment longue pour obtenir au
moins deux pics. 
Cette méthode est intéressante, dans la mesure où elle nous per-
met de décider de la présence d’un signal à spectre étalé, mais
aussi d’avoir une estimation de la période symbole, ce qui va
nous être utile pour synchroniser le signal reçu. 
4. analyse d’un signal à spectre étalé
Le signal reçu est rééchantillonné à la période d’échantillonna-
ge Te, telle que la période symbole T estimée via le détecteur
soit un multiple entier M de Te, avant d’être divisé en fenêtres
indépendantes de durée T . Le signal reçu a ainsi pour expres-
sion sur une fenêtre d’analyse le vecteur colonne y(t) de lon-
gueur M :
y(t) = [y(t),y(t + Te),· · · ,y(t + T − Te)]T (17)
qui s’écrit encore en fonction des symboles de la fenêtre d’ana-
lyse, pour une désynchronisation de durée t0, décalage entre le
début d’un symbole et la fenêtre d’analyse :
y(t) = amh0(t0) + am+1h−1(t0) + b(t) (18)
avec h0(t0) un vecteur de longueur M contenant la fin de la
séquence pseudo-aléatoire (filtrée) pendant la durée (T − t0),
suivie de zéros pendant t0, et h−1(t0) un vecteur de même taille
contenant des zéros pendant la durée (T − t0), suivis du début
de la séquence pendant t0. L’équation (18) peut être illustrée à
l’aide du schéma de la figure 2. Le vecteur h0 contient la fin de
la séquence pseudo-aléatoire, qui a modulé le symbole am , et le
vecteur h−1 contient le début de la séquence qui a modulé le
symbole am+1. Nous pouvons en déduire l’expression de la
matrice de covariance R associée à l’ensemble de fenêtres
d’analyse :
R = E{y(t) y(t)H } (19)
Nous avons montré [8] que nous pouvions également l’exprimer
en fonction du temps de désynchronisation t0, de la période
symbole T, de la période d’échantillonnage Te et du rapport
signal à bruit η :










v−1 · vH−1 + I
}
(20)
où v0 et v−1 sont égaux respectivement aux vecteurs h0 et h−1






où σ 2s et σ 2b représentent les variances du signal et du bruit en
sortie du filtre de réception. Le détail du calcul de la matrice de
covariance est indiqué en annexe 2. Cette forme de la matrice de
covariance met en évidence deux valeurs propres particulières















avec λ1 > λ2 quand t0 < T2 , les autres valeurs propres étant
égales à la puissance de bruit.
Dans le contexte de surveillance de spectre où nous nous pla-
çons, nous n’avons cependant pas les informations concernant la
puissance de bruit, le rapport signal à bruit et le temps de désyn-
chronisation. Par contre, en estimant les valeurs des deux pre-
mières valeurs propres de la matrice de covariance et en moyen-
nant les autres pour en déduire la variance de bruit, il est pos-
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Figure 2. – Schéma du signal reçu sur une fenêtre d’analyse.
sible d’estimer le rapport signal à bruit ainsi que le temps de
désynchronisation. En effet en résolvant le système d’équation
(22) où les inconnues sont t0 et η , nous obtenons comme valeurs


























Il faut toutefois noter que ces résultats dépendent de l’estimation
de la période symbole T par le détecteur, et de l’estimation des
valeurs propres λi pour i  3, dont l’écart type est proportion-
nel à la puissance de bruit2 ; c’est pourquoi nous proposons dans
le prochain paragraphe un algorithme qui vise à la fois une esti-
mation très précise de la période symbole et de la position du
premier symbole dans le signal y(t) reçu. 
5. synchronisation aveugle
Le principe de notre technique de synchronisation est de rendre
maximale la valeur de la première valeur propre de la matrice de
covariance. En effet lorsque le signal est synchronisé, t0 est nul,
et l’expression de la matrice de covariance (20) devient :





v0 · vH0 + I
}
(26)
On peut alors en déduire qu’il ne subsiste qu’une seule valeur
propre de grande amplitude égale à :
λ1 =
(




Les autres valeurs propres sont égales à la puissance de bruit et
le vecteur propre v0 contient à lui seul la séquence pseudo-aléa-
toire utilisée à l’émission pour étaler le spectre. 
5.1. analyse théorique
Lorsque T est correctement estimé, on peut utiliser les équations
22, ce qui nous montre que λ1 + λ2 est indépendant de la désyn-
chronisation t0. De plus, les (M − 2) plus petites valeurs
propres dépendent du bruit et sont donc indépendantes de la
désynchronisation. D’autre part, on a la relation suivante entre









∣∣ri j ∣∣2 (28)
ce qui nous permet de conclure que la norme au carré de R est
une fonction croissante de λ1. Finalement, maximiser la premiè-
re valeur propre pour se synchroniser revient à maximiser la
norme au carré de la matrice de covariance. Cette propriété est
intéressante d’un point de vue coût de calcul, car il suffit de cal-
culer uniquement la norme de la matrice de covariance et non
plus rechercher ses valeurs propres pour chaque valeur de t0.
Nous allons maintenant exposer l’algorithme de synchronisa-
tion, qui nous permet d’évaluer t0.
5.2. algorithme de synchronisation
L’algorithme se déroule en deux étapes, l’une où la période sym-
bole est ajustée avec une précision moyenne, la seconde où elle
est déterminée de manière précise, afin d’obtenir une précision
relative sur la synchronisation n’excédant pas un quart de la
durée chip. Pour chaque valeur T de période symbole testée, une
procédure itérative est appliquée pour trouver le meilleur déca-
lage en nombre d’échantillons d, maximisant la norme au carré
de la matrice de covariance. La synchronisation est finalement
obtenue pour le couple (T,d) offrant la plus grande valeur de
cette norme. 
Le principe général de l’algorithme proposé est évoqué dans le
paragraphe ci-après ; sont données ensuite, dans un second para-
graphe, des précisions relatives à l’implémentation. 
5.2.1. principe général de l’algorithme
Pour une valeur Tn supposée pour la période symbole, les étapes
ci-dessous sont systématiquement suivies :
– Une nouvelle valeur de la période d’échantillonnage Te est
d’abord calculée de manière à avoir un nombre entier M
d’échantillons par symbole, pour chacun des N symboles
entiers disponibles dans le signal analysé ; 
– Le signal reçu y(t) est alors rééchantillonné par interpolation
linéaire pour obtenir le signal en temps discret y ∈ C(M N )×1 ; 
– Le début du premier symbole est ensuite recherché dans l’en-
semble des M premiers échantillons ; pour chaque décalage
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2. Cela provient de l’équation (58). Cette équation montre que l’écart type de
l’estimation d’une valeur propre est proportionnel à la valeur propre vraie. Or,
pour i  3, la valeur propre vraie est proportionnelle à la puissance du bruit.
d ∈ [0,M − 1], on calcule la matrice de covariance Rd(Tn)
correspondant à l’ensemble de fenêtres d’analyse{
yd,k; k = 1,2,...,N
}
avec
yd,k = y (d + (k − 1) M + 1 : d + kM) (29)








Toutefois, calculer la matrice de covariance Rd pour tous les
décalages possibles sur une durée symbole peut devenir fas-
tidieux. Nous proposons plutôt de calculer une matrice de
covariance de taille double R, contenant toutes les matrices
de covariance associées à tous les décalages possibles pour
une période symbole donnée. La figure 3 illustre cette
construction. La matrice Y est de taille 2M × (N − 1) et
s’exprime en fonction de y comme :
Y =
[ y0,1 y0,2 · · · y0,N−1
y0,2 y0,3 · · · y0,N
]
(31)
On calcule alors la matrice de covariance R associée à Y, qui
contient l’ensemble des matrices de covariance
{Rd(Tn)}d∈[0,M−1] , ce que nous pouvons illustrer par la figu-
re 4. La matrice R est de taille 2M × 2M et contient la
matrice Rd de taille M × M correspondant au meilleur déca-
lage d.






|R (i, j)|2 (32)
– Finalement la valeur de d qui maximise la norme au carré de
Rd est retenue, pour la valeur Tn de la période symbole sup-
posée.
5.2.2. mise en oeuvre de l’algorithme
La procédure de synchronisation est initialisée grâce à la valeur
T (0) de période symbole trouvée par le détecteur. À l’issue de la
procédure, nous visons une précision relative εs telle que
εs = Te2D (33)
avec D la durée totale du signal analysé.
La synchronisation est atteinte à l’issue de deux étapes
( i = 1,2) ; à chaque étape, plusieurs périodes symbole vont être
testées au sein d’un ensemble T (i)S comportant (2n(i) + 1)
valeurs, avec un pas T (i) autour de la valeur initiale T (i−1). La
première étape conduit à une précision moyenne T (1) = 4εs ,
alors que la seconde étape mène à la précision finale souhaitée
T (2) = εs . L’estimation en deux temps permet de limiter le
coût de calcul. En pratique, dix huit itérations au total pour la
période symbole (n(1) = 5 et n(2) = 3) sont normalement suffi-
santes pour atteindre la synchronisation. 
Chaque étape délivre le meilleur couple (période symbole, indi-
ce de l’échantillon du premier symbole), comme suit :(
T (i),d(i)





T (i)S = {Tn ∈ R : Tn = T (i−1)(1 + n∆T (i))}, (35)
n ∈ [−n(i),n(i)], i = 1,2
Nous obtenons ainsi une estimation T̂ = T (2) de la période
symbole T, et une valeur d̂ = d(2) du décalage permettant de
déduire le temps de désynchronisation :
t̂0 = d̂ · Te (36)
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Figure 3. – Construction de Y.
d
2MMdR
Figure 4. – Matrice de covariance R .




il est maintenant possible de syn-
chroniser le signal reçu et nous allons montrer que nous pouvons
estimer la séquence pseudo-aléatoire, utilisée à l’émission pour
étaler le spectre du signal informatif. 
5.3. estimation de la séquence d’étalement
Lorsque le signal est synchronisé, nous avons vu qu’il ne restait
qu’une seule valeur propre prépondérante (27). Dans ce cas, le
vecteur propre associé contient à lui seul l’information sur la
séquence pseudo-aléatoire. Notons que, puisque le modèle
inclut le filtrage réalisé par le canal de transmission, c’est la ver-
sion filtrée de la séquence d’étalement qui est estimée.
Cependant, cela n’est pas du tout un inconvénient en pratique,
puisque l’objectif ultime est de retrouver les symboles. Les sym-
boles sont retrouvés par corrélation avec la séquence estimée.
Lorsque l’on corrèle avec une séquence incluant l’effet du fil-
trage, les symboles estimés sont même meilleurs que lorsque
l’on corrèle avec la séquence de l’émetteur, puisque l’on prend
en compte, implicitement, l’effet du canal de transmission. 
Comme la matrice de covariance est composée d’éléments à
valeurs complexes, le vecteur v0 également. Or la séquence
pseudo-aléatoire peut être réelle. Il est alors nécessaire de déter-
miner avant toute chose la nature de la séquence. 
Afin de déterminer si la séquence est initialement complexe ou
réelle, on compare les écarts types des parties réelle et imagi-
naire du vecteur v0 après normalisation de sa phase. Normaliser
la phase de v0 consiste à maximiser sa partie réelle ou encore à
se ramener sur l’axe des réels et à imposer la positivité de la par-
tie réelle de la première composante par convention. On décide
que la séquence est réelle si le rapport de l’écart type de la par-
tie réelle sur l’écart type de la partie imaginaire est supérieur à
2.5. 
Lorsque la séquence est complexe, on redresse la séquence en
ramenant les phases des composantes de la séquence à π4 + k π2
au sens des moindres carrés. Cette opération nous permet de
retrouver une constellation carrée, typique des modulations de
phase à quatre états, le plus souvent employées dans ces trans-
missions. Toutefois notre algorithme d’estimation de la séquen-
ce s’applique à tout type de modulation numérique, puisque
nous ne faisons aucune hypothèse sur la nature des symboles de
la transmission. 
Il faut cependant noter que toute l’analyse théorique est basée
sur le calcul de la matrice de covariance, que nous pouvons en
pratique seulement estimer sur un nombre fini de fenêtres d’ana-
lyse. Cette approximation induit par conséquent une erreur sur
le calcul de ses valeurs et vecteurs propres [9], que nous devons
évaluer pour vérifier la robustesse de notre algorithme. 
6. analyse des performances
Nous allons caractériser les erreurs d’estimation des valeurs et
vecteurs propres de la matrice de covariance en fonction du
nombre de fenêtres d’analyse. Cette étude s’appuie sur quelques
résultats de la théorie des perturbations [10] et des propriétés des
matrices de Wishart [11]. 







Lorsque les vecteurs yn sont centrés, indépendants3, la matrice
R̂ suit une loi de Wishart [11]. Notons R l’erreur d’estimation
de la matrice de covariance :
R̂ = R+R (38)
et {λk,uk} les erreurs induites sur ses éléments propres.
Nous pouvons ainsi écrire les valeurs estimées λ̂k et ûk selon les
équations ci-dessous :
λ̂k = λk + λk (39)
ûk = uk + uk (40)
avec la contrainte d’orthogonalité suivante4 :
uHk · uk = 0 (41)
L’information recherchée reste toutefois l’estimation de la
séquence pseudo-aléatoire. Nous avons vu qu’elle est détermi-
née à l’aide du premier vecteur propre (k = 1), lorsque le signal
est synchronisé. Il est alors intéressant de définir un critère
jugeant de la qualité d’estimation de la séquence. Un critère
simple est de calculer le produit scalaire normalisé entre la
séquence estimée et la séquence réelle. En effet les récepteurs à
spectre étalé retrouvent les symboles d’information en effec-
tuant une corrélation, c’est-à-dire un produit scalaire entre le
signal reçu et la séquence utilisée à l’émission. En choisissant ce
critère, nous assurons donc une parfaite cohérence entre la théo-
rie et la pratique. Définissons ce critère noté C :
C = û1.u1‖û1‖ ‖u1‖ (42)
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3. Dans notre contexte, les yn sont les échantillons du signal reçu. Il s’agit donc
d’un bruit dans lequel est caché un signal à spectre étalé.
4. Les vecteurs propres étant définis à un facteur multiplicatif près, on impose
que ûk ait une composante égale à 1 selon uk. Cette hypothèse nous conduit à
la condition d’orthogonalité.
avec û1 le premier vecteur propre représentant la séquence esti-
mée et u1 la séquence exacte. Ce critère sous entend par consé-
quent que le signal ait été synchronisé au préalable. 
Proposition 1. Le moment d’ordre un de ce critère est donné par
la relation (43) :
E {C} = 1 −
(M − 1)
(









Démonstration : Comme u1 et u1 sont des vecteurs orthonor-
més, l’équation (42) peut encore se réécrire :







On peut écrire :
û1
H · û1 = 1 + uH1 · u1
Supposons que 
∣∣uH1 · u1∣∣ << 1, la relation (44) s’exprime,
après un développement à l’ordre un, comme :
C = 1 − 1
2
uH1 · u1 (45)
En remplaçant u1 par son développement limité à l’ordre un
(cf. annexe 3), nous obtenons la relation :





(λ1 − λi )2
(46)
Comme le signal est synchronisé, λ1 peut être remplacée par son
expression (27) et λi par σ 2b . Ce qui nous permet après dévelop-
pement d’obtenir la relation (43) uniquement fonction du
nombre de fenêtres d’analyse N , du nombre d’échantillons M
dans une fenêtre, des périodes symbole T et d’échantillonnage
Te et du rapport signal à bruit η. 
Nous allons maintenant vérifier ces résultats par des simulations
et étudier la dégradation des éléments propres de la matrice de
covariance lorsque nous disposons d’un nombre de fenêtres
d’analyse N réduit. 
7. résultats de simulations
Un premier exemple illustre toutes les étapes d’estimation des
paramètres d’une transmission à spectre étalé par séquence
directe pour un canal idéal. Un deuxième exemple présente les
résultats de nos algorithmes pour un canal à trajets multiples. 
7.1. canal idéal
Considérons un signal modulé en phase, étalé par une séquence
de Gold de longueur 31 et de fréquence chip Fc = 40 MHz,
noyé dans un bruit blanc gaussien dont le rapport signal à bruit
est égal à –5 dB. La figure 5 représente les résultats de la détec-
tion. Nous obtenons cinq pics, régulièrement espacés, dépassant
le seuil maximal théorique au delà duquel il est peu probable
d’avoir un bruit seul. Nous pouvons donc conclure de la présen-
ce d’un signal à spectre étalé et estimer la période symbole T
comme l’espacement moyen entre les pics, qui est égal dans
notre exemple à 0.775 µs. 
Nous calculons ensuite les valeurs propres de la matrice de
covariance du signal reçu (Fig. 6), échantillonné et divisé en
fenêtres d’analyse de durée égale à T . Nous avons montré que
nous pouvions alors estimer le rapport signal à bruit (23) et le
temps de désynchronisation (24) selon l’amplitude des deux pre-
mières valeurs propres. Nous obtenons ainsi comme estimation
du rapport signal à bruit η̂ = 0.2205 soit environ –6.5 dB et
pour le temps de désynchronisation t̂0 = 0.3392 µs. Appliquons
maintenant l’algorithme de synchronisation afin d’estimer le
couple (T̂ ,d̂) qui permet d’affiner la valeur de la période sym-
bole T et de déterminer le début du premier symbole dans le
signal reçu. La figure 7 représente les valeurs maximales de
‖Rd(T )‖2 en fonction des valeurs testées de la période symbole.
Les raies les plus espacées de part et d’autre du centre corre-
spondent aux itérations de la première étape, tandis que les raies
du centre correspondent à la deuxième étape de l’algorithme. On
remarque que la valeur maximale de ‖Rd(T )‖2 est atteinte pour
T̂ = 0.775 µs. Cette valeur est égale à celle que nous avions à
l’aide des résultats du détecteur, car le rapport signal à bruit est
suffisamment élevé pour que la première estimation de la pério-
de soit précise.
Étudions maintenant les résultats de l’algorithme en ce qui
concerne l’estimation du décalage. La figure 8 représente les
valeurs maximales de ‖Rd(T )‖2 en fonction des valeurs du
décalage t0 en µs. La valeur maximale du carré de la norme est
atteinte pour un nombre d’échantillons d̂ = 32, ce qui corres-
pond à un temps de désynchronisation t̂0 = 0.3179 µs.
Une manière de vérifier que ce couple (T̂ ,d̂) est celui qui nous
permet de synchroniser le signal est de calculer les valeurs
propres de la matrice de covariance R̂d(T̂ ) . La figure 9 repré-
sente ces valeurs propres.
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On remarque qu’une seule valeur propre est bien plus importan-
te que les autres, ce qui confirme l’analyse du paragraphe 5.
Nous avons alors montré que le vecteur propre associé à la plus
grande valeur propre constitue une estimation filtrée de la
séquence pseudo-aléatoire, utilisée à l’émission pour étaler le
spectre. La figure 10 représente respectivement les parties
réelles de la séquence estimée et de la séquence exacte. La figu-
re 11 illustre quant à elle les parties imaginaires de la séquence
estimée et de la séquence exacte.
D’autre part, la figure 12 nous permet d’avoir une idée des
conditions d’expérience (nombre de fenêtres d’analyse en fonc-
tion du rapport signal à bruit) conduisant à une estimation cor-
recte de la séquence. Nous avons représenté le moment d’ordre
un du critère (46) (‘∗’), ainsi que la valeur moyenne (‘o’) calcu-
lée sur un ensemble de simulations de type Monte Carlo de 
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Moyenne  plus 4 fois l'écart type bruit seul
Figure 5. – Résultats du détecteur.









Valeurs propres de la matrice de covariance
Nombre d'échantillons
Figure 6. – Valeurs propres de la matrice de covariance du signal reçu.










Figure 7. – Estimation précise de la période symbole.












Figure 8. – Estimation du décalage.
Figure 9. – Valeurs propres de la matrice de covariance du signal synchro-
nisé.











Valeurs propres du signal synchronisé
Nombre d'échantillons
0
100 itérations pour un nombre variable de fenêtres d’analyse N
et de rapports signal à bruit SN R. Nous remarquons que les
résultats théoriques sont plus pessimistes qu’en pratique en rai-
son de la troncature prématurée des séries de Taylor des erreurs
d’estimation. Cependant, nous pouvons conclure que les couples
(N ,SN R) pour lesquels le moment d’ordre un du critère est
proche de 1 correspondent à une estimation correcte de la
séquence pseudo-aléatoire. Comme nous pouvons estimer gros-
sièrement le rapport signal à bruit (23), nous pouvons en dédui-
re selon cette figure le nombre de fenêtres d’analyse N néces-
saire pour une estimation correcte de la séquence pseudo-aléa-
toire. Par exemple, si on veut obtenir une bonne estimation à 
–10 dB, la figure montre qu’il faut traiter une durée de signal
correspondant au moins à N = 200 symboles.
Etudions maintenant les résultats de nos algorithmes pour un
signal à spectre étalé sur un canal à trajets multiples.
7.2. canal à trajets multiples
Considérons un signal modulé en phase à quatre états d’environ
400 symboles de durée égale à 327,68 µs, à spectre étalé à l’ai-
de d’une séquence de Gold de longueur 31 et de fréquence chip
Fc = 40 MHz. Ce signal est noyé dans un bruit blanc gaussien
avec un rapport signal à bruit égal à –7 dB. Nous utilisons pour
cet exemple un canal COST 207 (European Cooperation in the
field of Scientific and Technical research) [12], canal de com-
munications radio mobile en milieu urbain. La réponse impul-
sionnelle de ce canal est représentée sur la figure 13. La figure
14 représente les résultats du détecteur. Nous obtenons cinq pics
remarquables, qui nous permettent de déterminer la période
symbole T = 0.775 µs. Nous appliquons ensuite l’algorithme
de synchronisation et nous vérifions que le signal est correcte-
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Figure 10. – Séquences en phase.

































Figure 12. – Analyse des performances.
Figure 13. – Réponse impulsionnelle du canal.









Réponse impulsionnelle du canal
ment synchronisé en observant les valeurs propres de la matrice
de covariance du signal. Ces valeurs propres sont représentées
sur la figure 15. Il ne reste qu’une seule valeur propre de grande
amplitude ce qui confirme la bonne synchronisation du signal.
Le vecteur propre associé à cette valeur propre nous permet
ensuite d’estimer la version filtrée de la séquence pseudo-aléa-
toire, utilisée à l’émission pour étaler le spectre du signal infor-
matif. Les symboles de ce signal sont finalement retrouvés par
corrélation de la séquence estimée et du signal étalé reçu (Figure
16). Nous retrouvons une constellation représentative d’une
modulation PSK-4, avec dans ce cas une estimation sans erreur
des symboles. 
8. conclusion
Nous avons montré que nous pouvions déterminer automatique-
ment les paramètres d’une transmission numérique à spectre
étalé par séquence directe. Par comparaison des propriétés sta-
tistiques du signal reçu et des propriétés théoriques pour un bruit
seul, nous pouvons en effet détecter un signal à spectre étalé
inconnu, et en estimer la période symbole. Nous avons ensuite
élaboré un algorithme de synchronisation aveugle, qui nous a
permis d’estimer de manière plus précise la période symbole et
de localiser le début du premier symbole. La séquence pseudo-
aléatoire correspond alors au vecteur propre associé à la valeur
propre de plus grande amplitude de la matrice de covariance du
signal synchronisé. Suite à une analyse des performances de
cette démarche, nous avons également montré que nous pou-
vions déterminer le nombre de fenêtres d’analyse nécessaire,
pour un rapport signal à bruit donné, afin d’estimer de manière
correcte la séquence pseudo-aléatoire. Ce code peut ensuite être
utilisé par un récepteur classique de transmissions à spectre
étalé, afin de retrouver les symboles. 
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Figure 14. – Résultats du détecteur.







Valeurs propres de la matrice de covariance synchronisée
Nombre d'échantillons
Figure 15. – Valeurs propres de la matrice de covariance du signal syn-
chronisé.













Figure 16. – Constellation des symboles.
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Annexe 1 : 
calcul des fluctuations 
dans le cas d’un signal seul
Dans le cas d’un signal à spectre étalé seul, nous montrons que
des fluctuations importantes de l’estimateur d’autocorrélation
sont obtenues pour chaque τ multiple de la période symbole. Par
souci de clarté, nous limitons la démonstration à τ = Ts . La
généralisation à τ = k · Ts est évidente. 
Pour un signal seul, la moyenne des fluctuations de l’estimateur
s’exprime comme :






akh(t − kT ) (48)
Par définition, nous avons :
R̂ss(T ) = 1TF
∫ TF
0
s(t) s∗(t − T ) dt (49)











∗(t − (k ′ + 1)T )
)
dt
Comme le filtre h(t) est de durée limitée, le produit se simplifie
et est non nul uniquement pour k ′ + 1 = k, ce qui donne pour
l’expression de R̂ss(T ) :



















|h(t − kT )|2 dt
Posons σ 2a = E
(|ak |2) la variance des symboles et
σ 2h = 1T
∫ T
0 |h(t)|2 dt . Les symboles étant centrés et indépen-
dants, nous avons :
















Et, comme la puissance du signal est σ 2s = σ 2a σ 2h , nous obte-
nons :




Ce qui correspond à l’équation 16.
Annexe 2 : 
matrice de corrélation 
des fenêtres de durée T
Développons l’expression (19) à l’aide de l’équation (18) :
R = E {ama∗m} h0 · hH0 + E {am+1a∗m+1} h−1 · hH−1
+ E {b(t) · b(t)H} (56)
ce qui peut se réécrire :
R = σ 2a ‖h0‖2 v0 · vH0 + σ 2a ‖h−1‖2 v−1 · vH−1 + σ 2b I (57)
où v0 et v−1 sont égaux respectivement aux vecteurs h0 et h−1
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Comme nous avons supposé que h(t) = 0 en dehors de l’inter-
valle [0,T [ et que le signal est échantillonné à la période Te avec





|h(n)|2  Te ‖h‖2 (59)
avec ‖h‖2 = ‖h0‖2 + ‖h−1‖2 selon les définitions des vecteurs
h0 et h−1. Exprimons les normes carrées de h0 et h−1 en fonc-
tion de la norme carrée de h en supposant l’énergie de h(t) uni-








‖h−1‖2  t0T ‖h‖
2
(60)
La matrice de corrélation s’écrit alors en fonction de l’énergie 
εh :














+ σ 2b I (61)
ou encore en fonction du rapport signal à bruit η comme la rela-
tion (20). 
Annexe 3 : 
perturbations sur l’estimation
des valeurs propres 
et vecteurs propres 
Nous supposons que les perturbations {λk,uk} admettent un
développement limité en série de Taylor :
λk = δλk + δ(2)λk + · · · + δ(n)λk (62)






désignent les termes d’ordre n, dont les
expressions en fonction de R sont données par le théorème
suivant. 
Théorème 6.1. Les perturbations {λk,uk} s’expriment en
fonction de R selon les expressions ci-dessous [10] :
– Au premier ordre :
δλk = uHk R uk (64)
δuk = S+k R uk (65)
– À un ordre n supérieur (n > 1) :
δ(n)λk = uHk R δ(n−1)uk (66)
δ(n)uk = S+k R δ(n−1)uk −
n−1∑
l=1
δ(n−l)λk S+k δ(l)uk (67)
où Sk = λkI − R, avec I la matrice identité et S+k est la pseudo-







λk − λi ui u
H
i (68)
Les propriétés suivantes des matrices de Wishart [11] sont au
cœur de l’évaluation des éléments propres de la matrice de cova-
riance estimée.
Proposition 2.
– L’erreur d’estimation satisfait les relations suivantes :
E {R} = 0 (69)
E
{




R(i, j ′)R(i ′, j) (70)
Quelle que soit la matrice complexe A carrée :
E {R A R} = 1
N
tr (R A) R (71)
À l’aide de ces relations et des développements en série de





. Nous nous sommes restreints à un développe-
ment limité à l’ordre deux des perturbations λk et uk pour
l’estimation des moments d’ordre un et à un développement à
l’ordre un pour l’estimation des moments d’ordre deux des élé-
ments propres de la matrice de covariance estimée. 
Proposition 3. Le développement à l’ordre deux de (62) et de
(63) ainsi que les propriétés des matrices de Wishart nous
conduisent aux expressions suivantes pour les moments d’ordre










λk − λi (72)
E {ûk} = uk (73)
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Démonstration : Exprimons le développement limité à l’ordre
deux de l’erreur d’estimation des valeurs propres
λk = δλk + δ(2)λk (74)
Comme la perturbation R est centrée, selon le théorème (6.1)
nous obtenons
E {λk} = E
{
uHk R S+k R uk
} (75)
Appliquons la relation (71) à l’expression ci-dessus :







La trace de R S+k peut facilement être calculée à l’aide de l’ex-
pression de la pseudo-inverse S+k (68), afin de retrouver le résul-
tat (72). 
La démonstration est similaire pour le calcul du moment d’ordre
un des vecteurs propres estimés. 
Proposition 4. Le développement à l’ordre un des séries de
Taylor (62) et (71) et la proposition (6.2) nous conduisent aux

















λk − λi ui u
H
i (78)




) = E {(λ̂k − E (λ̂k))2} (79)
En remplaçant λ̂k par son expression (39) développée au premier




















nous obtenons la relation (77). La démonstration est similaire
pour la covariance des vecteurs propres. 
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