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V-MONOTONE INDEPENDENCE
ADRIAN DACKO
Abstract. We introduce and study a new notion of non-commutative independence,
called V-monotone independence, which can be viewed as an extension of the mono-
tone independence of Muraki. We investigate the combinatorics of mixed moments of
V-monotone random variables and prove the central limit theorem. We obtain a com-
binatorial formula for the limit moments and we find the solution of the differential
equation for the moment generating function in the implicit form.
1. Introduction
There are several notions of non-commutative independence, including classical inde-
pendence, free independence [21] and Boolean independence [1, 20]. With each of these
notions one can associate a product of states. According to the original version of the
axiomatic approach [5], this product should satisfy four axioms. It was shown there that
only the products associated with these three notions meet the four requirements.
However, Muraki introduced a new concept of non-commutative independence, called
monotone (see [14, 15, 16]), which does not satisfy one of the axioms (commutativity).
In this case, not arbitrary families of states, but only those indexed by totally ordered
sets, can be considered. Despite these facts, the concept of monotone independence has
attracted a considerable interest. Let us also remark that there is a related notion of the
anti-monotone independence which can be obtained from the monotone independence by
reversing the order of the index set. In a new version of the axiomatic approach, with the
commutativity axiom dropped, Muraki showed in [17] that there exist only five “natural”
products of states, namely: classical, free, Boolean, monotone, and anti-monotone. Our
product, associated with the V-monotone independence, satisfies two of four axioms: it
fulfills the axioms of universality and normalization, but it is neither commutative, nor
associative.
Other types of non-commutative independence have also been studied in the literature
(see for instance [2, 3, 8, 10, 13, 22]). Notions of independence were also unified in cer-
tain ways (see [7, 9, 13]). Interpolations between “axiomatic” notions (and also between
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independences themselves) were also studied (see [4, 8, 10, 12, 22]). All types of non-
commutative independence are related to many interesting topics, such as Fock spaces,
operator algebras, convolutions of measures, combinatorics of partitions and trees.
Our model can be viewed as an extension of both monotone and anti-monotone models.
In particular, the monotone and the anti-monotone Fock spaces are the subspaces of
the V-monotone Fock space. Moreover, the class of V-monotonically labeled partitions
contains the classes of monotonically labeled and anti-monotonically labeled partitions.
From a formal point of view, our definition resembles the language used in [10]. We
discuss the combinatorics, the associated product of states, and the central limit theorem.
We express the moment generating function for the central limit law in the implicit form
(for that purpose, we solve a certain Abel differential equation). It is not clear whether
one can find the limit law in the explicit form. Moreover, the existing enumeration results
on ordered labeled trees do not seem to contain V-monotone labelings, which confirms
our supposition that handling the limit law is highly non-trivial from the technical point
of view. Therefore, this study seems to be worthy of continuation.
2. Combinatorial definitions and notions
For n,m ∈ N, we denote [n,n +m] = {n,n + 1, . . . , n +m} and [n] = [1, n]. Let X ⊆ N+
be a set of cardinality n ≥ 0 of the form {x1 < . . . < xn} (for n > 0). By a partition on X
we mean any family pi ⊆ 2X such that for each x ∈ X there exists exactly one B ∈ pi such
that x ∈ B.
Let P(X) denote the set of all partitions on X (if X = [n], we shall simply write
P(n)). The elements of pi ∈ P(X) are called blocks and the elements of any B ∈ pi are
named legs. If ∣B∣ = 1, then its leg and B are called a singleton leg and a singleton block,
respectively. If B is of the form {xk, xk+1, . . . , xk+l}, then it is named an interval. If a
block is not a singleton block, then its legs are divided into the leftmost, middle and the
rightmost legs. The rightmost leg of a block B is the greatest element in B, the leftmost
leg of a block B is the least element in B, and the remaining legs are referred to as middle
legs.
Let I be an arbitrary set of indices. By a labeling of a partition pi we mean any function
i∶pi ↦ I. The pair (pi, i) is called a labeled partition.
Definition 2.1. We say that a sequence of indices (i1, . . . , in) is adapted to a labeled
partition (pi, i) if all legs of a given block B have the same label i(B).
We illustrate Definition 2.1 with the following example.
Example 2.2. The sequence (3,2,3,4,3,2,3,5,5,8) is not adapted to any of labeled
partition, presented in Fig. 1, whereas (3,2,3,4,3,2,3,5,5,3) is adapted to the one on
the left hand side and not adapted to the one on the right hand side.
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Figure 1. Labeled partitions
In the definition below we assume that I is the set of all natural numbers.
Definition 2.3. Let OP(n) be the set of all labeled partitions (pi, i) such that i is a
bijection between pi and [∣pi∣] (here ∣pi∣ denotes the number of blocks in pi), i.e. it is the
set of all ordered partitions on [n].
Observe that for each partition pi ∈ P(n) there exists exactly ∣pi∣! labelings i such that
(pi, i) ∈ OP(n). Here, the order is not an additional structure, but it is implemented by a
labeling.
We say that blocks B and B′ have a crossing if there exist l1, l2 ∈ B and l′1, l′2 ∈ B′ such
that l1 < l′1 < l2 < l′2 or l′1 < l1 < l′2 < l2. A partition without blocks with crossings is called
a non-crossing partition. The set of all non-crossing partitions on X = {x1 < . . . < xn} will
be denoted by NC(X) (NC(n) if X = [n]).
Let NC = ∞⋃
n=0
NC(n) and let NC2 = ∞⋃
n=0
NC2(2n), where NC2(2n) is the set of all non-
crossing pair partitions on [2n], i.e. each block of pi ∈ NC2(2n) has exactly two legs. In
the special case n = 0, by NC(0) and NC2(0) we mean the set {∅}.
For pi ∈ NC, we say that a block B ∈ pi is inner with respect to a block B′ = {p1 <
. . . < pq} ∈ pi and we write B′ < B if there exists i ∈ [q − 1] such that for any leg k ∈ B
we have pi < k < pi+1. In such case we say that B′ is outer with respect to B. We say
that B′ is the nearest outer block with respect to B and we write B′ ≺ B if B′ < B and
there is no block B′′ such that B′ < B′′ < B (see [13]). We say that blocks B and B′
are neighboring if one of them is the nearest outer block with respect to the other. If a
block B has no outer blocks, we call it an outer block in pi. For more information about
non-crossing partitions, see [18].
3. V-monotone independence
Throughout Sections 3 and 4, by (I,≤) we will understand an arbitrary totally ordered
set. In this section, (A, ϕ) stands for a non-commutative probability space (i.e. A is a
unital algebra with the unit 1 and ϕ is a state, that is a linear functional ϕ∶A↦ C such
that ϕ(1) = 1) and (Ai)i∈I for a family of subalgebras of A. We assume that there exists
a family (1i)i∈I such that for any i ∈ I the element 1i is the inner unit of Ai, i.e. for any
a ∈ Ai we have 1ia = a1i = a.
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Definition 3.1. For 1 ≤ m ≤ n let In,m = {(i1, . . . , in) ∈ In ∶ i1 > . . . > im < . . . < in} (we
put I1,1 = I) and In ∶= n⋃
m=1
In,m. For i ∈ I and (i1, . . . , in) ∈ In we write i ∼ (i1, . . . , in) if
(i, i1, . . . , in) ∈ In+1 and (i1, . . . , in) ∼ i if (i1, . . . , in, i) ∈ In+1.
Definition 3.2. We say that the family (Ai)i∈I is V-monotonically independent with
respect to ϕ if for any i ∈ I we have ϕ(1i) = 1, and for any sequence (i1, . . . , in) ∈ In such
that ik ≠ ik+1 for k ∈ [n− 1] and for any a1 ∈ Ai1 , . . . , an ∈ Ain the following conditions are
satisfied:
(i) ϕ(a1 . . . an) = 0, if ϕ(a1) = . . . = ϕ(an) = 0 (the freeness condition),
(ii) for any j ∈ [n] we have
ϕ(a1 . . . aj−11ijaj+1 . . . an) = {ϕ(a1 . . . aj−1aj+1 . . . an) if j ≤ r
0 otherwise,
whenever ϕ(a1) = . . . = ϕ(aj−1) = 0 and r ∈ [n] is such that Ir ∋ (i1, . . . , ir) ≁ ir+1
(without the condition with ‘≁’ for r = n).
We say that a family (ai)i∈I of non-commutative random variables from A is V-monotone
if the family of algebras generated by ai and 1i, for each i ∈ I, is V-monotone.
This definition can be viewed as follows: on the Fock space level, 1i is the projection
onto the subspace onto which the algebra Ai acts non-trivially. The letter V in the word
“V-monotone” comes from the shape of the graph of a non-monotonic sequence from In
which resembles the letter V.
Remark 3.3. As we mentioned in Introduction, the product of states (Definition 4.4)
associated with the above definition of independence fulfills two of four axioms stated
in [5] (and slightly modified in [17], see Definition 2.1 therein). Namely, the V-monotone
product of states is neither commutative (see Example 3.6) nor associative (see Proposi-
tion 4.6). However, the axiom of universality is fulfilled, which follows from Corollary 3.5,
and also the axioms of normalization (axioms (U4) in [17]) hold: the first one (extension)
is satisfied by the definition and the second one (factorization) follows from Example 3.6.
Moreover, the V-monotone product of more than two states meets the proper generaliza-
tions of the latter two requirements.
The conditions stated in Definition 3.2 give a recursive formula for any mixed moment.
Proposition 3.4. We assume that (Ai)i∈I is V-monotone independent with respect to
ϕ, (i1, . . . , in) ∈ In is such that neighboring terms are different, and r ∈ [n] is such that
Ir ∋ (i1, . . . , ir) ≁ ir+1 (if (i1, . . . , in) ∈ In, then we set r = n). Let a1 ∈ Ai1 , . . . , an ∈ Ain. For
k ∈ [n] and ε∶ [n]↦ {0,1} define
a
ε(k)
k = {ak −ϕ(ak)1ik if ε(k) = 0ϕ(ak)1ik if ε(k) = 1.
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The following recursive formula holds:
(3.1) ϕ(a1 . . . an) = r∑
k=1
ϕ(ak)ϕ(a01 . . . a0k−1ak+1 . . . an),
where ϕ(a0
1
. . . a0
k−1ak+1 . . . an) = ϕ(a2a3 . . . an) for k = 1.
Proof.
ϕ(a1 . . . an) = ϕ((a01 + a11) . . . (a0n + a1n)) = ∑
ε∈{0,1}n
ϕ(aε(1)
1
. . . a
ε(n)
n )
= ϕ(a01 . . . a0n) + n∑
j=1
ϕ(aj) ∑
ε∈{0,1}n−j
ϕ(a01 . . . a0j−11ijaε(j+1)j+1 . . . aε(n)n ).
Note that V-monotone independence yields
ϕ(a1 . . . an) = r∑
j=1
ϕ(aj) ∑
ε∈{0,1}n−j
ϕ(a01 . . . a0j−1aε(j+1)j+1 . . . aε(n)n )
= r∑
j=1
ϕ(aj)ϕ(a01 . . . a0j−1aj+1 . . . an),
which establishes the desired formula. 
Corollary 3.5. For any i1 ≠ . . . ≠ in there exists a polynomial w of variables {xB ∶ B ∈I(i1, . . . , in)}, where
I(i1, . . . , in) ∶= {B ⊆ [n] ∶ ik = il for any k, l ∈ B},
such that for any a1 ∈ Ai1 , . . . , an ∈ Ain we have
ϕ(a1 . . . an) = w(ϕ(aB) ∶ B ∈ I(i1, . . . , in)),
where aB = ap1 . . . apq for B = {p1 < . . . < pq}.
Example 3.6. Easy computations based on Proposition 3.4 give that all mixed moments
up to order five are the same as the corresponding mixed moments in the free case (cf.
Lecture 5 in [18] or [21]). Now, let a1, a2, a3, and b1, b2, b3 be random variables from A1
and A2, respectively. Then
ϕ(a1b1a2b2a3) = ϕ(a1a2a3)ϕ(b1)ϕ(b2) +ϕ(a1)ϕ(a2)ϕ(a3)ϕ(b1b2)
− ϕ(a1)ϕ(a2)ϕ(a3)ϕ(b1)ϕ(b2)
and
ϕ(b1a1b2a2b3) = ϕ(a1a2)ϕ(b1b3)ϕ(b2) + ϕ(a1)ϕ(a2)ϕ(b1b2b3)
−ϕ(a1)ϕ(a2)ϕ(b1b3)ϕ(b2).
These mixed moments differ from the corresponding mixed moments of free, Boolean,
monotone, and anti-monotone random variables.
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We only prove the latter equality. Using Proposition 3.4 and the formulas for mixed
moments of order less than five, we have
ϕ(b1a1b2a2b3) = ϕ(b1)ϕ(a1b2a2b3) + ϕ(a1)ϕ(b01b2a2b3) +ϕ(b2)ϕ(b01a01a2b3)
= ϕ(b1)[ϕ(a1a2)ϕ(b2)ϕ(b3) +ϕ(a1)ϕ(a2)ϕ(b2b3) − ϕ(a1)ϕ(a2)ϕ(b2)ϕ(b3)]
+ϕ(a1)ϕ(a2)ϕ(b01b2b3) + ϕ(b2)ϕ(a01a2)ϕ(b01b3)
= ϕ(a1a2)ϕ(b1b3)ϕ(b2) + ϕ(a1)ϕ(a2)ϕ(b1b2b3) −ϕ(a1)ϕ(a2)ϕ(b1b3)ϕ(b2).
Referring to Corollary 3.5, the polynomial w associated with (1,2,1,2,1) has the form
x135x2x4 + x1x3x5x24 − x1x3x5x2x4
and the polynomial w˜, associated with (2,1,2,1,2) has the form
x24x15x3 + x2x4x135 − x2x4x15x3
(here we write xp1,...,pq instead of x{p1<...<pq}). Note that these polynomials have integer
coefficients and also observe that not all variables are used. For example, the variable x35
does not appear in polynomial w.
Now, we find a nice characterization of V-monotone independence, using a combina-
torial formula for mixed moments of random variables.
Definition 3.7. We define the family of multilinear functionals (κ∗n)∞n=1 recursively by
{κ∗1(a) = ϕ(a)
κ∗n+1(a1, . . . , an+1) = κ∗n(a1a2, a3, . . . , an+1) − ϕ(a1)κ∗n(a2, a3, . . . , an+1).
Proposition 3.8. For all n ∈ N+ and k ∈ [n]
κ∗n+1(a1, . . . , ak, ak+1, . . . , an+1)
= κ∗n(a1, . . . , akak+1, . . . , an+1) − κ∗k(a1, . . . , ak)κ∗n+1−k(ak+1, . . . , an+1).
Moreover, in the case when A = B(H) for some Hilbert space H and vector state ϕ
associated with ξ ∈H, we have
κ∗n(a1, . . . , an) = ϕ(a1P ⊥a2P ⊥ . . . P ⊥an),
where P ⊥ is the orthogonal projection onto (C ξ)⊥.
Proof. The proof of the first claim is by induction on n. Using the definition and the
induction hypothesis, we get
κ∗n+1(a1, . . . , ak, ak+1, . . . , an+1) = κ∗n−1(b1, . . . , bk, . . . , an+1)
− κ∗k−1(b1, . . . , ak)κ∗n+1−k(ak+1, . . . , an+1) −ϕ(a1)κ∗n−1(a2, . . . , bk, . . . , an+1)
+ ϕ(a1)κ∗k−1(a2, . . . , ak)κ∗n+1−k(ak+1, . . . , an+1)
= κ∗n(a1, . . . , bk, . . . , an+1) − κ∗k(a1, . . . , ak)κ∗n+1−k(ak+1, . . . , an+1),
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where, for convenience, we write bl = alal+1, l ∈ [n].
Now, observe that for any a, b ∈ B(H) we have ϕ(aPb) = ϕ(a)ϕ(b), where P = 1−P ⊥.
Indeed,
aPbξ = aP (ϕ(b)ξ + (b ξ)⊥) = ϕ(b)aξ = ϕ(b)(ϕ(a)ξ + (aξ)⊥).
Hence we have
ϕ(a1P ⊥a2P ⊥ . . . P ⊥an+1) = ϕ(a1(1 − P )a2P ⊥ . . . P ⊥an+1)
= ϕ(a1a2P ⊥ . . . P ⊥an+1) −ϕ(a1)ϕ(a2P ⊥ . . . P ⊥an+1).

Remark 3.9. For non-negative integers m1, . . . ,mn and a random variable a ∈ A with a
distribution µ, we have
κ∗n(am1 , . . . , amn) = (−1)∣pi∣−1k∗µ(pi),
where pi is the interval partition on [m1+ . . .+mn], defined by the sequence (m1, . . . ,mn).
The functions k∗µ, called inverse Boolean cumulant functions, appeared in [11] in the
context of the so-called orthogonal convolution.
Definition 3.10. We say that (pi, i) is V-monotonically labeled if for all {B1 ≻ . . . ≻ Br} ⊆
pi we have (i(B1), . . . , i(Br)) ∈ Ir. By V(i1, . . . , in) we denote the set of all V-monotonically
labeled non-crossing partitions (pi, i) to which (i1, . . . , in) is adapted.
We illustrate the definition above with two following examples.
Example 3.11. The partition on the left hand side in Fig. 1 is V-monotonically labeled
(because (3,2,3,4) ∈ I4 and (3,5) ∈ I2), whereas the one on the right hand side is not
(since (1,3,2,4) ∉ I4).
Example 3.12. Consider the sequence (2,7,5,7,5,2). One can construct six non-crossing
labeled partitions adapted to it and they are shown in Fig. 2. Only the one in the lower
right corner is not V-monotonically labeled, thus V(2,7,5,7,5,2) consists of five remaining
labeled partitions.
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Figure 2. All labeled non-crossing partitions, adapted to (2,7,5,7,5,2)
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Definition 3.13. Let us introduce a family (ψn)∞n=1 of multilinear functionals such that
ψn∶ ⋃
(i1,...,in)∈In
Ai1 × . . . ×Ain ↦ C by the formulas
(3.2) ψn(a1, . . . , an) = ∑
(pi,i)∈V(i1,...,in)
κ∗pi(a1, . . . , an)
for any (i1, . . . , in) and any a1 ∈ Ai1 , . . . , an ∈ Ain , where
(3.3) κ∗pi(a1, . . . , an) = ∏
B∈pi
B={p1<...<pq}
κ∗q(ap1, . . . , apq).
Let B ∶= ⊔
i∈I
Ai be the free product of algebras without identification of units, let
σi∶Ai ↦ B, i ∈ I, be the family of respective embeddings and let ψ be the functional onB defined by the linear extension of
(3.4) ψ(σi1(a1) . . . σin(an)) = ψn(a1, . . . , an)
for any (i1, . . . , in) ∈ In and any a1 ∈ Ai1 , . . . , an ∈ Ain .
Now we have to show that the value of ψ on a simple product b ∈ B is independent of
the choice of its factorization.
Lemma 3.14. The functional ψ is well defined, i.e. for any i1, . . . , in ∈ I, j1, . . . , jm ∈ I
and any a1 ∈ Ai1 , . . . , an ∈ Ain, b1 ∈ Aj1, . . . , bm ∈ Ajm if
σi1(a1) . . . σin(an) = σj1(b1) . . . σjm(bm),
then
ψ(σi1(a1) . . . σin(an)) = ψ(σj1(b1) . . . σjm(bm)).
Proof. Let (i1, . . . , in) ∈ In, a1 ∈ Ai1 , . . . , an ∈ Ain and k ∈ [n] be such that ak = bkb′k for
some bk, b′k ∈ Aik . It sufficies to show that
(3.5) ∑
(pi,i)∈V(i1,...,in)
κ∗pi(a1, . . . , ak, . . . , an) = ∑
(pi,i)∈U
κ∗pi(a1, . . . , bk, b′k, . . . , an),
where U = V(i1, . . . , ik−1, ik, ik, ik+1, . . . , in). First, observe that the set U can be divided
into two disjoint sets of the same cardinality, namely U = U1 ∪U2. We define U1 as the set
of all labeled partitions (pi, i) ∈ U such that there exists a block B ∈ pi satisfying k, k+1 ∈ B
and we put U2 = U ∖U1. Introduce two functions: f ∶ U2 ↦ U1 and g∶ U1 ↦ V(i1, . . . , in). Fix(pi, i) ∈ U2 and let B1,B2 ∈ pi be such that k ∈ B1 and k + 1 ∈ B2. Note that these blocks
have the same label and, since the partition is V-monotonically labeled, max(B1) = k =
min(B2) − 1. We define f(pi, i) as the labeled partition ((pi ∖ {B1,B2}) ∪ {B1 ∪B2}, i′)
such that
i′(B) = {i(B) if B ≠ B1 ∪B2
i(B1) = i(B2) if B = B1 ∪B2.
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Of course, f is a bijection between U2 and U1. For (pi, i) ∈ U1, we define g(pi, i) as the
partition in which the legs k and k+1 are merged into one, k-th leg, and we do not change
the label of any block. One can see that g is also a bijection, between U1 and V(i1, . . . , in).
Let (pi, i) ∈ V(i1, . . . , in) and let B0 ∈ pi of the form {p1 < . . . < pq} be such that pr = k
for some r ∈ [q]. We obtain from Proposition 3.8 that
κ∗q(ap1 , . . . , ak, . . . , apq) = κ∗q+1(ap1 , . . . , bk, b′k, . . . , apq)
+ κ∗k(ap1 , . . . , bk)κ∗q+1−k(b′k, . . . , apq),
therefore,
κ∗pi(a1, . . . , ak, . . . , an) = κ∗pi′(a1, . . . , bk, b′k, . . . , an) + κ∗pi′′(a1, . . . , bk, b′k, . . . , an),
where U1 ∋ (pi′, i′) = g−1(pi, i) and U2 ∋ (pi′′, i′′) = (g ○ f)−1(pi, i), which immediately im-
plies (3.5).
Now, let a1 ∈ Ai1 , . . . , an ∈ Ain . Assume that
(i1, . . . , in) = (j1, . . . , j1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n1 times
, . . . , jm, . . . , jm´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nm times
),
where (j1, . . . , jm) ∈ Im consists of neighboring different indices. Let b1 = a1 . . . an1, . . . , bm =
an1+...+nm−1+1 . . . an1+...+nm . We conclude that
∑
(pi,i)∈V(j1,...,im)
κ∗pi(b1, . . . , bm) = ∑
(pi,i)∈V(i1,...,in)
κ∗pi(a1, . . . , an),
by formula (3.5) and induction, which completes the proof. 
Lemma 3.15. Assume that ϕ(1i) = 1 for any i ∈ I. A family (Ai)i∈I is V-monotone
independent with respect to ϕ if and only if it satisfies the condition
(3.6) ϕ(a1 . . . an) = ψ(σi1(a1) . . . σin(an))
for any (i1, . . . , in) ∈ In and any a1 ∈ Ai1 , . . . , an ∈ Ain.
Proof. We first show the second implication. Let (i1, . . . , in) be a sequence such that every
two neighboring indices are different and let r ∈ [n] satisfy the condition Ir ∋ (i1, . . . , ir) ≁
ir+1 (if (i1, . . . , in) ∈ In, then r = n), and let a1 ∈ Ai1 , . . . , an ∈ Ain . Observe that for
every (pi, i) ∈ V(i1, . . . , in) there exists a block B ∈ pi which is an interval, because pi is
non-crossing. Moreover, since the labels of neighboring legs are different, B is a singleton
block.
Case 1○. Assume that ϕ(a1) = . . . = ϕ(an) = 0. We will show that each summand in
RHS of (3.2) is equal to zero. Let pi ∈ V(i1, . . . , in) and let k be a singleton leg in pi. In the
product κ∗pi(a1, . . . , an), there exists a factor of the form κ∗1(ak) = ϕ(ak) = 0, and hence
κ∗pi(a1, . . . , an) = 0.
Case 2○. Assume that j ∈ [n] is such that ϕ(a1) = . . . = ϕ(aj) = 0 and aj = 1ij .
Consider two cases.
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(i) Let j > r. Fix (pi, i) ∈ V(i1, . . . , in). If some k ∈ [j − 1] is a singleton leg, then of
course κ∗
1
(ak) = 0 and thus κ∗pi(a1, . . . , an) = 0. If there is no singleton leg among [j − 1],
then every leg in this set is the leftmost leg of its block. On the contrary, suppose that
some leg among [j − 1] is a middle or the rightmost leg in its block and let k ∈ B be
the smallest such leg. Since neighboring indices in (i1, . . . , in) are different, there exists
a non-crossing partition pi′ on the interval [min(B) + 1, k − 1] such that pi′ ⊆ pi, which of
course has an interval block. Moreover, it has to be a singleton block, which contradicts
our assumption.
In such a case we have (i1, . . . , ij−1) = (i(B1), . . . i(Bj−1)), where Bl is determined by
the condition l = min(Bl), l ∈ [j − 1]. However (i1, . . . , ij−1) ∉ Ij−1 by assumption, hence(pi, i) cannot belong to V(i1, . . . , in), a contradiction.
(ii) Let j ≤ r. We will show that
∑
(pi,i)∈V(i1,...,in)
κ∗pi(a1, . . . , an) = ∑
(pi,i)∈U ′
κ∗pi(a1, . . . , aj−1, aj+1, . . . , an),
where U ′ = V(i1, . . . , ij−1, ij+1, . . . , in). Let Uj be the set of all labeled partitions pi ∈V(i1, . . . , in) in which 1, . . . , j − 1 are the leftmost legs in their blocks and j is a singleton
leg and let U ′j be the analogous subset of V, without the j-th leg’s condition.
We claim that if (pi, i) ∈ V(i1, . . . , in) ∖ Uj and (pi′, i′) ∈ U ′ ∖ U ′j , then κ∗pi(a1, . . . , an) =
κ∗pi′(a1, . . . , aj−1, aj+1, . . . , an) = 0. Indeed, if we take (pi, i) ∈ V(i1, . . . , in) ∖ Uj , then either
some leg among [j − 1] is not the leftmost leg in its block and therefore, using similar
arguments as before, there is a singleton leg among this set, which implies our assertion
(and similarly for (pi′, i′) ∈ U ′ ∖ U ′j), or j is not a singleton leg and it has to be the
leftmost leg in its block, say B = {p1 < . . . < pq}. By the definition of κ∗q , the factor
κ∗q(ap1, . . . , apq) = κ∗q(1ij , . . . , apq) = 0 and our assertion is true. We have shown that
(3.7) ϕ(a1 . . . an) = ∑
(pi,i)∈Uj
κ∗pi(a1, . . . , an)
and
(3.8) ϕ(a1 . . . aj−1aj+1 . . . an) = ∑
(pi′,i′)∈U ′
j
κ∗pi′(a1, . . . , aj−1, aj+1, . . . , an).
There exists a bijection between Uj and U ′j (the image of (pi, i) is the labeled partition,
which arises by removing the j-th leg from pi). Since j is a singleton leg in each pi on the
RHS of (3.7) and κ∗
1
(1ij) = 1, the RHS of (3.7) is equal to the RHS of (3.8) and the proof
of this implication is complete.
Now, we prove the second implication. Observe that we have already shown that
the family (σi(Ai))i∈I is V-monotone with respect to ψ. Let i1 ≠ . . . ≠ in ∈ I and a1 ∈Ai1 , . . . , an ∈ Ain . Corollary 3.5 implies that there exists a polynomial w such that
ϕ(a1 . . . an) = w(ϕ(aB) ∶ B ∈ I(i1, . . . , in))
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and
ψ(σi1(a1) . . . σin(an)) = w(ψ(a˜B) ∶ B ∈ I(i1, . . . , in)),
where a˜B = σj(ap1) . . . σj(apq) for B = {p1 < . . . < pq} and j ∶= ip1 = . . . = ipq . Since σj is
a homomorphism, by the definition of ψ, we have (ψ ○ σj)(aB) = (ψ1 ○ σj)(aB) = ϕ(aB),
which gives (3.6). 
Corollary 3.16. If the family (Ai)i∈I is V-monotone independent with respect to ϕ, then
for any i1, . . . , in ∈ I and any a1 ∈ Ai1 , . . . , an ∈ Ain we have
(3.9) ϕ(a1 . . . an) = ∑
(pi,i)∈V(i1,...,in)
κ∗pi(a1, . . . , an).
Remark 3.17. Formulas analogous to (3.9) can be proven in the free and monotone
cases, but one has to replace V(i1, . . . , in) with other classes of labeled partitions: one
replaces the V-monotone labeling with free labeling (each block has a different label than
its nearest outer block) and monotone labeling (each block has a greater label than its
nearest outer block), respectively.
4. Hilbert space realization
Consider the family of C∗-probability spaces (Ai, ϕi) with units (1i)i∈I (i.e. addition-
ally for each i ∈ I and a ∈ Ai we have ϕi(a∗a) ≥ 0) and the family (Hi, σi, ξi)i∈I of the
associated GNS triples (that is for any i ∈ I and any a ∈ Ai we have ϕi(a) = ⟨σi(a) ξi, ξi⟩).
Let Pi be the orthogonal projection onto C ξi and P
⊥
i = idi − Pi. For T ∈ B(Hi) we de-
fine T ⊥ ∶= P ⊥i T . Let ϕi(T ) = ⟨T ξi, ξi⟩. Now we recall the definitions of the Voiculescu’s
free product of (Hi, ξi) and the left representation of B(Hi) on it, namely λi (see for
instance [21]).
By the the Voiculescu’s free product of (Hi, ξi) we understand the Hilbert space given
by
F ∶= C ξ ⊕ ∞⊕
n=1
⊕
i1≠...≠in
○Hi1 ⊗ . . .⊗ ○Hin
with the cannonical scalar product, where
○Hi = Hi⊖C ξi and ξ is a unit vector. Introduce
the vacuum state ϕ on B(F), namely for T ∈ B(F) we define ϕ(T ) = ⟨T ξ, ξ⟩. For each
i ∈ I, we introduce an auxiliary subspace, namely
Fi ∶= C ξ ⊕ ∞⊕
n=1
⊕
i1≠...≠in
i≠i1
○Hi1 ⊗ . . . ⊗ ○Hin
and the unitary operator Vi∶Hi ⊗Fi ↦ F given by the continuous linear extension of
Vi ξi ⊗ ξ = ξ
Vi x⊗ ξ = x
Vi ξi ⊗ (x1 ⊗ . . . ⊗ xn) = x1 ⊗ . . . ⊗ xn
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Vi x⊗ (x1 ⊗ . . . ⊗ xn) = x⊗ x1 ⊗ . . . ⊗ xn,
where x ∈ ○Hi, x1 ∈ ○Hi1 , . . . , xn ∈ ○Hin for i ≠ i1 ≠ . . . ≠ in. We put λi(T ) ∶= Vi(T ⊗ id)V −1i .
The Hilbert space defined below is an analogue of Muraki’s monotone product of
Hilbert spaces (see [15]).
Definition 4.1. The V-monotone product of Hilbert spaces (Hi, ξi)i∈I is the Hilbert
subspace of F given by
V ∶= C ξ ⊕ ∞⊕
n=1
⊕
(i1,...,in)∈In
○Hi1 ⊗ . . . ⊗ ○Hin ,
where In were introduced in Definition 3.1. For any i ∈ I, we introduce the V-monotone
left representation of B(Hi) on V by
λ̃i(T ) = Uiλi(T )Ui,
where T ∈ B(Hi), and Ui is the orthogonal projection onto
Vi ∶= C ξ ⊕ ∞⊕
n=1
⊕
(i1,...,in)∈In(i)
○Hi1 ⊗ . . . ⊗ ○Hin
for In(i) = {(i1, . . . , in) ∈ In ∶ i1 = i or i ∼ (i1, . . . , in)}.
Proposition 4.2. Let x ∈ ○Hi, xk ∈ ○Hik and yk ∈ ○Hjk , k ∈ [n], for indices such that
i ∼ (i1, . . . , in) ∈ In and (j1, . . . , jn) ∈ In ∖ In(i). Then, for T ∈ B(Hi), we have
λ̃i(T ) ξ = ϕi(T )ξ + T ⊥ ξi,
λ̃i(T )x = ⟨T x, ξi⟩ξ + T ⊥ x,
λ̃i(T )x⊗ x1 ⊗ . . . ⊗ xn = ⟨T x, ξi⟩x1 ⊗ . . .⊗ xn + T ⊥ x⊗ x1 ⊗ . . . ⊗ xn,
λ̃i(T )x1 ⊗ . . . ⊗ xn = ϕi(T )x1 ⊗ . . .⊗ xn + T ⊥ ξi ⊗ x1 ⊗ . . .⊗ xn,
λ̃i(T )y1 ⊗ . . . ⊗ yn = 0.
Moreover, λ̃i(1i) = Ui.
Proof. We will prove for instance, the second and fourth equalities. We have
λ̃i(T )x = UiVi(T ⊗ id)x⊗ ξ = UiVi (⟨T x, ξi⟩ξi ⊗ ξ + (T ⊥ x) ⊗ ξ)
= Ui (⟨T x, ξi⟩ξ + T ⊥ x) = ⟨T x, ξi⟩ξ + T ⊥ x
and for v = x1 ⊗ . . . ⊗ xn
λ̃i(T )v = UiVi(T ⊗ id) ξi ⊗ v = UiVi(ϕi(T )ξi ⊗ v + (T ⊥ ξi) ⊗ v)
= Ui(ϕi(T )v + (T ⊥ ξi) ⊗ v) = ϕi(T )v + (T ⊥ ξi) ⊗ v.

Proposition 4.3. The operator λ̃i is a non-unital ∗-representation.
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Proof. Let T,S ∈ B(Hi). Since λi(T )Vi ⊆ Vi and Ui is an orthogonal projection ontoVi, we get Uiλi(T )Uiλi(S)Ui = Uiλi(T )λi(S)Ui. The fact that λi is a ∗-homomorphism
finishes the proof. 
Definition 4.4. We define the V-monotone product of states on A =⊔
i∈I
Ai (the free prod-
uct of C∗-algebras without identification of units) as the state φ given by the continuous
linear extension of
φ(a1 . . . an) = ϕ((λ̃i1 ○ σi1)(a1) . . . (λ̃in ○ σin)(an))
for any (i1, . . . , in) ∈ In and any a1 ∈ Ai1 , . . . , an ∈ Ain . We introduce the notation:
6
i∈I
ϕi ∶= φ and 6
i∈I
(Ai, ϕi) ∶= (A, φ).
Theorem 4.5. The family ((λ̃i ○ σi)(Ai))i∈I is V-monotone independent with respect to
ϕ.
Proof. Let Tl = σil(al), l ∈ [n]. First, note that if T1 ∈ kerϕi1 , . . . , Tl ∈ kerϕil for i1, . . . , il ∈ I
such that the neighboring indices are different, then by induction and Proposition 4.2
(4.1) λ̃i1(T1) . . . λ̃il(Tl) ξ = {T
⊥
1
ξi1 ⊗ . . .⊗ T ⊥l ξil if (i1, . . . , il) ∈ Il
0 otherwise.
It is clear then that the freeness condition is fulfilled. Let i1 ≠ . . . ≠ in, r ∈ [n] be such
that Ir ∋ (i1, . . . , ir) ≁ ir+1 and let j ∈ [n] be such that T1 ∈ kerϕi1, . . . , Tj−1 ∈ kerϕij−1 and
Tj = 1j . Consider the term
ϕ (λ̃in(T ∗n ) . . . λ̃ij+1(T ∗j+1)Uij λ̃ij−1(T ∗j−1) . . . λ̃i1(T ∗1 )) .
Let h = (T ∗j−1)⊥ξij−1 ⊗ . . . ⊗ (T ∗1 )⊥ξi1. If j > r then either j > r + 1 and (4.1) gives our
assertion, or j = r +1 and Uir+1 h = 0. If j ≤ r, then Uij h = h. The hermiticity of ϕ finishes
the proof. 
Proposition 4.6. The V-monotone product of states is not associative.
Proof. Let (Ai, ϕi), for i = 1,2,3, be C∗-probability spaces and let a1, a2 ∈ A1, b ∈ A1 and
c1, c2 ∈ A3. Let φ12 = ϕ1 > ϕ2 and φ23 = ϕ2 > ϕ3. The formulas in Example 3.6 yield
(φ12 > ϕ3)(a1c1bc2a2) = φ12(a1ba2)ϕ3(c1)ϕ3(c2)
+ φ12(a1)φ12(b)φ12(a2)ϕ3(c1c2) − φ12(a1)φ12(b)φ12(a2)ϕ3(c1)ϕ3(c2)
= ϕ1(a1a2)ϕ2(b)ϕ3(c1)ϕ3(c2) + ϕ1(a1)ϕ1(a2)ϕ2(b)ϕ3(c1c2)
−ϕ1(a1)ϕ1(a2)ϕ2(b)ϕ3(c1)ϕ3(c2)
and
(ϕ1 > φ23)(a1c1bc2a2) = ϕ1(a1a2)φ23(c1bc2) = ϕ1(a1a2)ϕ2(b)ϕ3(c1c2).
These two mixed moments are different, which completes the proof. 
14 A. DACKO
5. Central limit theorem
In Sections 5 and 6, we assume that I = N+ with the natural order. In this section, we
state and prove the V-monotone central limit theorem. We express the limit moments in
terms of combinatorial objects and we find a recurrence formula for the even moments
(the odd moments vanish). Let ONC(n) be the set of all ordered partitions on [n] which
are non-crossing (see Definition 2.3).
Definition 5.1. Let OV(n) be the set of all (pi, i) ∈ ONC(n) which are V-monotonically
labeled. We also denote by OV2(2n) the set of all (pi, i) ∈ OV(2n) such that pi is a pair
partition.
Example 5.2. For n < 5, we have OV(n) = ONC(n). The set ONC(5) ∖OV(5) consists
of two elements, shown in Fig. 3.
. .
1
. .
3
.
2
. .
2
. .
3
.
1
Figure 3. Ordered non-crossing partitions.
Theorem 5.3. Let (A, ϕ) be a C∗-probability space and let (ai)∞i=1 be a family of V-
monotonically independent (with respect to ϕ) and identically distributed random variables
with mean 0 and variance 1. Let
SN = 1√
N
N∑
i=1
ai.
Then, for all n ∈ N, we have
lim
N→∞
ϕ(SnN) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣OV2(2k)∣
k!
if n = 2k, k ∈ N
0 if n is odd.
The distribution given by the above moment sequence will be called the standard V-
monotone Gaussian distribution.
Proof. Let (µn)∞n=0 be the moment sequence of the random variable ai, i ∈ N+ and let
κ∗n = κ∗n(ai, . . . , ai), n ∈ N+ (it does not depend on i since the variables are identically
distributed). Of course, we have κ∗
1
= 0, κ∗
2
= 1, and κ∗n depends only on µ1, . . . , µn. Fix
N ∈ N+ and n ∈ N. Corollary 3.16 implies that
ϕ(SnN) = N−n/2 ∑
(i1,...,in)∈[N]n
ϕ(ai1 . . . ain)
= N−n/2 ∑
(i1,...,in)∈[N]n
∑
(pi,i)∈V(i1,...,in)
κ∗pi(ai1 , . . . , ain).
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We have κ∗r(aip1 , . . . , aipr ) = κ∗r , since ip1 = . . . = ipr in each factor in the above product,
and therefore, we denote
κ∗pi ∶= κ∗pi(ai1 , . . . , ain) = ∏
B∈pi
κ∗∣B∣,
and thus
ϕ(SnN) = N−n/2 ∑
(i1,...,in)∈[N]n
∑
(pi,i)∈V(i1,...,in)
κ∗pi.
If some index i ∈ [N] appears in (i1, . . . , in) exactly once, then for any (pi, i) ∈ V(i1, . . . , in)
we have µpi = 0, because pi must have a singleton block labeled with i and κ∗1 = 0. There
are at most O(N (n−1)/2) sequences (i1, . . . , in) ∈ [N]n in which there are no singleton
indices and which have at least one index i ∈ {i1, . . . , in} which appears in (i1, . . . , in) at
least three times. Indeed, we first choose a partition pi ∈ P(n) which has at least one block
with at least three legs and the remaining blocks have at least two legs, choosen in O(1)
ways. Clearly, it has at most 1+ n−3
2
= n−1
2
blocks. We now choose labels of these blocks in
at most N (n−1)/2 ways. This labeled partition determines the sequence (i1, . . . , in) which
has the desired property.
Let In be the set of all sequences (i1, . . . , in) ∈ [N]n in which each index appears
exactly twice. Then
ϕ(SnN) = N−n/2 ∑
(i1,...,in)∈In
∑
(pi,i)∈V(i1,...,in)
κ∗pi +O ( 1√N ) .
If n is odd, then of course
lim
N→∞
ϕ(SnN) = 0.
Let us introduce an equivalence relation on I2n. Namely, two sequences of numbers(i1, . . . , i2n) and (j1, . . . , j2n) are equivalent if for any p, q ∈ [2n], the following impli-
cations hold:
(i) ip = iq ⇒ jp = jq
(ii) ip < iq ⇒ jp < jq.
Each equivalence class has (N
n
) elements and the quotient set J2n has the same cardinality
as OP2(2n). We construct a bijection between J2n and OP2(2n) as follows: we assign to
the equivalence class of (i1, . . . , i2n) the ordered partition (pi, i) such that pi satisfies the
condition: k, l ∈ [2n] are in one block B ∈ pi if and only if ik = il, then we put i(B) = r
such that ik is the r-th element in {i1, . . . , i2n} with respect to the natural order. It is
clear that for two equivalent sequences the respective ordered partitions are the same.
The reader can check that this is indeed a bijection.
Observe that if (i1, . . . , i2n) and (j1, . . . , j2n) are equivalent, then for any partition
pi ∈ P(2n) there exists a unique labeling i such that (i1, . . . , i2n) is adapted to (pi, i) if
and only if there exists a unique labeling j such that (pi, j) is adapted to (j1, . . . , j2n).
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Moreover, (pi, i) ∈ V(i1, . . . , i2n) if and only if (pi, j) ∈ V(j1, . . . , j2n). Therefore,
ϕ(S2nN ) = N−n ∑
(i1,...,in)∈Jn
(N
n
) ∑
(pi,i)∈V(i1,...,in)
κ∗pi +O(N−1/2)
= N−n(N
n
) ∑
(pi,i)∈OV2(2n)
κ∗pi +O(N−1/2)
= N−n(N
n
)∣OV2(2n)∣ +O(N−1/2),
since κ∗pi = 1 for any pair partition. Letting N →∞, we obtain the desired formula. 
Now, we find a recurrence for the cardinalities of OV2(2n). For that purpose, we
need some auxiliary class of labeled partitions which admits one additional label, for
convenience chosen to be a fraction. For each k ∈ [n+1] we denote by OV2k(2n) the set of
all (pi, i) ∈ OV2(2n) such that if we add the block {0,2n+ 1} to pi, labeled with k − 1
2
, the
partition remains V-monotonically labeled. By Nn,k we denote its cardinality and we put
N0,1 = 1. Clearly, Nn,n+1 and Nn,1 are the numbers of all ordered pair partitions on [2n]
which are V-monotonically and monotonically labeled (i.e. if B′ is inner with respect to
B, then its label is greater than the label of B), respectively.
Lemma 5.4. For any natural numbers n and k ∈ [n + 2], we have
Nn+1,k = n∑
m=0
L2(k,m)∑
l=L1(k,m)
(k − 1
l
)(n + 2 − k
m + 1 − l)[δl,0Nm,1 +
l∑
r=1
Nm,r]Nn−m,k−l,
where L1(k,m) = max(0, (m + k) − (n + 1)), L2(k,m) = min(k − 1,m + 1) and δl,0 is the
Kronecker delta.
Proof. Fix n and m ∈ [0, n]. Let us consider two disjoint subsets C,D ⊆ [n + 1] of the
form {i1, . . . , im+1} and {j1, . . . , jn−m}, respectively, satisfying C ∪D = [n + 1] and such
that for some non-negative integers l, l′ we have
(5.1)
i1 < . . . < il < k − 12 < il+1 < . . . < im+1,
j1 < . . . < jl′ < k − 12 < jl′+1 < . . . < jn−m.
Note that the following conditions hold:
● l + l′ = k − 1,
● 0 ≤ l ≤ k − 1,
● 0 ≤ l′ ≤ k − 1,
● 0 ≤m + 1 − l ≤ n − k + 1,
● 0 ≤ n −m − l′ ≤ n − k + 1.
The reader can check that these conditions imply L1(k,m) ≤ l ≤ L2(k,m).
We count in how many ways we can choose (pi, i) ∈ OV2k(2n + 2) for k ∈ [n + 2] (a
partition pi has the form . .pi
′ pi′′ for some non-crossing pair partitions pi′ and pi′′). First,
V-MONOTONE INDEPENDENCE 17
we choose m ∈ {0, . . . , n} such that B = {1,2m + 2} ∈ pi. Since the fact that pi is V -
monotonically labeled is equivalent to the same fact for pi′ ∪ {B} and pi′′ simultaneously,
we shall deal with these two sets of blocks separately.
Now, we choose l such that L1(k,m) ≤ l ≤ L2(k,m) and labels i1 < . . . < il from[k − 1] (in one of (k−1
l
) ways) and, independently, il+1 < . . . < im+1 ∈ [k,n + 1] (in one of(n+2−k
m+1−l
) ways). The labels i1, . . . , im+1 will be later assigned to blocks of pi′ ∪ {B} and the
remaining labels j1 < . . . < jn−m ∈ [n + 1] will be assigned to blocks of pi′′. Moreover, the
condition (5.1) is fulfilled (with l′ = k − 1 − l). We emphasize that the partitions pi′ and
pi′′ have not been chosen yet. At this point we have only determined how many labels of
types i and j are less than k − 1
2
, respectively.
Next, we choose r ∈ [m + 1] such that i(B) = ir. There are two possibilities. If l = 0,
then ir > k − 12 , and hence pi′ must be labeled monotonically. This implies r = 1. In that
case, there are Nm,1 possibilities of constructing pi′ and labeling its blocks with labels of
type i. If l > 0, then we cannot choose r > l, because in that case pi′ would not be labeled
V-monotonically (because a local maximum occurs in the index sequence (k − 1
2
, ir, i1),
which corresponds to the chain of blocks {{0,2n + 3} < B < B′}, where B′ ∈ pi′ satisfies
i(B′) = i1). Thus, we take r ∈ [l] and a partition pi′ labeled with i1, . . . , ir−1, ir+1, . . . , im+1.
There are Nm,r ways of doing it (observe that this number is independent of the exact
values of i’s; only the value ofm and the position of i(B) in the sequence (i1, . . . , im+1) are
relevant here). Finally, we choose a partition pi′′ which is V-monotonically labeled with
j’s. Since k − 1
2
is the (k − l)-th element in the sequence (j1, . . . , jl′ , k − 12 , jl′ , . . . , jn−m),
there are Nn−m,k−l possibilities of doing it. This completes the proof. 
Example 5.5. Below, we give even moments of the lowest order obtained in the V-
monotone central limit theorem (second row) and, for comparison, the moments of the
standard arcisne law (third row). In the first row we put the order of the moment.
2 4 6 8 10 12 14 16 18 20
1
1!
4
2!
28
3!
278
4!
3564
5!
55928
6!
1037708
7!
22217720
8!
539070560
9!
1731430024
10!
1
1!
3
2!
15
3!
105
4!
945
5!
10395
6!
135135
7!
2027025
8!
34459425
9!
654729075
10!
The sequence of numerators in the second row cannot be found in On-line Encyclopedia
of Integer Sequences R○ (https://oeis.org/).
6. V-monotone Gaussian operators
It is difficult to obtain the moment generating function for the central limit distribution
from Lemma 5.4. Below, we present another approach based on constructing an operator
which has the standard V-monotone Gaussian distribution.
Definition 6.1. For 1 ≤ m ≤ n let Xn,m ∶= {(x1, . . . , xn) ∈ Rn ∶ x1 > . . . > xm < . . . < xn}
(we put X1,1 = R) and Xn ∶= n⋃
m=1
Xn,m. Let H0 ∶= CΛ, Hn ∶= L2(Xn, dx1 . . . dxn), where Λ
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is a unit vector and dx1 . . . dxn is the n-dimensional Lebesgue measure. Let us define the
continuous V-monotone Fock space by
CV = ∞⊕
n=0
Hn
with the canonical scalar product, namely
⟨h1, h2⟩ ∶= ∫
Xn
h1(x1, . . . , xn)h2(x1, . . . , xn)dx1 . . . dxn,
where h1, h2 ∈Hn. Let φ be the vector state associated with Λ.
Now, we introduce the creation and annihilation operators on the Fock space.
Definition 6.2. Let 1n,1n,m∶Rn ↦ {0,1} be the characteristic funtions of Xn and Xn,m,
respectively, and let f ∈ H1. We define the creation operator associated with f by the
continuous linear extension of
{(a(f)Λ)(x) = f(x)(a(f)g)(x,x1, . . . , xn) = [f(x)1n+1(x,x1, . . . , xn)] g(x1, . . . , xn),
where g ∈ Hn for n > 0.
The annihilation operator associated with f is given by by the continuous linear extension
of a∗(f)Λ = 0 and
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(a∗(f)g) = ∞∫
−∞
dxf(x)g(x)Λ for n = 0
(a∗(f)g)(x⃗) = [1n,1(x⃗) x1∫
−∞
dx + ∞∫
x1
dx] f(x)g(x, x⃗) for n > 0 ,
where g ∈ Hn+1 and x⃗ = (x1, . . . , xn).
Remark 6.3. Let 1<,1>∶R2 ↦ {0,1} be defined by
1< ∶= 1{(u,v)∈R2∶u<v} and 1>(x, y) ∶= 1<(y, x).
We have
(6.1) 1n+1(x, x⃗) = 1<(x,x1)1n,1(x⃗) + 1>(x,x1)1n(x⃗).
Proposition 6.4. An operator a∗(f) is the adjoint of a(f).
Proof. Let g ∈ Hn+1 and h ∈ Hn for some n > 0. Then, by (6.1) and Fubini’s theorem, we
get
⟨g, a(f)h⟩ = ∫
Rn+1
dxdx1 . . . dxn 1n+1(x, x⃗)g(x, x⃗)f(x)h(x⃗)
= ∫
Rn
dx1 . . . dxn
⎡⎢⎢⎢⎢⎣
1n,1(x⃗)
x1
∫
−∞
dx + 1n(x⃗)
∞
∫
x1
dx
⎤⎥⎥⎥⎥⎦
f(x)g(x, x⃗)h(x⃗)
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= ∫
Xn
dx1 . . . dxn
⎡⎢⎢⎢⎢⎣
1n,1(x⃗)
x1
∫
−∞
dx +
∞
∫
x1
dx
⎤⎥⎥⎥⎥⎦
f(x)g(x, x⃗)h(x⃗) = ⟨a∗(f)g, h⟩,
where x⃗ = (x1, . . . , xn). The proof for g ∈ H1 and g = Λ is omitted. 
Definition 6.5. By the V-monotone Gaussian operator associated with f ∈ H1 we mean
the operator of the form
ω(f) = a(f) + a∗(f).
If f = 1[0,1], this operator will be called standard and denoted by ω. By a and a∗ we
denote the associated creation and annihilation operators, respectively.
The moment sequence for ω with respect to φ happens to agree with the moment
sequence of the standard V-monotone Gaussian distribution. In order to show this fact,
we need a discrete version of the V-monotone Fock space and operators defined on it.
Definition 6.6. Let {Ω}∪{ei ∶ i ∈ I} be an orthonormal basis of some Hilbert space. Let
us define the discrete V-monotone Fock space by
DV = CΩ⊕ ∞⊕
n=1
⊕
(i1,...,in)∈In
C ei1 ⊗ . . . ⊗ ein ,
with the canonical scalar product and the vector state ϕ associated with Ω.
We define creation and annihilation operators by the continuous linear extension of
{aiΩ = ei,
ai ei1 ⊗ . . . ⊗ ein = 1n+1(i, i1, . . . , in)ei ⊗ ei1 ⊗ . . . ⊗ ein ,
and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a∗i Ω = 0,
a∗i ej = δi,jΩ,
a∗i ej ⊗ ei1 ⊗ . . .⊗ ein = δijei1 ⊗ . . .⊗ ein,
where δi,j is the Kronecker delta. Of course a∗i , is the adjoint of ai. Let ωi = ai + a∗i . For
any natural number N , let a(N) = 1√
N
N∑
i=1
ai, a∗(N) = (a(N))∗ and ω(N) = a(N)+a∗(N).
Proposition 6.7. The family (ωi)∞i=1 is V-monotone independent and consists of identi-
cally distributed non-commutative random variables with mean 0 and variance 1.
Proof. Let Ki = C2, Ωi = (1,0), ei = (0,1) and let ϕi be the vector state associated with
Ωi. Then DV is isomorphic (as a Hilbert space) to the V-monotone product of (Ki,Ωi)i∈I .
One can check that ωi = λ̃i(Ti), where
Ti = [ 0 11 0 ] .
V-monotone independence follows then from Theorem 4.5. Of course, each Ti has the
distribution 1
2
(δ−1 + δ1). 
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Corollary 6.8. The limit distribution of ω(N) (for N →∞) is the V-monotone standard
Gaussian distribution.
Now we show that operators a and a∗ can be approximated in some sense by a(N)
and a∗(N), respectively. We need some auxiliary objects in order to prove this fact.
Definition 6.9. Let Dn be the set of all g ∈ Hn such that
g(x⃗) = {gn,m(x⃗) if x⃗ ∈ Xn,m ∩ [0,1]n for m = 1, . . . , n
0 otherwise,
where x⃗ = (x1, . . . , xn) and gn,m is a polynomial. We put D0 = H0. Define vectors
vN0 (Λ) =Ω
vNn (g) =N−n/2 ∑
(i1,...,in)∈In(N)
g(i1/N, . . . , in/N)ei1 ⊗ . . .⊗ ein ,
where In(N) = In ∩ [N]n and g ∈ Dn.
Lemma 6.10. For any n > 0 and any g ∈ Dn, we have
a(N)vNn (g) = vNn+1(ag)
a∗(N)vNn (g) = vNn−1(a∗ g) +O(1/N),
where the symbol O(1/N) means that the norm of the difference is smaller than C/N for
some C > 0, independent of N .
Proof. The first statement follows directly from definitions of a(N) and vNn . We prove
the second one. Let n ≥ 0 and let g ∈ Dn+1. Then
a∗(N)vNn+1(g) =
N−n/2 ∑
(i1,...,in)∈In(N)
[1n,1(i1, . . . , in) 1
N
i1−1∑
i=1
g(i/N, i1/N, . . . , in/N)
+ 1
N
N∑
i=i1+1
g(i/N, i1/N, . . . , in/N)] ei1 ⊗ . . .⊗ ein
and
(a∗ g)(x1, . . . , xn) =
⎡⎢⎢⎢⎢⎣
1n,1(x1, . . . , xn)
x1
∫
0
dx +
1
∫
x1
dx
⎤⎥⎥⎥⎥⎦
g(x,x1, . . . , xn).
Let αi1,...,in be the coefficient of ei1 ⊗ . . . ⊗ ein in Nn/2(a∗(N)vNn+1(g) − vn(a∗ g)). If(i1, . . . , in) ∈ In,m(N) for m > 1, then it has the following form:
1
N
N∑
i=i1+1
gn+1,m+1(i/N, i1/N, . . . , in/N) −
1
∫
i1/N
dxgn+1,m+1(x, i1/N, . . . , in/N),
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which we rewrite as
(6.2)
N∑
i=i1+1
i/N
∫
(i−1)/N
dx [gn+1,m+1(i/N, i1/N, . . . , in/N) − gn+1,m+1(x, i1/N, . . . , in/N)] .
By the Lagrange Mean Value Theorem, we get
(6.3) ∣gn+1,m+1(i/N, i1/N, . . . , in/N) − gn+1,m+1(x, i1/N, . . . , in/N)∣
= (x − i/N)∣∂x gn+1,m+1(c, i1/N, . . . , in/N)∣
≤ ∥∂x gn+1,m+1∥∞
N
for i ∈ [i1 + 1,N], a real number x ∈ [(i − 1)/N, i/N], and some c between x and i/N (by∥.∥∞ we mean the maximum of a polynomial on [0,1]n+1). Using the triangle inequality
and (6.3), we estimate the absolute value of (6.2) by
N∑
i=i1+1
i/N
∫
(i−1)/N
dx
∥∂x gn+1,m+1∥∞
N
≤ ∥∂x gn+1,m+1∥∞
N
.
If (i1, . . . , in) ∈ In,1, then αi1,...,in can be rewritten as
i1∑
i=1
i/N
∫
(i−1)/N
dx [gn+1,1(i/N, i1/N, . . . , in/N) − gn+1,1(x, i1/N, . . . , in/N)]
− 1
N
gn+1,1(i1/N, i1/N, . . . , in/N)
+ N∑
i=i1+1
i/N
∫
(i−1)/N
dx [gn+1,2(i/N, i1/N, . . . , in/N) − gn+1,2(x, i1/N, . . . , in/N)] .
and we estimate its absolute value similarly by
∥gn+1,1∥∞ +max(∥∂x gn+1,1∥∞, ∥∂x gn+1,2∥∞)
N
.
Hence
∥a∗(N)vNn+1(g) − vn(a∗ g)∥2 = N−n ∑
(i1,...,in)∈In(N)
∣αi1,...,in ∣2
≤ 1
N2
(∥gn+1,1∥∞ + max
m=1,...,n+1
∥∂x gn+1,m∥∞)2 ,
which completes the proof. 
Now we will investigate how the operator ω(N) approximates ω.
Definition 6.11. For each non-crossing pair partition pi, we define recursively the fol-
lowing operators:
api =
⎧⎪⎪⎨⎪⎪⎩
id if pi = {∅}
a∗api′aapi′′ if pi = . .pi′ pi′′ ,
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api(N) =
⎧⎪⎪⎨⎪⎪⎩
id if pi = {∅}
a∗(N)api′(N)a(N)api′′(N) if pi = . .pi′ pi′′ .
Lemma 6.12. For any n > 0, a function g ∈ Dn and every pi ∈ NC2, we have
api(N)Ω = φ(api)Ω +O(1/N)
api(N)vNn (g) = vNn (api g) +O(1/N),
where the symbol O(1/N) means that the norm of the difference is smaller than C/N for
some C > 0, independent of N .
Proof. First note that the norms of a(N), a∗(N) and api(N) are at most 1. It follows
immediately from the facts that ai is a partial isometry and for any i ≠ j we have
aiDV ⊥ aj DV. Note also that the image of any g ∈ Dn under a and under a∗ belongs to
Dn+1 and Dn−1, respectively, for any positive integer n.
We will justify the second equality by induction on the number of blocks of pi. Let
pi′, pi′′ ∈ NC2 be such that pi = . .pi′ pi′′ . We obtain from Lemma 6.10 and from the
induction hypothesis that
api(N)vNn (g) = a∗(N)api′(N)a(N)api′′(N)vNn (g)
= a∗(N)api′(N)a(N) (vNn (api′′ g) +w1)
= a∗(N)api′(N) (vNn (aapi′′ g) + a(N)w1)
= a∗(N) (vNn (api′aapi′′ g) +w2 + api′(N)a(N)w1),
where w1,w2 = O(1/N). Since ∥api′(N)a(N)∥ ≤ 1, we get
w′1 ∶= w2 + api′(N)a(N)w1 = O(1/N)
and thus
api(N)vNn (g) = vNn (a∗api′aapi′′ g) + w′2 + a∗(N)w′1 = vNn (api g) + O(1/N)
(where w′
2
= O(1/N)), because ∥a∗(N)∥ ≤ 1 and the induction is complete. The first
equality can be proven similarly. 
Now we are ready to state and prove the main theorem of this section.
Theorem 6.13. The random variable ω has the standard V-monotone Gaussian distri-
bution.
Proof. We first show that
φ(ωk) = ∑
pi∈NC2(k)
φ(api),
ϕ((ω(N))k) = ∑
pi∈NC2(k)
ϕ(api(N))(6.4)
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for any k ∈ N. We adopt the convention that the value of the sum over the empty set is
equal to zero. Let ε ∈ {1,∗}. We will prove only the first equality, because the second one
can be proven similarly. Observe that the image of Hl under a and a∗ is a subset of Hl+1
and Hl−1 (we put H−1 = {0}), respectively. Define
aε = {a if ε = 1
a∗ if ε = ∗ and sgn (ε) = {
−1 if ε = 1
1 if ε = ∗ .
Assume that ε’s in the operator b = aε1 . . . aεk do not fulfill the conditions
(6.5) {sgn (ε1) + . . . + sgn (εl) ≥ 0 for all 1 ≤ l < k,
sgn (ε1) + . . . + sgn (εn) = 0
(cf. conditions (2.6) in [18]). Then there exists l ∈ [k] such that sgn (εl)+ . . .+ sgn (εk) > 0
and we take the largest such l. If l > 1, then we have
aεl . . . aεk Λ = a∗aεl+1 . . . aεk Λ = a∗CΛ = 0
for some constant C ∈ C. For l = 1 we have bΛ ⊥ Λ. In both cases, φ(b) = 0.
Otherwise there exists pi ∈ NC2 such that b = api, which we shall prove by induction.
We may only consider k = 2n + 2 for some non-negative integer n. Let m ∈ [n] be the
smallest number such that sgn (ε1) + . . . + sgn (ε2m+2) = 0. We have
b = a∗aε2 . . . aε2m+1aaε2m+3 . . . aε2n+2 = a∗api′aapi′′ = api,
where NC2(2n + 2) ∋ pi = . .pi′ pi′′ for some pi′ ∈ NC2(2m) and pi′′ ∈ NC2(2n − 2m), since
both the sequences (ε2, . . . , ε2m+1) and (ε2m+3, . . . , ε2n+2) fulfill (6.5). Of course every
operator api for pi ∈ NC2(2n) has the form aεl . . . aε2n for some sequence (ε1, . . . , ε2n)
satisfying (6.5).
Lemma 6.12 implies that for any pi ∈ NC2
lim
N→∞
ϕ(api(N)) = φ(api).
Combining it with (6.4), we get
lim
N→∞
ϕ((ω(N))k) = φ(ωk)
for any natural number k. The assertion follows then from Corollary 6.8. 
7. Moment generating function
We investigate the distribution of ω. First, we describe how an operator api acts on
functions g ∈ Dn. We introduce two families of polynomials (Ppi)pi∈NC2, (Qpi)pi∈NC2 defined
on [0,1] recursively by
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ppi = 1[0,1] if pi = {∅}
Ppi(x) = [ x∫
0
Ppi′(t)dt + 1∫
x
Qpi′(t)dt]Ppi′′(x) if pi = . .pi′ pi′′ ,
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Qpi = 1[0,1] if pi = {∅}
Qpi(x) = [ 1∫
x
Qpi′(t)dt]Qpi′′(x) if pi = . .pi′ pi′′ .
Remark 7.1. We have Qpi(x) = qpi(1 − x)∣pi∣ for any pi ∈ NC2 and any x ∈ [0,1], where∣pi∣ denotes the number of blocks of pi and where the sequence (qpi)pi∈NC2 is defined by the
following recurrence relation:⎧⎪⎪⎪⎨⎪⎪⎪⎩
qpi = 1 if pi = {∅}
qpi(x) = qpi′qpi′′∣pi′∣ + 1 if pi = . .pi′ pi′′ .
Proof. Let pi = . .pi′ pi′′ . By induction on the number of blocks, we obtain
Qpi(x) =
⎡⎢⎢⎢⎢⎣
1
∫
x
Qpi′(t)dt
⎤⎥⎥⎥⎥⎦
Qpi′′(x) = qpi′
⎡⎢⎢⎢⎢⎣
1
∫
x
(1 − t)∣pi′ ∣ dt
⎤⎥⎥⎥⎥⎦
qpi′′(1 − x)∣pi′′∣
= qpi′(1 − x)∣pi′∣+1∣pi′∣ + 1 qpi′′(1 − x)∣pi
′′∣
= qpi(1 − x)∣pi∣.

Example 7.2. Some examples of Ppi and Qpi for the smallest non-crossing pair partitions
are presented in Fig. 4.
. . Qpi = 1 − x
Ppi = 1
. . . . Qpi = (1 − x)2
Ppi = 1
. .. . Qpi =
(1−x)2
2
Ppi =
x2+1
2
. . . . . . Qpi = (1 − x)3
Ppi = 1
. . . .. . Qpi = (1 − x)3
Ppi = 1
. .. . . . Qpi = (1 − x)3
Ppi = 1
. .. . . . Qpi =
(1−x)3
3
Ppi =
−x3+3x2+1
3
. .. .. . Qpi =
(1−x)3
6
Ppi =
3x2+1
6
Figure 4. Ppi and Qpi for the smallest non-crossing pair partitions
For instance,
Ppi(x) =
⎡⎢⎢⎢⎢⎣
x
∫
0
t2+1
2
dt +
1
∫
x
(1−t)2
2
dt
⎤⎥⎥⎥⎥⎦
⋅ 1 = 3x2 + 1
6
,
where pi = {{1,6},{2,5},{3,4}}.
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Lemma 7.3. Let g ∈ Dn for n ∈ N+ and 1′n = 1n − 1n,1. Then, for any pi ∈ NC2, we have
api Λ = Ppi(1)Λ
(api g)(x⃗) = [Ppi(x1)1n,1(x⃗) +Qpi(x1)1′n(x⃗)]g(x⃗),
where x⃗ = (x1, . . . , xn).
Proof. We will prove only the second equality, by induction on the number of blocks of a
pair partition, the proof of the first one is similar. Let pi = . .pi′ pi′′ . We have
(apig)(x⃗) =
⎡⎢⎢⎢⎢⎣1n,1(x⃗)
x1
∫
0
dx + 1∫
x1
dx
⎤⎥⎥⎥⎥⎦ 1n+1(x, x⃗)(api′aapi′′g)(x, x⃗)
=
1
∫
0
dx1n+1(x, x⃗) [Ppi′(x)1n+1,1(x, x⃗) +Qpi′(x)1′n+1(x, x⃗)]1n+1(x, x⃗)
⋅ [Ppi′′(x1)1n,1(x⃗) +Qpi′′(x1)1′n(x⃗)] g(x⃗)
=
1
∫
0
dx [Ppi′(x)1<(x,x1)1n,1(x⃗) +Qpi′(x)1>(x,x1)1n(x⃗)]
⋅ [Ppi′′(x1)1n,1(x⃗) +Qpi′′(x1)1′n(x⃗)] g(x⃗)
=
x1
∫
0
dx [Ppi′(x)Ppi′′(x1)1n,1(x⃗)] g(x⃗) +
1
∫
x1
dx [Qpi′(x)Ppi′′(x1)1n,1(x⃗)] g(x⃗)
+ 1∫
x1
dx [Qpi′(x)Qpi′′(x1)1′n(x⃗)] g(x⃗)
= 1n,1(x⃗)
⎡⎢⎢⎢⎢⎣
x1
∫
0
Ppi′(x)dx +
1
∫
x1
Qpi′(x)dx⎤⎥⎥⎥⎥⎦Ppi′′(x1)g(x⃗)
+ 1′n(x⃗)
⎡⎢⎢⎢⎢⎣
1
∫
x1
Qpi′(x)dx⎤⎥⎥⎥⎥⎦Qpi′′(x1)g(x⃗)= [1n,1(x⃗)Ppi(x1) + 1′n(x⃗)Qpi(x1)] g(x⃗),
which is our assertion. 
Definition 7.4. Let us introduce two families of real-valued polynomials (Pn)∞n=0 and(Qn)∞n=0, defined on [0,1] recursively by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Q0 = 1[0,1]
Qn+1(x) = n∑
m=0
[ 1∫
x
Qm(t)dt]Qn−m(x),
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
P0 = 1[0,1]
Pn+1(x) = n∑
m=0
[ x∫
0
Pm(t)dt + 1∫
x
Qm(t)dt]Pn−m(x).
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Theorem 7.5. For any natural number n, we have
φ(ω2n) = Pn(1) and φ(ω2n+1) = 0.
Proof. By induction we get
(7.1) Qn(x) = ∑
pi∈NC2(2n)
Qpi(x) and Pn(x) = ∑
pi∈NC2(2n)
Ppi(x).
The assertion follows then from (6.4) and Lemma 7.3. 
Now we want to investigate the moment generating function for the operator ω, namely
M(z) = ∞∑
n=0
ϕ(ωn)zn. Let
f(z, x) = ∞∑
n=0
Pn(x)zn.
Since M(z) = f(z2,1), we state and prove several facts about f(z, x).
Proposition 7.6. For any 0 ≤ ∣z∣ < 1
4
and any x ∈ [0,1], the following integral equation
holds:
(7.2) f(z, x) = 1 + z ⎡⎢⎢⎢⎢⎣
x
∫
0
f(z, t)dt + 1 −
√
2zx + 1 − 2z
z
⎤⎥⎥⎥⎥⎦ f(z, x).
Proof. Let g(z, x) = ∞∑
n=0
Qn(x)zn. We first show that
1
∫
x
g(z, t)dt = 1 −
√
2zx + 1 − 2z
z
for ∣z(1 − x)∣ < 1
2
and z ≠ 0. From (7.1) and Remark 7.1 that Qn(x) = qn(1 − x)n, where(qn)∞n=1 is the sequence of even moments of the standard arcsine distribution (i.e. qn =
2−n(2n
n
)) satisfying the following recurrence relation:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
q0 = 1
qn+1 = n∑
m=0
1
m+1qmqn−m.
Therefore,
g(z, x) = 1√
2zx + 1 − 2z .
Now, we will show by induction that
∣Pn(x)∣ ≤ Cn,
where (Cn)∞n=0 are Catalan numbers, which satisfy the following recurrence relation:⎧⎪⎪⎪⎨⎪⎪⎪⎩
C0 = 1
Cn+1 = n∑
k=0
CkCn−k
.
V-MONOTONE INDEPENDENCE 27
Using the fact that qn ≤ Cn and the induction hypothesis, we have
∣Pn+1(x)∣ ≤ n∑
k=0
⎡⎢⎢⎢⎢⎣
x
∫
0
∣Pk(t)∣dt +
1
∫
x
∣Qk(t)∣dt⎤⎥⎥⎥⎥⎦ ∣Pn−k(x)∣
≤ n∑
k=0
[xCk + (1 − x)Ck]Cn−k = Cn+1.
The assertion follows then from the above inequality and Definition 7.4. 
Now we will give the solution of (7.2) in the implicit form.
Definition 7.7. For 0 < t ≤ exp (√3pi
9
), let S(t) be the inverse function of exp(T (t)) on
[0,∞), where
T (t) =
1
∫
t
sds
s2 − s + 1 = −12 log(t2 − t + 1) −
√
3
3
[arctan (2t−1√
3
) − pi
6
] .
The function S is well defined, since for t < 0 we have T ′(t) = −t
t2−t+1 < 0.
Lemma 7.8. The solution f of the integral equation (7.2) is given by
f(z, x) = [√2zx + 1 − 2zS (√2zx+1−2z
1−2z )]−1
for z ∈ (0, 1
4
) and x ∈ [0,1].
Proof. Fix z ∈ (0, 1
4
). Let y(x) = x∫
0
f(z, t)dt. The equation (7.2) is equivalent to the initial
value problem of the form
(7.3) {y′ (
√
2zx + 1 − 2z − zy) = 1
y(0) = 0 , y = y(x), x ∈ [0,1],
which is an Abel ordinary differential equation of the second kind with an initial condition.
First, we change coordinates
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x = ξ2 + 2z − 1
2z
y = ξ − u(ξ)
z
for ξ ≥ 0. The inverse mapping is given by
{ξ =
√
2zx + 1 − 2z
u = ξ − zy(x).
After differentiation with respect to ξ, our ODE takes the form
1 − u′
ξ
(ξ − z ξ − u
z
) = 1,
where u′ = u′(ξ) = d
dξ
u(ξ). Our new variable ξ belongs to the interval [√1 − 2z,1] and the
initial condition has takes form
u(√1 − 2z) =√1 − 2z.
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Therefore, our initial value problem takes on the form
(7.4) {uu′ − u = −ξ
u(√1 − 2z) =√1 − 2z.
The general solution of the above equation can be found in [19] (under the number
1.3.1.2.) and has the parametric form
{ξ(t) = CeT (t)
u(t) = tξ(t).
Since the curve given above must contain the point (√1 − 2z,√1 − 2z), we conclude that
C =√1 − 2z and t ≥ 0 and thus the solution of problem (7.4) is given by
(7.5) u(ξ) = ξS ( ξ√
1−2z
) .
Since for every z ∈ (0, 1
4
) we have √1 − 2zeT (0) > 1, we conclude that [√1 − 2z,1] is a
subset of (0,√1 − 2zeT (0)], the domain of S. Combining (7.4) with (7.5), we obtain
u′(ξ) = 1 − 1
S ( ξ√
1−2z
) ,
which, after going back to the coordinates (x, y), gives our assertion. 
Corollary 7.9. The moment generating function of the standard V-monotone Gaussian
distribution has the implicit form
(7.6) M(z) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if z = 0
[S ( 1√
1 − 2z2)]
−1
otherwise
for z ∈ (−1
2
, 1
2
).
From the technical point of view, our central limit distribution is not easy to handle.
So far, we have only found the moment generating function in the implicit form. The
situation resembles that of the distribution of TT ∗, where T is the triangular operator,
studied by Dykema and Haagerup [6], who have found the density function in the implicit
form.
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