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Abstract This paper deals with the Landesman-Lazer type problem of elliptic
equations associated with homogeneous Dirichlet boundary conditions. By using
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1 Introduction
In this paper we consider the Landesman-Lazer type problem for the boundary
value problem: { −∆u = λu+ f(x, u), x ∈ Ω;
u(x) = 0, x ∈ ∂Ω
(1.1)
as λ varies near resonance, where Ω ⊂ RN is a bounded domain, and f ∈ C1(Ω×
R) satisfies the Landesman-Lazer type condition:
1∗ Corresponding author: Desheng Li
1
(LC) f is bounded; furthermore,
lim inf
t→+∞
f(x, t) ≥ f > 0, lim sup
t→−∞
f(x, t) ≤ −f < 0 (1.2)
uniformly for x ∈ Ω (where f and f are independent of x).
Such problems can be seen as nonlinear perturbations of the corresponding linear
ones, and has aroused much interest in the past decades; see [5, 7, 8, 15, 19, 20,
24, 3, 1, 2, 11, 4, 26, 18, 17, 23, 6] and references therein.
If λ is not an eigenvalue of the operator A = −∆ (associated with the homo-
geneous Dirichlet boundary condition), it can be easily shown that the solution
set of (1.1) is bounded. This basic fact in turn allows us to show that the problem
has at least a solution by using different means, in particular by means of fixed
point theory and topological degree. Here we are interested in the multiplicity of
solutions of (1.1) as λ varies near an eigenvalue µk of A. The motivation comes
from the work of Mawhin and Schmitt [18, 17], Schmitt and Wang [23] and Chang
and Wang [6], etc.
In [17] the authors proved under appropriate Landesman-Lazer type condi-
tions that if µk is of odd multiplicity, then the problem has at least two distinct
solutions for λ on one side of µk but close to µk, and at least one solution for λ
on the other side. Later the restriction on the multiplicity of µk in this result was
removed by Schmitt and Wang in a general framework on bifurcation of potential
operators in [23]. A pure dynamical argument for Schmitt and Wang’s result on
(1.1) can also be found in [14].
For the first eigenvalue µ1, it was shown in [18] (see [18, Theorems 4 and 5])
and [6] (see [6, Section 3]) that the problem has at least three distinct solutions
for λ in a one-sided neighborhood of µ1, two of which going to infinity and one
remaining bounded as λ → µ1. Our main purpose in this present work is to
extend this elegant result to any eigenvalue µk of A. Specifically, let
βk = min{µk − µk−1, µk+1 − µk}, k = 1, 2, · · ·
(here we assign β1 = µ2 − µ1), and assume that
Mµ
−1/2
1 Lf
∫ ∞
0
(
2 + τ−
1
2
)
e−
1
4
βkτdτ < 1, (1.3)
where M ≥ 1 is a constant depending only upon the operator A, and Lf is the
Lipschitz constant of f . We will show under the above smallness requirement
on Lf that there exists 0 < θ ≤ βk/4 such that (1.1) has at least three distinct
solutions uiλ (i = 0, 1, 2) for each λ ∈ [µk − θ, µk), and u1λ and u2λ go to ∞ as
2
λ → µk whereas u0λ remains bounded on [µk − θ, µk). A “dual” version of the
result also holds true if we replace (1.2) by
lim sup
t→+∞
f(x, t) ≤ −f < 0, lim inf
t→−∞
f(x, t) ≥ f > 0. (1.4)
It is worth noticing that for a given globally Lipschitz continuous function f ,
since βk → +∞ as k → ∞ (hence the integral in (1.3) goes to 0), the condition
(1.3) is automatically fulfilled provided k is sufficiently large.
Our method here is as follows. Instead of transforming (1.1) into an operator
equation and applying the topological degree or other means such as variational
methods, we view the problem as the stationary one of the parabolic equation{
ut −∆u = λu+ f(x, u), x ∈ Ω;
u(x) = 0, x ∈ ∂Ω.
(1.5)
Then we give an existence result on some global invariant manifolds Mcλ for the
semiflow Φλ generated by (1.5) for λ near each eigenvalue µk. Such a manifoldMcλ
contains all the invariant sets of the system. This allows us to reduce the system
on Mcλ and prove, using the shape theory of attractors [12], that there exists
0 < θ ≤ βk/4 such that the system bifurcates from infinity a compact isolated
invariant setK∞λ which takes the shape of a sphere S
m−1 for λ ∈ Λ−k = [µk−θ, µk),
where m is the algebraic multiplicity of µk. Since Φλ is a gradient system, it can
be shown that K∞λ necessarily contains two distinct equilibria of Φλ. These
equilibria are precisely solutions of (1.1). Thus we conclude that the Landesman-
Lazer type problem (1.1) bifurcates from infinity two distinct solutions as λ varies
in Λ−k . Combining this result with some known ones in [14, Theorem 5.2], we
immediately complete the proof of our main results promised above.
Let us mention that our approach is of a pure dynamical nature and is differ-
ent from those in the literature. It allows us to obtain a more clear picture on
the dynamic bifurcation from infinity of the parabolic problem (1.5) near reso-
nance, which, from the point of view of dynamical systems theory, is naturally of
independent interest.
This paper is organized as follows. In Section 2 we present an existence
result on global invariant manifolds of (1.5) in an abstract framework of evolution
equations in Banach spaces. In Section 3 we give a more precise description on
the dynamic bifurcation from infinity of (1.5) and prove our main results.
3
2 Existence of invariant manifolds for nonlinear
evolution equations
Let X be a Banach space with norm ‖ · ‖, and A be a sectorial operator on X
with compact resolvent. Consider the semilinear equation
xt + Ax = λx+ f(x) (2.1)
in X . In this section we present an existence result on global invariant manifolds
for the equation when λ varies near the real part λ0 = Reµ0 of an eigenvalue µ0
of the operator A.
2.1 Mathematical setting
Denote σ(A) the spectrum of A and write Re σ(A) := {Reµ : µ ∈ σ(A)}. Pick a
number a > 0 such that
Re σ(A+ aI) > 0.
Let Λ = A + aI. For each α ≥ 0, define Xα = D(Λα). Xα is equipped with
the norm ‖ · ‖α defined by
‖x‖α = ‖Λαx‖, x ∈ Xα.
It is well known that the definition of Xα is independent of the choice of a.
Let λ0 ∈ Re σ(A). Since A has compact resolvent, λ0 is isolated in Re σ(A).
Hence σ(A) has a spectral decomposition σ(A) = σ1 ∪ σ2 ∪ σ3 with σ2 = {µ ∈
σ(A) : Reµ = λ0} and
σ1 = {µ ∈ σ(A) : Reµ < λ0}, σ3 = {µ ∈ σ(A) : Reµ > λ0}.
Let
γ1 = max{Reλ : λ ∈ σ1}, γ3 = min{Reλ : λ ∈ σ3}.
Then γ1 < λ0 < γ3.
The space X has a corresponding direct sum decomposition X = X1⊕X2⊕X3
with X1 and X2 being finite dimensional. Denote Πi : X → Xi the projection
from X to Xi (i = 1, 2, 3).
Let β = min{λ0 − γ1, γ2 − λ0}, and write
B = B(λ) := A− λI, Bi = B|Xi.
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We infer from Henry [10, Theorems 1.5.3 and 1.5.4] that there exists M ≥ 1
(depending only upon A) such that for α ∈ [0, 1]
‖e−B1t‖ ≤Me 34βt, ‖Λαe−B1t‖ ≤Me 34βt, t ≤ 0, (2.2)
‖e−B2t‖ ≤Meβ4 |t|, ‖Λαe−B2t‖ ≤Meβ4 |t|, t ∈ R. (2.3)
‖Λαe−B3t‖ ≤Mt−αe− 34βt, ‖Λαe−B3tΠ3Λ−α‖ ≤ Me− 34βt, t > 0, (2.4)
(The latter estimates in (2.2) and (2.3) are due to the finite dimensionality of the
spaces X1 and X2.)
Given µ ≥ 0, define a Banach space Xµ as
Xµ =
{
x ∈ C(R;Xα) : sup
t∈R
e−µ|t|‖x(t)‖α <∞
}
,
which is equipped with the norm ‖ · ‖Xµ:
‖x‖Xµ = sup
t∈R
e−µ|t|‖x(t)‖α, ∀ x ∈ Xµ.
The equation (2.1) can be rewritten as
xt +Bx = f(x). (2.5)
For our purposes here, from now on we always assume
(F1) f ∈ C(Xα, X) and is globally Lipschitz for some α ∈ [0, 1).
It is easy to see that this condition also implies that there exists C > 0 such that
‖f(x)‖ ≤ C(‖x‖α + 1), ∀ x ∈ Xα. (2.6)
Under the assumption (F1) the Cauchy problem of (2.5) is well-posed in Xα.
Specifically, for each x0 ∈ Xα the equation (2.5) has a unique strong solution
x(t) = φλ(t; x0) with initial value x(0) = x0 which globally exists on R
+; see, e.g.,
[10, Corollary 3.3.5]. Set Φλ(t)x0 = φλ(t; x0). Then Φλ is a (global) semiflow on
Xα.
2.2 A basic lemma
The following lemma will play a fundamental role in the construction of invariant
manifolds.
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Lemma 2.1 Let β/4 < µ < 3β/4. A function x ∈ Xµ is a solution of (2.5) on
R if and only if it solves the following integral equation
x(t) = e−B2tΠ2x(0) +
∫ t
0
e−B2(t−τ)Π2f(x(τ))dτ
+
∫ t
−∞
e−B3(t−τ)Π3f(x(τ))dτ
−
∫ ∞
t
e−B1(t−τ)Π1f(x(τ))dτ.
(2.7)
Remark 2.2 In case σ1 = ∅ the integral equation (2.7) reduces to
x(t) = e−B2tΠ2x(0) +
∫ t
0
e−B2(t−τ)Π2f(x(τ))dτ
+
∫ t
−∞
e−B3(t−τ)Π3f(x(τ))dτ.
Proof of Lemma 2.1. Let x ∈ Xµ be a solution of (2.5) on R. Write x =
x1 + x2 + x3, where xi = Πix (i = 1, 2, 3). Then for any t, t0 ∈ R,
xi(t) = e
−Bi(t−t0)xi(t0) +
∫ t
t0
e−Bi(t−τ)Πif(x(τ))dτ, i = 1, 2, 3. (2.8)
For i = 1, if t ≤ t0 then by (2.3) we see that
‖e−B1(t−t0)x1(t0)‖α ≤Me 34β(t−t0)‖x(t0)‖α
=Me
3
4
βte−(
3
4
β−µ)t0e−µt0‖x(t0)‖α
≤Me 34βte−( 34β−µ)t0‖x‖Xµ → 0, as t0 → +∞.
(2.9)
Thus setting t0 → +∞ in (2.8) we obtain that
x1(t) = −
∫ ∞
t
e−B1(t−τ)Π1f(x(τ))dτ.
For i = 3, if t0 ≤ 0 then by (2.4) we have
‖e−B3(t−t0)x3(t0)‖α ≤Me− 34β(t−t0)‖x(t0)‖α
= Me−
3
4
βte(
3
4
β−µ)t0
(
eµt0‖x(t0)‖α
)
≤Me− 34βte( 34β−µ)t0‖x‖Xµ → 0, as t0 → −∞.
Hence by (2.8) we deduce that
x3(t) =
∫ t
−∞
e−B3(t−τ)Π3f(x(τ))dτ.
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For i = 2, taking t0 = 0 in (2.4) it yields
x2(t) = e
−B2tx2(0) +
∫ t
0
e−B2(t−τ)Π2f(x(τ))dτ
Combing the above results together one immediately concludes the validity of the
equation (2.7).
Conversely, for each x ∈ Xµ satisfying (2.7) one can easily verify that x is a
solution of (2.5) on R. 
2.3 Existence of global invariant manifolds
We are now ready to state and prove our main result in this section.
Denote
Xαi := Xi ∩Xα, i = 1, 2, 3,
and let Xαij = X
α
i ⊕Xαj (i 6= j).
Theorem 2.3 Suppose that the Lipschitz constant Lf of f satisfies
MLf
∫ ∞
0
(
2 + τ−α
)
e−
β
4
τdτ < 1. (2.10)
Then for each λ ∈ (λ0 − β/4, λ0 + β/4) := J , the semiflow Φλ defined by (2.1)
has a global invariant manifold Mcλ given by
Mcλ = {y + ξλ(y) : y ∈ Xα2 },
where ξλ : X
α
2 → Xα13 is Lipschitz continuous uniformly on λ ∈ J .
Proof of Theorem 2.3. Instead of the original equation we consider the modi-
fied one in (2.5). For each λ ∈ J and y ∈ Xα2 , one can use the righthand side of
equation (2.7) to define a contraction mapping T := Tλ,y on Xβ/2 as follows:
T x(t) = e−B2ty +
∫ t
0
e−B2(t−τ)Π2f(x(τ))dτ
+
∫ t
−∞
e−B3(t−τ)Π3f(x(τ))dτ
−
∫ ∞
t
e−B1(t−τ)Π1f(x(τ))dτ.
We first verify that T maps Xβ/2 into itself.
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For notational convenience, we write
0 ∧ t = min{0, t}, 0 ∨ t = max{0, t}
for t ∈ R. Let x ∈ Xβ/2. By (2.2)-(2.4) and (2.6) we have
‖T x(t)‖α ≤Me
β
4
|t|‖y‖α +MC
∫ 0∨t
0∧t
e
β
4
|t−τ |
(‖x(τ)‖α + 1)dτ
+MC
∫ t
−∞
(t− τ)−αe− 3β4 (t−τ)(‖x(τ)‖α + 1)dτ
+MC
∫ ∞
t
e
3β
4
(t−τ)
(‖x(τ)‖α + 1)dτ,
(2.11)
where C is the constant in (2.6). Simple computations show that
β
4
|t− τ | − β
2
|t| = −β
4
|t− τ | − β
2
|τ |, τ ∈ [0 ∧ t, 0 ∨ t].
It is also easy to see that
e−
β
2
|t| = e−
β
2
|τ+(t−τ)| ≤ eβ2 |t−τ |e−β2 |τ |, t, τ ∈ R.
Thus by (2.11) we find that
e−
β
2
|t|‖T x(t)‖α ≤Me−
β
4
|t|‖y‖α +MC
∫ 0∨t
0∧t
e−
β
4
|t−τ |
[
e−
β
2
|τ |
(‖x(τ)‖α + 1)]dτ
+MC
∫ t
−∞
(t− τ)−αeβ2 |t−τ |e− 3β4 (t−τ)[e−β2 |τ |(‖x(τ)‖α + 1)]dτ
+MC
∫ ∞
t
e
β
2
|t−τ |e
3β
4
(t−τ)
[
e−
β
2
|τ |
(‖x(τ)‖α + 1)]dτ
=Me−
β
4
|t|‖y‖α +MC(‖x‖Xβ/2 + 1
) ∫ 0∨t
0∧t
e−
β
4
|t−τ |dτ
+MC(‖x‖Xβ/2 + 1
) ∫ t
−∞
(t− τ)−αe−β4 (t−τ)dτ
+MC(‖x‖Xβ/2 + 1
) ∫ ∞
t
e
β
4
(t−τ)dτ
≤M‖y‖α +MβC
(‖x‖Xβ/2 + 1), ∀ t ∈ R,
where
Mβ = M
∫ ∞
0
(
2 + τ−α
)
e−
β
4
τdτ. (2.12)
It follows that ‖T x‖Xβ/2 <∞, that is, T x ∈ Xβ/2.
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Next, we check that T is contractive. Let x, x′ ∈ Xβ/2. In a quite similar
fashion as above it can be shown that
e−
β
2
|t|‖T x(t)− T x′(t)‖α
≤MLf
∫ 0∨t
0∧t
e−
β
4
|t−τ |
(
e−
β
2
|τ |‖x(τ)− x′(τ)‖α
)
dτ
+MLf
∫ t
−∞
(t− τ)−αe−β4 (t−τ)
(
e−
β
2
|τ |‖x(τ)− x′(τ)‖α
)
dτ
+MLf
∫ ∞
t
e
β
4
(t−τ)
(
e−
β
2
|τ |‖x(τ)− x′(τ)‖α
)
dτ
≤MβLf‖x− x′‖Xβ/2, ∀ t ∈ R,
(2.13)
where (and below) Mβ is the number given in (2.12). Therefore
‖T x− T x′‖Xβ/2 ≤ MβLf‖x− x′‖Xβ/2.
The condition (2.10) then asserts that T is contractive.
Thanks to the Banach fixed-point theorem, T = Tλ,y has a unique fixed point
γy := γλ,y ∈ Xβ/2 which, by the definition of T , solves the integral equation
γy(t) = e
−B2ty +
∫ t
0
e−B2(t−τ)Π2f(γy(τ))dτ
+
∫ t
−∞
e−B3(t−τ)Π3f(γy(τ))dτ
−
∫ ∞
t
e−B1(t−τ)Π1f(γy(τ))dτ.
(2.14)
(Hence γy(t) is a solution of (2.5) on R with Π2γy(0) = y.)
Let y, z ∈ Xα2 and t ∈ R. Similar to (2.13), by (2.14) we find that
e−
β
2
|t|‖γy(t)− γz(t)‖α
≤Me−β4 |t|‖y − z‖α +MLf
∫ 0∨t
0∧t
e−
β
4
|t−τ |
(
e−
β
2
|τ |‖γy(τ)− γz(τ)‖α
)
dτ
+MLf
∫ t
−∞
(t− τ)−αe−β4 (t−τ)(e−β2 |τ |‖γy(τ)− γz(τ)‖α)dτ
+MLf
∫ ∞
t
e
β
4
(t−τ)
(
e−
β
2
|τ |‖γy(τ)− γz(τ)‖α
)
dτ
≤M‖y − z‖α +MβLf‖γy − γz‖Xβ/2.
Hence
‖γy − γz‖Xβ/2 ≤ M‖y − z‖α +MβLf‖γy − γz‖Xβ/2.
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Therefore
‖γy(0)− γz(0)‖α ≤ ‖γy − γz‖Xβ/2 ≤ L˜0‖y − z‖α, (2.15)
where L˜0 = M/(1−MβLf ) is a constant independent of λ ∈ J .
Now we define a mapping ξλ : X
α
2 → Xα13 as
ξλ(y) = γy(0)− y, y ∈ Xα2 .
Setting t = 0 in (2.14) one finds that
ξλ(y) =
∫ 0
−∞
eB3τΠ3f(γy(τ))dτ −
∫ ∞
0
eB1τΠ1f(γy(τ))dτ (2.16)
for y ∈ Xα2 . Let L0 = L˜0 + 1. It follows by (2.15) that
‖ξλ(y)− ξλ(z)‖α ≤ L0‖y − z‖α, y, z ∈ Xα2 .
Let
Mcλ = {y + ξλ(y) : y ∈ Xα2 }.
ThenMcλ is an invariant manifold of (2.1). ClearlyMcλ is homeomorphic to Xα2 .

3 Bifurcation and multiplicity of (1.1)
Let us now look at the bifurcation and multiplicity of the Landesman-Lazer type
problem of (1.1) when λ crosses any eigenvalue of the operator A = −∆. For this
purpose, we first turn our attention to the dynamic bifurcation of the parabolic
problem {
ut −∆u = λu+ f(x, u), x ∈ Ω;
u(x) = 0, x ∈ ∂Ω,
(3.1)
where f ∈ C1(Ω×R) is globally Lipschitz with Lipschitz constant Lf and satisfies
the (LC) condition in Section 1.
3.1 Mathematical setting
Let H = L2(Ω) and V = H10 (Ω). By (·, ·) and | · | we denote the usual inner
product and norm onH , respectively. The inner product and norm on V , denoted
by ((·, ·)) and ‖ · ‖, respectively, are defined as
((u, v)) =
∫
Ω
∇u · ∇vdx, ‖u‖ =
(∫
Ω
|∇u|2dx
)1/2
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for u, v ∈ V . (The notation ‖ · ‖ is also used to denote the norm of any linear
operator. We hope this will course no confusion.)
Denote A the operator −∆ associated with the homogenous Dirichlet bound-
ary condition. Then A is a sectorial operator on H and has a compact resolvent.
It is a basic knowledge that D(A1/2) = V .
Let
0 < µ1 < µ2 < · · · < µk < · · ·
be the eigenvalues of A. Then
µk+1 − µk → +∞, as k →∞;
(see e.g. [16, Chapter 4]). Denote Wk the eigenspace corresponding to µk.
System (3.1) can be rewritten as an abstract evolution equation in V :
ut +Bu = f˜(u), u = u(t) ∈ V, (3.2)
where B := Bλ = A− λI, and f˜ : V → H is the Nemitski operator given by
f˜(u)(x) = f(x, u(x)), u ∈ V.
One trivially verifies that
|f˜(u1)− f˜(u2)| ≤ L˜‖u1 − u2‖, ∀ u1, u2 ∈ V, (3.3)
where L˜ = Lf/
√
µ1.
Set
βk = min{µk − µk−1, µk+1 − µk}, k = 1, 2, · · · .
(Here we assign β1 = µ2 − µ1.) For each k, if λ ∈ (µk − βk, µk + βk) then the
spectrum σλ(B) of the operator B = Bλ has a spectrum decomposition
σλ(B) = σ
u
λ ∪ σcλ ∪ σsλ,
where σcλ = {µk − λ}, and
σuλ = {µj − λ : j < k}, σsλ = {µj − λ : j > k}.
Clearly
σuλ ⊂ (−∞, 0), and σsλ ⊂ (0,∞).
The space H has a corresponding orthogonal decomposition H = ⊕i=u,c,sHi (in-
dependent of λ) with Hi ⊥ Hj if i 6= j. Set Hus = Hu ⊕Hs.
Let Bi be the restriction of B on Hi, and denote Πi : H → Hi the projection,
where i = u, c, s, us.
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3.2 Dynamic bifurcation from infinity
Denote Φλ(t) the semiflow generated by the initial value problem of (3.2) on V ,
namely, for each u0 ∈ V , u(t) = Φλ(t)u0 is the (unique) strong solution of (3.2)
in V with u(0) = u0. Set
Vi := Hi ∩ V, i = u, s, c, us.
Denote
Mβk =M
∫ ∞
0
(
2 + τ−
1
2
)
e−
1
4
βkτdτ, k ≥ 1.
Then we have the following result about the dynamic bifurcation of (3.2).
Theorem 3.1 Given k ≥ 1, suppose the Lipschitz constant Lf of f satisfies
MβkLf/
√
µ1 < 1. (3.4)
Then there exists 0 < θ < βk/4 such that when λ ∈ Λ−k := [µk − θ, µk), Φλ has a
compact invariant set K∞λ which takes the shape of (m − 1)-dimensional sphere
S
m−1. Furthermore,
lim
λ→µ−k
min{‖v‖ : v ∈ K∞λ } =∞. (3.5)
Remark 3.2 In the above theorem we have employed a topological concept, shape,
without definition. Informally speaking, this notion can be seen as a generalization
of that of homotopy type, and is used to describe topological structures of “bad
spaces” such as invariant sets and attractors for which it is difficult to talk about
homotopy type. It is a basic knowledge that spaces having same homotopy type
enjoy same shape. The interested reader is referred to [12] for details.
Remark 3.3 As βk →∞ as k →∞, it is easy to see by definition that Mβk →
0 as k → ∞. Therefore, for any globally Lipschitz function f , the smallness
requirement (3.4) is automatically satisfied as long as k is large enough.
To prove Theorem 3.1, we need some auxiliary results. The proposition below
is a straightforward application of Theorem 2.3.
Proposition 3.4 Suppose f satisfies (3.4). Then for each λ ∈ (µk − βk/4, µk +
βk/4) := Jk, the semiflow Φλ has a global invariant manifold Mcλ given by
Mcλ = {y + ξλ(y) : y ∈ Vc}, (3.6)
where ξλ : Vc → V13 is globally Lipschitz with Lipschitz constant
Lξλ ≤ L0, ∀λ ∈ Jk (3.7)
for some L0 > 0 independent of λ ∈ Jk.
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Given a function v on Ω, we use v± to denote the positive and negtive parts
of v, respectively,
v± = max{±v(x), 0}, x ∈ Ω.
Then v = v+− v−. The following fundamental result on f is taken from [14] (see
also [13, Section 6]).
Proposition 3.5 [14] Suppose f satisfies the Landesman-Lazer type condition
(LC). Then for any R, ε > 0, there exists s0 > 0 such that∫
Ω
f(x, sv + u)vdx ≥
∫
Ω
(
fv+ + fv−
)
dx− ε
for all s ≥ s0, v ∈ B(1) and u ∈ B(R), where B(r) denotes the ball in H centered
at 0 with radius r.
Henceforth we always assume Lf satisfies (3.4), so for each λ with |λ− µk| <
βk/4, the semiflow Φλ has an invariant manifoldMcλ given by (3.6). If we reduce
the system (3.2) on Mcλ, it takes the form
wt +Bcw = Π2f˜(w + ξλ(w)), w ∈ Vc. (3.8)
Let φλ denote the semiflow generated by (3.8) on Vc.
Since Vc is finite dimensional, all the norms on Vc are equivalent. Hence for
convenience, we equip Vc the norm | · | of H in the following argument.
Given 0 ≤ a < b ≤ ∞, denote
Ξ[a, b] := {x ∈ Vc, a ≤ |x| ≤ b}.
Lemma 3.6 Under the hypotheses (3.4) and (LC), there exist R0 ≥ 0 and c0 > 0
such that the following assertions hold.
(1) If λ ∈ [µk, µk + βk/4), then for any solution w(t) of (3.8) in Ξ[R0,∞], we
have
d
dt
|w|2 ≥ c0|w|. (3.9)
(2) For any R > R0, there exists 0 < ε < βk/4 such that if λ ∈ [µk − ε, µk),
then (3.9) holds true for any solution w(t) of (3.8) in Ξ[R0, R].
(3) There exists θ > 0 such that for each λ ∈ [µk − θ, µk), the semiflow φλ has
a positively invariant set Nλ = Ξ[aλ, bλ] with aλ, bλ →∞ as λ→ µ−k .
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Proof. Taking the inner product of (3.8) with w in H , it yields
1
2
d
dt
|w|2 + (µk − λ)|w|2 =
(
Π2f˜(w + ξλ(w)), w
)
=
(
f˜(w + ξλ(w)), w
)
. (3.10)
Let us first estimate the last term in (3.10).
As the norm | · |L1(Ω) of L1(Ω) and that of H are equivalent on Vc, one easily
sees that
min{|v|L1(Ω) : v ∈ Vc, |v| = 1} := r > 0. (3.11)
Pick a number δ > 0 with δ ≤ min{f, f}. We infer from the representation of ξλ
and the boundedness of f that ξλ is uniformly bounded on λ. Thus by virtue of
Proposition 3.5 there exists s0 > 0 such that when s ≥ s0,
(
f˜(sv + ξλ(sv)), v
)
=
∫
Ω
f(x, sv + ξλ(sv))v dx
≥
∫
Ω
(
fv+ + fv−
)
dx− 1
2
rδ
(3.12)
for all v ∈ B(1).
Now we rewrite
w = sv, where s = |w|.
Then v ∈ B(1). Suppose s ≥ s0, by (3.12) one finds that
(
f˜
(
w + ξλ(w)), w
)
= s
∫
Ω
f (x, sv + ξλ(sv)) vdx
≥ s
(∫
Ω
(
fv+ + fv−
)
dx− 1
2
rδ
)
.
Observing that ∫
Ω
(
fv+ + fv−
)
dx− 1
2
rδ
≥δ
∫
Ω
|v|dx− 1
2
rδ ≥ (by (3.11)) ≥ 1
2
rδ,
we conclude that (
f˜
(
w + ξλ(w)), w
) ≥ 1
2
rδs =
1
2
rδ|w|. (3.13)
Combining (3.13) and (3.10) together we find that
d
dt
|w|2 ≥ 2 (λ− µk) |w|2 + rδ|w| (3.14)
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as long as |w(t)| ≥ s0.
Set R0 = s0, c0 = rδ/2. Assume λ ∈ [µk, µk + βk/4). Then λ − µk ≥ 0, and
we infer from (3.14) that if |w| ≥ R0 then
d
dt
|w|2 ≥ rδ|w| > c0|w|.
Hence assertion (1) holds.
Now assume λ < µk. Let R > R0. Choose an ε > 0 sufficiently small so that
εR2 < rδs0/4. Then if λ ∈ [µk − ε, µk), for any solution w(t) of (3.8) in Ξ[R0, R],
by (3.14) we deduce that
d
dt
|w|2 ≥ −2|λ− µk|R2 + rδ|w|
≥ −2θR2 + 2c0|w|
=
(
c0|w| − 2θR2
)
+ c0|w|
≥ c0|w|,
which justifies assertion (2).
Note that (3.9) implies that Ξ[R,∞] is positively invariant for φλ when λ ∈
[µk − ε, µk).
Let Rj = R0 + j (j = 1, 2, · · · ). Then for each j, we deduce by assertion (2)
that there exists εj > 0 such that if λ ∈ [µk − εj, µk), (3.9) holds true for any
solution w(t) of (3.8) in Ξ[R0, Rj ]. Hence Ξ[Rj ,∞] is positively invariant for φλ
when λ ∈ [µk − εj, µk).
On the other hand, by the boundedness of f we have(
f˜(w + ξλ(w)), w
) ≤ ∣∣f˜(w + ξλ(w))∣∣ |w| ≤ C |w|
≤ µk − λ
2
|w|2 + C(λ),
(3.15)
where C(λ)→ +∞ as λ→ µ−k . Combining (3.15) with (3.10), we find that
d
dt
|w|2 ≤ −(µk − λ)|w|2 + 2C(λ).
Thanks to the classical Gronwall lemma,
|w(t)|2 ≤ e−(µk−λ)t|w(0)|2 + (1− e−(µk−λ)t) 2C(λ)
µk − λ, t ≥ 0. (3.16)
By (3.16) it is easy to verify that if
ρ ≥
√
2C(λ)/(µk − λ) := ρλ,
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then {v ∈ Vc : |v| ≤ ρ} is positively invariant.
We may assume ε1 > ε2 > · · · > εj → 0. Then
[µk − ε1, µk) =
⋃
j≥1
[µk − εj , µk − εj+1).
Set θ = ε1, and let λ ∈ [µk − θ, µk). If λ ∈ [µk − εj, µk − εj+1), we take
aλ = Rj , bλ = Rj + ρλ.
Clearly aλ, bλ →∞ as λ→ µ−k . We infer from the above argument that Ξ[aλ, bλ]
is positively invariant under the system φλ, hence assertion (3) holds true. 
Now let us turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. Let k ≥ 1, and let θ be the number given in Lemma
3.6. Assume λ ∈ [µk − θ, µk). Then Lemma 3.6 (3) asserts that Nλ = Ξ[aλ, bλ] is
a positively invariant set of φλ. Set
A∞λ =
⋂
τ≥0
⋃
t≥τ
φλ(t)Nλ.
By the basic knowledge in the attractor theory (see e.g. [9, 25]) we know that
A∞λ is the global attractor of φλ restricted on the phase space X = Nλ.
Since Nλ has the homotopy type of an (m − 1)-dimensional sphere Sm−1,
it shares the same shape of Sm−1. Therefore employing the shape theory of
attractors in [12] (see also [21]), A∞λ has the shape of Sm−1.
Let
K∞λ = {w + ξλ(w) : w ∈ A∞λ }.
Then K∞λ ⊂Mcλ is a compact invariant set of the original system Φλ which takes
the shape of an (m− 1)-dimensional sphere.
The conclusion in (3.5) directly follows from the fact that aλ, bλ → +∞ as
λ→ µ−k . The proof of the theorem is complete. 
3.3 Bifurcation and multiplicity of (1.1)
We are now ready to state and prove our main result in this work.
Theorem 3.7 Assume f satisfies the Landesman-Lazer type condition (LC). Let
µk be an eigenvalue of A. Suppose Lf satisfies (3.4). Then there exists 0 < θ <
βk/4 such that the problem (1.1) has at least three distinct solutions u
i
λ (i = 0, 1, 2)
for each λ ∈ Λ−k = [µk − θ, µk), and u1λ and u2λ go to ∞ as λ → µ−k whereas u0λ
remains bounded on Λ−k .
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Remark 3.8 It is known under the hypotheses of Theorem 3.7 that (1.1) has at
least one solution for all λ ∈ R; see, e.g., [14, Theorem 5.3].
Proof. Let µk be an eigenvalue of A, and let θ be the number given in Theorem
3.1. Then Theorem 3.1 asserts that for each λ ∈ Λ−k = [µk − θ, µk), the system
Φλ has a compact invariant set K
∞
λ . We first show that K
∞
λ contains at least two
distinct solutions u1λ and u
2
λ of (1.1).
Since K∞λ has the shape of S
m−1, it consists of at least two distinct points u
and v. If both u and v are equilibrium points of Φλ then we are done with u
1
λ = u
and u2λ = v. Thus we assume, say, v is not an equilibrium of Φλ. Let γ = γ(t) be
a complete solution of Φλ contained in K
∞
λ , γ(0) = v. As Φλ is a gradient system
(and hence there is no homoclinic structure in K∞λ ), the ω-limit ω(γ) and α-limit
α(γ) of γ do not intersect. Because ω(γ) and α(γ) consist of equilibrium points,
we deduce that Φλ has at least two distinct equilibria in K
∞
λ . Consequently (1.1)
has two distinct solutions u1λ and u
2
λ.
By virtue of (3.5) it is clear that
lim
λ→µ−k
‖uiλ‖ =∞, i = 1, 2. (3.17)
We also infer from [14, Theorem 5.3] that for each λ ∈ Λ−k , Φλ has an equi-
librium u0λ which remains bounded as λ varies in Λ
−
k . In consideration of (3.17)
it can be assumed that u0λ 6= uiλ for i = 1, 2. Then uiλ (i = 0, 1, 2) are solutions of
(1.1) fulfilling the requirements of the theorem. 
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