Abstract-Both theory and a wealth of empirical studies have established that ensembles are more accurate than single predictive models. Unfortunately, the problem of how to maximize ensemble accuracy is, especially for classification, far from solved. In essence, the key problem is to find a suitable criterion, typically based on training or selection set performance, highly correlated with ensemble accuracy on novel data. Several studies have, however, shown that it is difficult to come up with a single measure, such as ensemble or base classifier selection set accuracy, or some measure based on diversity, that is a good general predictor for ensemble test accuracy. This paper presents a novel technique that for each learning task searches for the most effective combination of given atomic measures, by means of a genetic algorithm. Ensembles built from either neural networks or random forests were empirically evaluated on 30 UCI datasets. The experimental results show that when using the generated combined optimization criteria to rank candidate ensembles, a higher test set accuracy for the top ranked ensemble was achieved, compared to using ensemble accuracy on selection data alone. Furthermore, when creating ensembles from a pool of neural networks, the use of the generated combined criteria was shown to generally outperform the use of estimated ensemble accuracy as the single optimization criterion.
I. INTRODUCTION
An ensemble is a composite model, aggregating multiple base models into one predictive model. An ensemble prediction, consequently, is a function of all included base models. The main motivation for using ensembles is the fact that combining several models using averaging will eliminate uncorrelated base classifier errors, see e.g., [1] . This reasoning, however, requires the base classifiers to commit their errors on different instances -clearly there is no point in combining identical models. Informally, the key term diversity is therefore used to denote the extent to which the base classifiers commit their errors on different instances.
The vital finding that ensemble error depends not only on the average accuracy of the base models, but also on their diversity was formally derived in [2] . From this, the overall goal when designing ensembles seems to be fairly simple, i.e., somehow combine models that are highly accurate but diverse. Base classifier accuracy and diversity are, however, highly correlated, so maximizing diversity will most likely reduce the average base classifier accuracy. Moreover, diversity is not uniquely defined for classification, further complicating the matter. As a matter of fact, numerous different diversity measures have been suggested, often in combination with quite technical and specialized ensemble creation algorithms. So, although there is strong consensus that ensemble models will outperform even the most accurate single models, there is no widely accepted solution to the problem of how to maximize ensemble accuracy.
When selecting base models for an ensemble, one would typically do this based on some performance measure obtained on training and/or selection data. Frequently used performance measures are of course base classifier selection set accuracy and ensemble selection set accuracy, but also numerous diversity measures. Several studies show that these selection criteria are, however, often not well correlated with ensemble accuracy on novel data, see e.g., [3] [4] [5] . Clearly, in order to be useful for maximizing ensemble accuracy, a selection criterion well correlated with ensemble test accuracy is required. Specifically, ranking ensembles using a suggested criterion on training or selection data should agree fairly well with ranking ensembles on test set accuracy.
With this in mind, the overall purpose of this paper is to investigate whether better performance can be obtained by combining several atomic performance measures. It should be noted that we do not strive for a single universal criterion, applicable to all learning tasks, but instead suggest a method for optimizing the optimization criterion for each dataset. More specifically, the suggested technique uses MultiObjective Genetic Algorithms (MOGAs) [6] in order to find an optimal combination of the available performance measures.
II. BACKGROUND AND RELATED WORK
When Krogh and Vedelsby in [2] derived the result that the ensemble error depends not only on the average error of the base models, but also on their diversity 1 , this was very encouraging for the use of ensembles, since it in fact proved that an ensemble will always have higher accuracy than the average accuracy obtained by the base models. In the derived equation, the ensemble error, E, is expressed as the difference between the average error of the base models E , and the ensemble diversity A , measured as the weighted average of the squared differences in the predictions of the base models and the ensemble.
For regression using averaging, this is equivalent to: 1 Krogh and Vedelsby used the term ambiguity instead of diversity. In this paper, the more common term diversity is, however, used.
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where the first term is the (possibly weighted) average of the individual classifiers and the second is the amount of variability among ensemble members, i.e., the diversity term. Since diversity is always positive, this decomposition proves that the ensemble error E, will always be higher than E , i.e., the average error of the individual models. As mentioned above, the two terms are, however, normally highly correlated, making it necessary to balance them instead of just maximizing diversity. Furthermore, for classification, where a zero-one loss function is used, it is, not even possible to decompose the ensemble error into error rates of the individual classifiers and a diversity term. Instead, algorithms for ensemble creation typically use heuristic expressions trying to approximate the unknown diversity term. Naturally, the goal is again to find a diversity measure highly correlated with majority vote accuracy.
For a survey of approaches where diversity in some way has been utilized to build ensembles, see [7] . One typical example is when Giacinto and Roli, in [8] , form a pair-wise diversity matrix, using the double fault measure and the Q statistic to select classifiers that are as diverse as possible. For the actual ensemble creation, they searched through the set of pairs of classifiers, adding one base classifier at a time, until the desired number of ensemble members is reached. In a similar fashion, Margineantu and Dietterich, in [9] , also search out the pairs of classifiers with lowest kappa-value (highest diversity) from a set of classifiers produced by AdaBoost. Giacinto and Roli in [10] , also applied a hierarchical clustering approach were ensembles are clustered based on pair-wise diversity. In the suggested approach, the final ensemble was formed by picking a classifier from each cluster, and step-wise joining the two least diverse classifiers until all classifiers belong to the same cluster. The ensemble used in the end is the ensemble with highest accuracy on a selection set. Banfield et al., finally, in [11] , considered only the uncertain data points, in order to exclude base classifiers failing on a larger proportion of these instances. It should be noted that all these approaches select ensembles based on diversity between pairs of classifiers, rather than on ensemble diversity.
When Kuncheva and Whitaker studied ten statistics measuring diversity among binary classifier outputs, i.e., correct or incorrect vote for the class label, all diversity measures evaluated showed low or very low correlation with test set accuracy; see [3] . These results were also confirmed in another study, where an empirical evaluation was performed using the same ten diversity measures together with artificial neural network (ANN) ensembles on 11 UCI datasets; see [4] . In [5] , it was reported that although techniques like resampling and varied architectures do produce more diverse base classifiers, this does not lead to more accurate ensembles. As a matter of fact, in that study, only ensemble training accuracy and base classifier training accuracy showed positive correlations with ensemble test accuracy. For diversity measures evaluated, the opposite was true, i.e., ensembles with low diversity were generally more accurate. In [12] , it was investigated whether it is possible to somehow use results on training or selection data to estimate ensemble performance on novel data. With the specific setup evaluated, i.e., using ensembles built from a pool of independently trained ANNs, all with the same number of base classifiers, and targeting diversity only implicitly, the answer was a resounding no. Despite the fact that the measures evaluated included all the most frequently used, i.e., ensemble training and selection set accuracy, base classifier training and selection set accuracy, ensemble training and selection set AUC and diversity measured as double fault or difficulty, the results clearly showed that there was in general nothing to gain, in performance on novel data, by choosing an ensemble based on any of these measures. The empirical study showed not only that correlations between available training or selection measures and test set performance are very low, but also that there is no indication that ensembles with better performance on training or selection data would keep this edge on test data.
III. METHOD
The purpose of this study was to evaluate combinations of measures that could be used to estimate ensemble accuracy on independent test data. More specifically, we investigated using altogether four measures, either separately or somehow combined.
The four measures were: ensemble accuracy (EA), base classifier accuracy (BA), and the diversity measures Kohavi-Wolpert (KW) and difficulty (DI). It should be noted that EA is the accuracy obtained by the ensemble, while BA refers to the average accuracy obtained by the base classifiers, on a specific dataset.
Let l(z j ) denote the number of classifiers correctly recognizing the instance z j , L be the number of base classifiers and N the number of instances. Then, the KohaviWolpert variance [13] , is defined as:
The difficulty measure was introduced in [14] by Hansen and Salomon. Let X be a random variable taking values in {0/L, 1/L,…, L/L}. X is defined as the proportion of classifiers correctly classifying an instance x drawn randomly from the dataset. To estimate X, all L classifiers are evaluated on the dataset. The difficulty θ is then defined as the variance of X.
In this study, only the above two diversity measures are included since they have been demonstrated to perform better than other measures, see e.g., [4] . In principle, however, any diversity measure could be included.
A. Ensemble Settings Two types of base classifier were considered in this study: ANNs and decision trees (DTs). 45 base classifiers of each type were initially generated for each training set.
For ANN ensembles, some basic implicit diversity is introduced just by randomizing the starting weights. Several methods strive for increasing diversity further by splitting available data in order to train each base model (here ANN), on a slightly different training set. Such resampling techniques can divide the available data either by features or by instances. For ANN ensembles, it is also possible to use ANNs with different architectures in the ensemble. If the base classifiers are standard, fully-connected, feed-forward ANNs, the architectures can be varied by using different number of hidden layers, and of course, different number of units in each layer. According to Brown et al., random initialization of weights is generally ineffective for producing diverse ANNs; see [15] . The reason is that ANNs often converge to the same, or very similar optima, in spite of starting in different parts of the space. In addition, Brown et al. also state that manipulation of ANN architectures most often turns out to accomplish little. Regarding resampling, finally, Brown et al. say that the view is that it is more effective to divide training data by feature than by instance.
In this study, three sets of ANNs, each consisting of 15 ANNs, were generated. In the first set, the ANNs did not have a hidden layer, thus resulting in weaker models. The ANNs in the second set had one hidden layer, where the number of units, h, was based on dataset characteristics, but also slightly randomized for each ANN; see (4).
Here, v is the number of input variables and c is the number of classes. rand is a random number in the interval [0, 1] . This set represents a standard setup for ANN training.
In the third set, each ANN had two hidden layers, where h 1 in (5) determined the number of units in the first hidden layer, and h 2 in (6) determined the number of units in the second layer. Again, v denotes the number of input variables and c the number of classes. Naturally, the purpose of using varied architectures was to produce a fairly diverse set of ANN base classifiers.
In the experiments, 4-fold cross-validation was employed. For each fold, two thirds of the available training data was used for generating the base classifiers and one third was used for selection. All ANNs were trained without early stopping validation, leading to slightly over-fitted models. In order to introduce some further implicit diversity, each ANN used only 80 % of the available features, drawn randomly. Majority voting was used to determine ensemble classifications.
Targeting diversity is inherent in random forest models [16] , even if no diversity measure is explicitly maximized. A single tree in a random forest is very similar to a standard decision tree like C4.5 [17] or CART [18] . The basic idea is, however, to directly create an accurate decision tree ensemble, by introducing randomness in both the instance selection and in the feature selection. The random forests considered in this study consisted of 45 unpruned 2 trees, where each tree was generated from a bootstrap replicate of the training set [19] , and at each node in the tree generation, only a random subset of the available features was considered for partitioning the examples. The size of the subset was in this study set to the square root of the number of available features, as suggested in [16] . The set of instances used for estimating class probabilities, i.e., the estimation examples, consisted of the entire set of training instances. In the actual experimentation, the random forests were trained using the Rule Discovery System [20] .
B. Experiments
The empirical study was divided into two experiments. The purpose of the first experiment was to search for combinations of measures, able to outperform ensemble accuracy as selection criteria. Naturally, combining accuracy measures with diversity measures fits very well into the original Krogh-Vedelsby idea, i.e., that ensembles should consist of accurate models that disagree in their predictions. The purpose of the second experiment was to evaluate the found complex performance measures. More specifically, these complex criteria were used to guide another GA search, but now among all possible ensembles, consisting of base classifiers from the pre-trained pools. So, in summary, in the first experiment, promising ensembles are selected from a fixed number of available ensembles, while in the second experiment, available base classifiers are freely combined into ensembles.
In the first experiment, 5000 random ensembles, where the number of base classifiers was normally distributed between 2 and 45, were used. The base classifiers were drawn at random from the 45 pre-trained models without replacement. For the actual search, MOGA was used to optimize the combination of measures. More specifically, the MOGA function 'gamultobj' in Matlab was used [21] .
Each individual in the MOGA population was represented as a vector, consisting of four float values. Each value corresponds to a weight for a specific performance measure (i.e., EA, BA, KW and DI). In Experiment 1, the complex optimization criterion used for selection was the weighted sum of the four measures. For the MOGA, the following two objectives (fitness functions) were used:
• Maximizing correlation between the complex optimization criterion, and the ensemble accuracy on the selection set, measured on the 5000 ensembles.
• Maximizing average ensemble accuracy on the selection set for the top 5% ensembles, when all 5000 were ranked using the complex optimization criterion. The purpose of the first objective was to achieve a solution that could rank the 5000 ensembles as well as possible, while the purpose of the second objective was to make the solution able to pinpoint the most accurate ensembles.
When using MOGA, the result is a set of solutions, residing in the Pareto-front. If A j i ∈ ≠ , where a j is better than a i on all criteria.
In the experiments, three specific solutions generated by the MOGA (and consequently residing in the Pareto front) were evaluated. More specifically, first the two individual solutions with best performance on each single objective were selected. These two solutions correspond to the two edges of the Pareto front, and are very similar to solutions achieved by optimizing each objective separately. The only difference to single objective search is that if there are ties, the solution with best performance on the second objective is guaranteed to be selected, which would not be the case in single objective search. The third solution selected was the one closest to the median of all the solutions in the Pareto front along both objectives. The Euclidian distance was used to find the ensemble closest to the median. This solution was selected, with the obvious motivation that it represents one of the solutions with highest correlation with selection set accuracy and at the same time one of the solutions leading to high ensemble accuracy among the top ranked ensembles.
For the actual evaluation of the solutions (complex optimization criteria) found, the test set accuracy of the highest ranked ensemble, from among the 5000, is reported. Naturally, when ranking the ensembles, the weighted sum of measures, as represented by the MOGA solution, is used. If there are several top ranked solutions, the average test accuracy of all ensembles selected, are reported.
The default settings for Matlab's GA toolbox were used when running the MOGA, except for the settings described in Table I . In Experiment 2, GA was again used, now for searching for ensembles maximizing a complex optimization criterion. Here, the three sets of weights found in the first experiment were used, i.e., the search was standard GA looking for an ensemble maximizing the specific complex optimization criterion used. As comparison, results from employing GA to optimize EA only are included. In this experiment, no restriction on the size of the ensembles was enforced, except that an ensemble should consist of at least two base classifiers. The second experiment used the same two sets of base classifiers from which ensembles were constructed in the first experiment. In Experiment 2, each individual in the GA population is a bitstring of length 45, where a '1' in any location indicates that the base classifier with the corresponding index should be included in the ensemble. For experimentation, the default settings for Matlab's GA toolbox were used, except for the settings described in Table II . C. Datasets For this study, 30 datasets from the UCI Repository [22] was used. For a summary of the characteristics of the data sets, see Table III . No. is a numbering used in the result tables instead of abbreviations. Inst. is the total number of instances in the data set. Cl. is the number of output classes in the data set. Var. is the number of input variables. 
IV. RESULTS
The results from the first experiment are presented in Table  IV . The tabulated values are 4-fold test set accuracies for the highest ranked ensemble using the different atomic measures or combinations of measures. In the first four columns, the results when using ANNs as base classifiers are tabulated, while the results using random forests are shown in the last four columns. The column Ensemble Accuracy (EA) tabulates the results when using only ensemble accuracy as selection criteria. The columns Med, Corr and Top show results for using the complex selection criteria, found by the MOGA. The row Mean shows the average accuracy over all datasets. The row Rank, finally, contains the average ranks among the results from each set of base classifiers. The statistical test suitable for comparisons between several different algorithms over many datasets is a Friedman test. However, since we are primarily interested in comparing the results obtained when using any of the complex optimization criteria with the results achieved when using only ensemble accuracy, the tabulated wins, draws and losses can still provide valuable insights on each of these three results compared to the ensemble accuracy and will be presented below.
The Friedman test did not detect any significant differences for either ANNs or random forests. For random forests, however, all the complex optimization criteria were clearly better than ensemble accuracy. Considering ANNs, at least the median solution were clearly better than ensemble accuracy.
The standard, one-tail sign test is suitable to use when comparing two algorithms on many datasets. When using a sign test to compare two algorithms on 30 datasets, 20 wins or more are required for statistical significance at α = 0.05, while 19 wins has a p-value of 0.1002. Table V shows the number of wins, draws and losses for the three different complex optimization criteria against ensemble accuracy.
Results that are significant when comparing two algorithms at α = 0.05 are bold and underlined, while results only underlined are significant at α = 0.10. As seen in Table V , the use of a complex optimization criterion for selecting ensembles was quite successful. As a matter of fact, in five of six comparisons, it was clearly better to use an ensemble selected based on the complex criterion, compared to an ensemble selected based on selection set accuracy only. When the results were evaluated using a Friedman test, no significant differences could be detected between the complex optimization criteria and ensemble accuracy for ANNs, even though both the correlated and the top solution were clearly better than ensemble accuracy. No significant differences could be detected for random forests either, but here, the median solution was clearly better than the correlated solution. Table VII below shows the number of wins, draws and losses for the three different complex optimization criteria, against the GA using only EA as objective. The results in Table VII are a bit mixed. When using ANNs as base classifiers, it is always clearly better to use a complex optimization criterion. For random forests, however, there is very little difference between using the complex criterion and just ensemble accuracy. As seen in Table VIII , it is obvious that the unlimited search among all possible ensembles, using the 45 base classifiers is, at least for ANNs, generally a stronger approach than selecting from a smaller subset (here 5000) of ensembles. This is despite the fact that these 5000 ensemble were actually the ones used for finding the optimization criteria. It is also worth noting that for all fitness functions, the use of a complex optimization criterion to search for the best ensemble (in Experiment 2) was better than what was achieved using ensemble accuracy in Experiment 1.
V. CONCLUSIONS
We have in this paper suggested a novel technique for constructing nsembles, where a genetic algorithm is used for combining several atomic measures into a complex optimization criterion. It should be noted that this optimization criterion is itself optimized for each dataset. The selected combined criterion can then be used for evaluating a set of candidate ensembles or for searching for a set of ensemble base classifiers. When selecting a specific ensemble from a number of existing ensembles, experimental results presented in this work, clearly show that it is generally beneficial to use an optimized combined criterion, instead of ensemble accuracy as the single criterion. When using the complex criterion as fitness function in a GA search aimed at selecting base classifiers from a pool to form an ensemble, the results are not as clearcut. For ANNs base classifiers, the experimental results give strong evidence for that it is better to use the combined optimization criterion, but for random forests, there is only marginal difference between using the combined criterion and ensemble accuracy alone.
VI. DISCUSSION
The approach presented here show promising results for both ensembles of ANNs and DTs. The experimental results demonstrate that it is clearly better to use the novel approach when selecting from a set of existing ensembles. They also show that a complex optimization criterion is better for an unlimited search among all possible ensembles when using ANNs as base classifiers. For DTs, however, the novel approach does not give any competitive advantage over using just ensemble selection set accuracy as optimization criterion, as seen in Experiment 2. The reason for this difference in applicability to different types of base classifiers, as well as future enhancements of the overall approach, is the focus of future work.
