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Abstract
We discuss two models which describe the charging and discharging of a lithium-
ion battery and especially the hysteretical behaviour therein. We give an overview
on the modelling process for a discrete many particle model and a continuous many
particle model. The former results in an axiomatic description of macroscopic quan-
tities while the latter gives a nonlinear Fokker–Planck equation. We analyse the
discrete many particle model and later compare its properties to the continuous
many particle model.
The nonlinear Fokker–Planck equation is analysed with respect to existence and
uniqueness of solutions as well as qualitative behaviour of solutions. The nonlinearity
in this partial differential equation stems from a coefficient which depends on the
solution first non-local and second in a higher order, i.e. it depends on the solution
as a function in C(Ω̄) and not only in L2(Ω). We use interpolation spaces and
semigroups generated from sectorial operators to show the existence and uniqueness
of solutions locally in time. We also show the positivity and regularity of solutions.
The global existence in time relies on estimates for the dissipation of an energy.
The suitable energy is related to the L logL norm and so a Gagliardo-Nirenberg
inequality is needed to connect this back to L2(Ω) estimates. It turns out that the
conditions for global in time existence of solutions are exactly what one expects from
a physical point of view. The condition is that the loading state of the battery shall
never exceed the state of being totally empty or totally full.
The investigation of the qualitative behaviour of solutions to the nonlinear Fokker–
Planck equation is done by numerical simulations and matched formal asymptotics.
In order to verify the numerical experiments, we show convergence of the numerical
solutions. For this we exploit that the discrete operators inherit properties from
their original counterparts. We do not rely on high regularity of the solution or of
the initial data.
We document the behaviour of solutions to concentrate at certain points in nu-
merical experiments. Together with the results from formal asymptotic expansions,
we see that the limiting behaviour for a certain scaling of the appearing parameters
results in the formation of Dirac measures. This is congruent with known results for
the linear Fokker–Planck equation. In the nonlinear case at hand we observe next
to the mentioned concentration of solutions a hysteresis in the dynamics of global
quantities. The evolution of the global quantities, which we observe in numerical
simulations, is the same that results from the discrete many particle model and one
observes hysteretic behaviour in macroscopic quantities.
iv
Zusammenfassung
In dieser Arbeit untersuchen wir zwei Modelle, die das Laden und Entladen einer
Lithium-Ionen Batterie beschreiben. Beide Modelle zielen darauf ab eine Hysterese
in dem Spannungs-Ladungs-Verlauf widerzuspiegeln. Wir skizzieren den Modellie-
rungsprozess von einem diskreten vielteilchen Modell und einem kontinuierlichen
vielteilchen Modell. Das erste führt zu einer axiomatischen Beschreibung der Evolu-
tion makroskopischer Größen, während das zweite in eine nichtlineare Fokker–Planck
Gleichung mündet. Das diskrete vielteilchen Modell wird analysiert um das kontinu-
ierliche vielteilchen Modell zu motivieren und es später mit diesem vergleichen zu
können.
Wir untersuchen die Existenz und Eindeutigkeit von Lösungen einer nichtlinearen
Fokker–Planck Gleichung, sowie deren qualitative Eigenschaften. Die Nichtlinearität
dieser partiellen Differentialgleichung kommt von einem Koeffizienten, der von der
Lösung auf eine nichtlokale Weise abhängt. Dieser Koeffizient hängt von der Lösung
als Funktion in C(Ω̄) ab. Da wir in den Räumen H1(Ω) und H−1(Ω) arbeiten, brau-
chen wir Interpolationsräume und Halbgruppen sectorieller Operatoren um einen
semilinearen Charakter der partiellen Differentialgleichung zu erhalten und auszu-
nutzen. Somit zeigen wir letztendlich Eindeutigkeit und Existenz von Lösungen in
der Zeit. Wir zeigen auch die positivität von Lösungen und deren Regularität. Um
globale Existenz zu erhalten, müssen wir die Dissipation einer mit dem Modell ver-
knüpften Energie abschätzen. Diese Energie ist verwandt mit der L logL Norm. Um
also Beschränkheit in L2(Ω) zu erhalten, müssen wir eine Gagliardo-Nirenberg Un-
gleichung benutzen. Es stellt sich heraus, dass die notwendigen und hinreichenden
Bedingungen zur globalen Existenz von Lösungen solche sind, welche man aus einer
physikalischen Sicht erwarten würde. Man benötigt den Umstand, dass der Ladezu-
stand der Batterie niemals die Werte voll oder leer über- oder unterschreitet.
In einer Reihe von numerischen Experimenten untersuchen wir das qualitative
Verhalten von Lösungen. Wir zeigen die Konvergenz der numerischen Lösungen und
verifizieren so unsere numerischen Experimente. Dabei nutzen wir aus, dass die
diskretisierten Operatoren ihre Eigenschaften von deren jeweiligen Gegenstücken im
ursprünglichen Problem erben. Wir nutzen letztendlich ähnliche Techniken wie bei
der lokalen Existenz von Lösungen der nichtlinearen Fokker–Planck Gleichung. Wir
brauchen dafür keine starke Regularität der exakten Lösung oder des Anfangswertes.
Dafür ist die Konvergenz der numerischen Lösungen, die wir bekommen, von nur
abstrakter Natur und wir können keine Konvergenzraten angeben.
Wir zeigen in numerischen Experimenten die Tendenz von Lösungen sich um be-
stimmte Punkte zu konzentrieren. Wir zeigen auch den Einfluß der Parameter auf
dieses Verhalten. Zusammen mit Ergebnissen aus der formalen Asymptotik zeigt dies
für eine bestimmte Wahl von Parameter-Skalierungen, dass Lösungen gegen Dirac-
Maße konvergieren. In diesem Grenzverhalten scheint das System wieder durch die
Evolution von makroskopischen Größen beschrieben zu werden, welche wir in dem
diskreten vielteilchen Modell beschrieben haben und man kann in diesen makrosko-
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The work in your hands revolves around equations which arise in the modelling of a
rechargeable lithium-ion battery. As reversible storage devices, lithium-ion batteries are
in the focus of modern technological development. The search for a replacement of fuel
as a mobile energy storage in cars as well as the wide range of mobile electronic devices
like cell phones, portable computers and many more demand for an energy storage which
is small and light, i.e. has high energy density. This list of desired properties can be
prolonged by robustness, affordability, safety and fast rechargeability. We certainly do
not want to wait hours at a highway gas (electrical power) station while recharging our
car’s battery.
What makes lithium so attractive for storage and reproduction of electrical energy
is that its electrochemical potential is the lowest among all elements in the periodic
table, which permits the highest theoretical voltage. Additionally it has after hydrogen
and helium the lowest atomic mass, which results in extremely high power-to-weight
ratios for this type of batteries. In practice lithium-ion batteries even show no memory
effect and a comparable low loss of charge when not used. Another property of lithium-
ion batteries is the occurrence of a voltage plateau in the voltage-capacity behaviour
while loading and unloading. A typical experiment reflecting these plateaus is shown
in Figure 1.1. There we see a hysteretic behaviour, because the path of the curve in
the voltage-capacity plot is different for charging and discharging. The occurrence of a
voltage plateau is a desirable property, because it results to near constant voltages over
a wide range of the capacity which is needed by most modern electronic devices. The
vertical distance of the two plateaus on the other hand implies a loss of energy. When
discharging less energy can be retrieved than the amount that had to be applied while
charging.
In order to optimise the properties of a battery, a deep understanding of the underly-
ing physical and chemical processes is needed. We need models that reflect the charging
and discharging behaviour and give rise to how this behaviour can be influenced by
the design of the battery. In this work we are interested in the hysteresis as observed in
Figure 1.1. The understanding of this phenomenon is still very young. The probably ear-
liest work on lithium-ion batteries with an iron-phosphate cathode goes back to Padhi,
Nanjundaswamy and Goodenough [32] in 1997. We discuss two different models aimed
at the description of the charge-discharge hysteresis and then highlight their advantages
and disadvantages. Following that, we introduce and analyse a third model, stated by
Dreyer, Guhlke and Herrmann in [11], which results in a partial differential equation
(PDE) of Fokker–Planck type. As a first sanity check we answer the non-trivial ques-
tions of existence and uniqueness of solutions positively. A PDE admitting no solution
could clearly not reflect any real world behaviour. On the other hand the occurrence
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1 Introduction
Figure 1.1: Measured voltage capacity behaviour in experiments for a lithium-ion bat-
tery, note the voltage plateaus at different heights while charging and dis-
charging, taken from [13].
of multiple solutions would indicate that a selective mechanism is missing in the model
because (roughly speaking) there is only one reality in nature. We further investigate
the qualitative behaviour of the solutions with mathematical tools and the way it is
influenced by the appearing parameters.
The models we discuss in this work stem from a modelling of the underlying physical
and chemical processes. This is in contrast to models whose purpose is to only reflect the
evolution of the capacity and voltage while (dis)charging, see for example [37]. These
can be useful to predict the usage of a battery in a satellite before deployed to space
or to deduce the capacity of a battery from measurements. In either case we would not
need the connection to the exact inner physical and chemical processes in the battery.
Our objectives however, are different.
It is common believe that the voltage plateaus while (dis)charging have their origin
in a phase transition, taking place in the cathode (positive electrode). The cathode
typically consists of nano-sized particles of metal oxide. While discharging, lithium
atoms are intercalated in these particles. Further detailed description will be given later
on. The earliest attempt to describe the almost horizontal voltage plateaus describes a
phase separation inside these particles, see Padhi et al. [32]. However, they can predict
the hysteretic behaviour only unsatisfactorily. A new work by Dreyer, Jamnik, Guhlke,
Huth, Moskon and Gaberscek [14] reveals that the origin of the voltage plateaus is not
the phase separation inside a single particles. It rather stems from the interaction of
many nanosized particles in the cathode and their changing chemical properties while
the lithium is intercalated in them. We give an overview of the modelling process of a
discrete many particle model and deduce resulting properties. The detailed modelling
process can be found in [14]. Additionally we compare the discrete many particle model
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to a class of models which describe the phase change in one single particle.
The battery model which is in the focus of this work is a continuous many particle
model and has its origin in the discrete many particle model. The continuous many
particle model is derived in detail by Dreyer, Guhlke and Herrmann in [11]. It models
the large number of interacting nanosized particles with a probability density over the
possible loading states. The probability density allows to consider an ensemble of a
large number of particles which are in practice more than 1010 and it also allows to
easily include entropic effects. The actual state of any specific particle in the cathode
is not captured any more, but rather the interactions in the ensemble. The resulting
model is a nonlinear PDE of Fokker–Planck type.
The general Fokker–Planck equation in one dimension is a drift-diffusion equation of
the form





+ ν2∂xxu(t, x) ,
where x ∈ Ω ⊂ R, τ, ν > 0 and H is a potential describing an energy landscape of par-
ticles with varying property x ∈ Ω. We neglect possible boundary conditions for now.
This equation goes back to Kolmogoroff [24] and is also called the Kolmogoroff forward
equation. It models stochastic processes like chemical reaction or particles under Brow-
nian motion as formulated by Kramers [17]. Due to its linear parabolicity, existence
and uniqueness of solutions are easily affirmed. In some cases depending on H there are
even explicit solutions available, see Englefield [15], where a nice transformation into an
equation of Schrödinger-type is used. Furthermore reaction rates and the convergence
to Dirac measures for asymptotic regimes of ν and τ have been derived formally by
Kramers [17]. Recently, in 2010, Peletier Savaré and Veneroni in [34] have derived the
reaction rates and the mentioned convergence even rigorously via Gamma-convergence
techniques. An interesting formulation of the Fokker–Planck equation as a Wasserstein
gradient flow was introduced by Jordan, Kinderlehrer and Otto [22] in 1998. Anrich,
Mielke, Peletier, Saveré and Veneroni in [1] have reproven convergence to Dirac mea-
sures and reaction rates in 2011 exploiting the Wasserstein gradient-flow structure. The
employed techniques in both cases exploit the existence of a known unique stationary
state, which are equivalently minimisers of some energy functional.
In the variant of the Fokker–Planck equation which we deal with, the potential H
depends not only on the spatial variable, but also on time and the solution itself. The




u(t, x)µ(x) dx + ν2
(
u(t, 1)− u(t, 0)
)
,
where the domain is Ω = ]0, 1[, and µ is a function which we will specify later on.
This coefficient in H depends nonlocally on u as a continuous function and turns the
linear Fokker–Planck equation into a nonlinear one. At first sight, the Laplacian can be
considered as a mapping from H2(Ω) functions into L2(Ω) functions and the semilinear




, maps H1(Ω) functions into L2(Ω) functions
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(we omit a possible dependence on time for now). Consequently the nonlinearity is of
lower order than the Laplacian and hence the equation is a semilinear parabolic partial
differential equation.
It turns out that the boundary conditions, which arise from the model, force us to




and the Laplacian as a map from
one into the other. Hence we have to reconsider the nonlinear term N and how it maps
into H−1(Ω). In this consideration the nonlinear term N maps from C(Ω̄) into H−1(Ω).
In order to work on Sobolev spaces and still exploit the good parabolic properties of the
Laplacian and the semilinear character of the PDE we have to use interpolation spaces as
described in the textbook by Lunardi [28]. The naive usage of the embedding H1(Ω) ↪→
C(Ω̄) and hence the interpretation N : H1(Ω) → H−1(Ω) would destroy the semilinear
character and result in a fully nonlinear equation. Complex interpolation spaces permit
noninteger Sobolev exponents and so we can use the embedding H
1
2 +ε ↪→ C(Ω̄), which
holds in one dimension and hence N : H
1
2 +ε → H−1(Ω). The space H
1
2 +ε is of lower
regularity than H1(Ω) which is the domain of the Laplacian and so we are able to use
techniques for semilinear equations. Semigroup techniques, see [28], provide existence
and uniqueness of solutions local in time. The global in time existence of solutions is
a more delicate task and rises the need to employ a more complicated local in time
existence result.
The needed assumptions on the given data for solutions to exist for all times turn
out to match with what one expects from the real world interpretation of the model.
The overall loading state must not exceed the physical boundaries full or empty. The
deduction of it relies on a priori estimates for the dissipation D which is the negative
change of a suitable energy A along solution trajectories u : [0, T ]→ H1(Ω). The energy
A is the same as the one which appears in gradient-flow structure for the original Fokker–
Planck equation and also showed up in the modelling process. In our nonlinear version
we cannot guarantee that this energy decreases at all times and so D must be estimated
as good as possible from above in order to guarantee that A stays a priori bounded global
in time. The boundedness of A then helps us to deduce the boundedness of solutions
u. The delicate part is that solutions live in spaces H1(Ω) or at least in H
1
2 +ε, while the
resulting estimates for A give only boundedness of u in L2. This creates the need to
modify standard semilinear existence results for initial data of low regularity such that
the initial value is in L2(Ω) but the solution is for positive times in H1(Ω).
We also show convergence of finite element solutions. For this we exploit that the
discretised operators inherit the properties of their original versions. This strategy is
similar to work done by Bakaev in [2] and Lubich and Osterman in [27]. However in
their work semigroup techniques are used in order to provide numerical error estimates
for PDE’s with initial values of low regularity, when on the other hand we use these
techniques to pay for the low regularity of solutions, i.e. H1(Ω) but not H2(Ω)
Solutions to the nonlinear version of the Fokker–Planck equation conserve their mass
and positiveness and can thus be interpreted as probability measures for all times. We
document in numerical experiments qualitative properties like the convergence to Dirac
measures and other limiting behaviour for a certain choice of limiting parameters. To-
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gether with results from formal matched asymptotics we see that solutions tend to con-
centrate mass around two points in the property space Ω and we can deduce formally
their shape and evolution, which is in the limit similar to the effective model which
we deduced from the discrete many particle model. The rigorous derivation of these
properties in [1] and [34] for the linear Fokker–Planck equation were not transferable to
our problem as we lack the existence of a unique stationary state. It can be seen easily
that a whole family of these stationary states exists. Additionally we cannot use typical
transformations of our problem, because the nonlinear term gets even more complicated
and destroys the gain which arises in the linear formulation. In a very recent work by
Herrmann, Niethammer and Velázquez [19] even more limiting behaviours for various
scales of parameters were formally derived. This shows that this one-dimensional non-
linear partial differential equation is still a source for interesting questions as the limit
behaviour is still not fully understood.
The following work is divided as follows: We start in Chapter 2 with the basic mod-
elling of a lithium ion battery. We give a short overview of an assembly of a battery
and discuss two models for (dis)charging, the core shell model and the discrete many
particle model. While we only sketch the former, we analyse the latter for qualitative
properties. The properties derived in Chapter 2 will be later compared to the continuous
many particle model.
In Chapter 3 we give an overview on the model given by Dreyer, Guhlke and Herrmann
[11] and we show their derivation briefly. We leave a lot of physical details aside. The
close connection to the discrete many particle model gets clear right from the beginning.
We reflect from [11] that once material properties are derived from basic physical princi-
ples, a nonlinear partial differential equation of Fokker–Planck type arises. Additionally
first elementary properties are mentioned here.
Chapter 4 is devoted to analytical investigations of the nonlinear Fokker–Planck equa-
tion as stated in Chapter 3. It presents a joint work of Dreyer, Huth, Mielke, Rehberg
and Winkler in [13]. Existence and uniqueness is shown and the derivation of necessary
and sufficient blow-up criteria is given. We also reveal that solutions are positive and in
H1(Ω) for all positive times and we characterise the family of stationary solutions. The
analysis of blow-up criteria exploits that the problem is highly connected to a special
energy A that showed up in the modelling process. Similar techniques that allow to
derive blow up criteria give rise to the convergence to stationary states at infinite time
for suitable data.
We investigate the qualitative behaviour by numerical experiments in Chapter 5. At
the beginning we explain the used numerical method. Then convergence of numerical
solutions to the exact solution is shown. This is done in a general way with the aim
to be applicable to other semilinear parabolic problems. For the convergence result we
employ similar techniques as we used to show the short time existence. We carry over
properties of the operators in the continuous PDE to their discretised versions and derive
a priori estimates and convergence of numerical solutions. Then we carefully investigate
the convergence to Dirac measures and the formation of hysteretic behaviour under the
influence of changing parameters with numerical experiments.
The interesting behaviour of solutions for a specific limit of parameters is further
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investigated in Chapter 6 with the method of formal matched asymptotics. The derived
results are congruent with those of numerical experiments. It reflects the behaviour of
the solutions to concentrate mass around certain points such that the limit is a Dirac
measure.
The thesis finishes with a conclusion which summarises the results in a nutshell in
Chapter 7. We also highlight questions which either are still open or are induced by the
findings presented in this work. The Conclusion is followed by an Appendix where we
list frequently used estimates. We do so for easier referenciation and self containment.
6
2 Earlier Models
In this chapter we will give an overview of two battery models. In the order they are
presented here, these two models show an evolution of a modelling process. The main
model of this work, which is found in Chapter 3, is a result of this evolution.
2.1 The Common Idea of Presented Models
The models discussed in this chapter as well as the model in Chapter 3 describe the
same type of a Li-ion battery. Thus all share a common base which we present here.
Figure 2.1: Li-ion battery scheme for discharging
As sketched in Figure 2.1 a Li-ion battery consists of two electrodes which are sepa-
rated by a Li-ion conducting material. Electrodes are usually called anode and cathode
depending on their role as electron donator or electron acceptor. Since this role can
change in a rechargeable battery, we do not use this naming here.
Both electrodes can store lithium atoms. The materials for those two electrodes are
chosen in such a way, that it is energetically more favourable for the lithium atoms to be
in one electrode compared to the other. We call the electrode where it is less favourable
for lithium atoms to be, lithium donator, and the other lithium acceptor. This naming
is motivated from their roles when discharging the battery. Note that this role does
also change when charging, but we avoid using the more strictly defined words cathode
and anode. The only way lithium ions can travel from one electrode to the other is by
passing through the Li-ion conductor. The crucial point is that this is a conductor for
lithium ions, but not for lithium atoms nor for electrons. Thus the lithium atoms must
each emit an electron on the Li-donator side in order to become ions and be able to
7
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Figure 2.2: Scheme of FePO4 lattice with free interstitial lattice sites, green, which can
be occupied by lithium atoms, taken from [29].
pass through the electrolyte. While the ions travel through the electrolyte, the electrons
then travel through an outer circuit and can be used as electric energy. The ion and
the electron recombine on the Li-acceptor side to become a lithium atom. Finally this
lithium atom is then stored in the Li-acceptor electrode.
The just described process is the process of discharging. While charging the process
takes place in reversed order. To enforce the reverse process one has to apply an electric
tension to the electrodes, charging the Li-donator electrode negative compared to the
acceptor electrode. When the applied voltage is high enough, the tendency of the system
to neutralise this charge is higher than the energetical benefit for lithium atoms to be
in the lithium acceptor electrode and the battery gets charged.
The Li-donator electrode of the battery we want to model consists of pure lithium.
The acceptor electrode is made of iron-phosphate, i.e. FePO4. This material can store
lithium atoms in interstitial lattice sites, as depicted in Figure 2.2. To be more precise,
we consider the Li-acceptor electrode to consist of many nanosized FePO4 particles,
which are packed on a current collector as sketched in Figure 2.3. All these particles
are connected in an electrically conducting way with the current collector and with each
other. The current collector usually consists of a highly (electrical) conducting material
such as aluminium foil.
It is well known that the electrical conductivity of FePO4 is very poor. Hence one
adds carbon black to the ensemble of ironphosphate particles. This is ideally done by
coating the particles as described in the patent [36]. The construction of the FePO4
electrode considered in this work is in consensus with those considered in the chemical
community, see for example Newman and Srinivasan [38] or Delmas et. al [8].
The state of charge of the battery can be measured by
` = NLi/NV. (2.1)
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2.1 The Common Idea of Presented Models
Figure 2.3: Acceptor electrode consisting of an ensemble of nanosized FePO4 particles,
taken from [38].
Here NV is the total number of interstitial lattice sites in the lithium acceptor electrode,
which can possibly hold lithium atoms. The total number of intercalated lithium atoms
therein is NLi. Thus 0 ≤ ` ≤ 1 and ` = 0 means that the battery is fully charged and
` = 1 means fully discharged.
The voltage of the battery is related to the concentration of lithium in the lithium
acceptor electrode. More precisely, it is related to the lithium concentration on the
surface of the iron phosphate electrode exposed to the electrolyte, because here lithium
atoms can possibly enter or leave the electrode. A difference in chemical properties to
lithium atoms, stored in the surface of the other electrode, is the source of the electric
tension or voltage of the battery.
We assume that it suffices to describe the (de)intercalation process of lithium into
the acceptor electrode in order to model the (dis)charging behaviour of the battery.
The process of lithium intercalation is shortly called lithiation. In order to simplify
the model we assume the lithium donator electrode to be made of pure lithium. The
potential of the lithium donator electrode then stays the same at any state of charge.
Of course extensions to model a complexer lithium donator electrode are possible. The
fast diffusion of lithium ions through the electrolyte compared to the diffusion speed of
lithium atoms in the FePO4 lattice allows us to consider only the lithiation of the FePO4
electrode.
The material FePO4 undergoes a phase change while lithiation, as observed in [32].
It is believed that this is the source of the interesting charge and discharge behaviour
mentioned in the introduction. All the models presented in this work are an attempt to




2.2 Core Shell Model
The core shell models are widely used in the chemical community to explain the loading
behaviour of batteries. They are able to explain the occurrence of voltage plateaus and
hysteresis in the voltage capacity plots while charging and discharging. This section
explains the principles of core shell models and in the end will discuss its shortcomings.
Models derived with this idea can still differ a lot. For further reference we refer to
Newman and Srinivasan [39, 38] or Dreyer et al. [9]. A recent work with a lot of
references in the context of core shell models is a paper by Delacourt and Safari [37].
A core shell model incorporates the idea, that two phases of lithium iron phosphate
manifest in one nanosized iron phosphate particle. One Phase has a high and the other
phase a low lithium concentration. The tendency of iron phosphate to develop those two
phases during lithiation was described in [32].
Figure 2.4: scheme of lithium intercalation and deintercalation according to the core
shell model.
When lithium enters the particle through the outer surface, it is assumed that a lithium
rich phase grows from the outer surface into the inside. Thus, as depicted in Figure 2.4,
the particle consists of an outer shell which is lithium rich and an inner core which is
lithium poor. For simplicity one assumes that the particle and the core have the shape
of a ball.
The total filling degree of a particle `, see (2.1), increases while the shell of lithium rich
iron phosphate grows and the lithium poor core shrinks. At the same time the lithium
concentration at the surface, which is responsible for the potential or voltage of this
particle, stays roughly spoken the same. The crucial point is that one assumes that all
particles behave the same. Thus the state of charge of the whole battery is described by
the filling degree of a single reference particle and its potential gives rise to the voltage
of the whole battery. Consequently this model is able to describe the occurrence of
voltage plateaus in Figure 1.1. The process is not symmetric. During lithiation we have
a growing shell with high lithium concentration and a lithium poor core while during
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delithiation we have a growing shell with low lithium concentration and a lithium rich
core. This explains the hysteretic effect in the voltage-capacity characteristic of the
battery, seen in Figure 1.1.
So why do we need other models? As described by Delmas et al. [8] and the references
therein, recent advances have shown that the explained core-shell behaviour is not likely
to occur. In fact they are not able to find the occurrence of nanosized particles having
such a core shell structure in experiments. According to Delmas et al., the FePO4 lattice
has a special three-dimensional structure. In this structure lithium can only move in
one preferred direction, depending on the grid orientation. One speaks of so called
tubes in the lattice, in which the lithium atoms can move. It is believed, that lithium
atoms thus have a preferred drift direction in one whole nanosized particle, which makes
the formation of a shell unlikely. In the same work it is said that the experimental
charge/discharge behaviour can not be predicted satisfactorily by core shell models.
In a work by Dreyer, Gabercek, Guhlke, Huth and J. Jamnik [9] the behaviour of a
core shell particle is deduced from basic material properties and physical principles. The
authors show that for small particle sizes no core shell configuration would be stable any
more. This is due to high surface tension on the interface between the inner core and
the outer shell. This means that reducing the particle size in a battery would change the
charging characteristic significantly, which contradicts the experiments found in [38].
This serves as evidence, that the origin of the hysteretic charge/discharge behaviour
is not a formation of a core and a shell. Thus these models are not suitable to find
suggestions on how to influence this behaviour.
2.3 Discrete Many-Particles Model
The origin of hysteretic behaviour in the discrete many-particles model stems from the
interaction of all particles as an ensemble, and the possibility to be charged asynchronous.
This asynchrony manifests itself in the occurrence of particles with different states at
the same time. We assume that the change of the loading state is slow, compared to the
interaction speed of the ensemble of particles in which it evolves into thermodynamical
equilibrium. Thus we assume quasi static loading. At the end of this section we will
discuss advantages and shortcomings of this model and motivate the investigation of the
continuous many particle model which we analyse in the following chapters. The model
described in this section is also described in detail by Dreyer, Gaberscek, Guhlke, Huth,
Jamnik and Moskon in [14] as well as by Dreyer, Guhlke and Huth in [12]. A model of
a similar type has been analysed in the context of mechanical deformation of a bistable
chain of springs by Puglisi and Truskinovsky [35] and by Mielke and Truskinovsky in
[30].
First we will discuss an illustrative analogon. The principles of connected storage
particles fit in the framework of the work by Dreyer, Müller and Strehlow [10] on in-
terconnected rubber balloons. There the characteristic of pressure versus air volume
in a balloon is given by a nonmonotone function. This is a result of rubber having a
nonmonotone stress strain relation at room temperature. It can be experienced with a
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(a) relation of the pressure in a balloon to
the degree of inflation, taken from [31]




(b) prototype of a nonmonotone potential
Figure 2.5: Non-monotone material behaviour.
common balloon. The force a person has to apply while inflating a balloon is at first high
and then, after passing a critical state of inflation, gets lower again. This manifests in a
local maximum for a small filling degree in Figure 2.5(a), followed by a decreasing part
of the curve. Later on when the balloon gets bigger, the force necessary for inflation gets
higher again, which is described by the curve being increasing after a local minimum in
the same figure.
The main phenomenon which we want to highlight is that the interval in which the
pressure curve is decreasing, is an unstable region for a system of connected balloons.
Imagine two balloons A and B having the same degree of inflation xA and xB. The
value xA = xB shall be in the decreasing region of the pressure curve. Furthermore both
balloons are connected and can exchange air, but no air is exchanged with the outside,
such that the overall air volume xA + xB stays constant. Now assume that this state is
slightly perturbed such that xA < xB, but still both xA and xB are in the region where
the pressure decreases if the air volume increases. Thus for the pressure p there holds
p(xA) > p(xB). Since the balloons are connected, this means that the smaller balloon,
A, has higher pressure than B and consequently inflates the larger balloon, because of
the pressure difference. By this the pressure difference gets even bigger. As a result for
many interconnected balloons, no stable state exists in which more than one would be
in this region.
We consider the similar situation of an electrode which stores lithium in an FePO4
lattice as described in Section 2.1. The storage and extraction of lithium takes place
in a large number of FePO4 particles at the same time. In contrast to the core shell
model we assume that the particles are homogeneous at all times. This is motivated by
experimental observations of Delmas et al. [8]. They observe that while loading iron
phosphate particles with lithium these do not form a core shell structure, but instead
lithium rich and lithium poor particles coexist. In the same work it is shown, that
once the lithium intercalation starts in a particle, further intercalation gets easier in this
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particle compared to other lithium poor particles. Additionally in a paper by Wagemaker
et al. [41], experiments show that particles with low and high lithium concentration can
coexist next to each other in one electrode. The authors used another storage material
for the lithium acceptor electrode, namely anatase (TiO2). Thus this phenomenon is
not restricted to FePO4 electrodes.
We will deduce observations for the model described in this section which are similar
to the observation described for the balloons. The behaviour for the ensemble of FePO4
particles relies only on assumptions on the potential of a single storage particle. In our
model the potential is comparable with the pressure versus air volume characteristics for
a balloon. The potential is related to the voltage of a FePO4 particle measured against
the lithium electrode. It is the derivative of an energy. The modelling of this energy
from physical principles can be found in [12]. It can be expressed as a function of the
degree of filling with lithium of the particle, x ∈ [0, 1]. A value of x = 1 means that the
particle is filled with the maximal possible amount of lithium, and x = 0 means that
the particle is empty. The filling degree can also be seen as a measure of the electrical
loading state of the single particle in terms of electrical energy. Here x = 0 means fully
charged and x = 1 fully discharged. In the sequel we will therefore not distinguish
between loading state and degree of lithium filling since either one can be expressed by
the other quantity.
For the energy ψ : [0, 1]→ R and the chemical potential ψ′ describing a single particle,
we assume that it is qualitatively as depicted in Figure 2.5(b). To be precise we assume
the following.
Assumption 2.3.1. We assume that ψ and ψ′ satisfy (A1) to (A3).
(A1) ψ ∈ C2(]0, 1[;R) ∩ C([0, 1];R).
(A2) There exist x∗, x∗ ∈ ]0, 1[ with x∗ < x∗, so that ψ′ is strictly decreasing in the in-
terval [x∗, x∗] and strictly increasing elsewhere. Hence ψ′′(x) = 0 ⇔ x ∈ {x∗;x∗}.
(A3) The potential ψ′ satisfies lims→0 ψ′(s) < ψ′(x) for all x ∈ ]0, 1[ and ψ′(x) <
lims→1 ψ′(s) for all x ∈ ]0, 1[.
We also need to define the values x∗∗ and x∗∗. They denote the maximal boundary of
the set S = ]0, x∗∗[ ∪ ]x∗∗, 1[, such that each value in {y ∈ R : ∃x ∈ S , y = ψ′(x)} has
only one preimage on the whole unit interval under the mapping ψ′.







We prescribe the global loading state ` ∈ [0, 1] for the whole battery at all times, and
hence (2.2) gives an extra condition on the N -tuple x.
As a result of the modelling process in [12], the so called available free energy A
of the system of N connected storage particles can be expressed as a function in x =
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(x1, · · · , xN ) ∈ RN , where xk ∈ [0, 1] is the relative loading state of the k-th particle. It






and this ψ satisfies the assumptions (A1)-(A3). Equilibria of the system at hand are
identified as minima of the energy A. We also define the mean potential. The voltage






We assume, that the process of charging is relatively slow compared to the speed of
the system to move to equilibria states. This means that the rate of change of ` is much
smaller than the speed in which the system moves to (local) minima of the free available
energy A. Therefore we assume, that at any time the system is in an equilibrium state,
which means a state which is a local minimum of A. This is called quasi static loading.
At any time t we have a prescribed loading state `(t) and so we are interested in
minimisers of A among all possible N -tuples, representing this loading state according
to (2.2). For this we define the manifold Mr as
Mr :=
{







We can now deduce properties for minimisers of A on manifoldsM` ⊂ RN by exploiting
the properties of the energy given in Assumption 2.3.1. The first one is that if the loading
state ` ∈ ]0, 1[ is away from the boundary of the unit interval, then the relative loading
states of xk must stay away from the boundary as well.
Lemma 2.3.2. Assume that ` ∈ ]0, 1[ and that x is local minimum of A on M`. The
Assumption 2.3.1-(A3) implies that no local minimum of A on the manifold M` lies on
the boundary of [0, 1]N .
Proof. We prove this by contradiction. Say that there is a local minimiser x ∈ [0, 1]N ,
such that for an index k1, xk1 = 0. Taking in account the definition of ` in (2.2) we
deduce by ` > 0 that there must exist another index k2 such that xk2 > 0. Define the







s , if j = k1 .
xk2 − s , if j = k2 .
xj , otherwise .
Obviously h(0) = x and for s small enough h(s) ∈ Mr. We observe the continuous
change in the energy along the trajectory h as s approaches zero. There is a c ∈ R such
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that
A(h(s)) = c+ ψ(s) + ψ(xk2 − s) ,
d
dsA(h(s)) = ψ
′(s)− ψ′(xk2 − s) .





′(s)− ψ′(xk2) < 0 ,
which means that A(h(s)) strictly increases while s↘ 0 and h(s)→ x. This contradicts
with x being a local minima.
In the second case which we should consider, x is a local minimum of A on M` and
there is one index k1, such that xk1 = 1. The contradiction can then be constructed
analogously, and so we have proven this lemma.
As a consequence of this lemma we can employ simple optimality criteria to further
investigate the minima. The results are formulated in the next lemma.
Lemma 2.3.3. Let Assumption 2.3.1 hold. We define A as in (2.3). Fix N ∈ N and
` ∈ ]0, 1[. If x ∈ RN is a minimiser of A on M`, then there exists a positive constant
δN > 0 such that
ψ′(xk) = 〈ψ′〉(x) , for all k = 1, 2, · · · , N , (2.5)
xk ∈ ]0, x∗ + δN [ ∪ ]x∗ − δN , 1[ , for all k = 1, 2, · · · , N , (2.6)
and all particles with mole fraction xk ∈ [0, x∗] have the same value as well as all particles
with mole fraction xk ∈ [x∗, 1] have the same value.
For the sequence {δN}N∈N belonging to all possible choices of dimensions N we know
that δN → 0 as N →∞.
Furthermore at most one particle state is in the intermediate region ]x∗, x∗[. By this
we mean that there exists at most one k∗ ∈ {1; 2; · · · ;N} such that xk∗ ∈ ]x∗, x∗[.
Proof. In order to examine minima on M` ⊂ RN we parametrise this manifold by Ψ,
M0` :=
{














This allows to equivalently consider local minima of















By Lemma 2.3.2 we know that local minima of A are not on the boundary of M` and
so any local minima y∗ of A0 on M0` must also be inside of M0` . It is thus a necessary
15
2 Earlier Models
condition that the derivative of A0 vanishes at y∗ and its second derivative is positive
semidefinite. Setting the derivative of A0 to zero immediately gives (2.5).
We can treat the simple case ` < x∗∗ or ` > x∗∗ in advance, because then xk = `




k xk < x∗∗. Clearly for at least one index j we must have that xj < x∗∗. Hence by
the definition of x∗∗ on page 13 we deduce by (2.5) that xk = ` for all k. For ` > x∗∗
the same reasoning holds mutatis mutandis.
In the second case where ` ∈ [x∗∗, x∗∗], we conclude for minimisers x of A on M` by
(2.5) that xk ∈ [x∗∗, x∗∗] for all k. Hence it follows from the continuity of ψ′ and ψ′′ that
there exists a constant c0 such that for any N and any minimiser x ∈M`
|ψ′′(xk)| ≤ c0 for all k . (2.7)
In order to prove (2.6) we consider an index k∗ ∈ {1, . . . , N) such that xk∗ ∈ ]x∗, x∗[,
which implies ψ′′(xk∗) ≤ 0. Next, we define the vector v ∈ RN−1 as
(a) if k∗ < N , v := ek∗ − 1N−1
∑N−1
i=1,i 6=k∗ ei,
(b) if k∗ = N , v := 1N−1
∑N−1
i=1 ei,
where we denote by ei ∈ RN−1 the i-th unit vector, which has an entry 1 at the i-th
position and zero entries otherwise. We look at the Hessian H of A0,









1 . . . 1... . . . ...
1 . . . 1
 ) .
It must be positive semi-definite at the critical points y = (x1, · · · , xN−1). In both cases
(a) and (b), we conclude






Thus, due to (2.7), we have






N − 1 ≤
c0
N − 1 . (2.9)
This means for sufficiently large N , that ψ′′(xk∗) is close to zero. By Assumption 2.3.1
ψ′′ is continuous and vanishes only at positions x∗ and x∗. Hence, we deduce from (2.9)
that xk∗ ∈ ]x∗ − δN , x∗ + δN [ ∪ ]x∗ − δN , x∗ + δN [, and furthermore that δN → 0 as
N →∞.
What remains is to show that only one mole fraction is in the intermediate region
]x∗, x∗[. Again we only consider the nontrivial case ` ∈ [x∗∗, x∗∗]. Say that two indices
k1, k2 exist such that xk1 , xk2 ∈ ]x∗, x∗[. This implies ψ′′(xk1), ψ′′(xk2) < 0 and we define
a vector v as
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(a) if k1, k2 < N define v := ek2 − ek1 then we have vTH(x)v < 0.
(b) if k1 < N, k2 = N define v := ekk1 then we have v
TH(x)v < 0.
Then we can not have a local minimum, since H is not positive semidefinite.
The number of nano-sized storage particles in a battery electrode is in ranges of more
then 1010 particles, see [14]. Taking Lemma 2.3.2 into account, this makes following
assumption reasonable. Therein we assume that no particle in the whole ensemble is of
intermediate loading state.
Assumption 2.3.4. We consider only minimiser x = (x1, · · · , xN ) of A on M` which
satisfy (A4).
(A4) There shall be no index k ∈ {1, 2, ..., N} such that a mole fraction xk is in the
intermediate region ]x∗, x∗[.
With this assumption, every equilibrium state x ∈M` consists of two kinds of particles.
We interpret this as the formation of two phases. Each phase consists of particles having
the same filling degree, which is either low in the α-phase or high in the β-phase. The
two filling degrees are xα ∈ [0, x∗] and xβ ∈ [x∗, 1]. Due to the non-monotone nature
of ψ′ and the non-convexity of A, there are in general many local minima of A on the
manifold M`. The local minima of A satisfying (A4), which we call shortly stable states,
differ by the number of particles in each phase and by the phase properties xα and xβ.
In order to be independent of the exact number and ordering of particles, we introduce
the phase fraction of a stable state x ∈ [0, 1]N as




We consider λ as a macroscopic quantity of the system. If Assumption 2.3.4 holds and
if we consider only minima of A, then knowing the two macroscopic quantities λ(x) and
`(x) uniquely determines the two loading states of the α and β phase. This is formulated
in the following lemma, where we exploit Assumption 2.3.4 and Lemma 2.3.3.
Lemma 2.3.5. Let the Assumptions 2.3.1 and 2.3.4 be satisfied. Depending on λ ∈ [0, 1]
we define the interval Iλ := [`−λ , `
+
λ ] with `
−
λ := λx∗+(1−λ)x∗∗ and `
+
λ := λx∗∗+(1−λ)x∗.
There exist two unique functions
xα : {(λ, `) ∈ R2 : λ ∈ [0, 1], ` ∈ Iλ} → [x∗∗, x∗] ,
xβ : {(λ, `) ∈ R2 : λ ∈ [0, 1], ` ∈ Iλ} → [x∗, x∗∗] ,
which satisfy for all ` and λ,
` = λ xβ(λ, `) + (1− λ) xα(λ, `) , (2.11)
ψ′(xα(λ, `)) = ψ′(xβ(λ, `)) . (2.12)




Proof. The case when λ = 1 or λ = 0 is trivial, and we therefore treat only the case
λ ∈ ]0, 1[. We will exploit that this allows us to consider values of `, xα, xβ on the
compact interval [x∗∗, x∗∗] where the function ψ and its derivatives are bounded. In
order to show the existence of functions satisfying (2.11) and (2.12), we define










as the inverses of the two monotone increasing branches of ψ′. Furthermore we define
gλ :[µ∗, µ∗]→ [x∗∗, x∗∗] , gλ : = λg1 + (1− λ)g0. (2.13)
Recall that the functions g0,1 are strictly monotone increasing. This implies that gλ is
strictly monotone increasing. Therefore gλ([µ∗, µ∗]) = Iλ and the function
µλ(z) := g−1λ (z) (2.14)
is well defined and continuous on Iλ. Now we define xα and xβ as
xα(λ, `) := g0(µλ(`)) , xβ(λ, `) := g1(µλ(`)) ,
which are continuous and well defined on Iλ. Note that (2.11) and (2.12) are valid by
construction, and so this is a solution. The uniqueness follows from (2.11) and (2.12).
If we solve equation (2.11) for xα and insert xα = (`− λxβ)/(1− λ) into (2.12), we may
define





Any Solution of (2.11)-(2.12) must also give a root of G. The function ψ′ is strictly
monotone increasing on the allowed sets xα ∈ [x∗∗, x∗] and xβ ∈ [x∗, x∗∗], hence G is
strictly monotone increasing in xβ as well. Thus G has a unique root on the allowed set
and the above constructed functions xα and xβ are the only possible solutions.
In order to show the desired continuity of the functions in λ we look at the continuity
of µλ(`) when varying λ for fixed `. By the assumed continuity of ψ we know that there
is a constant k such that
max
x∈[x∗∗,x∗] ∪ [x∗,x∗∗]
|ψ′′(x)| ≤ k .
Therefore g′0(x) ≥ 1/k on [x∗∗, x∗] and g′1(x) ≥ 1/k on [x∗, x∗∗]. As constructed this
results in g′λ ≥ 1/k and hence
max
λ∈[0,1],x∈Iλ
|µ′λ| ≤ k . (2.16)
Before we use this estimate we need a further ingredient. For any small δ ∈ R we deduce
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from (2.13) for s = µλ(`),







⇒ µλ(`) = µλ+δ(`+ δ̂) . (2.17)
We know the range of g0 and g1 and so we conclude δ̂ ≤ δ|x∗∗−x∗∗|. Using this estimate
for δ̂ together with (2.16) and (2.17) we get for the difference






≤ kδ̂ ≤ kδ|x∗∗ − x∗∗|. (2.19)
This gives Lipschitz continuity in λ and hence equicontinuity of ψ′(xα(λ, `)) = µλ(`) as
stated in the lemma.
In summary if we assume that x is a stable state and if Assumption 2.3.1 and 2.3.4
hold, then knowing two of the following three quantities is enough to uniquely determine
the state x ∈ RN up to the order of particles:
• the macroscopic potential of the System 〈ψ′〉(x) = ψ′(xα) = ψ′(xβ), which is
equivalent to knowing the loading state of all α- and β-phase particles xα and xβ,
• the loading state of the whole system `, see (2.2),
• the phase fraction λ, see (2.10).
Note that all of them can be seen as macroscopic quantities. Each can be expressed as
a continuous function of the two others. Knowing this allows us to examine possible
equilibria of the whole range of macroscopic loading states in one figure, namely Figure
2.6.
In Figure 2.6 we see all stable states of a system of N = 10 particles equipped with
the same characteristic potential ψ′ for each particle as depicted in Figure 2.5(b). We
want to comment on the qualitative behaviour for the stable states and therefore we do
not give exact units on the graph, nor do we give the exact formula for the potential.
Note that the stable states form disjunct lines. Each of them represents a set of stable
states having the same phase fraction λ(x). We call this set a branch or in short Bλ(x).
Since we consider a system of 10 particles, only a finite number of phase fractions are
possible, namely λ = k/10 with k = 0, · · · , 10, which explains the occurrence of different
branches.
Under the assumption of quasi static loading we postulate that the system must be
in a stable state for all times. We also postulate that the system stays on a branch
belonging to a fixed phase fraction λ when possible. This means that λ(t) = λ0 until
t reaches a critical time. As can be seen in Figure 2.6, one branch does not cover all
possible values for loading states `, but only a small interval [`−(λ), `+(λ)]. So when the
loading state `(t) increases over `+(λ) in time, the system must leave the branch Bλ and
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Figure 2.6: Possible stable states marked with solid lines in a plot, showing the mean
potential 〈ψ′〉 on the vertical axis versus the global loading state ` on the
horizontal axis.
jump onto another branch. We constitute that the system jumps on the next closest
branch belonging to the phase fraction λ1 = λ0 + 1/n. While unloading, we assert the
same behaviour on the lower end, `−(λ), of each branch.
Let the global loading state ` be a given continuous and differentiable function of
time. The dynamic behaviour which we constitute, can be condensated in the following
axioms:
(AX1) The systems evolution starts within a stable state, i.e. it can be described by a
pair (`(t0), λ(t0)) and belongs to a branch Bλ such that `(t0) ∈ Iλ(t0).
(AX2) While the loading state ` changes in time, the system stays, if possible, on the
branch Bλ where it was.
(AX3) When the system state belongs to the branch Bλ and the loading state ` increases
in time over the maximal possible loading state `+(λ) belonging to this phase
fraction λ, or decreases under the minimal possible loading state `−(λ), then the
phase fraction λ is raised or lowered by 1/N . This means that the system state
jumps from one branch to the other one, or that one particle of the ensemble
changes its phase.
This behaviour is depicted in Figure 2.7. As proven by the equicontinuity of the potential
in Lemma 2.3.5, these axioms result in the limit for infinite particle number, N → ∞,
in a smooth behaviour, which can be seen in Figure 2.8. Thus we are able to reproduce
the hysteretic behaviour as experienced in measurements while loading and unloading.
The limiting behaviour can be described with an ODE for the macroscopic quantity
λ depending on the given function of time `. We define Iλ, `−λ and `
+
λ as in the proof
of Lemma 2.3.5. Say that on a time interval S = [t0, T ] the loading state is given as a
continuous and differentiable function ` : S → [0, 1] as well as admissible λ(t0) such that
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Figure 2.7: Quasistatic behaviour of a 10 particle system while loading and unloading,
we see the evolution of the mean potential versus the loading state (thick
solid ), the shape of the original single particle potential (thin solid), stable
paths (dashed).
`(t0) ∈ Iλ(t0). Using Lemma 2.3.5 this allows to determine the mole fractions in the two


















It can also describe so called inner loops as seen in Figure 2.8, which can be experienced
in experiments, see Srinivasan and Newman [39]. The core shell model was not able to
reflect these inner loops.
So why do we need another model? The constitutive axiom (AX3), which states
that only one particle changes its phase if necessary, seems to be the backbone of this
model. An explanation of this axiom as a consequence of some physical necessity is thus
desirable. Especially if ones aim is to understand and even change the (dis)charging
characteristic of a battery. Remember that experiments of inflating connected balloons
are used as analogon to the model at hand. There for small speed of inflation the balloons
behave as described with the axiom (AX3). One by one the balloons change their phase
from small to big balloons. On the other hand, for a fast speed of inflation, it happens
that more than one balloon changes its phase from small to big at a time. This also
motivates, that this axiom should be questioned more, especially when one wants to
investigate and improve the behaviour while (dis)charging a battery fast.
Similar doubts are raised when considering a naive expansion of the above model
to non-quasi-static loading. Say that y : [0, T ] → RN is the euclidian gradient flow
























Figure 2.8: Dynamic behaviour of discrete model for particle number N →∞, when ob-
serving the evolution of the mean potential 〈ψ′〉(t) := ψ′(xα(t)) = ψ′(xβ(t))
against the time dependent loading state `, taken from [12] .
equation





+ ˙̀(t), for all k = 1, · · · , N . (2.21)
In a short time the components of the solution to (2.21), yk, have almost identical values.
They show no behaviour similar to the assumed jumping in Axiom (AX3). A simulation
of this behaviour for τ = 104 is depicted in Figure 2.9. The effect that all components
behave (approximately) the same even when crossing the unstable region is called delayed
bifurcation effect and was also seen by Mielke and Truskinovsky in [35]. In their work
Mielke and Truskinovsky introduce a bias in the characteristics or material behaviour of
the single particles (in their work springs), in order to overcome this phenomenon.
We modify the ODE (2.21) in the spirit of the following model in this work by adding
formally a noise X.





+ ˙̀(t) + Xk(t), for all k = 1, · · · , N . (2.22)
The noise X shall not influence the mean value of y, which means that X(t) ∈ RN shall
be mean free at all times. It is certainly not in the scope of this work to enter the field
of stochastic differential equations. Nevertheless we want to give an impression of how
the influence of a noise X in (2.22) might influence the solutions. For this we show a
naive numerical simulation of (2.22) in Figure 2.10. This can be seen as the solution
along a possible path. At every numerical time step j we created a vector Z ∈ RN of N
(pseudo) random numbers from a uniform distribution on the open interval ]0, 1[. Then
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Figure 2.9: Simulation of ODE (2.21) with τ = 104, which is a gradient flow of a many





′(k) vs `(t) (solid), and the function ψ′ (dotted), lower left: evolution
of the variance of the components yk, upper and lower right: evolution of the
components (particles) yk (solid) and the given function of time ` (dashed).
where the constant η > 0 regulates the strength of the noise in comparison to the
strength of the drift of the gradient flow τ . Our simulation with constants τ = 104 and
η = 10 is shown in Figure 2.10. Note the astonishing agreement with the evolution in
Figure 2.7. The experience gathered by numerical simulations with various values for
τ and ν shows, that the relation of τ and ν has a great influence on the qualitative
behaviour of the ensemble. We can see the occurrence of the delayed bifurcation effect
(all particles behave the same as in Figure 2.9) on the one hand or on the other hand the
jumping of one particle after the other as in Figure 2.10. Even behaviour in between is
possible, where the ensemble crosses the unstable region not one after the other but in
groups. We end our visit to the stochastic differential equations here, with a concluding
remark. Motivated from Figure 2.10 we believe that equation (2.22) can be transformed








































Figure 2.10: Simulated gradient flow of a many particle system with noise (10 particles),




vs `(t) (solid), and the function ψ′ (dotted), lower left: evolution of the
variance of the components yk, upper and lower right: evolution of the
components (particles) yk (solid) and the given function of time ` (dashed).
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3 Deriving a Fokker–Planck Equation to
Model a Lithium Ion Battery
The model presented here is the successor of the discrete many particles model in Section
2.3. It is also the model of our main interest and will be analysed and discussed in the
following chapters. Like the earlier models described in Chapter 2 this model describes
only the intercalation of lithium atoms in an electrode consisting of many nanosized
FePO4-particles as described in 2.1. This chapter gives a sketch of the modelling process.
For more details we refer to the detailed modelling process done by Dreyer, Guhlke and
Herrmann in [11].
As in Section 2.3 we also consider the electrode as a system of connected particles.
Each of them can be described by their lithium filling degree x. This degree can vary
for each particle between x = 0 for empty particles, meaning no lithium atoms are
intercalated into this particle, up to x = 1, meaning that this particle is maximally filled
with lithium atoms. As in the previous chapter we will not distinguish between filling
degree or electrical loading state, since each can be converted into the other. If the
electrode is filled maximally with lithium atoms, then it is fully discharged, while a fully
charged battery would coincide with the FePO4 electrode being empty of lithium.
In contrast to the so called discrete many particles model in section 2.3, we do not
describe the state of the system with an N -tuple, (x1, x2, · · · , xN ), having the informa-
tion of all loading states for every particle. In the continuous many particles model we
describe the system state at every time t with a non-negative function u(t) : [0, 1]→ R+
which has mean value one. By doing so we pay tribute to the large number of nanosized
particles which has values larger than 1010 in real existing batteries. This function be-
longs to a statistical ansatz, in which u is the probability density for the distribution of
the loading state x ∈ [0, 1] of all particles. Thus the probability Pt(x̂) of particles having





3.1 The Free Energy of the System
In order to describe the behaviour of the the underlying physical system, Dreyer, Guhlke
and Herrman derive in [11] a so called total free energy A. Its derivation depends on the
assumption that the system is isothermal as well as that the kinetic energy of the system
can be ignored. The energy A can be computed from the system state. Let Ω := ]0, 1[.
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The system state at time t is described by a non-negative function
u(t) : [0, 1]→ R+ with
∫
Ω
u(t, x) dx = 1 , (3.1)
Here and throughout this work we use u(t) as shorthand for the function {x→ u(t, x)}.









x v(x) dx , ∀v ∈ L1(Ω) . (3.2)
Note that for probability distributions v this can be interpreted as the expected value
of x.
In order to write down the formula for the energy A we introduce the material param-
eters ν > 0 and ψ ∈ H1(Ω), where ψ describes the energy of a single particle according




ψ(x)u(t, x) + ν2u(t, x) log u(t, x)dx. (3.3)
It is composed of two contributions, whose influence is balanced by the factor ν∫
Ω
ψ(x)u(t, x) dx - sum of free energy of all particles,∫
Ω
u(t, x) log u(t, x) dx - entropic mixing energy.
The first contribution can be seen as the continuous version of the sum of the energies of
all particles in the ensemble. The second contribution gets higher, if the distribution of
particles gets concentrated at a point and is lowest if u represents a uniform distribution.
This is a consequence of ξ 7→ ξ log ξ being convex.




dt ≤ 0 , (3.4)
where Λ(t) is a measurement of the energy per particle that is exchanged with the
surrounding. Remember that the considered physical system is the FePO4 electrode.
Thus, when Lithium atoms get (de)intercalated, this is an exchange of particles of our
system with the surrounding. The term Λ(t)dC(u(t))/dt is non-zero only if the system
exchanges lithium with the environment.
3.2 Deriving the Model Equation
Assume that the system state u changes according to some velocity field v in the domain
Ω. We start with the formal assumption that the evolution of u can be described by the
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partial differential equation
∂tu(t, x) + ∂x[v(t, x)u(t, x)] = 0 , (3.5)
v(0, t) = v(1, t) = 0 . (3.6)
Inserting this PDE in the derivative of A, see (3.3), and using (3.4) gives∫ b
a
(
ψ(x)− Λ(t)x+ ν2(1 + log u(t, x)
) du(t, x)





ψ′(x)− Λ(t) + ν2∂x(log u(t, x)
)
vu(t, x) dx ≤ 0 ,
where we used v(0) = v(1) = 0 from which we formally deduce vanishing boundary
terms in the partial integration.
In order to guarantee this inequality we demand v to have the form
τv(t, x) = −
(
ψ′(x)− Λ(t) + ν2∂x log u(t, x)
)
with some τ ∈ R+. Inserting this in (3.5) results in a PDE. Before we actually formulate
the PDE we have to mention first, that we want to describe an experiment in which the
loading rate is controlled. That means on a time Interval [0, T ] a function ` : [0, T ] →
[0, 1] is given, which describes the loading state of the system at each time in advance.
It imposes therefore an extra condition and serves to determine the yet unknown value
for Λ. Thus we end up with the following Problem.
Let τ, ν, T > 0, Ω = ]0, 1[ and ψ ∈ H1(Ω). Furthermore assume that u0 ∈ L2(Ω) is a
given non-negative function with mean value one. We state the PDE
τ∂tu(t, x) = ∂x
(
ν2∂xu(t, x) + ψ′(x)u(t, x)− Λ(t)u(t, x)
)
for x ∈ Ω, t > 0,
ν2∂xu(t, x) + ψ′(x)u(t, x)− Λ(t)u(t, x) = 0 for x ∈ ∂Ω, t > 0,
C(u(t)) = `(t) for t ≥ 0,
u(0, x) = u0(x) for x ∈ Ω.
(3.7)
The function Λ : [0, T ] → R is unknown and has to be chosen in such a way that the
constraint C(u(t)) = `(t) is satisfied. We do not specify the quality of `. We will derive
the needed quality in the later analysis of this model. One immediately sees that u0
must satisfy the compatibility condition C(u0) = `(0), where C is defined as in (3.2).
The constraint C(u(t)) = `(t) helps to determine Λ(t). We take the derivative of this




x∂tu(t, x)dx = −
∫
Ω
x∂x[v(t, x)u(t, x)]dx =
∫
Ω







ψ(x) u(t, x)dx− ν2
(
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The integral over u is one and so this results in Λ(t) = L(u(t)) + τ ˙̀(t) where we define









We insert this expression for Λ in order to resolve the constraint in (3.7) and end up
with the following nonlinear Fokker-Planck equation. τ∂tu(t, x) = ∂x
(




for x ∈ Ω, t > 0,




= 0 for x ∈ ∂Ω, t > 0,
(3.9)
where p = ˙̀.
Another interesting way to derive (3.7) and (3.9) shall be mentioned here. The general
Fokker–Planck equation is a gradient flow with respect to the Wasserstein metric. This
has been introduced by Jordan, Kinderlehrer and Otto in [22]. The PDE at hand can be
derived as a constrained gradient flow, where the constraint is C(u(t)) = `(t). Since we
do not exploit this approach in this work, we refer to [13] for this alternative derivation
of the above PDE.
3.3 Basic Properties
In this section we deduce the the most obvious properties, for weak solutions u to (3.7)
or (3.9) on a time interval S = [0, T ].
Lemma 3.3.1. (i) Let u ∈ C1(S,L2(Ω)) ∪ C(S,H1(Ω)) be e weak solution to (3.7) or
(3.9), then u maintains its mass (mean value), at all times.
(ii) Let ` be differentiable and take p ≡ ˙̀ in (3.9). Further assume that the compat-
ibility conditions `(0) =
∫
Ω xu0(x) dx and
∫
Ω u0(x) dx = 1 are satisfied. A function
u ∈ C1(S,L2(Ω)) ∪ C(S,H1(Ω)) is a weak solution of (3.7) if and only if it is a weak
solution of (3.9). Thus both problem formulations can be treated as equivalent.
Proof. By assumption the solutions have a regularity, so that we can test (3.7) or (3.9)
with the function v(x) = 1 and integrate by parts. The boundary conditions then





u(t, x) dx = 0 , (3.10)
which proves (i).
In order to prove (ii) we have to show that a solution of each PDE is a solution of the
other. One direction, namely from (3.7) to (3.9), is already done in the Section 3.2, when
deriving the PDE (3.9) out of (3.7). The other direction follows when taking v(x) = x
as a testfunction in (3.9) and exploiting
∫
Ω u(x, t) = 1 for all t ∈ S. Thus, due to the
equality p(t) = `′(t), solutions of (3.9) satisfy `(t) =
∫
Ω xu(t, x) dx and hence (3.7) is
satisfied when choosing Λ(t) = τ ˙̀ + L(u(t)). For the definition of L see (3.8).
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The stationary states of the PDE (3.9) are easily specified by setting ∂tu ≡ 0 and solv-
ing the resulting spatial ODE. Respecting the condition of mass one, see (3.1), stationary











ν2 dx . (3.11)
The free parameter β ∈ R can be determined by prescribing C(uβ).
Lemma 3.3.2. The function M(β) = C(uβ) is a bijective mapping from ]−∞,+∞[ to











ν2 dx , (3.12)
is a steady state of (3.9) satisfying C(U`) = `.
Proof. First we show that M is strictly increasing on ]−∞,+∞[ and then we will show




























Since ρ1(x) := xe
1
2 (βx−ψ(x)) and ρ2(x) := e
1
2 (βx−ψ(x)) are linearly independent functions,














and thus ensures that ddβ
∫
Ω xuβ(x) dx > 0 for each β ∈ R.
What remains to be shown is that the image of M is ]0, 1[. Since uβ is a smooth
positive function with mean value one, it is obvious that M(]−∞,+∞[) ⊂ ]0, 1[. Hence
we need to verify M(β) → 0 as β → −∞ and M(β) → 1 as β → +∞ such that the
image of M fills out ]0, 1[. We only show the limit for β → −∞ as the other one can
be obtained analogous. We claim that for every ε > 0, sup{uβ(x) : x ∈ ]ε, 1[ } → 0 as
β → −∞, of which M(β)→ 0 is a simple consequence.
Let us fix x0 ∈ ]0, 1] and assume that there exist C0 > 0 and a sequence of numbers
βk → −∞ such that uβk(x0) ≥ C0 for all k. Since ψ ∈ H1(Ω) we have C1 > 0 such that
‖ψ‖C < C1 and so ‖eψ(·)‖C ≤ C2. Then for β < 0 we can estimate uβ on ]0, x0/2[ by
|uβ(x0)|
|uβ(x)|
≤ |eβ(x0−x)| |eψ(x)−ψ(x0)| ≤ |e
β
2 x0 | C22
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we get uβ(x) ≥ 4C0x0uβ(x0) ≥
4
x0








uβk ≥ 2 .
This is a contradiction to the construction (3.11), which proves the pointwise convergence
to zero of uβk on ]0, 1]. By the same reasoning we can fix β1 < 0 for any x0 ∈ ]0, 1[, such
that for all x ∈ ]2x0, 1] we get uβ(x) ≤ C3uβ(x0) whenever β < β1. This implies the
uniform convergence on every subset ]2x0, 1] and thus by the arbitrariness of x0 we get
for any ε > 0 that sup{uβ(x) : x ∈ ]ε, 1[ } → 0 as β → −∞.
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4 Analysis of the Nonlinear Fokker–Planck
Equation
In this Chapter we will analyse properties of the nonlinear Fokker–Planck equation (3.9)
resulting from the modelling of a battery in Chapter 3. In the first section we deal with
the existence and uniqueness of solutions for, at least, a short time. This fundamental
property allows us to consider the Model as a sane candidate to reflect any physical
behaviour. Other properties, like nonnegativity and regularity, are also shown. The
nonnegativity is of special interest since we think of the solution as the evolution of a
probability density. This interpretation is not adequate if the solution assumes negative
values. In the second section the question of long time existence is addressed. It turns
out, that a condition, which feels natural from a physical point of view, is a necessary
and sufficient condition for solutions to exist up to any considered time. The results
presented in this chapter are from a joint work of Dreyer, Huth, Mielke, Rehberg and
Winkler, see [13].
For ease of notation we set τ = ν = 1 throughout this chapter. We can do so without
loss of generality, since dividing (3.9) by ν2 yields the equivalent PDE
τ
ν2
∂tu(t, x) = ∂x
(


















This shows, that we can eliminate all occurrences of τ and ν on the right hand side
by transforming the data to p̃(t) = τp(t)/ν2 and ψ̃′(x) = ψ′(x)/ν2. Another time
transformation then easily leads to the disappearance of the factor τ/ν2 in front of the
time derivative.
4.1 Existence and Uniqueness
We formulate our short-time existence result first in a general form of operator differ-
ential equations. In this form it can be applied to a great family of nonlinear parabolic
problems. The following theorem is similar to results in the book by Lunardi [28]. In the
version it is presented here, our result benefits from a dividable dependence of the non-
linear term into parts which depend on the solution in differing regularities. The usual
way of dividing would be to separate parts of lowest and a part of highest regularity.
We use a more layered separation to benefit from the underlying structure.
First we introduce some notation to formulate a prototype of a nonlinear operator
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differential equation. Let X be a Banach space and S be the time interval under con-
sideration. Further on let A be a sectorial operator A : X ⊃ D(A) → X with dense
domain D(A), see the definition of sectorial operators in the Appendix. We denote by
Xθ = [X,D(A)]θ the complex interpolation space to the index θ, and its norm by ‖ · ‖θ.
The possibly nonlinear operator N : Xθ × S → X acts on intermediate spaces Xθ for
some θ ∈ [0, 1[. The general problem formulation is the following operator differential
equation on a time interval S,




, for all t ∈ S (4.1)
u(0) = u0 ∈ X .
Without loss of generality we say that S starts at time zero. If we have a priori knowledge
on the nonlinearity of N and also have a better quality of u0, then we can state the
following existence and uniqueness result.
Theorem 4.1.1. Let X be a Banach space and A : D(A) ⊂ X → X a sectorial operator
with dense domain. Define the time interval S = [0, T ] and suppose that for g ∈ C(R),
0 < θ1 < θ2 < 1 and 1 ≤ p ≤ (1− θ1)/(θ2 − θ1) the mapping N : Xθ2 × S → X satisfies
for all v, w ∈ Xθ2 and all s ∈ S,





‖N(v, s)−N(w, s)‖X ≤ g(‖v‖θ1 + ‖w‖θ1)
(
‖v − w‖θ2 + (1 + ‖v‖
p
θ2




and u0 ∈ Xθ1, then there exists a constant K depending on A, g, p and ‖u0‖θ1 such that
for T ≤ K, we know that the problem (4.1) has a unique mild solution of quality














for any γ satisfying θ2 − θ1 < γ < (1− θ1)/p. Furthermore for any ε > 0 and η ∈ [0, 1[
u ∈ C1−η
(
[ε, T ], Xη
)
. (4.6)
Proof. Fix the choice of γ ∈ ]θ2 − θ1, (1− θ1)/p[ and consider the space Y as defined by
(4.4) and (4.5). We will show that F , defined as
Fv(t) := e−tAu0 +
∫ t
0
e−(t−s)AN(v(s), s)ds, v ∈ U, t ∈ [0, T ], (4.7)
is a contractive selfmapping on the closed subset
U := {v ∈ Y : ‖v‖Y ≤ 2 + cA‖u0‖θ1 =: R} ⊂ Y. (4.8)
Thus F has a unique fixed point in U . It is known that fixpoints of F are (mild)
solutions to (4.1). The constant cA appearing in (4.8) depends on the operator A and
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will be determined in the sequel.
In order to show that F maps U to itself we derive estimates for F (v) in the ‖ · ‖Y
norm. The first addend in (4.7) can easily be estimated by using known properties for
the semigroup e−tA, see Lemma A.3 in the appendix. Thus for any t ∈ ]0, T [
‖e−tAv(0)‖θ1 ≤ cA‖v(0)‖θ1 , tγ‖e−tAv(0)‖θ2 ≤ cAtγ−(θ2−θ1)‖v(0)‖θ1 , (4.9)
with a constant cA ≥ 1 depending on A. This is the constant that appears in (4.8). Thus
diminishing T , depending on ‖v(0)‖θ1 and cA, we can guarantee that tγ‖e−tAv(0)‖θ2 ≤ 1.
In order to derive bounds for the second addend in (4.7) we define Cg := sups∈[0,2R] g(s)



















(t− s)−θ1(1 + ‖v(s)‖θ2) ds ≤ c
∫ t
0





















We use that γ < (1− θ1)/p ≤ 1− θ1 and get together with (4.9) for T small enough
‖F (v)(t)‖θ1 ≤ cA‖v0‖θ1 +
1
2 . (4.10)
















≤ cACg(1 +R)T 1−θ2−γ
∫ 1
0
(1− σ)−θ1σ−γ dσ ,
which gives by θ2 < 1 and choosing T small enough together with (4.9),
tγ‖F (v)(t)‖θ2 ≤ 1 +
1
2 . (4.11)
Combining (4.10) and (4.11) results for any v ∈ U in ‖Fv‖Y ≤ R , and so F is a
selfmapping on U .
The steps to show that F is a contraction in the space Y are of similar type. First we
estimate for two elements v, w ∈ U and t ∈ [0, T ] the difference of their images in the
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‖ · ‖θ1 norm by





‖v − w‖θ2 + (1 + ‖v‖
p
θ2
+ ‖w‖pθ2)‖v − w‖θ1
)
ds ,




(t− s)−θ1s−γ + (t− s)−θ1(1 + 2Rps−γp)
)
ds ,
















4‖v − w‖Y . (4.12)
Analogously we derive the estimate












The assumptions on γ and p allow us to deduce once more by t ≤ T that for T small
enough there holds for all t ∈ S
tγ‖Fv(t)− Fw(t)‖θ2 ≤
1
4‖v − w‖Y . (4.13)
In combination of (4.12) and (4.13) we get the contractivity of F , by the inequality
‖Fv(t)− Fw(t)‖Y ≤
1
2‖v − w‖Y .
Thus F must have a unique fixpoint in U which proves (4.4) and (4.5).
As a consequence the solution u is for all positive times t > ε bounded in the ‖ · ‖θ2
norm and so N(u(t), t) is bounded in X for all these times as well. Inserting this in the
right hand side of (4.1) gives a linear operator differential equation with bounded right
hand side N(u(t), t) on every time interval [ε, T ] for any ε > 0. According to known
regularity theory, see [28, Prop.4.2.1], this results in the solution being even Hölder
continuous in time in the way as asserted in (4.6).
We will use this general existence result for the Fokker-Planck equation (3.9). First













, where Ω := ]0, 1[,
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such that u fulfils the initial condition u(0) = u0 ∈ L2(Ω) and that for all ϕ ∈ C∞(Ω̄)
and t ∈ ]0, T0[ there holds∫
Ω










The functional L : C(Ω̄) → R above is as defined in (3.8). Note that we write µ for ψ′
and p for ˙̀. This separates their meaning as coefficients in the PDE from their role as
derivatives of another function.
Theorem 4.1.2. Suppose that p ∈ Cαloc([0,∞[), µ ∈ Lq(Ω), and that u0 ∈ Lq(Ω) for
some q > 1 and α > 1/2. Then there exists a maximal time T0 ∈ ]0,∞] and a uniquely





there exists δ, K > 0 and γ ∈ ]0, 1[
depending on ‖u0‖Lq and the date µ and p such that
‖u(t)‖Lq + tγ‖u(t)‖Wθ,q(Ω) ≤ 2 + ‖u(0)‖Lq , for all t ∈ ]0, δ[ . (4.15)
Moreover we have the following alternative:
Either T0 =∞, or ‖u(t)‖Lq →∞ as t↗ T0 for some q > 1. (4.16)
Proof. Existence and Uniqueness. First we prove the existence of a solution to a sec-
ondary problem. Define M :=
∫ 1
0 u0(x)dx and w0(x) :=
∫ x
0 u0(z)dz −Mx and consider
∂tw(t, x)− ∂xxw(t, x) =
[
µ(x)− p(t)− L (∂xw(t) +M)
]
(∂xw(t, x) +M),
w(t, 0) = w(t, 1) = 0,
w(0, x) = w0(x).
(4.17)
By regularity results it follows in the sequel that the function u := ∂xw+M is a solution
to the original problem (4.14).
Take an arbitrary but fixed β ∈
]
1 + 1q , 2
]
, then the injection Wβ,q0 (Ω) ↪→ C1(Ω̄) is
compact. Thus remembering the definition of L in (3.8), a constant cL exists such that
for all v ∈Wβ,q0 (Ω) there holds
|L(∂xv)| ≤ cL‖v‖Wβ,10 and |L(∂xv +M)| ≤ cL(‖v‖Wβ,10 +M) .
Let A denote the Dirichlet Laplacian on Ω. Its domain is W2,q0 (Ω), which is dense
in Lq(Ω). We denote the complex interpolation spaces between them by Wθ,q0 (Ω) =
[Lq,W2,q0 (Ω)] θ2 . We further define the mapping N : W
β,q
0 (Ω) × R+ → Lq(Ω) for (v, t) ∈
Wβ,q0 (Ω)× R+ as(
Nv
)
(x, t) := −
(
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In order to apply Theorem 4.1.1, we need to show bounds for N of the form (4.2) and
(4.3). By the a priori bounds on p, µ and L we get for v, w ∈Wβ,q0 (Ω)
‖Nv(·, t)‖Lq ≤ c(‖µ‖Lq + ‖p‖L∞)(M + ‖v‖Wβ,q0 ) + c(‖v‖Wβ,10 +M)‖v‖W1,10 ,
‖Nv(·, t)−Nw(·, t)‖Lq ≤ ‖(µ(x)− p(t)) · (∂xv − ∂xw)‖Lq
+ ‖L(∂xv(t) +M)(∂xv(t, x) +M)
− L(∂xw(t) +M)(∂xw(t, x) +M)‖Lq ,
≤ c(‖µ‖Lq + ‖p‖L∞)(‖v − w‖Wβ,q0 )
+ c(‖w‖Wβ,q0 +M)‖v − w‖W1,q0
+ ‖v − w‖Wβ,q0 c(‖w‖W1,q0 +M) .
Consequently, if we take p = 1, θ = 12 and θ2 =
β
2 meaning X = L
q(Ω), Xθ1 := W
1,q
0 (Ω)
and Xθ2 := W
β,q
0 (Ω) we can satisfy the assumptions of Theorem 4.1.1. This gives unique
existence of solutions in C([0, T ],W1,q0 (Ω)) ∩ Cγ(]0, T ] ,W
β,q
0 (Ω)) for any γ satisfying
(β − 1)/2 < γ < 12 . Hence (4.15) is a consequence of Theorem 4.1.1 when going back to
u by u = ∂xw +M .
The length of the existence time T depends on bounds for ‖µ‖Lq , M , ‖p‖L∞ and the
W1,q0 (Ω) norm of the initial value w0. Thus by successively repeating the above local
result, one reaches a maximal existence time T0. Provided that we have a uniform bound
on |p(t)|, the maximal existence time T0 is then either ∞ or if T0 <∞ then there must
hold for every q > 1, that ‖w(t)‖W1,q0 →∞ or equivalently ‖u(t)‖Lq →∞ as t→ T0.
Regularity. The application of Theorem 4.1.1 gives that for any η ∈ [0, 2[, the





[ε, T ],Wη,q0 (Ω)
)
.
Now we use the assumption that p is Hölder continuous with the Hölder exponent α > 0.
The right hand side N(w(t), t) is then Hölder continuous in time on any interval [ε, T ].
Thus again using known regularity theory, see [28, Prop.4.3.4], we have that w is a
classical solution to (4.17). By this we can iteratively improve the Hölder continuity of











[ε, T ],W1,q0 (Ω)
)
.
Finally, we have that the time derivative ∂tw is spatial weakly differentiable for positive
times t and vanishes at the boundary of Ω. Thus, we see that u := ∂xw−M is a solution
to (3.9) in the sense of (4.14), since for any ϕ ∈ C∞(Ω̄) we have∫
Ω
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and hence by partial integration we derive∫
Ω





+ (∂xw(t, x) +M)
[












Remark 4.1.3. The assumption ˙̀ = p ∈ Cαloc([0,∞[) can be weakened. If p has this
regularity only piecewise on intervals [tj , tj+1] then one can apply the above theory suc-
cessively on each interval.
The above existence result is valid for initial data u0 ∈ Lq. This is necessary for the
argumentation to carry this short time existence result to a long time existence result
which relies on deriving bounds in Lq. The price of this is that the solution u(t) is not
bounded in W1,q(Ω), as it might leave W1,q(Ω) for t→ 0. As stated in the next corollary
a better quality of the initial datum would also give us boundedness in W1,q(Ω) .
Corollary 4.1.4. If the assumptions of Theorem 4.1.2 are satisfied and furthermore





Proof. In the same way as before, we apply the Theorem 4.1.1. As before we first look
for solutions of (4.17) and choose a β > 1 + 1/q such that there holds the compact
embedding Wβ,q0 (Ω) ↪→ C1(Ω̄). But in contrast to the approach in Theorem 4.1.2, we
set θ1 = β/2 and θ2 = β/2 + ε < 1 for some arbitrary small ε > 0.
Since the choices for θ1 and θ2 are bigger than in the previous theorem, all the needed
bounds in the norms ‖·‖θ` are a trivial consequence of the already achieved bounds in the
proof of Theorem 4.1.2. Together with the boundedness of the initial value ‖u0‖W1,q(Ω)










and thus N(w(t), s) is bounded in Lq(Ω) for all times t ∈ S. Then classical regularity
















Lemma 4.1.5. Let the assumptions of Theorem 4.1.2 with q = 2 hold. If the initial
value u0 ∈ L2(Ω) is non-negative, then the solution u to (4.14) is also nonnegative on
Ω× [0, T ].
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Proof. We first show the non-negativity if µ is a bounded function. Since q = 2 we can




















∞ + cLRt−γ + ‖p‖L∞)2‖u−(t)‖2L2 ,
where we used the continuity of L and the boundedness of the solution stated in (4.15).
Using Gronwall’s lemma and ‖u−0 ‖L2 = 0, we deduce ‖u−(t)‖L2 = 0 for all t ∈ [0, T ]. If µ
is unbounded, we define for any k > 0 the cut-off function µk := min(k,max(−k, µ)). By
uk we call the solution of (4.14), if µ is therein replaced by µk. We consider the functions
wk(t, x) :=
∫ x
0 uk(y, t) dy −Mx, being the solution to (4.17) when µ is replaced by µk.
Let the space Y and the closed convex subset U ⊂ Y be as in (4.8), with X = Lq(Ω),
Xθ1 = W1,q(Ω) and Xθ1 = Wβ,q(Ω) where β is as defined in the proof of the Theorem
4.1.2. Since ‖µk‖L2 ≤ ‖µ‖L2 , one can find a common T > 0 such that each of the
mappings
Fk : U → U, (4.18)
Fkv(t) := e−tAw0 +
∫ t
0
e−(t−s)A [µk − L(∂xv(s) +M)− p(s)] (∂xv(s) +M) ds, (4.19)
is a contraction on U with contraction constant 12 . This is true, because all neces-
sary estimates in the proof of Theorem 4.1.2 can be repeated with the uniform bound
‖µk‖L2 ≤ ‖µ‖L2 . The fixed point of Fk is then wk and the corresponding fixed point for
the mapping F having the original µ, is w. One easily calculates
‖w − wk‖X ≤ ‖Fw − Fkwk‖X ≤ ‖Fkw − Fkwk‖X + ‖Fw − Fkw‖X (4.20)
≤ 12‖w − wk‖X + ‖Fw − Fkw‖X , (4.21)
what leads to ‖w − wk‖X ≤ 2‖Fw − Fkw‖X . Let us show that ‖Fw − Fkw‖X vanishes
as k →∞. We have
















Since µk → µ in L2(Ω), we get, uniformly in t, ‖Fw(t) − Fkw(t)‖H1 → 0 as k → ∞.
Similarly we get tγ‖Fw(t) − Fkw(t)‖Hβ → 0 uniformly for all t ∈ [0, T ]. This gives for
all t ∈ [0, T ] that wk(t) → w(t) in H1(Ω), and thus uk(t) → u(t) in L2(Ω). Hence, u(t)
must also be a nonnegative function because each uk(t) is, which is shown in the first
part of this proof.
In the model derived in [11], µ is not only in L2(Ω), but inside of Ω it is a smooth
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function. This helps us to deduce strict positivity of the solution for positive times.
Lemma 4.1.6. Let the assumptions of Theorem 4.1.2 hold. Furthermore assume, that
for all ε > 0 we have µ ∈ C1([ε, 1−ε]) and 0 6= u0 ∈ L2(Ω) is non-negative. The solution
is then strictly positive inside Ω for all positive times.
Proof. Let u be the solution to problem (4.14). We define Ωε := ]ε, 1− ε[ and
φ(t, x) := µ(x)− L(u(t))− p(t).
Consider the function wε(t, x) := u(t, x)est with sε := − supx∈Ωε |∂xµ(x)| ≥ 0. This
function then solves inside Ωε × ]ε, T ]
∂twε(t, x)− ∂xxwε(t, x)− ∂xwε(t, x)φ(t, x) = u(t, x)est(∂xµ(x) + sε). (4.22)
The coefficients and initial values and the boundary values are spatially continuous and
in time even Hölder continuous. This allows us to apply classical parabolic theory. We
know from Theorem 4.1.2 that the initial and boundary values to this PDE are non-
negative. Due to conservation of mass, the initial function wε0(x) := u(ε, x)eεs is positive
somewhere inside Ωε for ε small enough. Even the right hand side of the PDE (4.22) is
non-negative. Hence, using classical maximum principles, see for example [16, Chapter
7.1 Theorem 9], we get w > 0 in Ωε × ]ε, T ] and thus u is also strictly positive. This
means by the arbitrariness of ε, that u is positive everywhere inside Ω for all positive
times t.
4.2 Longtime Existence and Blow Up
In this Section we will investigate the maximal existence time of solutions to the PDE
(3.9). Due to the nonlinear nature of the PDE, blow up can occur. As we will see, it
is easy to construct data, such that the solution must cease to exist in finite time. A
question is, which characteristics of the data allow us to decide a priori if the solution
exists for all times and can we find a necessary and sufficient criterium. In fact the
sufficient and necessary condition is somewhat obvious from the physical point of view.
It turns out to be the need of the loading state ` to stay in the interval ]0, 1[. The actual
proof that the natural condition is the exact criterion to decide if the solution exists for
all times or not, is quiet involved as can be seen in the following.
The following natural assumption is necessary and sufficient for the solution to exist
on the whole (possibly unbounded) time interval S = [0, T0].
` ∈W1,∞(S) , `(0) =
∫
Ω
xu0(x) dx , (4.23)




Next to this assumption we do of course need that the assumptions for the existence in
Theorem 4.1.2 are satisfied. That is p = ˙̀ is piecewise Hölder continuous in time with
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Hölder exponent α > 1/2 and ψ ∈W1,q(Ω).
The necessity of (4.23) and (4.24) can be seen quite easily.
Lemma 4.2.1. Assume that on a compact time interval S the continuous function u :
S →W1,q(Ω), q > 1, is a solution to (3.7) with u0 ≥ 0,
∫
Ω u0(x) = 1 and `(t) ∈W1,∞(S).
Then there exists a δ > 0, such that `(t) ∈ [δ, 1− δ] for all t ∈ S.
Proof. By the assumption u0 ≥ 0 and
∫
Ω u0(x) = 1 for u0 ∈ Lq(Ω), it is clear that
0 < `(0) =
∫
Ω xu(t, x) dx < 1. Due to the continuity of the solution in W1,q(Ω), we also
have that `(t) = C(u(t)) is continuous in time. Assume that there is a time t∗ such that∫
Ω xu(t, x) dx = 1 for the first time. Then there must be a sequence tj < t∗ with tj → t∗
such that C(u(tj))→ 1 and C(u(tj)) ∈ ]0, 1[.
As known from Lemma 4.1.5, all functions u(tj) ∈W1,q(Ω) are nonnegative and so we
deduce from
∫
Ω xu(tj , x)dx → 1 that u(tj) evolves to a delta distribution concentrated
at x = 1 and thus ‖u(tj)‖Lq → ∞. This contradicts the continuity of the trajectory u
in the space W1,q(Ω). Hence such a time t∗ can not exist. The same reasoning works
mutatis mutandis assuming there is a time t∗ such that `(t∗) = 0.
In order to show that (4.23) and (4.24) are not only necessary but also sufficient






ln v(x) + ψ(x)
)
dx , 0 ≤ v ∈W1,q(Ω) . (4.25)
This energy stems from the modelling process, see (3.3). Once we have established a
bound for this energy we will then derive a uniform bound for the solution in the Lq(Ω)
norm, which according to Theorem 4.1.2 results in the existence of solutions for all times.
We define the dissipation D. This is the negative rate of change of A along solution











dx− L(v)2 − λL(v) . (4.27)
The main ingredients are the two estimates for D in the following theorem and propo-
sition. The proofs rely on the exact form of L and the shape of the stationary states.
Theorem 4.2.2. Assume ψ ∈ W1,2([0, 1]). Then, for each δ ∈ ]0, 1/2[ there exists a
constant Cψδ ≥ 0 such that for all ` ∈ [δ, 1−δ] and all λ ∈ [−1/δ, 1/δ] the following
estimate holds:




u(x) dx = 1 and C(u) = `. (4.28)
Proof. The proof consists of two main ingredients. First, we replace u by v =
√
u.
Secondly, we will decompose v into Vα + η, where Vα is the square root of a stationary
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solution as described in (3.11). We can easily prove (4.28) for stationary states, as they
make the first two terms of D cancel each other. We then control the error added by
the occurrence of η.




v(x)2 dx = 1 and
∫
Ω
x v(x)2 dx = `. (4.29)
For v ∈ V(`) := { v ∈ H1(Ω) : v ≥ 0, and (4.29) holds } we define














vw dx = γ2 − ρ2 − λρ .
The case ρ = 0 is trivial, because it gives D(v, λ) ≥ 0. Hence, we assume ρ > 0 from
now on. We define for α ∈ R the function Vα as the square root of a stationary state
Vα(x) = cαe
αx−ψ(x)
2 with cα such that ‖Vα‖L2 = 1. Then we consider the decomposition
v = Vγ2/ρ + η .
In order to examine the error η, we make several steps. Remember, that we assume
ρ > 0 and hence γ > 0. We first decompose v in the form
v = ρ
γ2
w + ξ with
∫
Ω
ξ w dx = 0,
which is a simple orthogonal projection. Hence, we find
1 = ‖v‖2L2 =
ρ2
γ2













this ODE with ‖v‖L2 = 1 gives the formulae
v = βVγ2/ρ +Kγ2/ρξ , where Kαξ(x) =
∫ 1
0
Kα(x, y)ξ(y) dy ,
η = (1− β)Vγ2/ρ +Kγ2/ρξ .




2Vα(y) for α > 0 and 0 < x < y < 1,
−αVα(x)2Vα(y) for α < 0 and 0 < y < x < 1,
0 otherwise.
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We know that ψ ∈W1,1(Ω) and hence ψ ∈ C(Ω̄). Thus, we can estimate the kernel by
0 ≤ Kα(x, y) ≤
CψK
2 |α|e
−|α||x−y|/2 for α 6= 0 and x, y ∈ [0, 1],
where CψK depends only on ψ but not on α. Using this, we can estimate ξ̂ := Kγ2/ρξ




0 e−|α||x−y|/2|ξ(y)|dy. Then using Young’s inequality for convolutions
ξ̂ = φ ∗ ξ in the form ‖ξ̂‖L2(R) = ‖φ‖L1(R)‖ξ‖L2(R), we get the uniform estimate
‖Kα‖Lin(L2(Ω),L2(Ω)) ≤ C
ψ
K for all α 6= 0.
It is now essential to estimate η in terms of ρ/γ. We do this with the help of ξ̂ = Kγ2/ρξ,
which satisfies ‖ξ̂‖L2 ≤ C
ψ
K(1−ρ2/γ2)1/2. So for ρ/γ close to one, we can assume ‖ξ̂‖L2 ≤
1 and hence use the relation for β,
1 ≥ ‖ξ̂‖2L2 = ‖v − βVγ2/ρ‖
2






Ω vVγ2/ρ dx > 0 and thereby conclude β ≥ 0. Hence,
|1−β| ≤ |1−β2| =





∣∣ ≤ (2+CψK)‖ξ̂‖L2 .
Combing this with the definition of η we find







)1/2 if ‖ξ̂‖L2 ≤ 1. (4.30)
Now we are ready to estimate D(v, λ) from below on the admissible set V(`). We






)1/2 ≤ δ/6 < 1.
and distinguish two cases ρ2 ≤ γ2σ2δ and ρ2/γ2 ∈ [σ2δ , 1].
Case I, |ρ| ≤ γσδ: We easily find








where δ is from the statement of the theorem such that |λ| ≤ 1/δ.
Case II, ρ2/γ2 ∈ [σ2δ , 1]: Recalling ‖ξ̂‖L2 ≤ C
ψ
K(1−ρ2/γ2)1/2, we have ‖ξ̂‖L2 ≤ 1 and
can use estimate (4.30) for η, namely ‖η‖L2 ≤ δ/6. Since v = Vγ2/ρ + η lies in V (`), we
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∣∣2xηVγ2/ρ + xη2(x)∣∣ dx
≤ 2‖η‖L2 + ‖η‖2L2 ≤ 3‖η‖L2 ≤ δ/2.
We consider the function m(α) :=
∫
Ω xVα(x)2 dx dx =
∫
Ω xuα(x) dx. According to
Lemma 3.3.2,m : R→ ]0, 1[ is bijective and strictly increasing. Thus, for each δ ∈ ]0, 1/2[
there is a constant aδ, such that m(α) ∈ [δ/2, 1−δ/2] implies α ∈ [−aδ, aδ].
Using the assumption ` ∈ [δ, 1−δ] we have shown that the decomposition v = Vγ2ρ+η
implies m(γ2/ρ) ∈ [δ/2, 1−δ/2]. Thus, we conclude the estimate aδ ≥ |γ2/ρ| ≥ |γ|,
because 0 < |ρ| ≤ γ. We insert this into the formula for D and obtain the lower bound
D(v, λ) = γ2 − ρ2 − λρ ≥ −aδ|λ|.
Combining the two cases, we have established the desired estimate (4.28) with Cψδ =
max{aδ, σ2δ/(4δ(1−σ2δ ))}.
We further improve this and show that the dissipation can be bounded from below in
terms of the L2 norm of u and even in terms of the Energy A itself.
Proposition 4.2.3. Assume ψ ∈ H1(Ω). Then, for each κ > 0 and each δ ∈ ]0, 1/2[
there exists a constant Kψκ,δ such that for all ` ∈ [δ, 1−δ] and all λ ∈ [−1/δ, 1/δ] the
following estimate holds:
D(u, λ) ≥ κ‖∂xu‖L2 −K
ψ
κ,δ and D(u, λ) ≥ κA(u)−K
ψ
κ,δ (4.31)
for all u ∈ H1(Ω) with u ≥ 0,
∫
Ω u dx = 1, and C(u) = `.
Proof. We proceed exactly as in the proof of Theorem 4.2.2 and use the same notations.
Step 1: We first estimate
Dκ(v, λ) = D(v, λ)− κ‖∂xv‖3/2L2 .
Because of γ = ‖2∂xv+ψ′v‖L2 and ‖v‖L2 = 1 we can deduce with the help of the
Gagliardo-Nirenberg inequality (3), ‖∂xv‖L2 ≤ γ + 1 + 12‖ψ
′‖2L2 and find
Dκ(v, λ) ≥ γ2 − ρ2 − λρ− κγ3/2 − C ,
where C depends on ψ and κ. This can be estimated from below via the two cases as
before.
Case I, |ρ| ≤ γσδ: We obtain
Dκ(v, λ) ≥ (1−σ2δ )γ2 − 1δσδγ − κγ
3/2 − C,
which is certainly bounded from below by a constant depending only on κ and σδ.
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Case II, ρ2/γ2 ∈ [σ2δ , 1]: As in the previous proof we find |ρ| ≤ γ ≤ aδ, giving
Dκ(v, λ) ≥ γ2 − ρ2 − 1δ |ρ| − κγ
3/2 − C
is trivially bounded from below.
Combining the two cases gives a constant kψκ,δ such that Dκ(v, λ) ≥ k
ψ
κ,δ.
Step 2: We now need to undo the substitution u = v2 in D(u, λ) = D(
√
u, λ). With





L∞‖∂xv‖2L2 ≤ C(1 + ‖∂xv‖
3
L2),
where we have used ‖v‖2L∞ ≤ C‖v‖L2(‖v‖L2+‖∂xv‖L2) = C(1+‖∂xv‖L2), see Lemma
A.2. Using v =
√
u, we deduce
D(u, λ)− κ‖∂xu‖L2 ≥ D(v, λ)− c1κ‖∂xv‖
3/2













u ln u+ψudx ≤ max{ln u+ψ}
∫
Ω
udx ≤ ln ‖u‖L∞ + maxψ ≤ C(1+‖∂xu‖).
Inserting this into the first estimate of (4.31), the second follows immediately.
This allows to control the growth of A(u). Say that u is a solution to the PDE (3.9)








(t2 − t1) . (4.32)
Given that we know A(u(t1)), this serves as an upper bound for A(u(t2)). It only gives a
one sided bound, because we have a one sided bound for D in Theorem 4.2.2. Note that
a lower bound for A exists as well. We know for the case of interest, that solutions are
nonnegative and have mean value 1. Thus the term v ln v has a uniform minimum. This
gives a bound for the first part in A. The second part, namely the integral
∫
Ω vψ dx,
can also be bounded because ψ ∈W1,2(Ω) is continuous and must have a minimum.
A bound on A helps us to deduce bounds for u in L2(Ω), as stated in the next theorem.
For this we must use that L is a bounded linear form on continuous functions.
Theorem 4.2.4. Assume that ψ ∈ H1(Ω) and ` satisfies (4.23)-(4.24). Furthermore
assume that there exists a constant cL, such that for L in (3.9) there holds
|L(v)| ≤ cL‖v‖L∞ for all v ∈ H1(Ω). (4.33)
Let the function u : [0, T0[→ H1(Ω) be a nonnegative solution to (3.9). If there exists a
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constant K such that
A(u(t)) ≤ K and ‖u(0)‖L2 ≤ K , (4.34)
then there exists a constant C, depending on K and
∫
Ω u(0, x) dx, such that the following
a priori estimate holds true
‖u(t)‖L2 ≤ C for all t ∈ [0, T0[ . (4.35)
Proof. We want to derive a bound for the growth of ‖u(t)‖L2 . We test (3.7) with the



















ψ′(x)u(t, x)∂xu(t, x) dx . (4.36)











































L2 ≤ C1(1 + ‖u(t)‖
3
L∞) , (4.37)
with C1 depending on δ, cL and ψ.
We want to develop from (4.37) a differential inequality with a right hand side de-
pending on ‖u(t)‖L2 . Therefor we use the assumed boundedness of A and the fact that
for any s ∈ R+, |s ln s| ≤ 2e + s ln s to derive from (4.34),
‖u(t) ln(u(t))‖L1 ≤ A(u(t)) +
2
e + ‖ψ‖L
∞‖u(t)‖L1 ≤ C2 . (4.38)
Since the solution u is nonnegative and has constant mean value, the constant C2 depends
on the mean value of u(0) as well as on K and ψ.
The step from an a priori bound in an L log L-norm to a bound in L2 is done by
employing the following modified version of a Gagliardo-Nirenberg inequality, see Lemma
A.2,
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Once more we exploit that ‖u(t)‖L1 is constant for all times and combine (4.39), (4.38)















The known mean value M , of u(t), allows us to state the existence of constants C4
















which allows us to conclude the desired estimate
‖u(t)‖2L2 ≤ max
{
‖u(0)‖2L2 , 2C4C3 + 1
}
.
The a priori estimate in Theorem 4.2.4 and the estimate for the dissipation in Theorem
4.2.2 lead to the existence of solutions for all possible times, provided that (4.23)-(4.24)
are satisfied.
Theorem 4.2.5. Let S = [0, T0] with either finite T0 > 0 or T0 = ∞. Assume u0 ∈
Lq(Ω) for a q > 1 and suppose that ψ ∈ H1(Ω), ` ∈W1,∞loc (S) and ˙̀ is piecewise Hölder
continuous with Hölder exponent α > 1/2. If ` satisfies on every compact subset Ŝ ⊂ S
the condition (4.23)-(4.24) for a δŜ, then there exists a solution u to the Problem (3.9)
on the whole time interval S.
Proof. Take any compact interval Ŝ = [0, T̂0] ⊂ S. We will show that the solution exists
on the whole interval Ŝ. By the arbitrariness of T̂0 it must then exist on the whole
interval S.
Due to Theorem 4.1.2 we only have to show that the solution stays bounded in L2(Ω).
By u0 ∈ Lq(Ω) we know that the solution is for small positive times t0 ∈ Ŝ in W1,q(Ω),
thus u(t0) ∈ L2(Ω). Fix a time t0 ∈ Ŝ., such u(t0) ∈ L2(Ω). Starting from t0 we can
guarantee by Theorem 4.1.2 the existence of solutions to the PDE at hand in W1,2(Ω)
up to a maximal time in Ŝ. We call this time T1.
The inequality (4.32) gives a bound for A depending on T̂0. Applying Theorem 4.2.4
and the bound for A, we get a bound for ‖u(t)‖L2 for all t ∈ [t0, T1[, depending on δŜ .
Thus employing the in Theorem 4.1.2, we have T1 = T̂0, the solution exists up to the




. Finally, T̂0 ∈ S was
arbitrary and so the solution must exist on the whole interval S.
If the bounds for ` in (4.23)-(4.24) hold uniformly on S then we get even a uniform
Wβ,2(Ω) bound for the solution u.
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Theorem 4.2.6. Let the assumptions of Theorem 4.2.5 hold. Furthermore let ` satisfy
(4.23)-(4.24) for a δ uniformly on the time interval S, then the solution u to the PDE





and ε > 0, u(t) is bounded in Wβ,2(Ω) for all t ∈ [ε, T0].
Proof. From Theorem 4.2.5 we get immediately the existence of a solution on the whole
time interval S. According to Proposition 4.2.3, there exist positive constants C and κ
such that the differential inequality
d
dtA(u(t)) ≤ D(u(t),
˙̀(t)) ≤ −κA(u(t)) + C, (4.41)
holds for all times in S. This results in A(u(t)) ≤ max{κA(u(0)), C} for all t ∈ S. The
uniform bound for A allows us to apply Theorem 4.2.4 to derive a uniform bound for
‖u(t)‖L2 for all t ∈ S.
Starting now from any t ∈ S, we can use the achieved uniform bound of ‖u(t)‖L2 to
deduce by the estimate (4.15) in Theorem 4.1.2, that for some γ > 0 and small ε > 0 we
have the bound
‖u(t+ ε)‖Wβ,2 ≤ ε−γ(2 + ‖u(t)‖L2) .
This bound is then also uniform in time.
Summarising the results of Lemma 4.2.1, Theorem 4.2.5 and Theorem 4.2.6, we found
out that (besides technical conditions like boundedness and piecewise Hölder continuity
of ˙̀) the condition that the prescribed loading state must not reach one (battery empty)
or zero (battery full), is a necessary and sufficient condition for solutions to exist. Thus,
in a regime of physical meaningful data we can guarantee the existence of solutions to
our model.
4.3 Convergence to Steady States
In this section we will show that solutions to the nonlinear Fokker-Planck equation
(3.9) converge towards a steady state, provided that the control function `(t), see (3.7),
converges to a constant value `∗ ∈ ]0, 1[ as the time t goes to infinity. We know from
Lemma 3.3.2, that there exists a whole family of stationary solutions. The value of
`∗ identifies the limit in this family. Of course, we need to guarantee the existence of
solutions for all times. For this reason we assume throughout this section on the time
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interval S = [0,∞[ that
u0 ∈ L2(Ω) u0 ≥ 0 ,
∫
Ω
u0(x) dx = 1 , (4.42)
` ∈W1,∞(S) , `(0) =
∫
Ω
xu0(x) dx , ˙̀ is piecewise Hölder continuous , (4.43)




ψ ∈ H1(Ω) (4.45)
which guarantees the global existence of solutions, according to Theorem 4.2.6.
We will see that, if the control ` converges to some `∗ ∈ ]0, 1[ in the sense
˙̀ ∈ L1(]0,∞[) ∩ L∞(]0,∞[) and hence lim
t→∞
`(t) = `∗ , (4.46)
then the energy A, see (4.25), must converge to some value A∗. We see that A∗ is the
minimum of the energy A on a convex setM`∗ . By the strong convexity of A there is
only one such minimiser and it is a stable state. The strong convexity allows us finally
to deduce the strong convergence of the minimising sequence to its minimiser. The
findings in this section rely heavily on estimates for the dissipation in Theorem 4.2.2
and Proposition 4.2.3.
The first result in this section characterises the minima of A with the constraint
C(u) = `∗ as the stationary states described in Section 3.3.
Proposition 4.3.1. For every real number ` ∈ ]0, 1[ there exists a constant c`, such that
the functional v 7→ B`(v) defined as
B`(v) := A(v) + c`(`− C(v))
attains its minimum on the set
M := {u ∈ L1(Ω) : u ≥ 0,
∫
Ω
u(x) dx = 1 }
on exactly one point, namely U` defined in (3.12). Additionally the original functional
v 7→ A(v) has only one minimiser on the set M` :=M∩ { v ∈ L1(Ω) : C(v) = `} and
it is the same U`.
Proof. Note thatM andM` are strongly closed and convex subsets of L1(Ω). Moreover,
the functional A is strictly convex as well as its linear disturbed version B`. Hence, there
is at most one minimiser of A onM` and of B` onM.
We directly show that U` is in both cases the desired minimiser. The convexity of
u 7→ u ln u gives
ũ ln ũ ≥ u ln u+ (ln u+1)(ũ−u) for u > 0 and ũ ≥ 0.
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ũ ln ũ+ ψũdx ≥
∫
Ω













where in (i) we used that by the definition of U` in Lemma 3.3.2 we have lnU`(x) =
ψ(x) + β(`)x + cβ(`) for two constants β(`), cβ(`) ∈ R. In (ii) we used ũ, U` ∈ M and
the definition of C, see (3.2). This immediately gives the assertion for B`, when choosing
c` = −β(`). Further applying the definition ofM`, results in the assertion for A.
Next we show that assuming (4.43)-(4.46), the energy A converges to some value A∗.
What is important, is that the limit value A∗ equals to the minimum of B`∗ onM.
Lemma 4.3.2. Suppose that (4.42)-(4.46) are satisfied. The solution u to the PDE (3.9)
then exists on the whole time interval S = [0,∞[ and
lim
t→∞
A(u(t)) = A∗ , with A∗ = A(U`∗) , (4.47)
where U`∗ is the stationary state as defined in Lemma 3.3.2.
Proof. We get global existence of the solution u ∈ Cloc(S,H1m(Ω)) directly from Theorem





D(u(t), ˙̀(t)) dt = A(u0) for all t1 ∈ S . (4.48)
The dissipation estimate (4.28) gives
D(u(t), ˙̀(t)) ≥ −C| ˙̀(t)| (4.49)
for a fixed constant C. Thus, the function τ 7→ a(τ) := A(u(τ))−C
∫ τ
0 | ˙̀(t)|dt is nonin-
creasing. By the assumption ˙̀ ∈ L1(]0,∞[) and the lower bound A(u) ≥ (−1/e+minψ),
we know that a is bounded as well. Hence, a(t)→ a∗ for t→∞. The convergence of a
results into the convergence A(u(t))→ a∗ + C
∫∞
0 | ˙̀(t)|dt =: A∗.
To deduce the second part of (4.47), we take a look at the dissipation D along the
solution trajectory. The convergence of A(u(t)) in view of (4.48), gives rise to the exis-
tence of the integral
∫∞
0 D(u(t), ˙̀(t))dt. Since by (4.49) the negative part of D(u(t), ˙̀(t))
is in L1(S), we get that D(u(t), ˙̀(t)) ∈ L1(S) as well. This means that there must exist
{tk} ⊂ R+ with tk →∞, such that D(u(tk), ˙̀(tk))→ 0 and ˙̀(tk)→ 0. The Proposition
4.2.3 gives that u is uniformly bounded in H1(Ω) and hence, by the continuity of L in
H1(Ω), we deduce
D(u(tk), 0) = D(u(tk), ˙̀(tk)) + ˙̀(tk)L(u(tk))→ 0 , (4.50)
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as k →∞. Even more all D(u(tk), 0) are finite.
We will now switch over to vk :=
√
u(tk). We want to show that vk is uniformly






+ 2ψ′(x)∂xu(tk, x) + u(tk, x)(ψ′(x))2 dx + L(u(tk))2 .
(4.51)
By the uniformly boundedness of u in H1(Ω) we know L(u(tk))2 is bounded and fur-
thermore
∫
Ω 2ψ′(x)∂xu(tk, x)+u(tk, x)(ψ′(x))2 dx exists and must be uniformly bounded
as well. Hence, (4.50) and (4.51) give rise to (∂xu(tk))2/u(tk) ∈ L1(Ω). This allows to
consider vk :=
√
u(tk) as functions in H1(Ω), because (∂xvk)2 = (∂xu(tk))2/u(tk) and
furthermore vk is uniformly bounded in H1(Ω).
We write the dissipation in terms of vk, as in the proof of Theorem 4.2.2, and define
















Obviously, D is convex and weakly lower semicontinuous on H1(Ω). Remember, that
we work on the weakly closed subset V := {v ∈ H1(Ω) : ‖v‖L2 = 1} and hence by the





vk dx ≤ ‖2∂xvk + ψ′(x)vk(x)‖L2 , (4.52)
which results in D(v) ≥ 0 for all v ∈ V. Furthermore we know on V that D(v) = 0, if
and only if for some factor c ∈ R there holds c v = 2∂xv+ψ′(x)v(x) almost everywhere.
Consequently, this implies that v = ae(bx−ψ(x))/2 for some constants a, b ∈ R.
We summarise that vk is uniformly bounded in H1(Ω) and thus converges weakly to
some v∗ ∈ H1(Ω) when passing to a subsequence. We also know that ‖vk‖L2 = ‖v∗‖L2 =
1. Additionally, D is weakly lower semicontinuous and convex and D(vk) → 0, which
is the infimum of D on the convex set {v ∈ H1(Ω) : ‖v‖L2 = 1}. Thus, by the lower
semicontinouity of D, there must hold D(v∗) = 0. And so v∗ = ae(bx−ψ(x))/2 for some
constants a, b ∈ R. To identify a and b we exploit `∗ = limk C(v2k). By the weak
convergence of vk in H1(Ω) we have strong convergence of v2k = u(tk)→ v2∗ = u∗ in C(Ω̄)
and so we get C(v2∗) = `∗. Together with ‖v∗‖L2 = ‖u∗‖L1 = 1 and the positivity of u∗,
all these properties of u∗ = v2∗ fix a and b, see Lemma 3.3.2, and so finally u∗ = U`∗ .
Now that we have established u(tk) → U`∗ in C(Ω̄), we deduce for the limit energy
value A∗ = A(U`∗), which results from the continuity of A.
In the proof of the last lemma we showed that along a special sequence of times, the
solution converges to the uniquely defined stationary solution U`∗ . Further using that we
have identified the limit energy A∗, we can derive the convergence of the whole evolution
u(t) for t→∞. This is stated in our final convergence theorem.
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Theorem 4.3.3. We again assume that (4.42)-(4.46) are satisfied. The function u :
S → H1(Ω), which is a solution to the PDE (3.9) then converges in the sense
u(t)→ U`∗ in L2(Ω) ,
where U`∗ is the stationary state as described in Lemma 3.3.2.
Proof. Take an arbitrary sequence {tk}k ⊂ S with tk →∞ as k →∞. By Theorem 4.2.6
we have a uniform bound on u(tk) in all Wθ1,2(Ω) for any θ1 ∈ [0, 1[. Using the compact
embedding of Wθ1,2(Ω) ↪→Wθ2,2(Ω), for all θ2 < θ1, we get a u∗ ∈Wθ2,2(Ω), such that
along a subsequence there must hold u(tk) → u∗ in Wθ2,2(Ω). For ease of notation we
do not relabel the sequence tk.
In the next step we show that u∗ = U`∗ . We consider the functional B`∗ and the set
M as defined in Proposition 4.3.1. We know that C(u(tk)) = `(tk)→ `∗ and by Lemma
4.3.2 even A(u(tk)) → A(U`∗), with U`∗ the stable solution from Lemma 3.3.2. Since





B`∗(u(tk))→ A(U`∗) = B`∗(U`∗) = min
v∈M
B(v) , (4.53)
and so u(tk) ∈M is a minimising sequence. We have thatM∈ L1(Ω) is a closed convex
set and B`∗ has the form B`∗(v) =
∫
Ω Ψ(v(x)) + f(x)v(x) dx+ c with Ψ(ξ) = ξ log ξ. So
we can use a result by Visintin, [40, Thrm. 8] stating that u(tk)→ U`∗ in L1(Ω), because
U`∗ is the minimiser of B`∗ onM. The limit of the already achieved stronger convergence
must then be the same. As the possible limit of all bounded sequences is unique, we
have convergence of the whole family u(t) in all spaces Wθ2(Ω) with θ2 ∈ [0, 1[.
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5 Numerical Analysis of the Nonlinear
Fokker–Planck Equation
This chapter shows the behaviour of solutions to the PDE (3.9) using numerical simu-
lations. In the first section we will describe the numerical method which we employed.
It is a standard finite element method, using piecewise linear ansatz functions in one
spatial dimension. In order to achieve higher accuracy, the nonlinearity of the PDE is
resolved implicitly. We will not describe the method of finite elements in general, nor will
we discuss or show details of actual source code of the implementation. For a detailed
description of the method of finite elements as a numerical approximation technique for
PDEs, we refer to the textbook by Ciarlet [7]. The second section is devoted to the
convergence of numerical solutions to the exact solutions. We formulate the convergence
result in a more general way, so that it might be applied to other settings of discretised
nonlinear PDEs as well. In the third section we study the qualitative behaviour of so-
lutions in numerical experiments. We will discuss the hysteretic behaviour and the way
the parameters τ and ν influence it.
5.1 Numerical Method
In order to cast the Fokker–Planck equation in the framework of conforming finite ele-
ments, we write the weak formulation of (3.9). We use the notation (·, ·)L2 for the usual
scalar product in the Hilbert space L2(Ω). The weak formulation of the PDE on a time
interval S := ]0, T ] then reads






















together with a given initial value u0 ∈ L2(Ω), u0 ≥ 0,
∫
Ω u0(x) dx = 1 such that
u(0) = u0. As in Chapter 3, L is a linear functional as defined in (3.8) and the given
data are ψ ∈ H1(Ω), p(t) ∈ Cα(Ω) and α > 1/2. Furthermore the function `(t) :=∫
Ω x u0(x) dx+
∫ t
0 p(s)ds shall have at all times values in the unit interval, i.e. `(t) ∈ ]0, 1[,
which guarantees the existence of solutions on S, according to Section 4.2.
We carry the weak formulation over to a finite dimensional subspace Vh ⊂ H1(Ω) with
Vh = span{ϕ1, · · · , ϕn}. The subscript h emphasises that this space shall rise from a
space discretisation and is connected with a spatial grid size h. In our implementation we
used Vh as the space of piecewise linear functions on an equidistant grid on the interval
[0, 1]. However, the following reasoning works with other choices for finite dimensional
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subspaces Vh and does not depend on this choice. The restriction of the weak formulation












where we write (·, ·)e for the Euclidean scalar product of two vectors in RN . The vector











ϕj(x)∇ϕi(x)dx , B̂i,j :=
∫
Ω





The matrix M is invertible and so the ODE has, supplying an initial value, a unique
solution up to a possible blow up time, as the right hand side is quadratic and thus
locally Lipschitz continuous. The ODE in (5.2) is then solved, using the trapezoid time
stepping method. In the context of finite element methods, this is called a Cranck-
Nicholson scheme. We define some notation
U j ∈ RN , approximation of the solution at a time tj ,






B̂ + p(tj)B .
The Crank-Nicholson time-stepping scheme means at every time step we solve the fol-
lowing equation for U j given U j−1,
1
kj
M(U j − U j−1) = 12(S
jU j + Sj−1U j−1 +
(









or the equivalent form with fj := MU j−1 + 12kj [S
j−1U j−1 +
(




g(U j) := (M − kj
1
2S




L , U j
)
eBU
j − fj = 0 . (5.6)
Choosing kj close to zero guarantees that a solution to this nonlinear equation exists.
This can be seen with the help of the implicit function theorem and the invertibility of
M . We solve equation (5.6) by employing a usual Newton method. The iterative scheme
for a sequence U ji → U j reads





−1g(U ji−1) , (5.7)
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with











i−1 ⊗ L .
By a ⊗ b we denote the matrix (aibj)i,j . The Matrix Dg(U ji ) is invertible for kj small
enough. This is true since it is a disturbance of the invertible matrix M .
The Matrices M , Sj and B are sparse, but in general BU ji−1⊗L is dense. In practice
it even turns out, that this term is a fully occupied matrix and so is Dg(U ji ). This is
eventually a bottle neck in terms of speed for numerical calculations. Sparse matrices
would allow the usage of well established fast computational algebraic algorithms for
solving such equations. In order to avoid inverting a dense matrix, we make explicit
use of the form of Dg(U ji−1). It is a sparse matrix plus a rank one matrix of the form
BU ji−1⊗L. For this we use the simple identity which holds for any invertible H ∈ RN×N
and a, b, x ∈ RN , namely




Note that this imposes an implicit condition when (H + a ⊗ b) is actually invertible,
by requiring the denominator on the right hand side, to be different from zero. In the
resulting calculation we only need to invert H, which is in our case a sparse matrix. In
our simulations this results in a tremendous reduction of computation time.
5.2 Convergence of Numerical Solutions
In this section we will show that the discrete numerical solutions converge to the exact
solution of our actual problem. The existing literature provides numerical convergence
results for semilinear parabolic problems, but they do not seem to fit for our problem.
One can easily find results for reaction-diffusion equations of the form ∂tu = 4u+ f(u)
and f : R→ R, see [21]. The key difference to our setting is that in the case of reaction-
diffusion equations f maps from L2 to L2 when interpreted as an operator acting on
functions. On the other hand the nonlinearity in our consideration, see (3.9), maps
from Hθ, θ > 1/2, to H−1. It is also hard to adapt techniques, because we cannot
provide higher regularity of the exact solution in space or time. Building on standard
techniques for linear parabolic problems, see the book by Larsson and Thomée [26], the
usual approach is to use the regularity of the exact solution for interpolation estimates.
We can achieve more regularity in time if we assume more regularity of the given date
`, which is the prescribed first moment of the solution in time. On the other hand, more
regularity in space needs more regularity of the energy ψ, whose derivative ψ′ appears
as a spatial varying coefficient in the PDE at hand, (3.9). Our explicit aim is to include
functions ψ′ which are singular at the boundary and are in L2(Ω) but not in H1(Ω). So
the assumption of better regularity on ψ′ seems not reasonable, and we do not get better
spatial regularity of the exact solution.
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Our arguments are of abstract form. We are able to state that for a sequence of space
discretisation fineness hj → 0 and a sequence of time step-size kj → 0 the numerical
solutions converge to the exact solution in the space of continuous functions. For this hj
and kj must vanish together in a suitable way. As our arguments are abstract and not
constructive, we lack to say what this suitable way might be. Nevertheless, the achieved
convergence result gives confidence that our numerical solutions are related to the exact
solutions of the PDE at hand. This allows us to use numerical experiments in order to
make statements on the evolutionary behaviour of the solution depending on the given
data.
We deduce the desired convergence in two steps. First, we show convergence of the
semi-discrete system, (5.2), which is a discretisation in space only, but not in time.
To do so, we derive a priori bounds in spaces Hθ, θ ∈ [0, 1] which do not depend on
the discretisation parameter and so for hj → 0 at least a subsequence of solutions Uhj
must converge weakly. We identify the limit as the unique exact solution of the original
problem. The uniqueness of the limit gives the weak convergence of the whole sequence.
In the second step we carry this convergence over to the fully discretised problem by
employing standard arguments for the numerical integration of ODEs in Rn. Thus, we
carry the convergence of the semi-discretised problem over to the fully discretised one.
We do not derive convergence speeds or dependencies of space and time discretisation.
The difficulty is here, the convergence of the semi-discrete problem when discretised only
in space. If one is able to improve the convergence results presented here and derive a
priori estimates for the convergence of the semi-discrete solutions, then one could use
techniques of Lubich and Ostermann [27] to further derive estimates for the error of the
time discretisation. Another work should be mentioned, because it motivated the use of
semigroup techniques to show numerical convergence, it is a paper by Bakaev [2]. The
author exploits, for linear parabolic problems, the connection of the discrete operators
to their undiscretised counterparts. Considering only linear problems, Bakaev is able
to derive error estimates for the discrete semigroup and even for the fully discretised
problem.
The following statements are formulated in a more general setting, such that its treat-
ment can be applied to other suitable problems. We consider a complex Hilbert space
X with norm ‖ · ‖X and scalar product (·, ·)X and employ complex operator theory. Fur-
thermore we denote by V a dense subspace of X, which is also a Hilbert space equipped
with norm ‖ · ‖1. By V −1 we denote the dual of V with norm ‖ · ‖−1. We then have the
cascade of canonical embeddings
V ↪→ X = X∗ ↪→ V −1 .
Assumption 5.2.1. Let −A : D(A) ⊂ V −1 → V −1 be a linear and sectorial operator
with compact resolvent and dense domain D(A) = V in V −1, such that there exist
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constants m > 0, ω < 0 and θ ∈ ]π/2, π[, satisfying




‖v‖−1 for all v ∈ V, λ ∈ Sθ,ω .
By ρ(−A) we denote the resolvent set of −A. Furthermore we assume, that A is self-
adjoint and gives the norm and scalar product in V by
‖x‖1 :=
√
(x, x)1 , (x, y)1 := 〈Ax, y〉 ,
which results into the identity ‖x‖1 = ‖Ax‖−1. The operator A shall also be weakly
closed. This means, that for any sequence vj ∈ V such that AVj ⇀ w in V −1, there
must exist v ∈ V such that vj → v in V and Av = w.
Note that a simple consequence of m > 0 and ω < 0 is the existence of a constant cA,
such that
‖x‖1 ≥ cA‖x‖−1 .
Whenever calculations will depend on m, ω, θ or cA, we say that they depend on the
sectorial properties of A.
With this notion we can also define intermediate spaces for θ ∈ [−1, 1] as the domains
of fractional powers of A, by
V θ = D(A
θ+1
2 ) with norm: ‖x‖θ := ‖A
1+θ
2 x‖−1 , (5.8)
and we assume that they are compactly embedded into each other, such that
V θ2 ↪→ V θ1 for all 0 ≤ θ1 ≤ θ2 ≤ 1 . (5.9)
This compact embedding can actually be deduced from the assumption of compact
resolvents. The space V 0 plays a special role, for which we need the following assumption.
Assumption 5.2.2. The intermediate space V 0, defined as in (5.8), must satisfy
V 0 = X
with equivalence of norms.
The setting we work on, is X = L2(Ω) and V 1 = H1m(Ω) and A = ν
2
τ ∂xx. By H
1
m(Ω)
we denote the space of mean-value free functions v ∈ H1(Ω). The method works in other
settings as well and we therefor keep our results in a general form.
We also introduce a general form of a discretisation of A on a finite dimensional
subspaces. For n ∈ N and a set of linear independent elements {ϕj}j ⊂ V , we define
Vh ={ϕ1, ϕ2, · · · , ϕn} ⊂ V , (5.10)
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which is, as constructed, isomorph to Cn. We define the matrices Ah, Mh and Dh as




X , Dh = M
−1
h Ah . (5.11)
Note thatMh, Ah and Dh are invertible, symmetric and positive definite matrices. First,
we introduce some notation. We define suitable norms in the finite dimensional subspaces
and give relations to norms in spaces, in which they are embedded. Let v ∈ Cn, then we
define the embedding operator




In other sections we will write also v instead of Thv and will not distinguish between
both forms in our notation. In this section, however, we distinguish them, since the
switch from v to Thv is essential for the following thoughts.
Next to Th, we introduce the projection Ph : V −1 → Cn, which is for any given
w ∈ V −1 defined as the solution of
〈w, Thv〉 = (Phw,Mhv)e for all v ∈ Cn . (5.13)
By the identity (ThPhw, Thv)X = (Phw,Mhv)e, we see that ThPh is the X-orthogonal
projection from V into Vh. We need that the projection Ph is stable in the V 1 norm.
The precise meaning of stability is formulated in the following assumption.
Assumption 5.2.3. There exists a constant cP
‖Phv‖1 ≤ cP ‖v‖1 . (5.14)
The crucial point is, that cP does in general depend on the choice or construction of
the discrete space Vh. Consequently, the inequality (5.14) imposes extra conditions when
considering a family of discrete spaces Vhj , namely that there is a cP independent of
j. For sufficient conditions to satisfy this stability for the L2 projection, we refer to
Bramble, Pasciak and Steinbach [4].













h v‖h,−1 = ‖M
1
2
h v‖e = ‖Thv‖X , (5.16)
‖v‖h,1 := ‖Dhv‖h,−1 = ‖A
1
2
h v‖e = ‖Thv‖1 . (5.17)
The discrete norms ‖ · ‖h,0 and ‖ · ‖h,1 are standard for this type of methods. Those
two norms result simply from the mapping Th. The more interesting definition is the
norm ‖v‖h,−1. It stems from the question of how a vector v ∈ Cn can be interpreted as
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an element of the dual space of V 1h := (Cn, ‖ · ‖h,1). Such an interpretation is defined by
the action of w ∈ Cn on another element v ∈ V 1h . At first glance one might choose an
interpretation of the form 〈w, v〉 = (w, v)e, but this would not fit our needs. Only the
choice 〈w, v〉 := (w,Mhv)e = (Thw, Thv)X leads to the identities in (5.16) and (5.17).
This allows us to express the norms ‖ · ‖h,0 and ‖ · ‖h,1 by ‖ · ‖h,−1 in powers of Dh.
This choice also mimics the embedding V ↪→ X ↪→ V −1. Furthermore these definitions
allow us to fit the discretised setting in the context of sectorial operators. Imitating the
notation for the original space V and V −1, we will use the following names for Cn when
equipped with the above norms
V −1h := (C
n, ‖ · ‖h,−1) , V 0h := (Cn, ‖ · ‖h,0) , V 1h := (Cn, ‖ · ‖h,1) .
Note that ‖v‖h,−1 is only bounded from above by ‖Thv‖−1. By the assumed stability


























Now we state the general form of problems and their discretised versions, for which
we want to show the desired convergence of the approximative solutions. We define the
finite time interval S = ]0, T0] and let N be a mapping from V γ × R into V −1 for a
γ ∈ [−1, 1[. Then we seek for solutions to the operator differential equation
∂tu(t) = −Au(t) +N(u(t), t) , u(0) = u0 , (5.19)
for some u0 ∈ V −1. Its discretised version is an ODE in Cn,
∂tU(t) = −DhU(t) + PhN(ThU(t), t) , U(0) = Qhu0 , (5.20)
with a suitable mapping Qh : X → Cn. Thus, the discretised version of N is PhN(Th·, ·),
which maps : Cn × R into Cn. The possibly nonlinear mapping N must satisfy the
following assumption.
Assumption 5.2.4. Let γ ∈ ]0, 1[. The mapping N : V γ ×R→ V −1 is locally Lipschitz
in the first argument and Hölder continuous with Hölder exponent αN > 12 in the second.
This means there exists an increasing function g, such that for all v1, v2 ∈ V γ and
s1 < s2 ∈ R,
‖N(v1, s1)−N(v2, s2)‖−1 ≤ g(‖v1‖γ + ‖v2‖γ)
(
‖v1 − v2‖γ + |s1 − s2|αN
)
. (5.21)
We also assume that there exist constants c1 ≥ 0, c2 ≥ 0, such that for all s ∈ S and
59
5 Numerical Analysis of the Nonlinear Fokker–Planck Equation
v ∈ V γ there holds
‖N(v, s)‖−1 ≤ c1 + c2‖v‖γ . (5.22)
This assumption guarantees the existence of solutions for both problems, (5.19) and
(5.20), since it permits to deduce a priori bounds to the solution for any finite time. In
case of the Fokker-Planck equation (3.9) we can not satisfy (5.22). However, we state
this as a necessity for the general case and will later see that we can modify the original
problem to fit (5.22) without changing the actual problem.
In order to derive a priori bounds of solutions to (5.20), which are independent of the
specific choice of Vh, we use the notion of sectorial operators. We transform techniques
from the existence proof of the exact solution, see Theorem 4.1.2, to the semi-discretised
setting. For this we need knowledge about the discretised operator as stated in the
following lemma. For our implemented method we could use known results for the
eigenvalues of tridiagonal matrices, as they appear in the stiffness matrices for the 1-D
Laplacian, see [42]. In order to keep the results applicable for other problems as well,
we derive properties of the discretised elliptic operator in a rather abstract form.
Lemma 5.2.5. The matrix −Dh, as defined in (5.11), considered as an operator
Dh : V −1h → V
−1
h ,
is sectorial. That means, that there exist constants θ ∈ ]π/2, π[, m > 0 and ω ∈ R such
that




‖v‖h,−1 for all v ∈ Cn, λ ∈ Sθ,ω.
The constants θ, m and ω are independent from the exact choice of Vh and depend on
the sectorial properties of −A.
Proof. First note that Dh is, due to its construction in (5.11), a symmetric and positive

































=: CA > 0 .
Obviously, CA does not depend on the choice of the subspace Vh, but on the sectorial
properties of A. Next we exploit the inequality CA‖Dhv‖h,−1 ≤ ‖v‖h,−1. Let us denote
by (·, ·)h,−1 the sesquilinear form associated with ‖ · ‖h,−1. Then we get for all λ ∈ C
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with Reλ ≥ −CA/2 and v ∈ CN ,







≥ ‖v‖2h,−1(Im(λ)2 + Re(λ)2 + 2CARe(λ) + C2A) ,
≥ ‖v‖2h,−1[(Re(λ) + CA)2 + Im(λ)2] ≥ ‖v‖2h,−1[Re(λ)2 + Im(λ)2] ,
≥ ‖v‖2h,−1|λ|2 .
Thus, we deduce that (λ + Dh) is invertible for all λ ∈ C with Reλ ≥ −CA/2 and
furthermore for R(λ,−Dh) = (λ+Dh)−1 we get
‖λR(λ,−Dh)v‖h,−1 ≤ ‖v‖h,−1 for all λ ∈ C, Reλ ≥ 0 .
According to [28, Prop.2.1.11], this estimate is sufficient for Dh to be sectorial. Tracking
the constants in the proof therein, we identify ω = −CA/2 < 0, m = 2 and θ = 34π.
This insight allows us to use semigroup techniques for further estimates. In order to
do this we need to connect the norm in V θ, θ ∈ [−1, 1], for which we want to derive
bounds, with the norms ‖ · ‖h,−1, ‖ · ‖h,0 and ‖ · ‖h,1, which belong to the mentioned
semigroup in Cn. We do so by using that ‖Th · ‖1 = ‖ · ‖h,1 and the estimate for ‖Th · ‖−1
in (5.18). Thus for θ ∈ [−1, 1] there holds




h,1 , for all v ∈ Cn . (5.23)
One identity, which we will exploit extensively, is the variation of constants formula.
This formula is satisfied for U , the solution to (5.20), and for all t in the existence interval
of the solution. It reads
U(t) = e−DhtU(0) +
∫ t
0
e−Dh(t−s)PhN(ThU(s), s) ds . (5.24)
Even though e−Dht is the well defined exponential function of a matrix, we interpret
it at the same time with the semigroup generated by the sectorial operator Dh with
domain V 1h . This allows us to use various techniques to derive estimates for the solutions
depending on the sectorial properties ofDh. Those properties do not depend on the exact
construction of Vh, i.e. the choice and number of basis functions, see Lemma 5.2.5. We
thus derive uniform bounds which must hold for any discretisation Vh.
Lemma 5.2.6. Let γ ∈ [0, 1[. If Assumption 5.2.4 holds and there is a bound K, such
that
‖ThU0‖γ ≤ K , (5.25)
then we know that the solution U : S → Cn to (5.20) is bounded in the sense that there
is a constant c, such that
‖ThU(t)‖γ ≤ c , for all t ∈ S (5.26)
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and c does not depend on the choice or dimension of Vh.
Proof. We use (5.24) and get for any t ∈ S
‖ThU(t)‖γ ≤ ‖The−tDhU(0)‖γ + ‖Th
∫ t
0
e−(t−s)DhPhN(U(s), s)ds‖γ . (5.27)
The norms ‖ · ‖h,−1 and ‖ · ‖h,1 are by definition, see (5.15)-(5.17), connected with the
operator Dh. Using (5.23), we can switch in (5.27) to these norms. This allows us to

























2 ‖PhN(ThU(s), s)‖h,−1 ds .
We employ Assumption 5.2.4 to get the inequality
‖ThU(t)‖γ ≤ c(‖U(0)‖h,1 + t
1−γ





2 ‖ThU(s)‖γ ds ,
which allows us to use Gronwall’s lemma. This then results by the boundedness of the
time interval S, into the existence of a uniform bound to ‖ThU(t)‖γ for all times t ∈ S.
The constants which appeared in the estimates along the way depended on the sectorial
properties of Dh. These are independent of the choice and dimension of Vh, see Lemma
5.2.5. Hence, as asserted in this lemma, the quality of the final bound in (5.26) does not
depend on them as well.
The bound for the numerical solution, which we derived in the last lemma, helps us
to treat the locally Lipschitz continuity of N as Lipschitz, i.e. drop the locally in locally
Lipschitz continuous. This gives rise to better regularity of the discrete solution.
Lemma 5.2.7. Define the bounded time interval S := [0, T0]. Let U : S → Cn be the
solution to ODE (5.20), and let Assumptions 5.2.1 to 5.2.4 hold. If there exists a bound
K such that
‖U(0)‖h,1 ≤ K (5.28)
then ThU is Hölder continuous in V θ for any θ ∈ [−1, 1[ in the sense that for all t1, t2 ∈ S
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We even have for σ := min(αN , 1−γ2 ) the time regularity of
U ∈ C1(S, V −1h ) ∩ C(S, V
1
h ) , (5.29)
Th∂tU ∈ C(S, V −1) , (5.30)
{t 7→ PhN(ThU(t), t)} ∈ Cσ(S, V −1h ) . (5.31)
The bounds in these spaces, as well as C, depend on N and the sectorial properties of
A, but not on the exact choice or dimension of Vh.
Proof. We use the fact that the solution U must satisfy the variation of constants for-
mula. For 0 < t1 < t2 < T0 this gives rise to
















≤ I + II + III .
We estimate the three terms separately, using standard semigroup techniques for the
semigroup e−Dht : Cn → Cn. Note that the following estimates use integrals which only
exist if θ < 1 and so this is a necessary bound for θ. With the help of (5.23) we can





e−Dht1U(0)‖θ ≤ ‖ · ‖
1−θ
2




















∥∥e−Dht1 Dh U(0)∥∥ 1−θ2h,−1 ds ∥∥U(0)∥∥ 1+θ2h,1 ≤ c(t2 − t1)‖U(0)‖h,1 .
Note that even though the generic constant c might change from step to step, it only
depends on the sectorial properties of Dh, which themselves depend on the sectorial
properties of A, see Lemma 5.2.5.
The second and third term can be estimated by additionally exploiting the bounded-
ness of PhN(ThU(t), t) in the V −1h -norm. This is true according to Assumption 5.2.4,
Lemma 5.2.6 and the simple inequality ‖Phv‖h,−1 ≤ ‖v‖−1. This uniform inequality for
Ph is true for any v ∈ V −1 and can easily be deduced by the definition of Ph in (5.13).
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4 dr ds ≤ c(t2 − t1)
5+θ
4 .


















2 ds ≤ c(t2 − t1)
1−θ
2 .
These three estimates combined, result in a constant c independent of the choice of the
subspace Vh, such that
‖ThU(t2)− ThU(t1)‖θ ≤ c|t1 − t2|
1−θ
2 . (5.32)
This proves the first assertion in this lemma.
We use the boundedness of ThU in V γ and deduce from the Hölder continuity of ThU
in (5.32) and the locally Lipschitz continuity of N in Assumption 5.2.4, that f(t) :=
PhN(U(t), t) ∈ Cσ(S, V −1h ) with σ = min(αN ,
1−θ
2 ). The norm of f in C
σ(S, V −1h ) is
bounded from above independent of the choice of Vh. This is the proof of (5.31).
We can then apply known regularity results for non-homogeneous equations of the
form ∂tu = −Dhu + f(t), see [28, thm.4.3.1]. Exploiting the regularity of the initial
value, see (5.28), we then know that
U ∈ C1(S, V −1h ) ∩ C(S, V
1
h ) , (5.33)
with norm bounded from above depending on the sectorial properties of Dh, but inde-
pendent of the choice of Vh. This gives the desired quality (5.29). Consequently, ∂tU is
bounded and continuous in V −1h , which gives by (5.18) the continuity and boundedness
of Th∂tU in V −1h .
With the previous lemmata we can derive the convergence of approximations Uj , where
each Uj is the solution to a discretisation of the PDE (5.19) on a space Vhj in the form
of (5.20). The sequence of spaces Vhj fills up the whole space in the limit for j → ∞.
The subscript hj shall suggest that this is usually accomplished by a space discretisation
with a grid size hj → 0.
Theorem 5.2.8. Assume that the mapping N : V γ×R→ V −1 is locally Lipschitz in the
first argument and locally Hölder continuous in the second, as described in Assumption
5.2.4. We consider a sequence of finite dimensional subspaces Vhj ⊂ V of the form
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(5.10), which in the limit are dense in V . By this we mean
for all v ∈ V there exists a sequence vj ∈ V 1hj , j = 1, 2, · · · , such that,
Thjvj → v in V . (5.34)
Furthermore, we need for the sequence Vhj that the respective projections Phj are stable,
as described in Assumption 5.2.3. Additionally let Assumptions 5.2.1-5.2.2 hold.
For each j we discretise the operator differential equation (5.19) to get an ODE of
the form (5.20) on a finite time interval S := [0, T0]. Let Uj(0) = Qhju0 ∈ Vhj be the
sequence of initial data for the discretised problems. We assume that u0 ∈ V 1 and that
there is a constant K such that
ThjQhju0 → u0 , in V −1 , (5.35)
‖Qhju0‖hj ,1 ≤ K . (5.36)
The functions Uj : S → CNj , which are the solutions to the set of ODE’s, then converge
along a subsequence to a solution u of the PDE (5.19), in the sense that for all θ ∈ [−1, 1[,
ThjUj
j→∞−−−→ u in C(S, V θ) . (5.37)
Proof. Since the proof is quite long, we give a sketch of the proof in a table of contents
manner first.
(i) gather results of previous lemmata
(ii) show convergence of ThjUj to some u∞ in C(S, V θ) for any θ ∈ [−1, 1[
(iii) deduce weak L2(S, V −1) convergence of each term in the discretised formulation
(iii.a) deduce the convergence ∂tThjUj → ∂tu∞
(iii.b) deduce the convergence {t 7→ ThjPhjN(Uj(t), t)} → {t 7→ N(u∞(t), t)}
(iii.c) deduce the convergence ThjDhjUj → Au∞
(iv) final consequence, u∞ is a solution to (5.19)
(i) gather results of previous lemmata. Our assumptions allow us to apply Lemma
5.2.7. Then for f(t) := ThjPhjN(Uj(t), t) and any θ ∈ [−1, 1] there is a δ > 0 and
an upper bound K, independent of j, such that
‖ThjUj‖C 1−θ2 (S,V θ) ≤ K , (5.38)
‖f(t)‖Cδ(S,V −1) ≤ K , (5.39)
‖Th∂tUj(t)‖C(S,V −1) ≤ K . (5.40)
(ii) show convergence of ThjUj to some u∞ in C(S, V θ). Take any θ ∈ [−1, 1[. By the
uniform bound of ThjUj in V 1, see (5.38), and the assumed compact embedding, see
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is precompact in V θ.
Additionally, the family of functions ThjUj : S → V θ is equicontinuous as a consequence
of the equi Hölder continuity in (5.38). This allows us to employ a variant of the Arzela
Ascoli theorem for families of functions with values in general Banach spaces, see [23, p.
233]. Hence, ThjUj must converge in C(S, V θ) (along a not relabelled subsequence)
ThjUj → u∞ in C(S, V θ) . (5.41)
(iii) deduce suitable convergence of each term in their discretised formulation .
We are left to prove, that u∞ is a solution to the original problem (5.19). For this
we show that the terms in the discretised version (5.20) converge piecewise to their
corresponding counterparts in (5.19). To be precise, we have to show that their images
under the mapping Th converge in V −1. In order to connect this to the convergence in
(5.41), we consider the subsequence of ThjUj , such that (5.41) holds. We do so without
relabelling.
(iii.a) deduce the convergence ∂tThjUj → ∂tu∞ in L2(S, V −1)
By (5.40) we have the uniform boundedness of ∂tThjUj(t) = Thj∂tUj(t) in V −1 for all t
and j. Together with (5.38) this gives that the function ThjUj is bounded in H1(S, V −1)
uniformly in j. Thus, a subsequence must converge weakly to some ũ ∈ H1(S, V −1). This
ũ must then coincide with the limit u∞ in (5.41), which means that the weak limit ũ is
unique. Therefore, the whole sequence ∂tThjUj(t) converges weakly to ∂tu ∈ L2(S, V −1).
(iii.b) deduce the convergence {t 7→ ThjPhjN(Uj(t), t)} → {t 7→ N(u∞(t), t)}.
By the convergence in (5.41) and the continuity of N , see Assumption 5.2.4, we have
N(ThjUj(t), t)→ N(u(t), t) in C(S, V −1) . (5.42)
From this we will deduce the weak convergence of ThjPhjN(ThjUj(t), t) to N(u(t), t) in
V −1 for all fixed t ∈ S. First we show a boundedness in V −1 as follows,





















The assumption (5.14) gives the boundedness of the quotient ‖Phjv‖1/‖v‖1. Employing
(5.42), we deduce the uniform boundedness of ‖ThjPhjN(Uj(t), t)‖−1 for all j. The
space V −1 is a Hilbert space and so this boundedness results in the weak convergence
of a subsequence.
We analyse for fixed t ∈ S the weak limit of Nj(t) := ThjPhjN(Uj(t), t) (in a not
relabelled subsequence) by the following estimate. Take an arbitrary element v ∈ V and
choose a recovery sequence vj as in (5.34). We use the identity
〈ThjPhjN(ThjUj(t), t), Thjvj〉 = 〈N(ThjUj(t), t), Thjvj〉
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to get
|〈Nj(t), v〉 − 〈N, v〉| = |〈Nj(t), v〉 ± 〈Nj(t), Thjvj〉 ± 〈N,Thjvj〉 − 〈N, v〉| ,
≤ |〈Nj(t), v − Thjvj〉|+ |〈N(ThjUj(t), t)−N(u(t), t), Thjvj〉|
+ |〈N(u(t), t), v − Thjvj〉| ,
≤
(
‖Nj(t)‖−1 + ‖N(u(t), t)‖−1
)
‖v − Thjvj‖1
+ ‖N(Uj(t), t)−N(u(t), t)‖−1 ‖Thjvj‖1 .
The first addend vanishes for j →∞ by the boundedness of N(u(t), t) and Nj(t) and the
convergence of Thjvj . The second addend vanishes by the convergence in (5.41). Thus,
we have the weak convergence ThjPhjN(Uj(t), t) ⇀ N(u(t), t). By the uniqueness of
the limit we deduce that the whole subsequence must converge weakly to this limit for
any fixed t. In combination with the boundedness of ThjPhjN(Uj(t), t) on V −1, which







in L2(S, V −1) . (5.43)
(iii.c) deduce convergence ThjDhjUj → Au∞. We have already shown the weak con-
vergence of the discrete time derivative and of the nonlinear term. This immediately
gives, by equality (5.20), that there is a w ∈ V −1 such that
∂tThjUj − ThPhN(ThjUj(t), t) = ThjDhjUj ⇀ w , in L(S, V −1) . (5.44)
We are left to show that w = Au.
By the uniform (in j and t) boundedness of ‖ThjUj(t)‖1 we know that along a subse-
quence ThjUj must converge weakly in L2(S, V 1). Consequently, AThjUj must converge
weakly in L2(S, V −1). We show that this weak limit must coincide with w. For this
purpose we investigate the following. Take any v ∈ V 1, t1 < t2 ∈ S, consider vj ∈ V 1hj








+ |〈ThjDhjUj(t)−AThjUj(t) , v − Thjvj〉|dt .
Due to the construction of Dhj we know, when acting on functions in the image of Th,








‖ThjDhjUj(t)−AThjUj(t)‖−1 ‖v − Thjvj‖1 dt . (5.45)
Having shown the boundedness of the left hand side of (5.44) uniformly in j and t, we
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know that ‖ThjDhjUj(t)‖−1 is also uniformly bounded. Furthermore, by (5.38), the term
‖AThjUj(t)‖−1 = ‖Uj(t)‖h,1 stays bounded as well. Thus, we deduce from (5.45) with




〈ThjDhjUj(t)−AThjUj(t) , v〉 dt| ≤ c
∫ t2
t1
‖v − Thjvj‖1 dt→ 0 . (5.46)
Consequently, for any function v : S → V 1, which is piecewise constant in time, we get
the equality∫
S




〈ThjDhjUj(t), v(t)〉 dt = limj→∞
∫
S
〈AThjUj(t) , v(t)〉dt . (5.47)
Since those piecewise constant functions are dense in L2(S, V −1), we have by [20, Thm
8.40] that AThjUj converges weakly in L(S, V −1) to w as well.
By Assumption 5.2.1, A is a weakly closed operator, and thus there holds
Au∞ = w = (weak) lim
j→∞
AThjUj = (weak) limj→∞ThjDhjUj in L
2(S, V −1) . (5.48)
Note that this limit is again unique and hence, the whole sequence must converge weakly.
(iv) final consequence, u∞ is a solution to (5.19). We have shown that all discrete
terms in (5.20) converge (in L2(S, V −1)) to their continuous counterpart in (5.19) along
a subsequence as chosen in part (ii) of the proof. Thus we get the equality in L2(S, V −1),
∂tu∞(t) = −Au∞(t) +N(u∞(t), t) . (5.49)
By the convergence (5.35) we also know that u∞(0) = u0. The limit function u∞ : S →
V 1 is thus a solution to (5.19). This proves the assertion of this theorem. Note that
by (5.35) and (5.36) and the compact embedding of the interpolation spaces, see (5.9),
ThUj(0) converges in all spaces V θ, θ ∈ [−1, 1[ to u0. In V 1 it still converges weakly. But
it suffices to demand only (5.35) and (5.36), as this implies convergence in all V θ.
We can now state the convergence of numerical solutions to the problem (5.1) as an
application of the Theorem 5.2.8. This is done in two steps. In a following theorem we
prove the convergence of the semi-discretised problem. The convergence of the solutions
to the fully discretised problem is then a simple corollary. In order to apply the above
convergence results, we modify our problem, such that it satisfies Assumption 5.2.4. We
define for a positive number K > 0 the cut-off function
ζK(s) :=

−K , if s < −K .
s , if s ∈ [−K,K] .
K , if s > K .
(5.50)
We substitute in (5.1) ζK(L) for L defined in (3.8). When choosing K large enough,




stays bounded for the
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original solution u at all times t. For this boundedness we need the quality of the given





0 p(t) ∈ ]0, 1[ for all t ∈ [0, T0]. From the analytic treatment
in Section 4.2 we then know that there exists a solution u of (3.9) in the sense of (5.1),
and it is bounded in H1(Ω) for all times. Since L is a linear form in H
1
2 +ε, this gives the
needed guarantee.
The modified problem formulation reads
























Note that the solution is also unique, since it fits in the same framework of Theorem


















As initial value, U must satisfy U(0) = Qh(u0) for a suitable mapping Q : H1(Ω)→ Vh.
Note that U(t) can also be interpreted as a function
∑N
j=1 Uj(t)ϕj ∈ H1(Ω). As a first
remark concerning these two interpolations, we would like to point out, that U fulfils
(5.51) when tested with functions from Vh. This helps us to carry over some properties
from the exact to the semi-discrete problem as stated in the next lemma.
Lemma 5.2.9. If v1(x) := 1 ∈ Vh ⊂ H1(Ω) then the solution U to (5.2) or (5.53)
satisfies for all times t > 0 in the existence interval∫
Ω
ThU(t, x) dx =
∫
Ω
ThU(0, x) dx . (5.54)
Furthermore if v2(x) := x ∈ Vh ⊂ H1(Ω) and
∫
Ω U(0, x) dx = 1, then the solution U to
(5.2) satisfies ∫
Ω






p(t) dt , (5.55)
for all times t > 0, such that the solution exists up to this time. Note that the last asser-













Uj(s) for all s ∈ [0, t]. In this case, the modified problem is equivalent to the unmodified
version on this time interval.
Proof. The first ingredient of the proof is the fact that by the duality of interpreting
v1(t), v2(t) ∈ RN as vectors in RN , or respectively as functions in Vh ⊂ H1(Ω), we have
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due to the construction of Ah, Mh, B, B̂ and L. This equality allows us to use U , the





U(t, x)dx = 0.
The same reasoning works for solutions to (5.53) and hence proves the first stated equal-
ity in the lemma.
For the second equality in this lemma we again replace in (5.1) u by U and test with
v2(x) = x ∈ Vh. Then, employing the exact formula for L results in the second inequality.
This shows that the choice for L, see (3.8), is also the correct choice in order to control
the first moment of solutions in the semi-discretised problem.
We still need to define the choice of the mapping which gives for an u0 ∈ H1(Ω) a
corresponding discrete initial value Uh(0). Say that we have an underlying grid on the
interval [0, 1] and our discretisation consists of piecewise affine functions on this grid. We
give here two possible choices together with the needed quality of u0. The reason why
we give two choices is, that in our numerical experiments we used the first version, while
the second version needs less regularity for u0, and therefore deserves to be mentioned
as well. The first possibility is
Uh(0) = c∗Ihu0 , u0 ∈ C1([0, 1]),
∫
Ω
u0(x)dx = 1 , (5.56)
with Ih being the nodal interpolant and c∗ = 1/
∫
Ω(ThIhu0)(x) dx. The choice of c∗
guarantees that ThUh(0) has also mean value of one. Another possible choice is
Uh(0) = Phu0 , u0 ∈ H1(Ω),
∫
Ω
u0(x)dx = 1 , (5.57)
where Ph is the L2-projection on the space of all piecewise affine functions having a mean
value of one.
Theorem 5.2.10. Set hj := 1/j for j = 1, 2, · · · . Consider P1hj to be the space of
continuous and piecewise linear functions on an equidistant partition of Ω = [0, 1] into
intervals of length hj.
Let the assumptions of the existence Theorem 4.2.5 and 4.1.2 hold, such that there
exists a unique solution to the PDE (3.9) on the finite time interval S = [0, T0]. Fur-
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thermore, let Uj be the solution of the ODE (5.2), which is the (semi)discretised version
of the PDE on the space P1hj . For the discrete initial value Uj(0) we choose for all j
either (5.56) or for all j (5.57). The necessary quality of u0, as imposed in (5.56) or
(5.57), shall be satisfied.
Then there is a critical value j∗, such that for all j > j∗ the solution Uj exists on the
whole time interval S and it converges to u in the sense that for any θ ∈ [−1, 1[
ThjUj
j→∞−−−→ u in C(S,Hθm(Ω)) . (5.58)
Proof. We aim at showing that the PDE (3.9) or its weak formulation (5.1) and its
discretisation (5.2) fit into the framework of Theorem 5.2.8. For this reason we have to
modify the PDE (3.9) into an equivalent one. According to the assumptions, we have
constants ν, τ > 0 and ψ ∈ H1(Ω) and also p ∈ CαN (S,R) for an αN > 12 as the given
data of the PDE (3.9).
We define the complex Hilbert spaces V 1 and X and the operator A as
V 1 := H1m(Ω) :=
{
v ∈ H1(Ω) :
∫
Ω
v dx = 1
}













The space V −1 is the usual dual of V 1. The nonlinearity in the PDE is considered by
defining the mappings N,N0 : C(Ω)→ H−1(Ω), such that for all v ∈ C(Ω) :
〈N0(v, t), w〉 :=
([









for all w ∈ H1(Ω) , (5.59)
N(v, t) := N0(v + 1, t) .
The function ζK is the cut-off function as described in (5.50). According to Corollary
4.1.4, the solution u is in the space C(S,H1m(Ω)). We define the cut-off barrier to be
K := 1+maxt∈S{|Lu(t)|}+maxt∈S{|u(t)|C} and deduce that u coincides with the unique
solution to the modified version ∂tu = −Au + N0(u, t), u(0) = u0. In order to work in
the spaces of mean-value free functions we switch to the equivalent problem of seeking
w, such that
∂tw = −Aw +N(w, t) , w(0) = u0 − 1 , (5.60)
and clearly u ≡ w + 1.
As shown in Lemma 5.2.9, all discrete solution Uj : S → Cnj satisfy
∑nj
j=1(Uj(t))j ≡ 1.
We also switch in the discretised version from (5.53) to
∂tWj = −DhjW + PhjN(ThjW, t) , Wj(0) = Qhj (u0 − 1) , (5.61)
where Dhj is defined as in (5.11). Similar to the case of (5.60), we have the identity
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Uj = Wj + (1, 1, · · · , 1) ∈ Cnj . As a remark we note that for real valued vectors Uj(0)
the solution is also real valued for all times.
Now that we have clarified the setting, we need to show that the assumptions of
Theorem 5.2.8 hold. The operator A is the well known Laplacian for mean-value free
functions, and thus Assumptions 5.2.1 and 5.2.2 are satisfied. We exploit the modifica-
tion of the nonlinearity N , which we made by inserting the cut-off function ζK , to show
Assumption 5.2.4. In order to do this, we inspect for v1, v2 ∈ H1m(Ω) and s1, s2 ∈ S the
difference
‖N(v1, s1)−N(v2, s2)‖−1 ≤ ‖N(v1, s1)−N(v1, s2)‖−1 + ‖N(v1, s2)−N(v2, s2)‖−1 .
(5.62)
For the first difference we use the assumed Hölder continuity of p to get
‖N(v1, s1)−N(v1, s2)‖−1 ≤ c‖p‖CαN |s1 − s2|αN (‖v1‖L2 + 1) . (5.63)
For the second term in (5.62) we use that for any a1, a2 ∈ R,∣∣∣ζK(a1)ζK(v1)− ζK(a2)ζK(v2)∣∣∣ = ∣∣∣ζK(a1)(ζK(v1)− ζK(v2)) + (ζK(a1)− ζK(a2))K∣∣∣
≤ K(|v1 − v2|+ |a1 − a2|) (5.64)
and so we get for cL := sup{|L(v)| : v ∈ C(Ω̄)},
‖N(v1, s2)−N(v2, s2)‖−1 ≤ c
(
‖ψ′‖L2 + τ‖p‖L∞ +K + cLK
)
‖v1 − v2‖C . (5.65)
The generic constants c in (5.63) and (5.65) depend on ν and τ . We know that for γ > 12
we have the compact embedding V γ ↪→ C(Ω). Thus, combining (5.62)-(5.65) we get
the first estimate (5.21) in Assumption 5.2.4. The second inequality in this assumption
follows easier. By the boundedness of ζK and p we get for a constant c = c(τ, ν),
‖N(v, s)‖−1 ≤ c
(





such that by the same embedding (5.22) must be satisfied.
The discrete subspaces Vhj = P1hj ∩H
1
m(Ω) consist of piecewise affine and mean-value
free functions on an equidistant decomposition of Ω = [0, 1]. It is known that for j →∞
they are dense in H1m(Ω) as desired in (5.34). The needed stability of the L2 projection in
(5.14) is satisfied according to Bramble et al., see [4]. Hence, in order to apply Theorem
5.2.8 we are only left to show the quality of the discrete initial values as desired in (5.35)
and (5.36).
The choice for Uhj (0) in (5.56) or in (5.57) clearly defines the projection of Qh in
(5.61). We know that for both choices we have the L2 convergence ThUj(0)→ u0. Thus,
there must hold for ThWj = −1 + ThUj(0) and w0 = u0 − 1 that ThWj → w0 in L2(Ω).
This gives the convergence of the initial value as assumed in (5.35). The boundedness of
‖ThWhj (0)‖1 = ‖ThUhj (0)‖1 stems from u0 being in C1(Ω) in the case of (5.56), whereas
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in the case of (5.57) it stems from the stability of the L2-projection.
We have gathered all necessary assumptions to apply Theorem 5.2.8. This gives a
convergence of ThjWj → w in C(S, V θ), which is equivalent to ThjUj → u in C(S, V θ).
This convergence allows us to drop the use of the cut-off function ζK . By the continuity









‖u(t)‖C =: K .
Thus, the artificially introduced cut-off function in the nonlinear term N does not alter
our problem.
In a final step we can deduce from the latter theorem that also the fully discretised
problem, as described in Section 5.1 and used in experiments in Section 5.3, converges
to the exact solution. For this the space and the time discretisation must get finer in a
suitable way.
Corollary 5.2.11. We consider a finite time interval S = [0, T0]. Let the assumptions
of Theorem 4.1.2 and Theorem 4.2.6 hold, such that a solution to the PDE (3.9) exists
on the interval S. Let Vhj be a sequence of discretisations of H1(Ω) as described in
Theorem 5.2.10. Each Vhj belongs to the spatial grid sizes hj and hj → 0 as j → ∞.
Furthermore, let the mapping of the initial data u0 ∈ H1(Ω) into Vhj to the discrete
initial datum be either as in (5.56) or as in (5.57).
There exists a sequence {k(hj)} ⊂ R, such that for all pairs of space and time step
sizes (hj , kj), such that 0 < kj ≤ k(hj) the discretisation error vanishes. Using the
notation
u for exact solution of PDE (3.9),
Umj for the FEM approximation of u at time tm,j := mkj according to Section 5.1,
discretised with spatial grid size hj and time step size kj ,






j→0−−−→ 0 . (5.66)
As a consequence of the embedding H
1
2 +ε(Ω) ↪→ C(Ω̄) this also results in convergence in
the C(Ω̄) norm.
Proof. From Theorem 5.2.10 we know that there exists a sequence of solutions Uhj , to
the semi-discretised problem (5.2). Each one is an ODE of the form (5.20). These
solutions converge in all spaces C(S,Hθ(Ω)), θ ∈ [−1, 1[ to u.
Another consequence of Theorem 5.2.10 is, that there exists K ∈ R and an j∗ ∈ N,
such that
for all j > j∗ : sup
t∈S
(
‖ThjUhj (t)‖C + |L(ThjUhj (t))|
)
≤ K . (5.67)
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We will use this knowledge in order to transform our original ODE into an equivalent
one with Lipschitz right-hand side.
In the spirit of the proof of the Theorem 5.2.10 we modify the nonlinear part of the
ODE with the cut-off function ζK+1, as defined in (5.50). Hence, we can use standard
arguments for the numerical integration of ODE’s with Lipschitz right-hand side.
We denote by {Umhj ,k}m the set of solution vectors of the fully discretised problem with
time step size k. The time discretisation we chose, i.e. the Crank Nicholson scheme,
can be interpreted as a Runge-Kutta scheme of second order or a multistep method.
In both cases it is an A-stable method of order two, and so we can use known theory
to state convergence of the fully discretised problem to solutions of the semi-discretised
problems. We refer to a convergence result by Hairer and Wanner, [18, Thm.6.11], which
states, assuming the Lipschitz continuity of the right hand side, that for fixed j




j − ThjUhj (mkj)‖θ
k→0−−−→ 0 .
Note that in finite dimensional spaces all norms are equivalent. Thus, for every fixed j
there exists a time step size k(hj), such that for all k ≤ k(hj) we can guarantee




The achieved convergence in (5.68) holds for the modified problem (5.51) and its
discretisation (5.53), where we inserted a cut-off function ζK . We already showed in the
proof of Theorem 5.2.8 that the semi-discrete problem is not altered by this modification.
Now we address the modification of the fully discretised problem.
Remember that there is a constant K, such that the solution of the ODE (5.53),
namely Uhj , respects the barrier K in (5.67). Therefore choosing the new cut-off barrier










≤ K + 1 .
This then justifies to undo our modification in (5.59) and to still obtain for all k < k(hj)
the bound in (5.68) for the unmodified version. Together with the already achieved
convergence in (5.37) and the simple inequality
‖ThjU
m
hj ,k − u(mk)‖θ ≤ ‖ThjU
m
hj ,k − ThjUj(mk)‖θ + ‖ThjUj(mk)− u(mk)‖θ , (5.69)
this proves this corollary.
5.3 Experiments and Discussion of Parameter Dependence
In this section we want to highlight the behaviour of solutions and the tendency to
develop hysteretic behaviour. The properties shown in this section are dynamic effects
and rely on the concurrent influence of different terms in the PDE (3.9).
74
5.3 Experiments and Discussion of Parameter Dependence
Before we discuss the behaviour of solutions to (3.9) in numerical experiments, let us
take a look at the PDE of interest again, but this time in non-divergence form
∂tu(t, x) + ∂x
[(









∂xxu(t, x) . (5.70)
For the declaration of the non-flux boundary condition and the definition of L we refer
to equations (3.9) and (3.8) in Chapter 3. For all following numerical experiments we
use
ψ′(x) = 2x3 − 3x2 + 6 · 3 · 7100 x . (5.71)
This function is also plotted in Figure 5.1. In the same way as the chemical potential in
Section 2.3, the potential ψ′ has two monotone increasing parts enclosing a decreasing
part. In later discussions we will see, that this is crucial for the observed phenomena.









xL xM xR loading state ℓ
Figure 5.1: Velocity field of drift (arrows), induced by the difference of potential ψ′ (solid)
and given value L(u(t)) (example value of L(u(t)) = .12 as dashed line).
The observed behaviour depends on the concurrent influence of the following three





- This term induces a drift of mass which is equally strong in all Ω = ]0, 1[.
It ensures that the first moment C(u(t)), see (3.2), behaves as prescribed and
d






- For given values of L(u(t)), this term induces a drift of mass to
certain points x0 where ψ′(x0) = L(u(t)). In order for x0 to be a point of attraction
for this drift, ψ′ must be increasing at x0 or in other words ψ′′(x0) > 0. Otherwise
it would be a repelling point. A typical velocity field is depicted in Figure 5.1.
3. ν2τ ∂xxu(t, x) - This term induces diffusion, which would distribute the mass over
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the whole domain Ω if the other terms were absent. It is the counterpart to the
above drift, which wants the mass to concentrate at certain points.
(Observation 1.) The first notable observation to be mentioned is, that L(u(t)) is




ψ′(x)u(t, x)dx ⇔ ν2(u(1, t)− u(0, t)) ≈ 0 ; (5.72)
compare to the definition of L in (3.8). This can be explained using two arguments.
First, we are interested in solutions for small ν. This gives a small pre-factor in (5.72).
On the other hand we consider solutions for small τ and we prescribe the centre of mass
C(u(t)) to be away from the boundaries x = 0 and x = 1. This induces a drift away from
the boundary, as described in the second term (see the enumeration of terms above).
Due to this drift, the absolute value of the solution at the boundary gets small on a
fast time scale, compare Figure 5.2. The experiments documented in this figure are
conducted with p ≡ 0, but are typical for the general behaviour of solutions.
(Observation 2.) The solution tends to concentrate mass on a fast time-scale around
two points xL < xR. For known value L(u(t)) these two points are solutions to
ψ′(xL(t)) = L(u(t)) , ψ′′(xL(t)) > 0 , (5.73)
ψ′(xR(t)) = L(u(t)) , ψ′′(xR(t)) > 0 . (5.74)
Here comes the crucial form of ψ′ into play. Its form with two local extrema permits the
existence of two solutions xL and xR in (5.73) and (5.74). Note that depending on the
value of L(u(t)) it is also possible that only one solution x to ψ′(x(t)) = L(u(t)) exists.
In this case there is only one point of mass concentration. Two typical evolutions are
shown in Figure 5.3 and Figure 5.4.
The width of these patterns mainly depends on the parameter ν, as this is the weight
of the third term in comparison to the second term. This can be seen in experiments
documented in Figure 5.5. The initial value for this sequence of experiments was
u0(x) =

c0(x− .02)2(x− .22)2 , for x ∈ ]0.02, 0.22[ .
0 , for x /∈ ]0.02, 0.22[ ∪ ]0.72, 0.92[ .
c0(x− .72)2(x− .92)2 , for x ∈ ]0.72, 0.92[ .
The constant c0 is chosen such that
∫
Ω u0(x)dx = 1. The time scale on which this mass
concentration takes place is mainly influenced by the choice of τ . In order to measure
this effect, we define for given value L(u(t)) the point xM (t) ∈ ]xL(t), xR(t)[ as the
spatial position where ψ′ is decreasing and crossing the height L(u(t)),
ψ′(xM (t)) = L(u(t)) , ψ′′(xM (t)) < 0 . (5.75)
The two variances varL and varR defined in the following are then measurements of the
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|u(t, 0)| + |u(t, 1)|
t
Figure 5.2: Typical evolution of absolute value of solutions at the boundaries, experi-
mental data: u0 ≡ 1, p ≡ 0, ν2 = 10−4, τ = 10−3.






















Figure 5.3: Typical evolution showing the concentration of mass around two points, left:
solutions are plotted for times t = 0.001, 0.005, 0.025, right: visualisation of
evolution of solutions , experimental data: initial data (dashed) is u0 ≡ 1 ,
p ≡ 0, ν2 = 10−4, τ = 10−3.




















Figure 5.4: Typical evolution showing the concentration of mass around two points, left:
solutions are plotted for times t = 0.001, 0.005, 0.025, right: visualisation of
evolution of solutions , experimental data: initial data (dashed) is u0(x) = 2x
on right, p ≡ 0, ν2 = 10−4, τ = 10−3.
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Figure 5.5: Width of pattern formed around a point, experimental data: initial data see
text, left side: τ2 = 10−3 and varying ν, right side: ν = 10−3 and varying τ ,
width is measured at time t = 0.05 and at height one on the left side.










ν2 = 1 · 10−6
ν2 = 1 · 10−5
ν2 = 1 · 10−4
ν2 = 1 · 10−3
ν2 = 5 · 10−3







τ = 0.0001 τ = 0.0005
τ = 0.001
Figure 5.6: Speed of the mass concentration visualised in the evolution of varL (varR is
similar), experimental data: initial data as in Figure 5.5, left side: τ2 = 10−3
and varying ν, right side: ν = 10−5 and τ = 10−3, 5·10−4, 10−4, 5·10−5, 10−5.






























x t1 − t3
t4 − t6
t7 − t8
Figure 5.7: Typical hysteretic evolution behaviour of solutions, left: `(t) vs 〈ψ′〉(t) solid
and ψ′(x) dashed, right: evolutionary behaviour of solution, experimental
data: initial data see solution at t1, ν2 = τ = 10−5 and p(t) = 1 for t1-t6 and
p(t) = −1 for t6-t8.
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(x− xL)2u(t) dx , varR(t) :=
∫
(xM ,1)
(x− xR)2u(t) dx . (5.76)
Their evolution in time, depicted in Figure 5.6, shows the dependency on τ . The exper-
iments documented in Figure 5.3 - 5.6 are made with data p ≡ 0. However, according
to our experiments, they are typical for the general behaviour of solutions, when p is of
order one.
(Observation 3.) When the three terms (see page 75) of the PDE (5.70) are in balance,
one can observe hysteretic behaviour of solutions. A typical occurrence of this hysteresis





against the first moment C(u(t)) :=
∫
Ω xu(t, x) dx = `(t). The traversed path when
C(u(t)) is increasing differs to the path for decreasing C(u(t)). This is also described in
experiments by Dreyer, Guhlke and Herrmann in [11].
Let us discuss the fine balance of the parameters τ, ν > 0 and p(t), which is needed
in order to observe this hysteretic behaviour. We choose in our experiments p(t) = 1 or
p(t) = −1 and vary the parameters τ and ν. We do so since one can for any constant
function p(t) = c and a pair τ, ν do a simple time transformation and get a resulting
problem with some parameters τ̃ , ν and with |p̃(t)| = 1. This shows a first connection of
the parameter and the loading speed p.
If we are in the regime ν2  τ , then we can see no hysteresis. The fast mass transport
from left to right, as seen at the position 3 to 5 in Figure 5.7, vanishes. Instead, we see
that the homogeneous drift from the first term, see page 75, dominates and the solution
seems to make a simple translation to the right in Figure 5.8. It is astonishing, that a
concentration of mass can persist around a point which is in the inner region ]x∗, x∗[.
This is similar to the delayed bifurcation effect mentioned in Section 2.3 and in [30].
As we described before, the second term induces a drift which widens such patterns
in the region ]x∗, x∗[. The crucial point is, that the (drift)velocity field is continuous.
Furthermore it vanishes at a point xM ∈ ]x∗, x∗[, see Figure 5.1. Thus, it is comparable
small in a neighbourhood of of this unstable point. Lets try to explain the persistence of
a profile in the critical region, see Figure 5.8. In agreement with Observation 2 we see in
a first phase a gathering around a point xL(t) within the interval ]0, x∗[. The thickness
of the area where most of the mass is gathered, depends on ν2. If this thickness is small
enough, then the time needed to spread this mass concentration when being in the inner
interval ]x∗, x∗[ (in our case x∗ = .3, x∗ = .7, compare Figure 2.5(b) and Figure 5.1)





. So we see it persisting. Remember that the thickness decreases when ν
decreases and the drift producing the afore mentioned instability in ]x∗, x∗[ gets weaker
when τ increases.
The opposite can be observed in the parameter regime τ  ν2. The diffusional term
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x t1 − t2
t3 − t4
t5 − t6
Figure 5.8: Delayed bifurcation effect for ν2  τ , left: evolution of 〈ψ′〉, right: evolution
of solution, experimental data: initial data see solution at t1, ν2 = 1e−5, τ =
10−1 and p(t) = 1.
in (5.70) outweighs the other terms, and so the strongest mechanism in the PDE is the
speed to equilibrium. Indeed assuming p ≡ 0 in (5.70) shows, that taking a sequence
τk → 0 for constant ν can be interpreted as a time transformation from t to s = t/τk.
This timetransformation then lets the factor τk disappear in (5.70). The time t = 1
then belongs to s = 1/τk → ∞. For bounded and nonzero p we can argument formally
that p = ∂t` transforms into p̃ = ∂s` = τp → 0 and we can assume a similar behaviour
of solutions to the case p ≡ 0. Thus the long-time behaviour of the PDE dominates.
This is, according to Section 4.3, a convergence to stationary states. For details on the
stationary solutions see Section 3.3. An experiment showing this behaviour is depicted in
Figure 5.9. The solutions tends on a fast time scale to the equilibrium solution for `(t0).
While `(t) = C(u(t)) changes in time by ˙̀(t) = p(t), the solution follows approximately
the steady states defined by the condition `(t) = C(u(t)).
In [11], Dreyer et al. made a large number of numerical experiments and found
evidence that the balance of parameters needed for the occurrence of hysteresis is τ ≈ ν2.
For τ → 0 and ν → 0 in the regime τ ≈ ν2, one observes horizontal plateaus at the
height of the local extrema, plotting the loading state C(u(t)) versus the mean chemical
driving force 〈ψ′〉(t) :=
∫
Ω ψ(x)u(t, x)dx, as shown in Figure 5.7. They also observed
the other two limiting behaviours depicted in Figure 5.8 and Figure 5.9.
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Figure 5.9: Effect of vanishing hysteresis for τ  ν2, left side: `(t) vs 〈ψ′〉(t) solid and
ψ′(x) dashed, right: solutions at various times, corresponding to times ti
as marked in left graph, experimental data: initial data see solution at t1,
ν2 = 1e−3, τ = 10−7 and p(t) = 1 in first half of experiment and p(t) = −1
in the second half.
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We will now further investigate the influence of the parameters τ and ν in the PDE (3.9)
to their solutions. This is of interest, because for the underlying model, i.e. the lithium
ion battery, those parameters are relatively small. We will deduce further evidence for
the tendency of solutions to concentrate mass around certain points with the method of
matched asymptotic expansions and derive approximations for the solution. This is in
accordance with numerical experiments in Section 5.3, where we observed this behaviour
as well.
In order to clarify the meaning of relatively small parameters we inspect the dimensions













, x ∈ ]0, 1[ ,





ψ′(x)v(x)dx , for all v ∈ H1(Ω) ,
with the constants
τ time scale, such that ˙̀ is of order 1 ,
ν2 material constant,
Ψ scale for the potential ψ, such that ψ′ is of order 1 .
The demand of ψ′ being of order one refers to the values in an interval of interest. We
mention this because ψ′ may go to infinity as it approaches the boundary of [0, 1]. Our
choice for this interval of interest is [x∗∗, x∗∗], see Figure 2.5(b), and so according to [11]
we find
Ψ = 10−1, ν2 ∈ [10−8, 10−5], τ ∈ [10−7, 10−3]. (6.1)
and hence, τ/ν2 ∈ [10−2, 105] , Ψ/ν2 ∈ [10−7, 10−4]. Note that we do not introduce a
scaling for u, as this shall represent a probability density, i.e. a positive function with
mean value one, and thus does not permit rescaling.
The method of matched asymptotic expansions is dedicated to derive approximations
for singular perturbed problems, for example to derive jump conditions at phase bound-
aries as the limit of phase field models where a certain parameter tends to zero. Roughly
spoken, one assumes for a family of solution gν to a problem with a parameter ν that gν
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can be decomposed in two ways. First, one separates the solution spatially by consid-
ering subdomains ωk, such that their union covers the whole considered domain Ω. On
each subdomain ωk one then assumes the possibility to further decompose the solution
in one of two ways. The first is called the outer expansion where the solution is written
as a sum in the form
g(ν, t, x) = Rα(ν, t, x) +
∑
j
ξα,j(ν)gα,j(t, x) , for x ∈ ωα .
The functions gα,j do not depend on ν. In the second variant, the inner expansion, a
further spatial transformation φ comes into play,
g(ν, t, x) = Rα(ν, t, x) +
∑
j
ξα,j(ν)Gα,j(t, φ(ν, x)) , for x ∈ ωα .
One assumes that the remainder Rα is small or ideally zero. In both cases, partial
sums serve as approximations to the original solution. Depending on the underlying
problem one derives properties for the functions gα,j and Gα,j . In general it is not
known a priori, whether such a representation as a sum exists, or what the coefficients
ξ look like. Nevertheless, this method is accepted in order to find evidence for limiting
behaviour, when rigorous methods are not fruitful. The outcome usually serves as a
(formal) justification of the choice made for the coefficients. For this reason we have to
point out explicitly that the calculations shown in this section have a formal character.
Thus, the results can only serve as an indication or evidence but not as rigorous results.
In the following we have to rely on assumptions which are yet, to the point of writing,
open and we will point out those assumptions explicitly.
Motivated by numerical experiments in Section 5.3, we want to investigate the limiting
behaviour for solutions to the PDE (3.9), for the case of choosing the parameters
βτ = ν2 ,






Figure 6.1: The function g (solid) develops profiles similar to jumps at positions xL and
xR, where u = ∂xg (dashed) concentrates mass.
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(3.9) by passing to a new variable g, defined as
g(ν, t, x) :=
x∫
0
u(ν, t, y) dy ,
where u is the solution to (3.9), when choosing the parameters τ and ν as above. We
explicitly account for the dependence on ν by naming it in the list of arguments. By
this transformation, we get the equivalent PDE













∂xg(ν, t, x) = β∂xxg(ν, t, x) ,
g(ν, 0, t) = 0 , g(ν, 1, t) = 1 ,





combined with transformed initial values. Note that we already inserted the assumed
dependence of τ on ν. The function p = ˙̀ shall be a piecewise Hölder continuous
function of time and ψ ∈ H1(Ω) is a double well as described in Section 2.3. If u(t) tends
to concentrate mass at a certain position, then the function g(t) will tend to develop a
profile similar to a jump, as depicted in Figure 6.1.
We will now derive approximations for the solution to (6.2) in five subdomains, see
Figure 6.2. Two domains, ωL and ωR, are neighbourhoods of the two critical points
xL(t) and xR(t), where we expect a jumping behaviour. The other domains ω1, ω2 and
ω3 are the remaining parts of Ω in between (with an additional overlap). The domains
may also change in time, as the positions xL(t) and xR(t) do. The precise definition of








Figure 6.2: Sketch of the layout of the different domains of validity where the solution
will be approximated by differing expansions in each subdomain.
6.1 Inner Expansion
In this section we inspect the solution g in the domains ωL and ωR. As the treatment
in both cases is identical, we add the index α to variables and constants. This shall be
85
6 Formal Asymptotic Analysis for the Nonlinear Fokker–Planck Equation
read as either α = L or α = R and indicates quantities that may vary in both cases.
We want to account for the possibility that the solution may show a large variation in
a small neighbourhood of a yet unknown position xα. We expect those positions to be
the centre of the pulses of u, see Figure 6.1. Later we will determine their positions
depending on the value of
∫
Ω ψ
′(x)u(x, t)dx. In order to account for a transition of the
function values of g in a small interval, we transform the spatial variable x into z in the
form
z = x− xα
ν
, α ∈ {L,R} . (6.3)
Then around the critical points xα(t) we define Gα as
g(ν, t, x) = g(ν, t, xα + νz) =: Gα(t, z) ,
⇒ ∂tg(ν, t, x) = ∂tGα(t, x)−
ẋα
ν
∂zGα(ν, t, z), ∂x(· · · ) = ν−1∂z(· · · ) .
Now we make the formal assumption that we can write Gα as a power series in the form
Gα(ν, t, z) =
∞∑
k=0
νkGα,k(t, z) . (6.4)
Furthermore, ∂zGα shall be the same series when replacing Gα,k by ∂zGα,k. Note that
the functions Gα,k do not depend on ν.




+ν2/β ˙̀(t) and assume that it is possible to write
Λ(t, ν) as a series in ν as well,











Additionally, we assume that ψ′ can be written as a Taylor series in the neighbourhood
around xα,







We insert the newly introduced quantities in (6.2) and get
0 = ∂tGα − ν−1ẋα∂zGα + ν−3β(Λ− ψ′(xα + νz))∂zGα − ν−2β∂zzGα .
where we dropped the dependencies on the arguments z, t and ν in Gα, Λ and xα for
better readability. The crucial point is that this equality should hold for all ν. Hence,
we insert the Taylor series in (6.4), (6.5) and (6.6) and sort the terms according to their




[order ν−3] 0 = (Λ0 − ψ′(xα))∂zGα,0 ,
[order ν−2] 0 = (Λ0 − ψ′(xα))∂zGα,1 + (Λ1(t)− zψ′′(xα))∂zGα,0 − ∂zzGα,0 .
Finally, we determine xα, α ∈ {L,R}, for given Λ0(t) as the two solutions to
ψ′(xα) = Λ0(t) and ψ′′(xα) > 0 . (6.7)
This guarantees, that we do not get trivial solutions for Gα,0 in the above ODEs. It
should be mentioned, that in the case of the existence of only one solution, one is simply
restricted to only one choice for α ∈ {R,L}. By our definition of xα(t) we get an ODE
for Gα,0 resulting from the terms of order ν−2,
0 = (Λ1(t)− zψ′′(xα))∂zGα,0 − ∂zzGα,0 .
In order to write the solution of this ODE, we introduce the yet unknown parameter
















−∞ Uα(z) dz = 1. From the above ODE and the choice of xα(t) we deduce
Gα,0(z) = Cα,0 + λα
∫ z
−∞
Uα,t(s) ds . (6.8)
The constants Cα,0 and λα may also depend on time. In Section 6.3 we will determine
the unknown constants appearing here by the method of matching.
6.2 Outer Expansion
The three remaining subdomains ω1, ω2 and ω3 are the areas away from the two critical
points xL and xR. We use the index α to represent either α = 1, α = 2 or α = 3,
depending on which subdomain ωα we consider g. This allows us to treat all three cases
at once. In each subdomain respectively, we assume that solution g to (6.2) can be
extended as a series in ν in the form
g(ν, t, x) =
∞∑
k=0
νkgα,k(t, x) . (6.9)
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As in (6.5) we assume that we can write Λ(t) as a power series and insert this together














We demand that this is fulfilled for all ν. Thus, we sort the terms by powers of ν.
Equating the corresponding coefficients we deduce in the first order
0 = (Λ0 − ψ′(x))∂xgα,0 , =⇒ gα,0 ≡ cα,0 ,
for yet unknown constants cα,0. These constant may depend on time, and are determined
in the next section.
6.3 Matching
In the process of matching one exploits that the partial sums on all subdomains are
approximations of the same functions. This serves as the source of additional information
to determine the unknown constants which arose in the calculations in the Sections 6.1
and 6.2. We will use the method of matching as described by Lagerstrom in [25, Sec.
1.4].
We assume that, on their respective domains the functions GL,0 and GR,0 resulting
from the inner expansions are good approximations (when transformed back from z
to x, see (6.3)) of the actual solution. The domain ωL and ωR where this is a valid
approximation, may depend on the parameter ν. We call this the domains of validity.
Similarly we assume for g1,0, g2,0 and g3,0 resulting from the outer expansions, that they
have domains of validity ωk, k = 1, 2, 3 which may depend on ν as well. According to








Figure 6.3: Sketch of the overlap of two domains of validity.
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Let us explain the method of matching using the example of GL,0 and g1,0. We define
the function G̃L,0 by reversing the transformation of the variable in the inner expansion,
see (6.3), and thus




We refer to the Figure 6.3 for a sketch of the domains of validity ω1 = ]0, η2(ν, t)[ and
ω1 = ]η1(ν, t), η2(ν, t)[. Their shape depends on ν and t. They overlap on
ω1 ∩ ωL := ]η1(ν, t), η2(ν, t)[ .









|g(ν, t, x)− G̃L,0(t, x)| = 0 ,





|G̃L,0(t, x)− g1,0(t, x)| = 0 ,





|G̃L,0(t, η(ν, t))− g1,0(t, η(ν, t))| = 0 . (6.10)
This relates two neighbouring approximations of the solution with each other. Deducing
information from this is called matching. This is a demonstration for the matching in





|G̃L,0(ν, t, η) + νG̃L,1(ν, t, η)−
(





The domains of validity and especially their dependence on ν, may differ depending
what order we inspect and want to match. For more explanation of matching in general
orders we refer to Lagerstrom, [25, Sec. 1.4].
Let us proceed from (6.10). We do not give exact formulas for the functions ηk,
k = 1, 2, 3, but we demand that for all times t ∈ S the following identities must hold
lim
ν→0
η1(ν, t) = lim
ν→0










Thus, the equation (6.10) results in
lim
x→xL
g1,0(t, x) = lim
z→−∞
GL,0(z, t) , =⇒ c1,0(t) = CL,0(t) .
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At the same time we demand that the left boundary condition g(ν, t, 0) = 0 is satisfied
at all times and all ν, which gives
0 = g(ν, t, 0) =
∞∑
k=0




Hence, we deduce c1,0(t) = 0 for all times.
We repeat this method of matching for all neighbouring approximations. Let us reca-
pitulate the form of the first order approximations and the occurring unknowns:
gα,0(t, x) = cα,0(t) , for α = 1, 2, 3 and (6.11)
Gα,0(z, t) = Cα,0(t) + λα(t)
∫ z
−∞
Uα,t(s)ds , for α = L,R . (6.12)
We report here only the results, as the calculations are a repetition of the procedure
above.
matching with left boundary : c1,0(t) ≡ 0 ,
matching g1,0 and GL,0 : CL,0(t) ≡ c1,0(t) ≡ 0 ,
matching GL,0 and g2,0 : c2,0(t) ≡ λL(t) ,
matching gM,0 and GR,0 : CL,0(t) ≡ c2,0(t) ≡ λL(t) ,
matching GR,0 and g3,0 : c3,0(t) ≡ λL(t) + λR(t) ,
matching with left boundary : 1 ≡ c3,0(t) ≡ λL(t) + λR(t) .
We write λ(t) := λR(t) and λL(t) = 1 − λ(t). Summarising the results we know for
the functions gα,0 and Gα,0,
g1,0(t, x) = 0 , g2,0(t, x) = 1− λ(t) , g3,0(t, x) = 1 ,
GL,0(z, t) = (1− λ(t))
z∫
−∞




In order to derive more information, we now want to use the knowledge that solutions
to the original PDE (3.9) satisfy C(u(t)) = `(t) for a prescribed function `. For the PDE




g(t, x, ν) dx .
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g(ν, t, x) dx .
(6.13)




R < xR < x
+
R are chosen in a way, that they lie in
the overlap of the suitable domains of validity. Remember that gα,0 and G̃α,0 represent























, t) dx + O(ν) ,
which holds for all ν and especially for ν → 0. We employ
x−L,R(ν)
ν→0−−−→ xL,R(t) and x+L,R(ν)
ν→0−−−→ xL,R(t)
and the fact that Gα,0 has a bounded absolute value to get


















xL(t) + λ(t)xR(t) .
This is the same as condition (2.11), which we deduced from the discrete many particle
model in Section 2.3. Furthermore the two filling degrees are connected by (6.7), which is
equivalent to (2.12). Hence, by Lemma 2.3.5 the solution to the Fokker-Planck equation
(3.9) can be characterised asymptotically in the limit of ν2 = βτ → 0 by two filling
degrees xL(t) and xR(t), together with the phase fraction λ(t) describing the splitting
of mass into two delta distributions.
Let us investigate the function Λ(t, ν), see (6.5), and its dependence on ν. Using its




ψ′(x)∂xg(ν, t, x)dx+ ν2
(






Splitting the integrals as in the last calculations, see (6.13), we easily get
Λ0(t) = ψ′(xR(t)) = ψ′(xL(t)) , (6.14)
which is consistent with the definition of xα in (6.7). What we want to point out is that
the value Λ (and L) is dominated by the influence of the first term, i.e. the integral,
whereas the other parts are of higher order with respect to ν. This is in agreement to
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observations in experiments in Section 5.3.
The investigation of the evolution of λ brings us to higher order approximation in the
domain ω2, see Figure 6.2. Continuing our calculation for the outer expansion gives in
the next two orders
0 = (Λ0 − ψ′(x))∂xgα,1 , =⇒ gα,1 ≡ cα,1 ,




We do not want to match these with the neighbouring expansions and we also do not
care for the value of cα,1 which might depend on time. The interesting part here is






This function has singularities at the points xR(t) and xL(t), see (6.7) and (6.14). There-
fore the domain of validity ω2 in which g = g2,0 +νg2,1 +ν2g2,2 +O(ν2), must be smaller
than ]xL(t), xR(t)[.
As we explained before, the domain ω2 depends on ν (and time) and we assume that
the boundaries of ω2 converge to xL(t) and xR(t) as ν → 0. We deduce from this
that ddtλ(t) = 0 if both inequalities, xL(t) 6= x∗ and xR(t) 6= x
∗, are satisfied. Indeed
assume, that ddtλ(t) 6= 0 and xL(t) 6= x∗, then by Λ0(t) = ψ
′(xL(t)) we know that the
function (Λ0 −ψ′(x)) changes its sign in ]xL, xR[, see Figure 2.5(b). Hence (Λ0 −ψ′(x))
changes its sign also in ω2 if ν is small enough. That means that ∂xg2,2(x, t) is negative
and consequently g2,2 is decreasing somewhere in ω2. We know that g2,0 and g2,1 are
constant functions in ω2 and the slope of g = g2,0 + νg2,1 + ν2g2,2 + O(ν2) is thus
dominated by g2,2. But then, for small ν, g must be decreasing somewhere in ω2 as well.
This however is a contradiction to u = ∂xg being nonnegative as shown in Lemma 4.1.5.
Thus ddtλ(t) = 0 as long as xL < x∗ and xR > x
∗.
6.4 Summary of Results of Matched Asymptotic Analysis
We saw, that the first order approximation of the formal asymptotic analysis predicts a
mass concentrating behaviour around critical points xL(t) and xR(t). Furthermore, the
position of these points can be determined by the phase fraction λ(t) and the loading
state `(t), as described in Lemma 2.3.5. Hence, it is very similar to the limit problem in
Section 2.3, where the system is described by the evolution of two phases.
The first order approximation of g being the solution to (6.2), tends to have jumps
at the points xα where ψ′(xα) =
∫
Ω ψ
′(x)u(t, x)dx. At the same time g is the primitive
of u which is the solution to the original problem (3.9). Hence, a function g tending to
jump means, that u tends to delta distributions at these points. We can even say that
for small ν the solution u has a form similar to a Gaussian distribution concentrated
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around xL(t) and xR(t),












for either α = L or α = R and λR(t) = λ(t), λL(t) = 1 − λ(t). This can be seen by
the given formula of Uα,t in (6.8) and assuming that Λ1(t) ≡ 0. Away from xL and
xR the function u is approximately zero, because g is approximately constant in the
first order. The quality of this approximation can be observed in Figure 6.4 and Figure
6.5. We see a good approximation quality of the patterns at critical positions xα away
from the positions x∗ = .3 or x∗ = .7. Remember from Figure 2.5(b) or Figure 5.1,
that at these positions ψ′ = 0. In Figure 6.5 (top) we see, that close to x∗ the quality
of the approximation drops. At this position mass transfer from left to right occurs
and the behaviour can probably not be captured satisfactorily with a simple first order
approximation any more.
Unfortunately, the evolution of the phase fraction λ(t) for the limiting two phase
system is still open. We saw in the end of the last section, that whenever the positions
xL(t) and xR(t) satisfy xL < x∗ and xL > x∗ then ddtλ(t) = 0. This is in agreement with
the behaviour of the discrete many particle system in Section 2.3. However the case
xL = x∗ or xR = x∗ are not covered with our formal asymptotic analysis. The function
Gα,0, see (6.8), is not defined if ψ′(xα(t)) = 0, which is the case if xα ∈ {x∗, x∗}. Hence
we can not derive anything for the possible change of λ in these cases. The experiments
in Section 5.3 suggest, that the phase fraction λ changes in time when the position xL(t)
or xR(t) reaches the position of local extrema in ψ′, i.e. x∗ or x∗. This would then give
the same behaviour as described for the discrete many particle system in Section 2.3. We
expect the two limiting behaviours to coincide. In a new work by Herrmann, Niethammer
and Velázquez, [19], the authors are able to derive formally the evolutionary behaviour
for the phase fraction λ and the positions xL and xR. They work on an unbounded
domain, which can be seen as a technical detail, and we expect that their results are
valid for our case as well. They also identify other limit behaviour for different scalings,
i.e. different relations of the sequences τk → 0 and νk → 0.
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Figure 6.4: First order approximation with formal asymptotics, left: solution of exper-
iment in Figure 5.7 at time t2 (solid) and its first order approximation
(dashed), right: absolute error of approximation (solid) and relative error
(dashed).











































Figure 6.5: First order approximation with formal asymptotics at the transition time,
left (top and bottom): solution of experiment in Figure 5.7 at time t4 (solid)
and its first order approximation (dashed), right (top and bottom): absolute
error of approximation (solid) and relative error (dashed), the value λ(t4) is
guessed from the masses of left and right side of the solution.
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In order to conclude the results, this work must be looked at from two different points of
view, of which the first is the mathematical one. Here we have investigated a nonlinear
PDE numerically and analytically. From a physical point of view two different models,
which describe the charging of a lithium ion battery were discussed.
We showed existence and uniqueness of solutions to a nonlinear Fokker–Planck equa-
tion with the help of interpolation spaces and semigroup techniques. For the global
existence in time we exploited the strong connection to an energy functional as used in
the context of Wasserstein gradient flows. The necessary and sufficient conditions for
global existence of solutions is congruent with what one would expect from a physical
point of view. We also present a convergence result for the numerical solutions which
gives confidence into the numerical experiments. On the one hand we do not derive any
convergence rates. On the other hand we do not rely on high regularity of the exact
solution. The strength of the numerical convergence result is that it can deal with a
nonlinear term that depends on the solution as a higher order function. Hence, we for-
mulated this result in a general form making it applicable to other semilinear parabolic
problems.
The interesting behaviour of convergence to Dirac measures was documented numer-
ically and we also gave evidence by the method of formal matched asymptotics. The
solution tends to develop on a fast time-scale typical profiles or patterns, which then
change on a comparable slow time scale. This phenomenon is similar to the metastable
patterns in solutions to the Allen-Cahn equation described by Carr and Pego in [5] or by
Chen in [6]. For the Allen-Cahn equation one exploits, that it is an L2(Ω) gradient flow
of some energy and then shows, that there is a strongly attracting manifold of solutions
that have the above mentioned patterns. It would be interesting to see if a similar ap-
proach is possible when exploiting a Wasserstein gradient-flow structure in the nonlinear
Fokker-Planck equation at hand.
From the physical point of view, we analysed and compared a discrete many particle
model and a continuous many particle model for the loading of a lithium-ion battery.
The discrete many particle model described in Section 2.3 shows, that the two voltage
plateaus while charging and discharging as well as their different heights stem from the
interaction of the many nanosized lithium storage particles in the battery’s cathode. We
conclude that most of the loading states of the battery can only be realised with two
distinct groups of particles having high and low relative loading states. In quasi-static
loading this explains the almost horizontal voltage plateaus while (dis)charging. The
investigated model, however, cannot satisfactorily explain how one can influence the
difference in heights of the voltage plateaus while charging and furthermore it seems
hard to expand this model to a non-quasi-static setting. This serves as a motivation for
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the continuous many particle model.
Starting from Chapter 3 we focussed on the continuous many particle model, which
arises from the discrete many particle model in view of a large number of particles. The
model gives a nonlinear PDE and we showed the existence and uniqueness for solutions
for all physically meaningful data. The PDE reflects the formation of two different groups
of particles with high and low relative loading state like the discrete many particle model.
Additionally, we documented the influence of the appearing parameters on the shape of
the charging and discharging curves.
At the end of Chapter 2 we find that the discrete many particle model can be modified
into a stochastic differential equation. We strongly believe that this can result directly
into the continuous many particle model. Moreover it would be interesting to extend the
continuous many particle model and drop some simplifying assumptions to capture more
of the underlying processes. This can be done, for example, via the introduction of more
dimensions in the property space, in order to reflect the intercalation processes inside
the particles. The models presented here are reduced to the description of the cathode
of a battery only and so, a next interesting step could be to embed the modelling of the
cathode into a larger battery model.
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Appendix
We use this place to provide some frequently used estimates in this work. Even though
we state most without proof, they are collected here for the convenience of the reader.
A Estimates
The following lemma presents a Gagliardo Nirenberg estimate.
Lemma A.1. (i) Let α, β be integers, satisfying 0 ≤ α < β and let 1 ≤ q, r ≤ ∞,
0 ≤ p < ∞. For the case q or r having the value ∞, we define formally 1∞ = 0. Then




















ϕ‖θLr‖ϕ‖1−θLq + c1‖ϕ‖Lq . (1)
(ii) For all 0 < q < ∞ and 0 < r ≤ ∞ there exists c > 0, such that for all ϕ ∈






Lq + ‖ϕ‖Lr , (2)
and ‖ϕ‖C([0,1]) ≤ (
q
2 + 1)
θ(‖ϕ‖L2 + ‖ϕx‖L2)θ‖ϕ‖1−θLq , with θ =
2
q + 2 . (3)
Proof. (i)This statement is taken from [43, Theorem 1.3.4].
(ii) We know that H1(Ω) ⊂ C(Ω̄), such that we can define x∗, x∗ ∈ [0, 1] as
|ψ(x∗)| ≤ |ψ(x)| ≤ |ψ(x∗)| ∀x ∈ [0, 1].


















Applying the bound |ψ(x∗)| ≤ ‖ψ‖Lr and setting β = q2 + 1 > 1, this proves (2). On the














This then proves (3).
We also provide a Gagliardo-Nirenberg type estimate involving norms in L logL(Ω).
The proof consists of a modification of [3, p. 1199].
Lemma A.2. Let Ω ⊂ R be a bounded interval. There exists C > 0 with the property
that for all ε > 0 one can find Cε > 0, such that
‖w‖3L∞ ≤ ε‖∂xw‖2L2 · ‖w ln |w|‖L1 + Cε + C‖w‖
3
L1 (5)
is valid for all w ∈ H1(Ω).
Proof. Following the reasoning in [3], we first invoke the Gagliardo-Nirenberg inequality
(2) to find c1 > 0 such that
‖v‖3L∞ ≤ c1‖∂xv‖2L2 · ‖v‖L1 + c1‖v‖
3
L1 for all v ∈ H
1(Ω). (6)
We now choose N > 1 large fulfilling 8c1lnN ≤ ε and introduce χ ∈ W
1,∞
loc (R) by defining
χ(s) := 0 for s ∈ [−N,N ], χ(s) := |s| for |s| ≥ 2N and χ(s) := 2(|s| −N) for N < |s| <
2N . Then given w ∈ H1(Ω), we evidently have





|w|dx ≤ 1lnN · ‖w ln |w|‖L1 .
Since (1 + ξ)3 ≤ 2 · (1 + ξ3) for ξ ≥ 0, (6) furthermore yields
‖w‖3L∞ ≤ 2‖χ(w)‖3L∞ + 2‖w − χ(w)‖3L∞




≤ 8c1lnN · ‖∂xw‖
2




because ‖χ′‖L∞(R) = 2 and |χ(s)| ≤ |s| for all s ∈ R. In view of our definition of N , this
proves (5) with C := 2c1 and Cε := 24N3.
Some frequently used estimates in this work are for the semigroup generated by sec-
torial operators. For this we first define the notion of a sectorial operator. Let X be a
Banach space. We consider an operator which is defined on its domain D(A) ⊂ X and
maps into X. We say that A is sectorial, if for a real number ω and an angle θ ∈ ]π/2, π[
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its resolvent R(λ,A) := (A− λI)−1 exists for all
λ ∈ Sθ,ω := {φ ∈ C : λ 6= ω, | arg(φ− ω)| ≤ θ} ,
and furthermore there exists m > 0, such that the resolvent is a linear and compact




‖v‖X for all v ∈ V, λ ∈ Sθ,ω .
For sectorial operators one can define for all t > 0 the the operator e−At : X → X,
see the books by Pazi [33] and Lunardi [28]. The following stems from those books.
Lemma A.3. For a sectorial operator A there is for all γ > 0 a constant c such that
for all v ∈ X there holds
‖Aγe−Atv‖X ≤ ct−γeωt‖v‖X .
The constant c depends on θ, m, θ and γ.
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