Introduction
Consider the following convex quadratic problem (Q): 
3)
where m j > 0, d j > 0, j ∈ J, x = (x j ) j∈J , and J def Since m j > 0 by assumption, then c j (x j ) = m j x 2 j − s j x j , j ∈ J, are strictly convex functions with a minimum point atx j = s j /2m j . Suppose that a j <x j , j ∈ J, and α < j∈J min{b j ,x j }. Moreover, since the feasible region (1.2)-(1.3) is a convex closed set, then (Q ≤ ), (Q = ), (Q ≥ ), defined by (1.1)-(1.3), are convex programming problems and they have a unique optimal solution when they are solvable. Furthermore, c(x) is a separable function by definition, and since the linear function defining (1.2) is also separable, then (Q ≤ ), (Q = ), (Q ≥ ) are separable problems.
Problems of the form (1.1)-(1.3) arise in production planning and scheduling, in allocation of resources [8, 22] , in the theory of search [2] , in subgradient optimization [6] , in facility location [15, 16, 17, 18, 19] , and so forth. In the special case when c j (x j ) = (1/2)(x j − x j ) 2 (i.e., when s j = 0, m j = 1/2 > 0, x j := x j − x j , j ∈ J), problem (1.1)-
3) is equivalent to projecting a given point x = ( x 1 , . . . , x n ) onto the feasible set (1.1)- (1.3) . Such projection problems must be solved as subproblems at each iteration of algorithm performance of algorithms of gradient (subgradient) type because current points generated by these methods must be projected on the feasible region at each iteration.
That is why projection is the most difficult and time-consuming part of any projection gradient-type method for constrained optimization, and we need efficient algorithms for solving these problems. subject to
2)
Suppose that the following assumptions are satisfied: (1.a) a j ≤ b j for all j ∈ J. If a k = b k for some k ∈ J, then the value x k := a k = b k is determined a priori. The Karush-Kuhn-Tucker (KKT) necessary and sufficient optimality conditions for the minimum solution x * = (x * j ) j∈J are 2m j x * j − s j + λd j − u j + v j = 0, j ∈ J, (2.5)
9)
a j ≤ x * j ≤ b j , j ∈ J, (2.10)
11)
where λ, u j , v j , j ∈ J are the Lagrange multipliers associated with the constraints (2.2), a j ≤ x j , x j ≤ b j , j ∈ J, respectively. If a j = −∞ or b j = +∞ for some j, we do not consider the corresponding condition (2.6) [(2.7)] and Lagrange multiplier u j [v j ].
Since λ ≥ 0, u j ≥ 0, v j ≥ 0, j ∈ J, and since the complementary conditions (2.6), (2.7), (2.8) must be satisfied, in order to find x * j , j ∈ J, from system (2.5)-(2.11), we have to consider all possible cases for λ, u j , v j : all λ, u j , v j equal to 0, all λ, u j , v j different from 0; some of them equal to 0 and some of them different from 0. The number of these cases is 2 2n+1 , where 2n + 1 is the number of all λ, u j , v j , j ∈ J, |J| = n. This is an enormous number of cases, especially for large-scale problems. For example, when n = 1500, we have 2 3001 ≈ 10 900 cases. Moreover, in each case, we have to solve a large-scale system of (nonlinear) equations in x * j , λ, u j , v j , j ∈ J. Therefore, the direct application of the KKT theorem, using explicit enumeration of all possible cases, for solving large-scale problems of the considered form would not give a result and we need efficient methods to solve the problems under consideration. Theorem 2.1 gives a characterization of the optimal solution to problem (Q ≤ ).
Its proof, of course, is based on the KKT theorem. As we will see in Section 5, by using Theorem 2.1, we can solve problem (Q ≤ ) with n = 1500 variables for a ten-thousandth of a second on a personal computer.
Theorem 2.1 (characterization of the optimal solution to problem (Q ≤ )). A feasible so-
, is the optimal solution to problem (Q ≤ ) if and only if there exists some λ ∈ R 1 + such that
12)
13)
Convex Quadratic Constrained Minimization 21
Proof
Necessity. Let x * = (x * j ) j∈J be the optimal solution to (Q ≤ ). Then there exist constants λ, u j , v j , j ∈ J such that KKT conditions (2.5), (2.6), (2.7), (2.8), (2.9), (2.10), and (2.11) are satisfied. Consider both possible cases for λ.
(1) Let λ > 0. Then system (2.5)-(2.11) becomes (2.5), (2.6), (2.7), (2.10), (2.11),
that is, the inequality constraint (2.2) is satisfied with an equality for x * j , j ∈ J, in this case. 19) in addition to (2.6), (2.7), (2.9), (2.10), (2.11). (a) If x the assumption), we obtain
Multiplying both inequalities by −1/d j < 0, we obtain
that is, in case (c), we have
To describe cases (a), (b), and (c) for both (1) and (2), it is convenient to introduce the index sets J λ a , J λ b , and J λ defined by (2.12), (2.13), and (2.14), respectively. It is obvious
The "necessity" part is proved.
Sufficiency. Conversely, let x * ∈ X ≤ and the components of x * satisfy (2.12), (2.13), and (2.14), where
By using these expressions, it is easy to check that conditions (2.5), (2.6), (2.7), (2.8), (2.11) are satisfied; conditions (2.9) and (2.10) are also satisfied according to the assumption x * ∈ X ≤ .
(2) If λ = 0, then 2m j x * j − s j = 0, j ∈ J λ , according to (2.14) and
Obviously, conditions (2.5), (2.6), (2.7), (2.11) are satisfied; conditions (2.9), (2.10) are also satisfied according to the assumption x * ∈ X ≤ , and condition (2.8) is obviously satisfied for λ = 0.
In both cases (1) and (2) of the "sufficiency" part, x * j , λ, u j , v j , j ∈ J satisfy KKT conditions (2.5), (2.6), (2.7), (2.8), (2.9), (2.10), and (2.11) which are necessary and sufficient conditions for a feasible solution to be an optimal solution to a convex minimization problem. Therefore, x * is the optimal solution to problem (Q ≤ ), and since c(x) is strictly convex, then this optimal solution is unique.
In view of the discussion above, the importance of Theorem 2.1 consists in the fact that it describes components of the optimal solution to problem (Q ≤ ) only through the Lagrange multiplier λ associated with the inequality constraint (2.2).
Since we do not know the optimal value of λ from Theorem 2.1, we define an iterative process with respect to the Lagrange multiplier λ and we prove convergence of this process in Section 3.
From d j > 0, m j > 0, and a j ≤ b j , j ∈ J, it follows that 27) for the expressions by which we define the sets
The problem of how to ensure a feasible solution to problem (Q ≤ ), which is an assumption of Theorem 2.1, is discussed in Subsection 3.3.
Consider the following problem (Q = ) with linear equality constraint (1.2):
Otherwise the constraints (2.29) and (2.30) are inconsistent and the feasible region X = , defined by (2.29)-(2.30), is empty.
The KKT conditions for problem (Q = ) are
(2.31)
In this case, the following theorem, which is similar to Theorem 2.1, holds true.
Theorem 2.2 (characterization of the optimal solution to problem (Q
, is the optimal solution to problem (Q = ) if and only if there exists some λ ∈ R 1 such that
32)
The proof of Theorem 2.2 is omitted because it is similar to that of Theorem 2.1.
Consider the following problem (Q ≥ ) with linear inequality "≥" constraint (1.2):
Otherwise, constraints (2.36) and (2.37) are inconsistent and
where X ≥ is defined by (2.36) and (2.37).
Rewrite (Q ≥ ) in the form (2.35), (2.38), (2.37), where
Since the linear function d(x) := − j∈J d j x j + α is both convex and concave, then (Q ≥ ) is a convex programming problem.
Let λ, λ ≥ be the Lagrange multipliers associated with (2.29) (problem (Q = )) and with (2.38) (problem (Q ≥ )), and let x * j , x ≥ j , j ∈ J, be components of the optimal solutions to (Q = ), (Q ≥ ), respectively. For the sake of simplicity, we use
and the KKT conditions for (Q ≥ ) are
We can replace (2.40) and (2.43) by 
Theorem 2.3 (sufficient condition for optimal solution). (i)
j∈J is the optimal solution to (Q = ) by the assumption, then KKT conditions for (Q = ) are satisfied. 
Therefore, in order that (2.48) be satisfied, λ ≥ must be equal to 0. This conclusion helps us to prove the theorem.
and (2.46) are satisfied for all j according to (1), (2), (3), and (4).
As we have shown, (2.48) is satisfied with λ ≥ = 0. Since the equality constraint (2.29), j∈J d j x * j = α, is satisfied for the optimal solution x * to (Q = ), since the components of x ≥ , defined in the statement of Theorem 2.3(ii) are such that some of them are the same as the corresponding components of x * , since some components of x ≥ , namely those for j ∈ J λ a with a j < s j /2m j , are greater than the corresponding components x * j = a j , j ∈ J λ a , of x * , and since d j > 0, j ∈ J, then obviously the inequality constraint (2.44) holds for x ≥ . It is easy to check that other conditions (2.47), (2.41), (2.42) are also satisfied.
Thus, x ≥ j , j ∈ J, defined above satisfy the KKT conditions for (Q ≥ ). Therefore, x ≥ is the optimal solution to problem (Q ≥ ).
According to Theorem 2.3, the optimal solution to problem (Q ≥ ) is obtained by using the optimal solution and optimal value of the Lagrange multiplier λ for problem (Q = ). That is why we suppose that j∈J d j a j ≤ α in addition to assumption (3.b) (see
Step 1 of Algorithm 3 below) as we assumed this in assumption (2.b) for problem (Q = ).
Algorithms

Analysis of the optimal solution to problem (Q ≤ )
Before the formal statement of the algorithm for problem (Q ≤ ), we discuss some properties of the optimal solution to this problem, which turn out to be useful.
Using (2.12), (2.13), and (2.14), condition (2.8) can be written as follows:
Since the optimal solution x * to problem (Q ≤ ) depends on λ, we consider components of
Functions x j (λ), j ∈ J, are piecewise linear, monotone nonincreasing, piecewise differentiable functions of λ with two breakpoints at λ = (−2m j a j +s j )/d j and
If we differentiate δ(λ), which is a linear function of λ, with respect to λ, we get 5) which means that the inequality constraint (2.2) is satisfied with an equality for λ * in this case.
Case 2. If δ(0) < 0, then δ(λ) < 0 for all λ ≥ 0, and the maximum of δ(λ) with λ ≥ 0 is δ(0) = max λ≥0 δ(λ) and it is attained at λ = 0 in this case. In order that (3.1) be satisfied, λ must be equal to 0. Therefore, x * j = s j /2m j , j ∈ J λ=0 , according to (2.14).
Case 3. In the special case when δ(0) = 0, the maximum δ(0) = max λ≥0 δ(λ) of δ(λ) is also attained at the minimum admissible value of λ, that is, for λ = 0, because δ(λ) is a monotone nonincreasing function in accordance with the above consideration.
As we have seen, for the optimal value of λ, we have λ ≥ 0 in all possible cases, as the KKT condition (2.8) requires. We have shown that in Case 1 we need an algorithm for finding λ * which satisfies the KKT conditions (2.5), (2.6), (2.7), (2.8), (2.9), (2.10), and (2.11) and such that λ * satisfies (2.9) with an equality. In order that this be fulfilled, the set (2.29)-(2.30) (i.e., the feasible region of problem (Q = )) must be nonempty. That is why we have required α ≤ j∈J d j b j in some cases in addition to the assumption
We have also used this assumption in the proof of Theorem 2.1, "sufficiency" part, when λ > 0.
From the equation δ(λ) = 0, where δ(λ) is defined by (3.3), we are able to obtain a closed form expression for λ:
6) because δ (λ) < 0 according to (3.4) when J λ = ∅ (it is important that δ (λ) = 0). This expression of λ is used in the algorithm suggested for problem (Q ≤ ). It turns out that for our purposes, without loss of generality, we can assume that δ (λ) = 0, that is, δ(λ) depends on λ, which means that J λ = ∅.
At iteration k of the implementation of the algorithms, denote by λ (k) the value of the Lagrange multiplier associated with the constraint (2.2) ((2.29), (2.36), respectively), by α (k) the right-hand side of (2.2) ((2.29), (2.36), respectively), and by
Algorithm 1 (for problem (Q ≤ ))
The following algorithm for solving problem (Q ≤ ) is based on Theorem 2.1. 
Step 2. J λ(k) := J (k) . Calculate λ (k) by using the explicit expression (3.6) of λ. Go to
Step 3.
Step 3. Construct the sets J
, (2.13), (2.14) (with j ∈ J (k) instead of j ∈ J) and find their cardinal numbers |J
Go to Step 4.
Step 4. Calculate
Go to Step 5.
Step
else if δ(λ (k) ) < 0, go to Step 7.
Step 6.
Step 10.
Step 9. The problem has no optimal solution because X ≤ = ∅ or there does not exist a λ * > 0 satisfying Theorem 2.1.
Step 10. End.
Convergence and complexity of Algorithm 1
The following theorem states convergence of Algorithm 1.
Theorem 3.1. Let λ (k) be the sequence generated by Algorithm 1. Then
Proof. Denote by x
Taking into consideration (3.4), Case 1, Case 2, Case 3, and Step 1 (the sign of δ(0)) and Step 2 of Algorithm 1, it follows that
at
Step 2 of Algorithm 1, and since
Step 6 of Algorithm 1 (which is performed when δ(λ (k) ) > 0), we get
Multiplying this inequality by −d j < 0, we obtain 2m
a , and Step 6, we get
. Then
We have used that the relationship between λ (k) and x (k) j is given by (2.14) for j ∈ J λ(k) according to Step 2 of Algorithm 1 and that
with λ (k) ≥ 0, d j > 0, and m j > 0.
The proof of part (ii) is omitted because it is similar to that of part (i).
Consider the feasibility of x * = (x * j ) j∈J generated by Algorithm 1. At each iteration, Algorithm 1 determines the value of at least one variable (Steps 6, 7, and 8) and at each iteration, we solve a problem of the form (Q ≤ ) but of less dimension (Steps 2, 3, 4, 5, 6, and 7). Therefore, Algorithm 1 is finite and it converges with at most n = |J| iterations, that is, the iteration complexity of Algorithm 1 is O(n).
Step 0 takes time O(n).
Step 1 (construction of sets
and checking whether X ≤ is empty) also takes time O(n). The calculation of λ (k) requires constant time (
Step 2).
Step 3 takes O(n) time because of the construction of J
Step 4 also requires O(n) time and
Step 5 requires constant time. Each of Steps 6, 7, and 8 takes time which is bounded by O(n) because at these steps we assign some of x j the final value, and since the number of all x j 's is n, then Steps 6, 7, and 8 take time O(n). Hence, Algorithm 1 has O(n 2 ) running time and it belongs to the class of strongly polynomially bounded algorithms.
As the computational experiments show, the number of iterations of the algorithm performance is not only at most n but it is much much less than n for large n. In fact, this number does not depend on n but only on the three index sets defined by (2.12), (2.13), (2.14). In practice, Algorithm 1 has O(n) running time.
Algorithm 2 (for problem (Q = )) and its convergence
After the analysis of the optimal solution to problem (Q = ), similar to that to problem (Q ≤ ), we suggest the following algorithm for solving problem (Q = ).
Algorithm 2.
Step 1. Initialization:
Step 2, else go to Step 9.
Step 2. J λ(k) := J (k) . Calculate λ (k) by using the explicit expression of λ. Go to Step 3.
instead of j ∈ J) and find their cardinal numbers |J
Steps 4, 5, 6, 7, and 8 are the same as Steps 4, 5, 6, 7, and 8 of Algorithm 1, respectively.
Step 9. Problem (Q = ) has no optimal solution because the feasible set X = defined by (2.29)-(2.30) is empty.
A theorem analogous to Theorem 3.1 holds for Algorithm 2 which guarantees the
Theorem 3.3. Let λ (k) be the sequence generated by Algorithm 2. Then
The proof of Theorem 3.3 is omitted because it is similar to that of Theorem 3.1.
It can be proved that Algorithm 2 has O(n 2 ) running time, and point x * = (x * j ) j∈J generated by this algorithm is feasible for problem (Q = ) which is an assumption of Theorem 2.2.
Algorithm 3 (for problem (Q ≥ ))
The following algorithm for solving problem (Q ≥ ) is based on Theorem 2.3 and Algorithm 2.
Algorithm 3.
Steps 2, 3, 4, 5, 6, 7 are the same as Steps 2, 3, 4, 5, 6, 7 of Algorithm 2, respectively.
Step 9. Problem (Q ≥ ) has no optimal solution because X ≥ = ∅, where X ≥ is defined by 
Extensions
Theoretical aspects
Up to now, we required for such indices j. It turns out that we can cope with this difficulty and solve problems (Q ≤ ), (Q = ), (Q ≥ ) with d j = 0 for some j's.
Here, "0" means the "computer zero." In particular, when J = Z0 and α = 0, then X ≤ (X = , X ≥ ) is defined only by (2.3) (by (2.30) or by (2.37), respectively).
Theorem 4.1 (characterization of the optimal solution to problem (Q ≤ ): an extended version). Problem (Q ≤ ) can be decomposed into two subproblems: (Q1 ≤ ) for j ∈ Z0 and
The optimal solution to (Q1 ≤ ) is
that is, subproblem (Q1 ≤ ) itself is decomposed into n 0 ≡ |Z0| independent problems. The optimal solution to (Q2 ≤ ) is given by (2.12), (2.13), (2.14) with J := J \ Z0.
Proof
Necessity. Let x * = (x * j ) j∈J be the optimal solution to (Q ≤ ).
(1) Let j ∈ Z0, that is, d j = 0. The KKT conditions are
and (2.6)-(2.11).
(2) Components of the optimal solution to (Q2 ≤ ) are obtained by using the same approach as that of the "necessity" part of the proof of Theorem 2.1 but with the reduced index set J := J \ Z0.
Sufficiency. Conversely, let x * ∈ X ≤ and let components of x * satisfy (4.2) for j ∈ Z0, and (2.12), (2.13), (2.14) with J := J \ Z0. Set
(4.5)
It can be verified that x * , λ, u j , v j , j ∈ J satisfy the KKT conditions (4.3), (2.6), (2.7), (2.8), (2.9), (2.10), and (2.11). Then x * with components (4.2) for j ∈ Z0, and (2.12), (2.13), (2.14)
An analogous result holds for problem (Q = ). dependence on the data of the particular problems. To avoid these difficulties and to take into account the above discussion, it is convenient to do the following.
Construct the sets of indices
It is obvious that Z0 ∪ SV ∪ SV1 ∪ SV2 ∪ SVN = J, that is, the set J \ Z0 is partitioned into the four subsets SVN, SV1, SV2, SV defined above.
When programming the algorithms, we use computer values of −∞ and +∞ for constructing the sets SVN, SV1, SV2, SV.
In order to construct the sets J we need some subsidiary sets defined as follows.
For SVN,
(4.9)
Step 1 else if SV1 ∪ SV = ∅, go to Step 2 (there exists a λ * > 0 such that δ(λ * ) = 0).
Step 3 Similarly, we can modify Steps 1 and 3 of both Algorithms 2 and 3.
Modifications of the algorithms connected with theoretical and computational aspects do not influence upon their computational complexity, discussed in Section 3, because these modifications do not affect the "iterative" steps of algorithms.
Computational experiments
In this section, we present results ( j ∈ J, were randomly generated.
When n < 1200, the run time of the algorithms is so small that the timer does not recognize the corresponding value from its computer zero. In such cases the timer displays 0 seconds.
The effectiveness of algorithms for problems (Q ≤ ), (Q = ), and (Q ≥ ) has been tested by many other examples. As we can observe, the (average) number of iterations is much less than the number of variables n for large n. Number of variables n = 1200 n = 1500 n = 1200 n = 1500 n = 1200 n = 1500 We provide below the solution of two simple particular problems of the form (Q = ) obtained by using the approach suggested in this paper. 
Concluding remarks
The approach proposed in this paper could be generalized for convex separable objective functions.
