The eigenvalues and the stability of a singular neutral differential system with single delay are considered. Firstly, by applying the matrix pencil and the linear operator methods, new algebraic criteria for the imaginary axis eigenvalue are derived. Second, practical checkable criteria for the asymptotic stability are introduced.
Introduction
Nowadays, the time-delay systems have became an important natural models in physics, engineering, multibody mechanics, computer-aided design, and economic systems. The theory on ordinary differential equations with delays have been discussed for decades in a wide range, so there are very many results for them. Especially, the eigenvalues and the stability analysis of time-delay systems have received much attention of researchers and many excellent results have been obtained, see [1] [2] [3] [4] [5] [6] . Certainly most of them had been focused on the analytical methods or numerical methods, such as V-functional methods, Laplace transformation, Runge-Kutta methods, and linear multistep methods. In 7-9 , the numerical techniques for the computation of the eigenvalues were discussed. In 10 , Zhu and Petzold researched the asymptotic stability of delay-differential-algebraic equations by applying the θ-methods, Runge-Kutta methods, and linear multistep methods. These methods play the key roles at last. But in recent years, algebraic methods are developing fast, especially for the research on the more complex systems, such as the n-dimensional systems. Though the algebraic methods as a new and effective tool is also applied to analyze the timedelay systems 2, 3 , the results are very few.
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In this paper, we will discuss the differential-algebraic equations by the algebraic methods. Their dynamics have not been well understood yet. Example 1.1. Consider the simple differential-algebraic system:
where t ≥ 0, τ ≥ 0, and x 1 and x 2 are given by continuous functions on the initial interval −τ, 0 . So we have the solution:
where c is a constant. From the solution, we find that the solution depends on future integrals of the input f t . This interesting phenomenon arrested many scholars to research. For a general n-dimensional differential equations with delay, we can note by
where B, A 0 , A 1 ∈ R n×n , Rank B ≤ n, t ≥ 0, τ ≥ 0, and X t ∈ R n is given by continuous functions on the initial interval −τ, 0 . When Rank B n, we called it the retarded differential equations. It can be improved asẊ
Many scholars have widely researched the delay-independent or delay-dependent stability and asymptotic stability by analytic methods or numerical methods. When Rank B < n, it is called a singular or degenerated delay-differential equations. The imaginary axis eigenvalues are discussed by using matrix pencil, see 2 . But because of the complex nature of the singular differential systems with delay, the research is very difficult by using the analytical treatment. So few studies on the stability and the bifurcations have been conducted so far. Particulary, for the singular neutral differential systems with delays, there are hardly flexible and efficient verdicts.
In this paper, we will apply the algebraic methods to discuss the stability of a singular neutral differential system with a single delay, as follows:
where
For the system 1.5 , if det B 0 / 0, we can improve it as the formẋ
It is a neutral differential equation with a single delay. The problem of computing imaginary axis eigenvalues on the system 1.6 has been previously studied in 11 . Here, we consider the state rank B 0 ≤ n. The solvability of the system 1. 
The Algebraic Criteria for Determining Imaginary Axis Eigenvalues
Firstly, we research an ordinary differential equation, which will motivate our analysis. Consider
With Z t
X t Y t
, the system 2.1 can be written as
is a matrix solution of the system 2.1 , we have
For any complex s, let T T s be the operator T sE − F; then
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For any complex s, let Λ Λ s , satisfying
By simple computations, we can get
2.8
Expressing by the operator language, that is,
In the following, we will convert matrix ordinary differential equation 2.3 to vector form. Let ξ be the elementary transform, ξ :
Let x ξX, y ξY, z x y , and
Using the property of the Kronecker product, we have
where A, B, X ∈ C n×n . So 2.3 can be written as
2.14
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Via the elementary transform ξ, we get
that is, Λ 0 s u 0, u ξ vv * . We know that det Λ 0 s 0, and so
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The corollary follows immediately from Theorem 2.2.
Corollary 2.4. Any imaginary axis eigenvalue of the system with single delaẏ
is an eigenvalue of F 0
Proof. It follows immediately from Theorem 2.2.
In fact, the above result contains the system 1.6 . For the system 1.6 , we also have the following corollary. Corollary 2.5 see Jarlebring and Hochstenbach 2, Theorem 1 . For the system 1.6 , the imaginary axis eigenvalues are the roots of the equation
Remark 2.6. In fact, 2.23 or 2.26 is usually called a polynomial eigenvalue problem. The classical and most widely used approach to research the polynomial eigenvalue problems is linearization, where the polynomial is converted into a larger matrix pencil with the same eigenvalues. There are many forms for the linearization: the companion form is most typically commission. The linearization method is also an important tool to research the characteristic equations in algebraic methods, see 2, 13 .
The stability of the delay ordinary differential equations has been widely discussed 14, 15 . It is well known that the Lyapunov-Krasovskii functional approach is the important analytic method to find the delay-independent stability criteria, which do not include any information on the size of delay. The main ideas for developing algebraic criteria of the stability analysis on the systems can be found in many works, such as "The Degenerate Differential Systems with Delay" W. Jiang, 1998, 12 . The results for singular neutral differential equations are still very few, especially by algebraic methods. Next we first research the delay-independent stability of the system 1.5 . The characteristic equation for the system 1.5 is denoted again by
From 12 , we known that the solution of the neutral time-delay systems is asymptotically stable if all roots of 3.1 have negative real part bounded away from 0, that is, there exists a number δ > 0, such that Re s ≤ −δ < 0 for any root s of 3.1 . Especially for the system 1.5 , Zhu and Petzold had found that there must exist the δ, if the condition |u T B 0 u| ≥ |u T B 1 u| for all u ∈ R n holds, see 10 . So from 3, 10 , we can get the following theorem. 
then the system 1.5 is asymptotically stable for all τ ≥ 0, that is, the stability of the systems 1.5 is delay independent.
Proof. It follows immediately from 10 .
In the following, we consider the neutral system 1.6 , whose characteristic equation is denoted by
It is well known that the spectrum of the neutral delay systems exhibits some discontinuity properties, that is to say, an infinitesimal change of the delay parameter may cause the stability of the system to shift. These discontinuity properties are closely related to the essential spectrum of the system. The critical condition for a stability switch of a neutral delay system is that the rightmost eigenvalue goes from the left complex half-plane into the right complex half-plane by passing the imaginary axis. So the appearance of the imaginary axis eigenvalue is the critical condition. In Section 2, we find all of the imaginary axis eigenvalues. Let the delay be a parameter. In the following, we will find the critical value of the delay parameter such that the stability switch occurs. It is known that, if a neutral delay system is 8
Journal of Applied Mathematics stable, it is necessary that its neutral part must be stable. For the system 1.6 , this requirement concerns the stability of the difference equation:
The eigenvalues of 3.3 are called the essential spectrum of the system 1.6 . We know that 3.3 is stable if ρ B 1 < 1. It is important to point out that, under this assumption, the condition Re s ≤ −δ < 0 can be improved to Re s < 0. Our task is to find the critical delay where the system 1.6 becomes unstable. So we have the following theorem. 
3.4
Now we rewrite system 3.4 as the matrix equations:
The linearization of the system 3.4 around the origin is given bẏ
Assume that a −2, b −1.5, a 2 0.3, b 2 −0.3, and f x g x tanh x . We carry out the numerical simulations for system 3. 
Conclusion
In this paper, we consider a singular neutral differential system with a single delay. Via applying the algebraic method, that is, the matrix pencil and the linear operators, we discussed the eigenvalues and the stability of the time-delay systems 1.5 and 1.6 . By using MATLAB, we could easily compute imaginary eigenvalues from the algebraic equation 2.23 or 2.26 . In fact, we only find the imaginary axis eigenvalues, which are the small part of the infinite eigenvalues. So compared with the analytic methods and the numerical methods, the algebraic methods are more simple and more explicit for some time-delay system. Certainly, applying the algebraic methods to analyze the dynamical properties of the singular neutral differential systems with delays is a new and immature field. So we believe that the algebraic methods used to research the stability of the dynamical systems would be more interesting in the future. 
