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The responsibility for working papers lies solely with the authors. Any views expressed are those of the authors and do not necessarily represent those of the EWI. According to the coalition agreement of the German government from November 2013, financial support for onshore wind power should be decreased (CDU/CSU/SPD (2013)). However, favorable wind regions with a reference yield of 75 % to 80 % (of the benchmark) should still be operated profitably. This implies that investments in regions with less favorable wind resources (annual output below 75 % of the benchmark)
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are not attractive from the investor's perspective, although it may be beneficial from the total system perspective.
Summarizing, the current FIT in Germany (which is coupled with capacity support limits) fails to expose wind and solar power producers to the price signal of the wholesale market. Moreover, it is technologyand region-specific in its design, i.e., the support level for each kWh differs between wind and solar power technologies and the location of their deployment (at least for onshore wind power). As a consequence, excess costs occur which are burdened by society.
In the following, we illustrate the economic consequences associated with Germany's technology-and region-specific wind and solar power targets for 2020. By applying an electricity system optimization model, we quantify the excess costs associated with (i) the technology-specific (but region-neutral) solar power target (of 52 GW), (ii) the technology-specific (but region-neutral) offshore wind power target (of 6.5 GW) and (iii) the technology-and region-specific target for onshore wind power in regions with comparatively high full load hours (of 50 GW).
The structure of the paper is as follows: Section 2 discusses the theoretical background regarding the cost-efficient achievement of renewable energy targets. Section 3 provides a numerical analysis of the economic inefficiency associated with Germany's renewable energy support scheme and its failure to incentivize renewable energy investments that are most attractive from an economic perspective. Section 4 draws conclusions and identifies a number of issues for further possible research.
Theoretical Background
Referring to the theoretical analysis of Jägemann (2014) , fluctuating renewable energy units (C f ) are expanded up to the point at which their marginal costs (M C) correspond to the sum of their marginal value of power supply (M V el ) and their marginal value of renewable energy supply (M V ren ) in the optimum (see Eq.
(1)).
While the M C are defined as the unit's accumulated annualized investment costs over all years of its technical lifetime, the M V el of wind and solar power units corresponds to the accumulated revenue from selling electricity at the wholesale market in all hours and years of the unit's technical lifetime. The M V ren of wind and solar power units, however, represents the accumulated value of the good 'green electricity' supplied by wind and solar power units during their technical lifetime under politically implemented RES-E targets. Alternatively, the M V ren of wind and solar power units can be interpreted as the part of the M C that cannot be covered by the revenue from selling electricity on the wholesale market during the unit's technical lifetime (i.e., the M V el ) and thus need to be supplied by renewable energy support payments to incentivize investments. For the following discussion we define the difference between the M C and the M V el as the net marginal costs N M C (see Eq. (2)).
Given a technology-and region-neutral RES-E target which prescribes the minimum amount of renewable energy generation (in kWh) (and not the minimum amount of renewable energy capacities (in kW)), the N M C per kWh are equalized across all renewable energy technologies and regions in the optimum (see Eq.
(3)). 5 In the following, the N M C per kWh are denoted as N M C. Equally, the M C per kWh are denoted as M C and the M V el per kWh as M V el .
The term 'technology-and region-neutral' indicates that each kWh of renewable electricity produced contributes to achieving the RES-E target irrespective of the technology or the region of its deployment. 6 The unit e /kWh is derived by dividing the N M C/M C/M V el by the accumulated full load hours over all years of the unit's technical lifetime. 2) increases from right to left. While the M C are independent of the respective technology's penetration, the N M C increase with penetration. This is due to the fact that the M V el decreases as the technology's penetration increases, which is shown in Jägemann (2014) .
7 Technology 1 (in region 1) is associated with lower M C than technology 2 (in region 2) due to both lower investment costs and higher full load hours (FLH) than technology 2. However, the higher the penetration of technology 1 becomes, the lower its M V el and thus the higher its N M C are. At some point of penetration of technology 1, technology 2 is thus associated with lower N M C than technology 1. Hence, even though technology 2 is associated with higher M C than technology 1, the cost-efficient renewable energy mix includes technology 2. The optimum, when N M C are equalized across technologies (and regions), is (for example) achieved under a (technology-and region-neutral) renewable energy quota obligation in combination with tradable green certificates. Figure 1 (ii) illustrates the excess costs arising when investment decisions are based on M C rather than on N M C. Since technology 1 (in region 1) is associated with lower M C than technology 2 (in region 2), only technology 1 would be expanded which causes excess costs. This would, for example, be the case if renewable energy investments were promoted via a (technology-and region-neutral) feed-in tariff (FIT) system that fixes a price paid for renewable electricity and thus fails to incentivize investors to account for the M V el of renewables which differs between technologies and regions. Rather than choosing the technology (in that region) with the lowest N M C, profit maximizing investors are incentivized to build that technology (in that region) with the lowest M C under a FIT system. To summarize, politically implemented RES-E targets are achieved at minimal costs if the N M C across all renewable energy technologies and regions are equalized. Hence, we conclude that comparing the economic attractiveness of wind and solar power units (in different regions) on the basis of M C is incorrect, as doing so neglects the M V el of the respective technology, which may be very different between technologies and regions. Instead, the economic attractiveness should be determined on the basis of the N M C, i.e., the difference between the M C and the M V el . These results present an extension of the argumentation by Joskow (2011) , who claims that comparing the economic attractiveness of fluctuating wind and solar power units to that of conventional dispatchable generation capacities based on the levelized costs of electricity (LCOE) is flawed since it fails to account for the fact that the value of electricity supplied (i.e., the wholesale price) varies over the course of the day and the year.
Numerical analysis for Germany

Electricity system optimization model
The electricity system optimization model used in this analysis is a linear investment and dispatch model, incorporating conventional, thermal, nuclear, storage and renewable technologies. The model is an extended version of the long-term investment and dispatch model of the Institute of Energy Economics (University of Cologne), as presented in Richter (2011) . The possibility of endogenous investments in renewable energy technologies has been added to the investment and dispatch model through the work of Fürsch et al. (2013) , Jägemann et al. (2013a) , Jägemann et al. (2013b) and Nagl et al. (2011) .
In the following, an overview of the applied electricity system optimization model is given, which has been adapted to accurately address the needs of the current analysis.
Technological resolution
The model incorporates investment and generation decisions for conventional power plants (potentially equipped with carbon capture and storage (CCS)), combined heat and power plants (CHP), nuclear, renewable energy and storage (pump, hydro and compressed air energy (CAES)). The expansion of interconnector capacities, which limit the inter-regional power exchange, is exogeneously defined. Several vintage classes for hard coal, lignite and natural gas-fired power plants represent today's power plant mix. With regard to renewable energy technologies, the model encompasses onshore and offshore wind power plants, PV systems, biomass (CHP-) power plants (solid and gas), hydro power plants, geothermal power plants and concentrating solar power (CSP) plants (including thermal energy storage devices). With respect to existing capacities of renewable energy technologies, the model considers all installations developed by the end of the year 2011. 
Regional resolution
The simulation is run for Germany and three neighboring countries that were considered most relevant for dispatch and investment decisions in Germany.
9 To account for local weather conditions, the model accounts for several subregions for wind and solar power within each country. In Germany, for example, two onshore wind, two offshore wind and two solar power subregions are modeled, each differing with regard to both the full load hours and the profile of the wind and solar power generation, as illustrated in Figure 2 and Table 1 . The increased temporal resolution allows us to better capture the characteristics of the electricity demand and production factor profiles of wind and solar power units over the year, such as the correlation between the wind and the solar production factor profiles. At the same time, the chosen temporal resolution presents a trade-off between an accurate reproduction and manageable calculation times. Under the given regional and temporal resolution, the calculation time amounts to 44 hours.
The applied 42 days (i.e., six weeks) are based on historical hourly electricity demand profiles (ENSTO-E (2013)) as well as historical hourly electricity generation profiles of hydro, wind (on-and offshore) and solar power (PV and CSP) technologies for 8760 h per year (EuroWind (2011)). The six weeks were chosen as to reflect the following characteristics: the (potential) full load hours of wind and solar power turbines, the annual correlation between the wind and the solar production factor profiles as well as the annual correlation between the wind (solar) production profile and the demand profile.
Objective function and techno-economic constraints
The objective of the model is to minimize accumulated discounted total system costs, which include investment costs, fixed operation and maintenance (O&M) costs, variable production costs and costs due to ramping thermal power plants. The discount rate amounts to 5 % in the model. 11 Costs for new investments in generation and storage units and are annualized with a 5 % interest rate (nominal) for the depreciation time.
The accumulated discounted total system costs are minimized, subject to several techno-economic constraints:
Power balance constraint (Eq. (7)): The match of electricity demand and supply needs to be ensured in each hour and country, taking storage options and inter-regional power exchange into account.
Capacity constraint (Eq. (8)):The maximum electricity generation by dispatchable power plants (thermal, nuclear, storage, biomass and geothermal power plants) per hour is restricted by their seasonal availability (which is limited due to unplanned or planned shutdowns, e.g., because of repairs), while the availability of wind and solar power plants is given by the maximum possible electricity feed-in per hour. The maximum transmission capability per hour between two neighboring countries is given by the net transfer capacities.
Minimum load constraint (Eq. (9)): The minimum electricity generation per hour of dispatchable power plants is given by their minimum part-load level.
Ramp-up constraints (Eqs. (10) and (11) 
AD y,r,c = e∈E AD y,r,c,e (13)
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h∈H e∈E
h∈H GE y,h,r,c,e ≥ xxx y,r,c,e
a∈A c∈C h∈H In addition to techno-economic constraints, various politically implemented restrictions can be modeled:
Technology-and region-neutral renewable energy constraint (Eq. (16)): A certain amount of electricity per year y and market region c (x y,c ) needs to be supplied by renewable energy resources irrespective of the RES-E technology r used to produce electricity or the region of its deployment, i.e., the subregion e within the market region c.
Technology-specific but region-neutral renewable energy constraint (Eq. (17)): A certain amount of electricity per year y and market region c (xx y,r,c ) needs to be supplied by a specific RES-E technology r irrespective of the region of its deployment, i.e., the subregion e within the market region c.
Technology-and region-specific renewable energy constraint (Eq. (18)): A certain amount of Accumulated and discounted total system costs electricity per year y and market region c (xxx y,r,c,e ) needs to be supplied by a specific RES-E technology r in a specific subregion e.
CO 2 emission constraint (Eq. (19)): The accumulated CO 2 emissions (of all modeled market regions c) may not exceed a certain CO 2 cap per year (cc y ).
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In contrast to other applications of the model (e.g., Jägemann et al. (2013a) and Jägemann et al. (2013b) ), neither a space potential constraint for wind and solar power units nor a security of supply constraint is implemented in this analysis. The space potential constraint (which restricts the deployment of wind and solar power technologies per region by area potentials in km 2 per subregion) is disregarded in order to prevent any distortion of the model's economic investment calculus. For example, the switch between technologies (e.g., from wind to solar power) or regions (e.g., from northern Germany to southern Germany) should be driven solely by economic reasons (comparison of net marginal costs per kWh (N M C)) rather than the fact that the maximum area potential of a specific technology within a region has been reached (which prohibits further capacity expansions).
The abandonment of the security of supply constraint is motivated by the aim to keep the analysis of the net marginal costs of wind and solar power capacity additions as close to the theoretical model as possible.
The approach of modeling a quantity-based regulation (CO 2 cap) rather than a price-based regulation (CO 2 price) ensures that the CO 2 emissions reduction target is met in all scenarios simulated, which allows the results to be compared to one another. It reflects the market outcome of a CO 2 cap-and-trade system.
13 The security of supply constraint prescribes that the peak demand level is met by securely available capacities. Whereas the securely available capacity of dispatchable power plants within the peak-demand hour is assumed to correspond to their seasonal availability, the securely available capacity of fluctuating wind and solar power plants within the peak-demand hour is assumed to amount to the unit's capacity credit, which typically varies between 0 % and 10 % (e.g., Jägemann et al. (2013b) ).
As explained in Jägemann et al. (2013b) , the shadow variable of the security of supply constraint reflects the system's marginal costs associated with supplying securely available capacities. It typically serves as a proxy for the capacity price which producers receive for their efforts in ensuring security of supply. Given the usual assumption of a positive capacity credit of wind power plants (see, e.g., Jägemann et al. (2013a) ), wind power generators would receive a third revenue stream from the reserve market by offering securely available capacity. Hence, in a addition to the marginal value of power supply (M V el ), the marginal value for offering securely available capacity would also need to be considered. Moreover, a security of supply constraint is typically only implemented in models in which the annual dispatch is simplified to a very limited amount of typical days, which leads to the problem that potential peak demand is not considered as a dispatch situation in the investment part of the model. 14 In this analysis, however, the investment and dispatch decisions are based on 42 typical days per year, which account for peak demand as a dispatch situation.
The numerical model assumptions are listed in Table A .10 -A.16 of the Appendix.
Quantification of variables used to illustrate the economic inefficiency associated with technology-and region-specific RES-E targets
In the following, we shortly describe how the M C, the M V el and the N M C are quantified, which are used to illustrate the economic inefficiency associated with technology-and region-specific RES-E targets for the example of wind and solar power in Germany.
• The M C of wind and solar power units r in subregion e of market region c are calculated by dividing the unit's accumulated and discounted (disc y ) annualized investment costs (ic r ) and fixed O&M costs (f c r ) by the unit's accumulated (actual) annual full load hours (FLH y,r,c,e ) during all years of its technical lifetime (Eq. (20)). We note that the difference between the potential FLH (see Table 1) and the actual FLH (see Table 7 ) of wind and solar power units corresponds to the endogenous wind and solar power curtailment in the model. Hence, the higher the curtailment of wind and solar power units becomes, the lower their actual FLH and thus the higher their M C will be.
M C r,c,e = y∈Y disc y · AD y,r,c,e · (an r · ic r + f c r )
14 For example, the model applied in Jägemann et al. (2013a) and Jägemann et al. (2013b) accounts for a peak capacity constraint as it simulates the dispatch of only 4 and 8 typical days, respectively.
• The M V el of wind and solar power units r deployed in subregion e of market region c are calculated by dividing the unit's accumulated and discounted revenue from selling electricity (GE y,h,r,c,e ) on the wholesale market by the unit's accumulated (actual) annual full load hours (FLH y,r,c,e ) during all years of its technical lifetime (Eq. (21)). The shadow variable of the power balance constraint (see Eq. (7)), which reflects the discounted system costs associated with supplying an additional unit of electricity at a specific point in time, serves as a proxy for the (discounted) hourly revenue, i.e., the (discounted) hourly wholesale price (µ y,h ).
• The N M C of wind and solar power units deployed in Germany correspond to the difference between the M C and the M V el (Eq. (22)). As such, the N M C reflect the (accumulated and discounted) markup on the M V el that is needed in order for the last renewable energy capacity (that is built to achieve the RES-E target) to cover its costs. Under a technology-and region-neutral RES-E target, N M C are equalized across wind and solar power technologies and regions, which indicates that a cost-efficient renewable energy mix is achieved (see Section 2). In contrast, under a technology-and/ or region-specific RES-E target, N M C differ between technologies and regions, which implies that excess costs occur.
In the following, we quantify the excess costs associated with Germany's technology-and region-specific 15 We note that the objective of the model is to minimize accumulated discounted total system costs. 16 We note that under a technology-and region-neutral renewable energy RES-E target, the marginal of the technology-and region-neutral renewable energy constraint (Eq. (16)) corresponds to the N M C. Equally, under a technology-and regionspecific RES-E target, the marginal of the technology-and region-specific renewable energy constraint (Eq. (18)) corresponds to the N M C of the respective RES-E technology deployed in the respective subregion.
17 The technical lifetime of both wind and solar power capacities is assumed to amount to 20 years in this analysis.
Scenario definitions
To analyze the economic inefficiency associated with Germany's technology-and region-specific wind and solar power targets for 2020, two scenarios are defined (see Table 6 ).
Both scenarios assume a CO 2 emission constraint (Eq. (19)), which limits the combined CO 2 emissions of all modeled countries per year (see Table 4 ) in order to incorporate the target of the European Union (EU)
to reduce greenhouse gas (GHG) emissions by 80 % -95 % in 2050 compared to 1990 levels (EU Council (2009)). As a consequence of the CO 2 emission constraint, the short-run marginal production costs of fossilfuel fired (CO 2 -emitting) power plants increase.
18 This, in turn, leads to an increase in the shadow variable of the power balance constraint (see Eq. (7)), which indicates the system's marginal costs associated with meeting the hourly electricity demand and serves as a proxy for the (discounted) hourly wholesale price. As a consequence, the M V el of renewable energy technologies increases in comparison to a scenario without a CO 2 emission constraint.
Moreover, in both scenarios, Germany is assumed to achieve the technology-and region-neutral RES-E targets for 2025 and 2035 defined in the coalition agreement from November 2013 (i.e., 40 -45 % of gross electricity demand by 2025 and 55 -60 % by 2035). As illustrated in Table 6 , the target year 2020 differs for each scenario. The 'EEG Scenario' reflects the current technology-and region-specific design of the German promotion scheme for wind and solar power technologies. It assumes technology-specific (but region-neutral) solar and offshore wind power targets (56 TWh and 22 TWh, respectively), as well as technology-and region-specific onshore wind power targets for 18 The increase in the short-run marginal costs of power production of fossil-fuel fired (CO 2 -emitting) power plants arises from incorporating the costs of emitting CO 2 , reflected by the price of CO 2 emission certificates.
19
19 We note that the modeled technology-and region-neutral RES-E targets for 2025 (40 %) and 2035 (55 %) (see Table 5 ) cover wind and solar power generation only. This reflects the assumption that wind and solar power are expected to account for the largest share of renewable energy capacity additions up to 2035, given the limited potentials for hydro power and low-cost biomass resources in generating electricity. Moreover, we note that the modeled RES-E targets (40 % in 2025 and 55 % in 2035) are related to the net electricity demand, while the German RES-E targets for 2025 (40 -45 %) and 2035 (55 -60 %) are related to the gross electricity consumption (CDU/CSU/SPD (2013)).
northern Germany (73 TWh) by 2020.
20 The technology-and region-specific onshore wind power targets for northern Germany (region 1) are motivated by the fact that under the current reference yield model, only projects in favorable wind regions (with high full load hours) can be operated profitably (CDU/CSU/SPD (2013)), which are primarily located in northern Germany. In the 'Efficient Scenario', in contrast, a technology-and region-neutral RES-E target for 2020 is implemented. As illustrated in Table 6 , the technology-and region-neutral RES-E target assumed for 2020 amounts to 154 TWh, which corresponds to the sum of the technology-and region-specific wind and solar power targets for 2020 assumed in the 'EEG Scenario'. As such, in both scenarios the same level of total wind and solar power generation (i.e., 154 TWh) is achieved in 2020. However, in contrast to the 'Efficient Scenario', the technological (and regional) mix of wind and solar power generation is predefined in the 'EEG Scenario' via technology-specific (and region-specific) wind and solar power targets.
The chosen scenario definition aims to quantify the economic inefficiency associated with Germany's technology-and region-specific wind and solar power targets for 2020. It needs to be stressed that the results derived by modeling technology-and region-neutral RES-E targets (i.e., by implementing renewable energy constraints as explained in Section 3.1.4) do not reflect the market result of a feed-in tariff system.
For this, the applied electricity system model would need to maximize profits instead of minimizing total system costs. This can best be explained by the following example: Under a technology-specific FIT system and the choice between two regions, profit maximizing investors do not account for differences in the M V el of the specific technology between two regions, but rather choose the region with the highest full load hours and thus the lowest M C. 21 However, when modeling technology-specific RES-E targets in an electricity system optimization model that minimizes total system costs (rather than maximizing investors'
20 The TWh targets are derived by multiplying the 2020 capacity targets for solar power (52 GW), onshore wind power (50 GW) and offshore wind power (6.5 GW) with the full load hours assumed in the model; see also Table A.9 of the Appendix.
21 Note that the M V el of a specific technology varies between the two regions because of both differences in the level of full load hours and differences in the production factor profile. profits), the investment decisions are always based on N M C, i.e., on a comparison between the respective technology's M C and M V el . Hence, electricity system models that minimize total system costs are not capable of simulating the market result of feed-in tariff systems.
In the following, the scenario results are discussed. Figure 3 illustrates the development of the capacity and generation mix in the 'EEG Scenario' and the 'Efficient Scenario' up to 2030.
Scenario results
22 In both scenarios, baseload capacities/ generation (lignite, coal and nuclear) decrease, while peak-load capacities/ generation (gas) increase, as the wind and solar power penetration increases. 23 Moreover, in both scenarios, the total dispatchable capacity stays essentially equal to the peak demand level, reflecting the model assumption of comparatively low wind and solar power generation (i.e., a low production factor) at times of peak demand. These results are in line with Lamont (2008) who showed that baseload capacities/generation decline in proportion to the increase in fluctuating wind and solar power capacities/ generation, while the intermediate capacity/ generation increases with increased wind and solar power penetration.
24
In the 'EEG Scenario', Germany achieves commitment with its (region-neutral) solar and offshore wind power targets (56 TWh and 22 TWh, respectively) and its (region-specific) onshore wind power target for northern Germany (region 1) of 76 TWH by 2020. In the 'Efficient Scenario', which assumes a technologyand region-neutral RES-E target for 2020 (154 TWh), only onshore wind power investments in northern Germany (region 1) take place up to 2020, supplying in total 113 TWh in 2020. This highlights the comparative cost advantage of onshore wind power generation over offshore wind and solar power generation in reaching politically implemented RES-E targets by 2020.
22 The development of the capacity and generation mix up to 2050 is shown in Figure A .7 of the Appendix. 23 We note that the nuclear capacities are exogenously decommissioned in the model by 2022 reflecting current legislation in Germany.
24 Lamont (2008) applies an illustrative optimization model to determine the cost-efficient capacity mix for five technologies (baseload, intermediate and peaking generators along with wind and solar power) using a greenfield approach to examine the effects of increased wind and solar power penetration. The high economic attractiveness of onshore wind power in comparison to solar power and offshore wind power up to 2020 also becomes evident when comparing the net marginal costs per kWh (N M C). Figure 4 illustrates the N M C of all renewable energy capacities built in 2020, 2025 and 2030 in the 'EEG Scenario' and the 'Efficient Scenario'. We note that the scenarios differ only with regard to the RES-E targets for 2020, which are either technology-and region-specific ('EEG Scenario') or technology-and region-neutral ('Efficient Scenario'). For the years 2025 and 2030, however, both scenarios assume the same technologyand region-neutral RES-E target of 40 % and 48 % respectively (see Table 5 ).
In the 'EEG Scenario', N M C are not equalized across RES-E technologies and regions in 2020, which implies that the cost-efficient renewable energy mix is not achieved. As can be seen, all technologies differ with regard to both their M C -which depend on the technology's capital costs and full load hours -and their M V el -which depends on the unit's revenue from selling electricity at the wholesale market. As such, the M V el is driven by the unit's electricity generation profile or, more specifically, by the correlation between the unit's hourly production factor profile and the wholesale price profile (i.e., the unit's 'price matching' or 'residual-load matching' capability), see also Jägemann (2014) . Offshore wind power (in the North Sea (region 3) and Baltic Sea (region 4)) exhibits by far the highest M C (2.75 e ct 2010 /kWh), followed by solar power (2.37 e ct 2010 /kWh in southern Germany (region 2)), onshore wind power (1.97 e ct 2010 /kWh in northern Germany (region 1)) and low-cost biogas power plants (0.71 e ct 2010 /kWh). However, offshore wind power is also characterized by the highest M V el (1.15 e ct 2010 /kWh in the North Sea and 1.18 e ct 2010 /kWh in the Baltic Sea), followed by solar power in southern Germany and onshore wind power in northern Germany (1.08 e ct 2010 /kWh and 0.98 e ct 2010 /kWh, respectively). Dispatchable (low-cost) biogas power plants exhibit a M V el of 1.03 e ct 2010 /kWh. Overall, it can be seen that the difference in the M C between technologies (and regions) is more pronounced than the difference in the M V el between technologies (and regions) in 2020. This effect, however, diminishes over time since wind and solar power capacities are assumed to realize investment cost reductions, which are relatively higher for the less mature technologies (solar power and offshore wind power) than for onshore wind power which is a comparatively mature technology (see also Table A .12 of the Appendix).
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In sum, offshore wind power capacities (built to achieve commitment with the offshore wind power target by 2020) are associated with the highest N M C (1.60 e ct 2010 /kWh in the North Sea and 1.57 e ct 2010 /kWh in the Baltic Sea), which arises from the comparatively high capital costs of offshore wind turbines which include the costs of the onshore grid connection (see Table A .12 of the Appendix). Solar power capacities (built in order to achieve the solar power target by 2020) exhibit the second highest N M C (1.28 e ct 2010 /kWh in southern Germany), followed by onshore wind power (0.99 e ct 2010 /kWh in northern Germany). Hence, the N M C of onshore wind power capacties (built to achieve commitment with the onshore wind power target for northern Germany by 2020) are 38 % lower than the N M C of offshore wind power units and 23 % lower than the N M C of solar power units. Interestingly, these differences in the N M C in the 'EEG Scenario' by 2020 are primarily driven by a comparatively wide divergence of the M C between the technologies (rather than by a wide divergence of the M V el ).
In contrast to wind and solar power technologies, which face no space potential constraints in the model, biomass (low-cost biogas and biosolid) generation is restricted by a fuel potential constraint. As a consequence, low-cost biogas generators are able to earn (windfall) profits (i.e., negative N M C of -0.32 e ct 2010 /kWh). As explained in Section 3.1.4, space potential constraints for wind and solar power are explicitly disregarded in the model in order to prevent distortions of the economic calculus. However, if we would have accounted for space potential constraints, also wind and solar power generators would be able to earn (windfall) profits in those regions where the space potential constraint is binding. As such, binding space potential constraints for wind and solar power would prevent an equalization of N M C across technologies and regions. More specifically, those technologies which are characterized by binding space potential constraints would be able to earn windfall profts, i.e., their M V el would exceed their M C.
In the 'Efficient Scenario', commitment with the technology-and region-neutral RES-E target for 2020 is achieved with onshore wind power capacity expansions in northern Germany. The N M C amount to 1.03 e ct 2010 /kWh. The difference in the N M C of onshore wind power in northern Germany between the 'EEG Scenario' (0.99 e ct 2010 /kWh) and the 'Efficient Scenario' (1.03 e ct 2010 /kWh) by 2020 is due to the fact that the onshore wind power penetration in northern Germany is higher in the 'Efficient Scenario' (74 GW or 113 TWh) than in the 'EEG Scenario' (50 GW or 76 TWh), which implies that the M V el of an additional onshore wind power unit in northern Germany is lower in the 'Efficient Scenario' than in the 'EEG Scenario'. This result reflects the finding of the numerical 'ceteris paribus' example of Jägemann (2014), i.e., the M V el and thus also the M V el of wind power decrease as penetration increases.
As can be seen in comparing the development of M V el over time in Figure 4 , the M V el of wind and solar power capacities decreases as penetration increases. This is also in line with the results of the numerical 'ceteris paribus' example of Jägemann (2014) . However, there are several differences between the numerical 'ceteris paribus' example of Jägemann (2014) and this scenario analysis, which are shortly described. First, in contrast to the numerical 'ceteris paribus' example which uses the revenue from selling electricity on the wholesale market within one year (8760 hours) as a proxy for the M V el of wind and solar power units, the M V el derived using the electricity system optimization model corresponds to the accumulated and discounted revenue per kWh from selling electricity on the wholesale market during all hours and years of the unit's technical lifetime (20 years). Second, the M V el determined with the electricity system optimization model accounts for an optimal adaptation of the electricity system over time as wind and solar power penetration increases. Third, the scenario analysis examined with the electricity system optimization model also accounts for endogenous curtailment of wind and solar power generation, which also differentiates our scenario analysis from that of Lamont (2008) .
As illustrated in Table 7 , the actual full load hours (FLH) vary across the years in both scenarios.
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In contrast to the potential FLH shown in Table 1 , the actual FLH account for wind and solar power curtailment.
Interestingly, while onshore wind power investments up to 2020 are only located in northern Germany (region 1), onshore wind turbines built from 2020 onwards are primarily deployed in southern Germany (region 2), although southern Germany (region 2) is associated with lower (potential) full load hours (FLH) and thus higher M C. 27 This illustrates the benefit of regional diversification. The significant expansion of onshore wind power in northern Germany in 2020 causes the M V el of an additional onshore wind power unit in northern Germany to decrease. 28 As a consequence, the comparative cost advantage of onshore wind power in northern Germany over onshore wind power in southern Germany -which was originally driven by higher potential FLH and thus lower M C -diminishes. In fact, at some penetration level of onshore wind power in northern Germany, onshore wind power in southern Germany begins to have a comparative 26 The amount of wind and solar power curtailment in GWh is shown in Table A .17 of the Appendix. 27 See Table 1 and Figure 3 . 28 We note that all wind turbines within a region are assumed to have the same production factor profile. cost advantage over onshore wind power in northern Germany. Hence, investments in onshore wind power turbines in southern Germany become efficient, although southern Germany exhibits lower potential FLH and thus higher M C than onshore wind power turbines in northern Germany. 29 This is due to the fact that the production factor profile of onshore wind turbines in southern Germany is characterized by a higher price-matching (or residual-load matching) capability than the production factor profile of onshore wind turbines in northern Germany -given the comparatively large penetration of onshore wind power in northern Germany and the associated short-term merit-order effect. As a consequence, the M V el of onshore wind turbines in southern Germany exceeds the M V el of onshore wind turbines in northern Germany, which compensates for the higher M C in southern Germany. A second factor which deteriorates the economic attractiveness of additional onshore wind power capacities in northern Germany (as penetration increases) is the increasing curtailment of onshore wind power in northern Germany, which reduces the actual FLH (see Table 7 ). As a consequence, the difference in the (actual) FLH between onshore wind power in northern and southern Germany diminishes. Moreover, the M C of onshore wind power in northern Germany increases.
In addition to onshore wind power, solar power is also expanded in southern Germany (region 2) under the technology-and region-neutral RES-E target by 2025 despite comparatively high M C (see Figure 3) .
This reflects the benefit of technological diversification in reaching politically implemented RES-E targets.
Overall, onshore wind and solar power capacity expansions in 2025 take place up to the point at which the 29 The potential FLH of onshore wind power plants in southern Germany are assumed to be more than 5 % lower than the potential FLH of onshore wind power in southern Germany. N M C are equalized (see Figure 4) , which is in line with the economic theory discussed in Section 2. The same holds true for the year 2030, in which the N M C are equalized across solar power, onshore wind power and offshore wind power units.
As a consequence of the technology-and region-specific RES-E targets for 2020 -which prevent the equalization of the N M C across renewable energy technologies and regions (see Figure 4) -excess costs of 6.6 Bn e 2010 occur. These are defined by the difference in accumulated discounted system costs between the 'EEG Scenario' and the 'Efficient Scenario'.
The comparison of N M C between technologies and regions in 2020 shows that excess costs are driven by the technology-specific offshore wind and solar power targets for 2020 (of 22 and 56 TWh, respectively).
Although the onshore wind power penetration is much higher in 2020 than the offshore wind and solar power penetration in the 'EEG Scenario' (in terms of TWh), N M C of onshore wind power is significantly lower than the N M C of offshore wind and solar power (see Figure 4) . This illustrates the low economic attractiveness of offshore wind and solar power in comparison to onshore wind power up to 2020. Figure 5 shows the interdependence between the wind and solar power penetration (i.e., the annual wind and solar power generation) and the annual correlation (between the wind and solar power generation profile and the wholesale price profile) for both scenarios. Overall, the annual correlation tends to decrease as the annual wind and solar power generation increases, which is in line with the results derived in Jägemann (2014) . This can, for example, be seen in the 'Efficient Scenario': Between 2015 and 2020, onshore wind power in northern Germany (region 1) is significantly expanded, which leads to a drop in the correlation (between the onshore wind power production factor profile in northern Germany (region 1) and the wholesale price profile). The same effect can be observed for solar power in southern Germany (region 2) between 2020 and 2025.
However, Figure 5 also illustrates the importance of cross-technological effects. For example, between 2020 and 2025, the correlation of onshore wind power in northern Germany (region 1) increases, although the penetration of onshore wind power in northern Germany slightly increases (from 74 GW in 2020 to 85 GW in 2025). This is due to the significant increase in solar power generation in southern Germany (region 2) which is negatively correlated with the onshore wind production factor profile in northern Germany (region 1). This is shown in Table 8 . Although the correlation between the onshore wind generation profile in northern Germany (region 1) and the wholesale price profile increases between the years 2020 and 2025, this does not mean that the onshore wind power units that were built in 2020 in northern Germany (region 1) are more profitable in 2025 than in 2020 -profitable in the sense that the revenue per MW from selling electricity on the wholesale market in 2025 exceeds the revenue in 2020. In contrast, the additional onshore wind and solar power in southern Germany (region 2) has a downward effect on the wholesale price in 2025, which lowers the annual revenue of onshore wind power turbines in northern Germany (region 1) that were built in 2020 (see Figure   6 ). Overall, the revenue earned from selling electricity on the wholesale market significantly varies across the years. The comparatively low revenue of onshore wind power turbines in northern Germany (region 1) in 2035 is due to the offshore wind power expansion in the Baltic Sea (region 4) by 2035, which exhibits a high positive correlation with onshore wind power in northern Germany of 0.5 (see Table 8 ). However, the increase in the revenue of onshore wind power in northern Germany by 2040 can be explained by a decrease in the onshore wind power penetration in northern and southern Germany. Betwen 2035 and 2040, more than 13 GW of onshore wind power capacities are decommissioned (9 GW in northern Germany and 4 GW in southern Germany), which are not replaced. Moreover, electricity generation from flexible gas-fired power plants increases. The increase in the annual revenue of wind and solar power plants in the longer run can also be seen in Figures A.8 and A.9 of the Appendix, which show the annual revenue of onshore wind, offshore wind and solar power plants that were built in 2025 and 2030. Hence, the optimal adaptation of the dispatchable power plant mix to a system with a higher share of flexible gas-fired (peak-load) power plants and a lower share of lignite-fired (base-load) power plants in Germany (see Figure A .7 of the Appendix) benefits wind and solar power generators in the long-run. In summary, the presented scenario results derived with the electricity system optimization model confirm the theoretical results derived in Jägemann (2014) and Section 2 and illustrate the economic inefficiency associated with Germany's technology-and region-specific RES-E targets for 2020. Due to the significantly higher N M C of offshore wind and solar power units compared to onshore wind power units in Germany up to 2020, the technology-and region-specific RES-E targets are associated with excess costs of more than 6.6
Bn e 2010 (accumulated and discounted).
However, the quantified excess costs of 6.6 Bn e 2010 should be interpreted as a lower bound estimate for the overall inefficiency associated with Germany's technology-and region-specific RES-E targets for 2020. This is due to the fact that power transfers between the regions within Germany, i.e., from northern to southern Germany and vice versa, face no transmission constraints.
More specifically, while power exchange between Germany and neighboring countries is limited by exogenously defined interconnection capacities, a copper-plate with no congestions is assumed for Germany.
However, as soon as transmission capacity bottlenecks between two regions occur, the value of power supply (at a specific point in time) differs between the regions. As such, the marginal value (M V el ) of wind and solar power capacities between two regions may not only vary because of differences in the production factor profiles but also due to transmission capacity bottlenecks. The applied model, however, fails to account for the latter effect.
As such, the large expansion of onshore wind power in northern Germany up to 2020 (realized under the technology-and region-neutral RES-E target in the 'Efficient Scenario') may not be optimal (i.e., too large) when accounting for transmission capacity bottlenecks from northern to southern Germany, which already exist today and which are expected to increase as wind power supply in northern Germany rises. More specifically, onshore wind capacities are expected to become efficient in southern Germany already by 2020 when accounting for transmission capacity bottlenecks from northern to southern Germany, substituting part of the investments in northern Germany. Hence, we argue that the economic inefficiency associated with the region-specific onshore wind power target for northern Germany is underestimated with our model, which implies that the overall excess costs of 6.6 Bn e 2010 (accumulated and discounted) represent a lower bound estimate.
Moreover, the model is deterministic and not stochastic in its nature. Hence, no uncertainty about the hourly or yearly electricity generation of wind and solar technologies is incorporated. In stochastic models, the uncertainty of wind and solar power generation can be modeled by weighting different scenarios (which vary with regard to the wind and solar power production factor profiles) by their specific probability of occurence ). As a means to reduce risk, the renewable energy mix determined by a stochastic model is expected to be more divers (both with regard to technologies and regions) than the renewable energy mix determined by a deterministic model (given a technology-and region-neutral RES-E target). However, unlike the impact of disregarding transmission capacity bottlenecks on the level of excess costs, the consequences of abstracting from uncertainty is not straight forward. Hence, it cannot be said a priori in which direction the excess costs of technology-and region-specific RES-E targets would change (in comparison to the present analysis) if a stochastic rather than a deterministic model would have been applied.
Conclusion
It has been shown that comparing the economic attractiveness of renewable energy technologies on the basis of marginal costs per kWh (M C) is incorrect, as doing so neglects the marginal value per kWh (M V el ) of the respective technology. Instead, the net marginal costs per kWh (N M C) should serve as the reference when discussing the economic attractiveness of renewable energy technologies. Renewable energy support schemes that fail to incentivize investors to account for differences in the M V el prevent an equalization of N M C across technologies and regions in the equilibrium and thus are associated with excess costs. For the case of Germany and its technology-and region-specific wind and solar power targets for 2020, excess costs amount to more than 6.6 Bn e 2010 (accumulated and discounted). These are driven by the comparatively high N M C of offshore wind and solar power in comparison to onshore wind power in Germany up to 2020.
However, given the fact that we abstract from transmission capacity bottlenecks within Germany in the model, the quantified excess costs should be interpreted as a lower bound estimate.
Future research could address the following issues: First, the model could be extended to acount for both transmission capacity limitations within Germany and stochastic wind and solar power generation. Second, the technical granularity of wind and solar power systems could be increased to account for differences in the production factor profiles of wind and solar power units due to an alternative sizing of the wind power turbine or due to an alternative orientation of the PV system. This would allow us to analyze, for example, at which point in time (or at which penetration level) the N M C of PV systems that are tilted to the east or the west have lower N M C than PV systems that are tilted to the south. Third, an alternative model could be applied which maximizes investor's profits rather than minimizing total system costs. Fourth, as pointed out by Mitchell et al. (2006) and Klessmann et al. (2008) , there is some trade-off associated with exposing renewable energy investors to market risk as it increases the project's capital costs, which may, in turn, deteriorate the (dynamic) efficiency of the support scheme. This is an important aspect if the goal is to bring new technologies into the market and gain experience. Meanwhile, however, renewables account for a comparatively large share of total electricity supply in many countries (e.g., 25 % in Germany in 2013 (Statista (2014) )). Hence, efficiency gains due to the consideration of the market price signal in the generator's investment decisions are likely to balance potential efficiency losses due to higher risk premiums and higher required support payments. This could also be an interesting opportunity for further research. Source: IEA (2011) and PROGNOS/EWI/GWS (2010). 
