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Abstract
We present new results regarding the existence of density of the real-valued solution to a
3-dimensional stochastic wave equation. The noise is white in time and with a spatially
homogeneous correlation whose spectral measure m satisﬁes that
R
R3
mðdxÞð1þ jxj2ÞZoN;
for some ZAð0; 1
2
Þ: Our approach is based on the mild formulation of the equation given by
means of Dalang’s extended version of Walsh’s stochastic integration; we use the tools of
Malliavin calculus. Let S3 be the fundamental solution to the 3-dimensional wave equation.
The assumption on the noise yields upper and lower bounds for the integralR t
0 ds
R
R3
mðdxÞjFS3ðsÞðxÞj2 and upper bounds for
R t
0 ds
R
R3
mðdxÞjxjjFS3ðsÞðxÞj2 in terms of
powers of t: These estimates are crucial in the analysis of the Malliavin variance, which can be
done by a comparison procedure with respect to smooth approximations of the distribution-
valued function S3ðtÞ obtained by convolution with an approximation of the identity.
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1. Introduction
This paper is devoted to study the probability law of the real-valued solution to
the stochastic wave equation
@2
@t2
 D3
 
uðt; xÞ ¼ sðuðt; xÞÞ ’Fðt; xÞ þ bðuðt; xÞÞ;
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uð0; xÞ ¼ @u
@t
ð0; xÞ ¼ 0; ð1Þ
where ðt; xÞAð0; T  	 R3; T40; and D3 denotes the Laplacian operator on R3:
The aim is to establish sufﬁcient conditions ensuring the law of uðt; xÞ to be
absolutely continuous with respect to Lebesgue measure on R; for any ﬁxed
ðt; xÞAð0; T  	 R3:
Eq. (1) is an example of the more general class of stochastic partial differential
equations (spde’s)
Luðt; xÞ ¼ sðuðt; xÞÞ ’Fðt; xÞ þ bðuðt; xÞÞ;
uð0; xÞ ¼ @u
@t
ð0; xÞ ¼ 0; ð2Þ
tAð0; T ; xARd ; T40; where L denotes a second-order differential operator and the
fundamental solution of Lu ¼ 0 is, for any tAð0; T ; a non-negative distribution with
rapid decrease. We assume that the coefﬁcients s and b are real Lipschitz functions;
the noise F is a mean-zero L2ðO;F; PÞ-valued Gaussian process indexed by the
space of test functions DðRdþ1Þ with covariance functional given by Jðj;cÞ ¼R
Rþ
ds
R
Rd
GðdxÞðjðsÞ  *cðsÞÞðxÞ; where *cðs; xÞ ¼ cðs;xÞ and G is a non-negative,
non-negative deﬁnite tempered measure. According to [22, Chapter VII, The´ore`me
XVII], this implies that G is symmetric and there exists a non-negative tempered
measure m on Rd whose Fourier transform is G; that is Jðj;cÞ ¼R
Rþ
ds
R
Rd
mðdxÞFjðsÞðxÞFcðsÞðxÞ:
We follow the extension of Walsh’s approach developed in [5] and give a rigorous
meaning to Eq. (2) in the mild form, as follows. Let L denote the fundamental
solution to Lu ¼ 0: We denote by M ¼ fMtðAÞ; tA½0; T ; AABbðRdÞg the martingale
measure extension of F (see [6] for the details of this extension) and byFt the s-ﬁeld
generated by the random variables MsðAÞ; sA½0; t; AABbðRdÞ; for any tA½0; T :
Then a solution to (2) is a real-valued stochastic process u ¼ fuðt; xÞ; ðt; xÞA½0; T  	
Rdg; deﬁned on the ﬁltered probability space ðO;F; ðFtÞtA½0;T ; PÞ; progressively
measurable, satisfying
uðt; xÞ ¼
Z t
0
Z
Rd
Lðt  s; x  yÞsðuðs; yÞÞMðds; dyÞ
þ
Z t
0
ds
Z
Rd
bðuðt  s; x  yÞÞLðs; dyÞ: ð3Þ
For L ¼ @2
@t2
 D3 we will write S3 instead of L; it is well-known that S3ðtÞ ¼ 14pt st;
where st denotes the uniform measure on the 3-dimensional sphere of radius t: We
refer the reader to [19,20] for results related to [5] on the stochastic wave equation.
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Malliavin calculus, set up in the seminal paper [10], provides a useful tool for the
analysis of densities of Brownian functionals, and more generally for functionals of
Gaussian families indexed by a real separable Hilbert space. Applications of this
technique to spde’s extend to the heat equation [1,11,18] and different examples of
hyperbolic spde’s [12,16,17,21], including the stochastic wave equation in dimension
1 [4] and dimension 2 [11,13]. In all these works, the fundamental solution of the
underlying partial differential equation is a real-valued function, while in our case it
is a distribution. This fact involves a new mathematical analysis. In this article, we
will consider the Gaussian family described as follows. Let E be the inner-product
space consisting of functions jASðRdÞ; the Schwartz space of rapidly decreasing
CN test functions, endowed with the inner-product /j;cSE :¼
R
Rd
GðdxÞðj  *cÞðxÞ;
where *cðxÞ ¼ cðxÞ: Notice that
/j;cSE ¼
Z
Rd
mðdxÞFjðxÞFcðxÞ: ð4Þ
LetH denote the completion of ðE;/; SEÞ: SetHT ¼ L2ð½0; T ;HÞ; notice thatH
and HT may contain not only functions but also distributions. The space HT is a
real Hilbert separable space. For hAHT ; set WðhÞ ¼
R t
0
R
Rd
hðs; xÞMðds; dxÞ where
the stochastic integral can be interpreted in Dalang’s sense. Then fWðhÞ; hAHTg is
a Gaussian process and we can use the differential Malliavin calculus based on it
(see for instance [15]).
In Section 2 of this paper, we extend Dalang’s stochastic integral to integrators
that are deﬁned by stochastic integration of Hilbert-valued predictable processes
with respect to martingale measures. This extension, deﬁned coordinatewise, is
needed to give a rigorous meaning to the equation satisﬁed by the Malliavin
derivative of uðt; xÞ:
Section 3 deals with the class of spde’s studied in [5], that is, with Eq. (3). We prove
in Theorem 2 that the solution of these equations belongs to the stochastic Sobolev
space D1;p of differentiable Lp random variables with Lp derivatives—in the
Malliavin sense; we give the equation onHT satisﬁed by the Malliavin derivative. If
LðtÞ is a real function, for example in the stochastic heat equation in any dimension
d and the stochastic wave equation in dimension d ¼ 1; 2; it is well-known that the
solution of (3) at any ﬁxed point ðt; xÞ belongs to DN;p for any NAN and every
pA½1;NÞ (see for instance [1,4,11,13]); the equation satisﬁed by the Nth derivative is
obtained recursively using the rules of Malliavin calculus, by derivation of each term
of the equation satisﬁed by the ðN  1Þth derivative. If LðtÞ is a distribution, for
example in the wave equation in dimension d ¼ 3; this approach is not possible, the
problem being how to differentiate the stochastic integral term. We have been able to
solve this problem at the level N ¼ 1 by an approximation procedure based on the
convolution of LðtÞ with an approximation of the identity. We believe that pushing
ahead our arguments should give the differentiability of any order of the solution;
however, there is yet no hope for obtaining an expression of the Nth derivative for
NX2: The non-negative requirement on LðtÞ prevents from estimating Lp moments
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of differences of stochastic integrals like those appearing in (3), for arbitrary
pAð2;NÞ: However, for p ¼ 2 one can invoke the isometry property of Dalang’s
stochastic integral. For these reasons, Lp-convergence of a sequence of approxima-
tions of the solution to (3) is proved by checking L2-convergence and Lp-
boundedness for any pAð2;NÞ:
Section 4 is devoted to prove the almost sure non-singularity of the Malliavin
matrix. Owing to Bouleau’s and Hirsch’s criterium (see [3,14]), this property together
with the results in Section 3 provide the existence of density for the law of uðt; xÞ at
any ﬁxed ðt; xÞAð0; T  	 R3: We split the Malliavin matrix into a principal and a
secondary term. The former one is obtained by differentiating the martingale
measure M in the stochastic integral of the right-hand side of Eq. (3); it is an HT -
valued random vector that we formally write here as Zðt; xÞ :¼ S3ðt  ; x 
Þsðuð; ÞÞ: Part of the proof of Theorem 2 consists in giving a precise meaning to
this random vector. Lower estimates of the HT -norm of Zðt; xÞ are achieved using
ﬁrst a suitable approximation of S3—in order to get rid of the non-linearity
sðuðs; yÞÞ; then we reintroduce S3; we give a lower bound of its deterministic HT -
norm and we keep control of the error. We prove an upper bound of this error and of
the secondary term of the Malliavin matrix. In both, upper and lower bounds related
toHT -norms we use the spectral form derived from (4) and auxiliary results proved
in the appendix.
Along the paper we use the notation C for any positive real constant,
independently of its value. We refer the reader to [14] for the notions and notations
on Malliavin calculus and to [22] to those on distributions invoked along this article.
2. Stochastic integrals with respect to Hilbert-valued martingale measures
In this section, we extend Dalang’s results on stochastic integration to a Hilbert-
valued setting.
LetA be a separable real Hilbert space with inner-product and norm denoted by
/; SA and jj  jjA; respectively. Let K ¼ fKðs; zÞ; ðs; zÞA½0; T  	 Rdg be an A-
valued predictable process; we assume the following condition:
Hypothesis B. The process K satisﬁes supðs;zÞA½0;T 	Rd EðjjKðs; zÞjj2AÞoN:
Our ﬁrst purpose is to deﬁne a martingale measure with values in A obtained by
integration of K : Let fej; jX0g be a complete orthonormal system of A: Set
Kjðs; zÞ ¼ /Kðs; zÞ; ejSA; ðs; zÞA½0; T  	 Rd : According to [23], for any jX0 the
process
MK
j
t ðAÞ ¼
Z t
0
Z
A
Kjðs; zÞMðds; dzÞ; tA½0; T ; AABbðRdÞ;
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deﬁnes a martingale measure. Indeed, the process Kj is predictable and
sup
ðs;zÞA½0;T 	Rd
EðjKjðs; zÞj2Þp sup
ðs;zÞA½0;T 	Rd
EðjjKðs; zÞjj2AÞoN:
Set, for any tA½0; T ; AABbðRdÞ;
MKt ðAÞ ¼
X
jX0
MK
j
t ðAÞej: ð5Þ
The right-hand side of (5) deﬁnes an element of L2ðO;AÞ: Indeed, using the isometry
property of the stochastic integral, Parseval’s identity and Cauchy–Schwarz
inequality we obtain
X
jX0
EðjMKjt ðAÞj2Þ ¼
X
jX0
E
Z t
0
Z
Rd
1AðzÞKjðs; zÞMðds; dzÞ

2
 !
¼
X
jX0
E
 Z t
0
ds
Z
Rd
GðdxÞ
Z
Rd
dy 1AðyÞKjðs; yÞ1Aðy  xÞKjðs; y  xÞ
!
¼
Z t
0
ds
Z
Rd
GðdxÞ
Z
Rd
dy 1AðyÞ 1Aðy  xÞEð/Kðs; yÞ; Kðs; y  xÞSAÞ
p sup
ðs;yÞA½0;T 	Rd
EðjjKðt; xÞjj2AÞ
Z t
0
ds
Z
Rd
GðdxÞ
Z
Rd
dy1AðyÞ1Aðy  xÞ
pC sup
ðs;yÞA½0;T 	Rd
EðjjKðt; xÞjj2AÞ:
This shows that EðjjMKt ðAÞjj2AÞ ¼
P
jX0 EðjMK
j
t ðAÞj2ÞoN; due to Hypothesis B.
Clearly, the process fMKt ðAÞ; tA½0; T ; AABbðRdÞg deﬁnes a worthy A-valued
martingale measure and by construction we have that /MKt ðAÞ; ejSA ¼ MK
j
t ðAÞ: By
the previous computations
EðjjMKt ðAÞjj2AÞ ¼
X
jX0
E
Z t
0
ds jj1AðÞKjðs; Þjj2H
 
;
where we have denoted by a dot the H-variable.
Our next goal is to introduce stochastic integration with respect to MK ; allowing
the integrands to take values on some subset of the space of Schwartz distributions.
First, we brieﬂy recall Walsh’s construction in the Hilbert-valued context.
A stochastic process fgðs; z;oÞ; ðs; zÞA½0; T  	 Rdg is called elementary if
gðs; z;oÞ ¼ 1ða;bðsÞ1AðzÞX ðoÞ; ð6Þ
for some 0paobpT ; AABbðRdÞ and X a bounded Fa-measurable random
variable. For such g; the stochastic integral g  MK is the A-valued martingale
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measure deﬁned by
ðg  MKÞtðBÞðoÞ ¼ ðMKt4bðA-BÞ  MKt4aðA-BÞÞXðoÞ;
tA½0; T ; BABbðRdÞ: This deﬁnition is extended by linearity to the set Es of all linear
combinations of elementary processes. For gAEs and tX0 one easily checks that
Eðjjðg  MKÞtðBÞjj2AÞ
¼
X
jX0
E
Z t
0
ds
Z
Rd
GðdxÞ
Z
Rd
dy 1BðyÞgðs; yÞKjðs; yÞ1Bðy  xÞ

	 gðs; y  xÞKjðs; y  xÞ

pjjgjj2þ;K ; ð7Þ
where
jjgjj2þ;K :¼
X
jX0
E
Z T
0
ds jj j gðs; ÞKjðs; Þj jj2H
 
:
Let Pþ;K be the set of all predictable processes g such that jjgjjþ;KoN: Then, owing
to [23, Exercise 2.5, Proposition 2.3], Pþ;K is complete and Es is dense in this Banach
space. Thus, we use the bound (7) to deﬁne the stochastic integral g  MK for
gAPþ;K :
Next, following [5] we aim to extend the above stochastic integral to include a
larger class of integrands. Consider the inner-product deﬁned by the formula
/g1; g2S0;K ¼
X
jX0
E
Z T
0
ds/g1ðs; ÞKjðs; Þ; g2ðs; ÞKjðs; ÞSH
 
and the norm jj  jj0;K derived from it. We notice that this inner-product makes sense
for elements in Es and we have that jj  jj20;K ¼
P
jX0 jj  jj20;Kj ; where in the particular
case of an absolutely continuous measure G; the deﬁnition of the norm jj  jj20;Kj is
given in [5, Equation (22)].
By the ﬁrst equality in (7) we have that
Eðjjðg  MKÞTðRdÞjj2AÞ ¼ jjgjj20;K
for any gAEs:
Let P0;K be the completion of the inner-product space ðEs;/; S0;KÞ: Since jj 
jj0;Kpjj  jjþ;K ; the space P0;K will be in general larger than Pþ;K : So, we can extend
the stochastic integral with respect to MK to elements of P0;K : Let ðM; jj  jjMÞ be the
space of A-valued continuous square integrable martingales endowed with the
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norm jjX jj2M ¼ EðjjXT jj2AÞ: Then the map g/g  MK ; where g  MK denotes
the martingale t/ðg  MKÞtðRdÞ; is an isometry between the spaces ðP0;K ; jj  jj0;KÞ
and ðM; jj  jjMÞ: Here we still have denoted by jj  jj0;K the norm derived from the
inner-product of the completion of ðEs;/; S0;KÞ: Classical results on Hilbert
spaces tell us precisely how this norm is constructed (see for instance [2, Chapter V,
Section 2]).
In the sequel, we denote either by ðg  MKÞt or by
R t
0
R
Rd
gðs; zÞKðs; zÞMðds; dzÞ the
martingale obtained by stochastic integration of gAP0;K with respect to MK :
Remark 1. The stochastic integral ðg  MKÞt; tA½0; T ; introduced before coincides
with that given by the formula
ðg  MKÞt ¼
X
jX0
ðg  MKj Þtej;
where ðg  MKj Þt is the stochastic integral of predictable real-valued processes with
respect to the martingale measure MK
j
deﬁned in [5]. This fact can be easily checked
using that both deﬁnitions agree on processes belonging to Es:
Let us consider the particular case where the following stationary assumption is
fulﬁlled.
Hypothesis C. For all jX0; sA½0; T ; x; yARd ;
EðKjðs; xÞKjðs; yÞÞ ¼ EðKjðs; 0ÞKjðs; y  xÞÞ:
Consider the non-negative deﬁnite function GKj ðs; zÞ :¼ EðKjðs; 0ÞKjðs; zÞÞ: Owing to
[22, Theorem XIX, Chapter VII], the measure GKj;sðdzÞ ¼ GKj ðs; zÞGðdzÞ; is a non-
negative deﬁnite distribution. Thus, by Bochner’s theorem (see for instance
[22, Theorem XVIII, Chapter VII]) there exists a non-negative tempered measure
mKj;s such that G
K
j;sðdzÞ ¼FmKj;s:
Clearly, the measure GKs ðdzÞ :¼
P
jX0 G
K
j;sðdzÞ is a well-deﬁned non-negative
deﬁnite measure on Rd ; because
X
jX0
GKj ðs; zÞp sup
ðs;zÞA½0;T ARd
EðjjKðs; zÞjj2AÞoN:
Consequently, there exists a non-negative tempered measure mKs such that
FmKs ¼ GKs : Furthermore, by the uniqueness and linearity of the Fourier transform,
mKs ¼
P
jX0 m
K
j;s:
ARTICLE IN PRESS
L. Quer-Sardanyons, M. Sanz-Sol!e / Journal of Functional Analysis 206 (2004) 1–32 7
Thus, if Hypotheses B and C are satisﬁed then for any deterministic function gðs; zÞ
such that jjgjj20;KoN and gðsÞASðRdÞ we have that
jjgjj20;K ¼
X
jX0
Z T
0
ds
Z
Rd
GðdxÞ
Z
Rd
dy gðs; yÞgðs; y  xÞGKj ðs; xÞ
¼
Z T
0
ds
Z
Rd
GKs ðdxÞðgðs; Þ  *gðs; ÞÞðxÞ
¼
Z T
0
ds
Z
Rd
mKs ðdxÞjFgðsÞðxÞj2: ð8Þ
We want now to give examples of deterministic distribution-valued functions t-SðtÞ
belonging to P0;K : A result in this direction is given in the next theorem, which is the
Hilbert-valued counterpart of [5, Theorems 2, 5].
Theorem 1. Let fKðs; zÞ; ðs; zÞA½0; T  	 Rdg be an A-valued process for which
Hypotheses B and C are satisfied. Let t/SðtÞ be a deterministic function with values in
the space of non-negative distributions with rapid decrease, such thatZ T
0
dt
Z
Rd
mðdxÞjFSðtÞðxÞj2oN:
Then S belongs to P0;K and
EðjjðS  MKÞtjj2AÞ ¼
Z t
0
ds
Z
Rd
mKs ðdxÞjFSðsÞðxÞj2: ð9Þ
Moreover, for any pA½2;NÞ;
EðjjðS  MKÞtjjpAÞpCt
Z t
0
ds sup
xARd
EðjjKðs; xÞjjpAÞ
Z
Rd
mðdxÞjFSðsÞðxÞj2; ð10Þ
with Ct ¼ ð
R t
0 ds
R
Rd
mðdxÞjFSðsÞðxÞj2Þ
p
21; tA½0; T :
Proof. Let c be a non-negative function in CNðRdÞ with support contained in the
unit ball of Rd and such that
R
Rd
cðxÞ dx ¼ 1: Set cnðxÞ ¼ ndcðnxÞ; nX1: Deﬁne
SnðtÞ ¼ cn  SðtÞ: Clearly, SnðtÞASðRdÞ for any nX1; tA½0; T  and SnðtÞX0:
According to the arguments in the proof of [5, Theorem 2] we obtain that
SnAPþ;KCP0;K and
lim
n-N
jjSn  Sjj20;Kj ¼ limn-N
Z T
0
ds
Z
Rd
mKj;sðdxÞjFðSn  SÞðsÞðxÞj2 ¼ 0;
for any jX0: Consequently, limn-NjjSn  Sjj0;K ¼ 0; and thus SAP0;K : By the
isometry property of the stochastic integral and (8) we see that the equality (9) holds
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for any Sn; then the construction of the stochastic integral yields
EðjjðS  MKÞtjj2AÞ ¼ limn-N EðjjðSn  M
KÞtjj2AÞ
¼ lim
n-N
Z t
0
ds
Z
Rd
mKs ðdxÞjFSnðsÞðxÞj2
¼
Z t
0
ds
Z
Rd
mKs ðdxÞjFSðsÞðxÞj2;
where the last equality follows from bounded convergence. This proves (9).
For the proof of (10) we refer the reader to that of expression (36) in [5, Theorem
5], with the obvious modiﬁcations. Therefore, the theorem is proved. &
Remark 2. From the identity (9) it follows that for any S satisfying the assumptions
of Theorem 1 we have
jjSjj20;K ¼
Z T
0
ds
Z
Rd
mKs ðdxÞjFSðsÞðxÞj2:
3. Malliavin differentiability of the solution of spatially homogeneous spde’s
In this section, we consider the spde (2). We assume that the following set of
assumptions is satisﬁed:
Hypothesis D. Let L be the fundamental solution of Lu ¼ 0: Then LðtÞ is a non-
negative distribution with rapid decrease such thatZ T
0
dt
Z
Rd
mðdxÞjFLðtÞðxÞj2oN ð11Þ
and
lim
hk0
Z T
0
dt
Z
Rd
mðdxÞ sup
torotþh
jFðLðrÞ  LðtÞÞðxÞj2 ¼ 0:
Moreover, L is a non-negative measure on Rþ 	 Rd of the form Lðt; dyÞ dt such that
sup0ptpT Lðt;RdÞpCToN:
Under these hypotheses [5, Theorem 13] establishes the existence of a unique
progressively measurable process u ¼ fuðt; xÞ; ðt; xÞA½0; T  	 Rdg such that Eq. (3)
holds; in addition u satisﬁes supðt;xÞA½0;T 	Rd Eðjuðt; xÞjpÞoþN; for any pA½1;NÞ
and has spatial stationary covariance function. The process u is called a solution of (2).
The aim of this section is to prove that for any ﬁxed ðt; xÞA½0; T  	 Rd ; uðt; xÞ
belongs to the space D1;p of the Malliavin calculus developed in the framework that
has been made precise in the introduction and deﬁned by means of the Malliavin
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derivative operator D (see [15, Section 1.1]). We recall that for a random variable X
in the domain of D; DX deﬁnes an HT -valued random variable. For hAHT set
DhX ¼ /DX ; hSHT : Since HT ¼ L2ð½0; T ;HÞ; for rA½0; T ; DX ðrÞ deﬁnes an
element in H; which will be denoted by DrX : Then, for any hAHT ; DhX ¼R T
0
/DrX ; hðrÞSH dr: We will write Dr;jX ¼ /DrX ;jSH; rA½0; T ; jAH and we
shall use the convention D0;p ¼ LpðOÞ: Along the section, we will denote by  and 
the time and the H variable, respectively. Here is the main result of this section.
Theorem 2. Assume that L satisfies Hypothesis D and the coefficients s and b are C1
functions with bounded Lipschitz continuous derivatives. Then,
(1) for any ðt; xÞA½0; T  	 Rd ; uðt; xÞ belongs to D1;p for any pA½1;NÞ;
(2) there exists an HT -valued stochastic process fZðt; xÞ; ðt; xÞA½0; T  	 Rdg
satisfying supðt;xÞA½0;T 	Rd jjZðt; xÞjjLpðO;HT ÞoN such that
Duðt; xÞ ¼Zðt; xÞ þ
Z t
0
Z
Rd
Lðt  s; x  zÞs0ðuðs; zÞÞDuðs; zÞMðds; dzÞ
þ
Z t
0
ds
Z
Rd
b0ðuðt  s; x  zÞÞDuðt  s; x  zÞLðs; dzÞ: ð12Þ
Moreover, for any ðt; xÞA½0; T  	 Rd ;
EðjjZðt; xÞjj2HT Þ ¼ jjLðt  ; x  Þjj20;sðuÞ
¼E
Z t
0
Z
Rd
Lðt  s; x  zÞsðuðs; zÞÞMðds; dzÞ
 2
: ð13Þ
Since fsðuðs; xÞÞ; ðs; xÞA½0; T  	 Rdg has a stationary covariance function we
have
jjLðt  ; x  Þjj20;sðuÞ ¼
Z T
0
ds
Z
Rd
msðuÞs ðdxÞjFLðt  sÞðxÞj2:
Let BHTp ; pA½2;NÞ; be the class of progressively measurable HT -valued processes
ffðt; xÞ; ðt; xÞA½0; T  	 Rdg with spatially homogeneous covariance function and
satisfying supðt;xÞA½0;T 	Rd Eðjjfðt; xÞjjpHT ÞoN: Consider the stochastic integral
equation for processes in BHTp for any ﬁxed p;
Uðt; xÞ ¼Zðt; xÞ þ
Z t
0
Z
Rd
Lðt  s; x  zÞs0ðuðs; zÞÞUðs; zÞMðds; dzÞ
þ
Z t
0
ds
Z
Rd
Lðs; dzÞb0ðuðt  s; x  zÞÞUðt  s; x  zÞ: ð14Þ
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Owing to the results of Section 2 applied to the Hilbert space A :¼HT and to the
HT -valued stochastic process Kðs; zÞ :¼ s0ðuðs; zÞÞUðs; zÞ; all the terms in Eq. (14)
are well deﬁned; in particular, the existence of the stochastic integral term is ensured
by Theorem 1. Following the same arguments as those in the proof of [5, Theorem
13] based on Picard’s approximations, it can be proved that Eq. (14) possesses a
unique solution.
The proof of Theorem 2 relies on the following lemma quoted from [8].
Lemma 1. Let fFngnX1 be a sequence of random variables belonging to D1;p; for some
pA½2;NÞ: Assume that the following two conditions are fulfilled:
(1) The sequence fFngnX1 converges in LpðOÞ to a random variable F ;
(2) supnX1 EðjjDFnjjpHT ÞoþN:
Then F belongs to D1;p and there is a subsequence of fDFngnX1 converging to DF in the
weak topology of LpðO;HTÞ:
Let LnðtÞ ¼ cn  LðtÞ; where fcngnX1 is an approximation of the identity as has
been deﬁned in the proof of Theorem 1. Consider the process funðt; xÞ;
ðt; xÞA½0; T  	 Rdg solution to the integral stochastic equation
unðt; xÞ ¼
Z t
0
Z
Rd
Lnðt  s; x  zÞsðunðs; zÞÞMðds; dzÞ
þ
Z t
0
ds
Z
Rd
bðunðt  s; x  zÞÞLðs; dzÞ: ð15Þ
The existence and uniqueness of such a process can be easily deduced from the
arguments used in the proof of [5, Theorem 13].
We shall apply the previous Lemma 1 to the sequence Fn :¼ unðt; xÞ; nX1: First,
we notice that unðt; xÞ belongs to D1;p; for all nX1: Indeed, this follows from an
easy adaptation of the proof of [11, Proposition 2.4], taking into account that
jFLnðtÞðxÞjpjFLðtÞðxÞj; for each tX0; xARd : Moreover, the derivative of un
satisﬁes the equation in HT :
Dunðt; xÞ ¼Lnðt  ; x  Þsðunð; ÞÞ
þ
Z t
0
Z
Rd
Lnðt  s; x  zÞs0ðunðs; zÞÞDunðs; zÞMðds; dzÞ
þ
Z t
0
ds
Z
Rd
Lðs; dzÞb0ðunðt  s; x  zÞÞDunðt  s; x  zÞ: ð16Þ
The following propositions provide the necessary arguments for the proof of
Theorem 2.
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Proposition 1. Assume that the coefficients s and b are Lipschitz continuous and that
Hypothesis D is satisfied. Then, for any pA½1;NÞ
lim
n-N
sup
ðt;xÞA½0;T 	Rd
Eðjunðt; xÞ  uðt; xÞjp
 !
¼ 0: ð17Þ
Proof. We ﬁrst prove that for any pA½1;NÞ;
sup
nX1
sup
ðt;xÞA½0;T 	Rd
Eðjunðt; xÞjpÞoN: ð18Þ
Taking into account (15), we have that Eðjunðt; xÞjpÞpCðA1;nðt; xÞ þ A2;nðt; xÞÞ;
where
A1;nðt; xÞ ¼ E
Z t
0
Z
Rd
Lnðt  s; x  zÞsðunðs; zÞÞMðds; dzÞ

p
 
;
A2;nðt; xÞ ¼ E
Z t
0
ds
Z
Rd
bðunðt  s; x  zÞÞLðs; dzÞ

p
 
:
Owing to [5, Theorem 5], the properties of s and the deﬁnition of Ln; we obtain
A1;nðt; xÞpCnðtÞ
p
2
1
Z t
0
ds sup
zARd
Eðjsðunðs; zÞÞjpÞ
Z
Rd
mðdxÞjFLnðt  sÞðxÞj2
pC
Z t
0
ds 1þ sup
zARd
Eðjunðs; zÞjpÞ
 !Z
Rd
mðdxÞjFLnðt  sÞðxÞj2;
with nðtÞ ¼ R t0 ds RRd mðdxÞjFLðsÞðxÞj2: Consequently, since jFLnðtÞðxÞjpjFLðtÞðxÞj
we have that
A1;nðt; xÞpC
Z t
0
ds 1þ sup
ðt;yÞA½0;s	Rd
Eðjunðt; yÞjpÞ
" #
Jðt  sÞ; ð19Þ
where
JðtÞ ¼
Z
Rd
mðdxÞjFLðtÞðxÞj2: ð20Þ
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Ho¨lder’s inequality with respect to the ﬁnite measure Lðs; dzÞ ds; the properties of b
and Hypothesis D yield
A2;nðt; xÞpC
Z t
0
ds
Z
Rd
Eðjbðunðt  s; x  zÞÞjpÞLðs; dzÞ
pC
Z t
0
ds 1þ sup
ðt;yÞA½0;s	Rd
Eðjunðt; yÞjpÞ
" #Z
Rd
Lðt  s; dzÞ
pC
Z t
0
ds 1þ sup
ðt;yÞA½0;s	Rd
Eðjunðt; yÞjpÞ
" #
: ð21Þ
Putting together (19) and (21) we obtain
sup
ðs;xÞA½0;t	Rd
Eðjunðs; xÞjpÞpC
Z t
0
ds 1þ sup
ðt;xÞA½0;s	Rd
Eðjunðt; xÞjpÞ
" #
ðJðt  sÞ þ 1Þ:
We then apply a suitable version of Gronwall’s Lemma (see for instance [5, Lemma
15]) to ﬁnish the proof of (18).
Next we prove that
lim
n-N
sup
ðt;xÞA½0;T 	Rd
Eðjunðt; xÞ  uðt; xÞj2
 !
¼ 0: ð22Þ
Indeed, according to the integral equations (3) and (15), we have
Eðjunðt; xÞ  uðt; xÞj2ÞpCðI1;nðt; xÞ þ I2;nðt; xÞÞ;
where
I1;nðt; xÞ ¼E
 Z t
0
Z
Rd
½Lnðt  s; x  zÞsðunðs; zÞÞ

 Lðt  s; x  zÞsðuðs; zÞÞMðds; dzÞ
2
!
;
I2;nðt; xÞ ¼ E
Z t
0
ds
Z
Rd
½bðunðt  s; x  zÞÞ  bðuðt  s; x  zÞÞLðs; dzÞ

2
 !
:
We have I1;nðt; xÞpCðI11;nðt; xÞ þ I21;nðt; xÞÞ with
I11;nðt; xÞ ¼ E
Z t
0
Z
Rd
Lnðt  s; x  zÞ½sðunðs; zÞÞ  sðuðs; zÞÞMðds; dzÞ

2
 !
;
I21;nðt; xÞ ¼ E
Z t
0
Z
Rd
½Lnðt  s; x  zÞ  Lðt  s; x  zÞsðuðs; zÞÞMðds; dzÞ

2
 !
:
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Owing to [5, Theorem 2], the assumptions on s and the deﬁnition of Ln; we obtain
I11;nðt; xÞpC
Z t
0
ds sup
ðt;yÞA½0;s	Rd
Eðjunðt; yÞ  uðt; yÞj2ÞJðt  sÞ;
where J is deﬁned in (20).
Although Lnðt  sÞ  Lðt  sÞ may not be a non-negative distribution, it does
belong to the space P0;sðuÞ of deterministic processes integrable with respect to the
martingale measure MsðuÞ: Hence, by the isometry property of the stochastic integral
speciﬁed in [5, Section 2, p. 9],
I21;nðt; xÞ ¼ jjLnðt  ; x  Þ  Lðt  ; x  Þjj20;sðuÞ:
Then, the deﬁnition of the norm in the right-hand side of the above equality yields
I21;nðt; xÞ ¼
Z t
0
ds
Z
Rd
msðuÞs ðdxÞjFðLnðt  sÞ  Lðt  sÞÞðxÞj2
¼
Z t
0
ds
Z
Rd
msðuÞs ðdxÞjFcnðxÞ  1j2jFLðt  sÞðxÞj2:
Hence, by bounded convergence we conclude that Cn :¼ supðt;xÞA½0;T 	Rd I21;nðt; xÞ
tends to zero as n goes to inﬁnity.
Now we study the term I2;nðt; xÞ: Applying the same techniques as for the term
A2;nðt; xÞ before we obtain
I2;nðt; xÞpC
Z t
0
ds sup
ðt;yÞA½0;s	Rd
Eðjunðt; yÞ  uðt; yÞj2Þ:
Consequently,
sup
ðs;xÞA½0;t	Rd
Eðjunðs; xÞ  uðs; xÞj2Þ
pCn þ C
Z t
0
ds sup
ðt;xÞA½0;s	Rd
Eðjunðt; xÞ  uðt; xÞj2ÞðJðt  sÞ þ 1Þ;
where limn-N Cn ¼ 0: The proof of (22) concludes with an application of the above-
mentioned version of Gronwall’s Lemma. The convergence (17) is now a
consequence of (18) and (22). &
Proposition 2. Assume that Hypothesis D holds and that the coefficients s and b are C1
functions with bounded derivatives. Then, for all pA½1;NÞ
sup
nX1
sup
ðt;xÞA½0;T 	Rd
EðjjDunðt; xÞjjpHT ÞoN:
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Proof. Fix pA½2;NÞ; set Znðt; xÞ ¼ Lnðt  ; x  Þsðunð; ÞÞ: We ﬁrst prove that
sup
nX1
sup
ðt;xÞA½0;T 	Rd
EðjjZnðt; xÞjjpHT ÞoN: ð23Þ
Indeed, Ho¨lder’s inequality with respect to the ﬁnite measure Lnðt  s; x  zÞLnðt 
s; x  y þ zÞ ds GðdzÞ dy; Cauchy–Schwarz inequality and the properties of s imply
EðjjLnðt  ; x  Þsðunð; ÞÞjjpHT Þ
¼ E
Z t
0
ds
Z
Rd
GðdzÞ
Z
Rd
dyLnðt  s; x  yÞLnðt  s; x  y þ zÞ

	 sðunðs; yÞÞsðunðs; y  zÞÞ
p=2
pCE
Z t
0
ds
Z
Rd
GðdzÞ
Z
Rd
dyLnðt  s; x  yÞLnðt  s; x  y þ zÞ
	 Eðjsðunðs; yÞÞsðunðs; y  zÞÞjp=2Þ
pC 1þ sup
ðt;xÞA½0;T 	Rd
Eðjunðt; xÞjpÞ
 !Z T
0
ds
Z
Rd
mðdxÞjFLnðsÞðxÞj2;
which is uniformly bounded with respect to n; by Proposition 1 and the deﬁnition
of Ln:
Consider now the second term of the right-hand side of (16), which we denote by
B1;nðt; xÞ: By Theorem 1 and the properties of s it holds that
EðjjB1;nðt; xÞjjpHT ÞpC
Z t
0
ds sup
zARd
Eðjjs0ðunðs; zÞÞDunðs; zÞjjpHT ÞJðt  sÞ
pC
Z t
0
ds sup
ðt;zÞA½0;s	Rd
EðjjDunðt; zÞjjpHT ÞJðt  sÞ;
where J is deﬁned as in (20).
Finally, for the third term on the right-hand side of (16), denoted in the sequel by
B2;nðt; xÞ; we use Ho¨lder’s inequality with respect to the ﬁnite measure Lðs; dzÞ ds:
Then, the assumptions on b and L yield
EðjjB2;nðt; xÞjjpHT ÞpC
Z t
0
ds sup
ðt;zÞA½0;s	Rd
EðjjDunðt; zÞjjpHT Þ:
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Therefore,
sup
ðs;zÞA½0;t	Rd
EðjjDunðs; zÞjjpHT Þ
pC 1þ
Z t
0
ds sup
ðt;zÞA½0;s	Rd
EðjjDunðt; zÞjjpHT ÞðJðt  sÞ þ 1Þ
 !
:
Then, by Gronwall’s Lemma we ﬁnish the proof. &
Proposition 3. We assume that s is Lipschitz and that Hypothesis D holds. Then,
for any ðt; xÞA½0; T  	 Rd the sequence fZnðt; xÞ ¼ Lnðt  ; x  Þsðunð; ÞÞ; nX1g
converges in the topology of LpðO;HTÞ; for any pA½1;NÞ; to a random variable
denoted by Zðt; xÞ: Moreover, the process fZðt; xÞ; ðt; xÞA½0; T  	 Rdg satisfies
sup
ðt;xÞA½0;T 	Rd
jjZðt; xÞjjLpðO;HT ÞoN ð24Þ
and
EðjjZðt; xÞjj2HT Þ ¼ jjLðt  ; x  Þjj20;sðuÞ
¼E
Z t
0
Z
Rd
Lðt  s; x  zÞsðuðs; zÞÞMðds; dzÞ
 2
: ð25Þ
Proof. We ﬁrst prove that fZnðt; xÞ; nX1g is a Cauchy sequence in L2ðO;HT Þ:
Indeed, for any n; mX1 we consider the following decomposition:
EðjjLnðt  ; x  Þsðunð; ÞÞ  Lmðt  ; x  Þsðumð; ÞÞjj2HT Þ
pCðT1;nðt; xÞ þ T2;n;mðt; xÞ þ T3;mðt; xÞÞ;
where
T1;nðt; xÞ ¼ EðjjLnðt  ; x  Þ½sðunð; ÞÞ  sðuð; ÞÞjj2HT Þ;
T2;n:mðt; xÞ ¼ Eðjj½Lnðt  ; x  Þ  Lmðt  ; x  Þsðuð; ÞÞjj2HT Þ;
T3;mðt; xÞ ¼ EðjjLmðt  ; x  Þ½sðuð; ÞÞ  sðumð; ÞÞjj2HT Þ:
Since Ln is a positive test function, the Lipschitz property of s and the deﬁnition of
Ln yield
T1;nðt; xÞpC sup
ðt;yÞA½0;T 	Rd
Eðjunðt; yÞ  uðt; yÞj2Þ
Z t
0
ds
Z
Rd
mðdxÞjFLnðsÞðxÞj2
pC sup
ðt;yÞA½0;T 	Rd
Eðjunðt; yÞ  uðt; yÞj2Þ:
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Then, by Proposition 1 we conclude that limn-N supðt;xÞA½0;T 	Rd T1;nðt; xÞ ¼ 0:
Similarly, limm-N supðt;xÞA½0;T 	Rd T3;mðt; xÞ ¼ 0: Owing to the isometry property of
the stochastic integral we have
T2;n;mðt; xÞ ¼EðjjLnðt  ; x  Þ  Lmðt  ; x  Þjj20;sðuÞÞ
¼
Z T
0
ds
Z
Rd
msðuÞs ðdxÞjFðcn  cmÞðxÞj2jFLðt  sÞðxÞj2:
Then, by bounded convergence we conclude that
lim
n;m-N
sup
ðt;xÞA½0;T 	Rd
T2;n;mðt; xÞ ¼ 0:
Therefore,
sup
ðt;xÞA½0;T 	Rd
EðjjLnðt  ; x  Þsðunð; ÞÞ  Lmðt  ; x  Þsðumð; ÞÞjj2HT Þ n; m-N! 0
and consequently the sequence fZnðt; xÞ; nX1g converges in L2ðO;HT Þ to a random
variable denoted by Zðt; xÞ: Actually, the convergence holds in LpðO;HTÞ for any
pA½1;NÞ—due to (23)—and the process fZðt; xÞ; ðt; xÞA½0; T  	 Rdg satisﬁes (24).
We now prove (25). Since limn-N ðsupðt;xÞA½0;T 	Rd T1;nðt; xÞÞ ¼ 0; we have
Zðt; xÞ ¼ L2ðO;HT Þ  lim
n-N
ðLnðt  ; x  Þsðuð; ÞÞÞ:
Thus, by bounded convergence and the isometry property of the stochastic integral,
EðjjZðt; xÞjj2HT Þ ¼ limn-N
Z t
0
ds
Z
Rd
msðuÞs jFLnðt  sÞðxÞj2
¼
Z t
0
ds
Z
Rd
msðuÞs jFLðt  sÞðxÞj2 ¼ jjLðt  ; x  Þjj20;sðuÞ
¼E
Z t
0
Z
Rd
Lðt  s; x  zÞsðuðs; zÞÞMðds; dzÞ
 
:
Hence, the proof of the Proposition is complete. &
We can now proceed to the proof of Theorem 2.
Proof of Theorem 2. Owing to Propositions 1 and 2, the assumptions of Lemma 1
are satisﬁed by the sequence Fn :¼ unðt; xÞ; nX1; for any pA½2;NÞ and any
ðt; xÞA½0; T  	 Rd : Therefore, the assertion (1) of the theorem holds and there exists a
subsequence of fDunðt; xÞ; nX1g converging in the weak topology of LpðO;HT Þ to
Duðt; xÞ: The next step consists in identifying this limit as the solution to the
evolution Eq. (12).
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We prove that
sup
ðt;xÞA½0;T 	Rd
EðjjDunðt; xÞ  Uðt; xÞjjpHT Þ-0; ð26Þ
as n tends to inﬁnity, where fUðt; xÞ; ðt; xÞA½0; T  	 Rdg is the solution of (14). This
implies that the process fDuðt; xÞ; ðt; xÞA½0; T  	 Rdg satisﬁes Eq. (12). Notice that it
sufﬁces to check (26) for p ¼ 2 due to Proposition 2.
Set
InZðt; xÞ ¼Znðt; xÞ  Zðt; xÞ;
Insðt; xÞ ¼
Z t
0
Z
Rd
Lnðt  s; x  zÞs0ðunðs; zÞÞDunðs; zÞMðds; dzÞ

Z t
0
Z
Rd
Lðt  s; x  zÞs0ðuðs; zÞÞUðs; zÞMðds; dzÞ;
Inb ðt; xÞ ¼
Z t
0
ds
Z
Rd
Lðs; dzÞðb0ðunðt  s; x  zÞÞDunðt  s; x  zÞ
 b0ðuðt  s; x  zÞÞUðt  s; x  zÞÞ:
By Proposition 3, limn-N supðt;xÞA½0;T 	Rd E jjInZðt; xÞjj2HT
 
¼ 0: Consider the
decomposition
EðjjInsðt; xÞjj2HT ÞpCðD1;nðt; xÞ þ D2;nðt; xÞ þ D3;nðt; xÞÞ;
where
D1;nðt; xÞ ¼E
 Z t
0
Z
Rd
Lnðt  s; x  zÞ½s0ðunðs; zÞÞ


 s0ðuðs; zÞÞDunðs; zÞMðds; dzÞ

2
HT
!
;
D2;nðt; xÞ ¼E
 Z t
0
Z
Rd
Lnðt  s; x  zÞs0ðuðs; zÞÞ½Dunðs; zÞ


 Uðs; zÞMðds; dzÞ

2
HT
!
;
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D3;nðt; xÞ ¼E
Z t
0
Z
Rd
½Lnðt  s; x  zÞ

 
 Lðt  s; x  zÞs0ðuðs; zÞÞUðs; zÞMðds; dzÞ

2
HT
!
:
The inequality (10), Cauchy–Schwarz’s inequality and the properties of s and Ln
yield
D1;nðt; xÞpC sup
ðt;yÞA½0;T 	Rd
ðEðjunðt; yÞ  uðt; yÞj4ÞEðjjDunðt; yÞjj4HT ÞÞ
1
2
	
Z t
0
ds
Z
Rd
mðdxÞjFLðsÞðxÞj2:
Owing to Propositions 1 and 2 we conclude that limn-N supðt;xÞA½0;T 	Rd D1;nðt; xÞ ¼
0: Similarly,
D2;nðt; xÞpC
Z t
0
ds sup
ðt;yÞA½0;s	Rd
EðjjDunðt; yÞ  Uðt; yÞjj2HT ÞJðt  sÞ; ð27Þ
where J is deﬁned in (20).
Denote by U the HT -valued process fs0ðuðs; zÞÞUðs; zÞ; ðs; zÞA½0; T  	 Rdg:
Then, the isometry property yields
D3;nðt; xÞ ¼ jjLnðt  ; x  Þ  Lðt  ; x  Þjj20;U
¼
Z T
0
ds
Z
Rd
mUs ðdxÞjFcnðxÞ  1j2jFLðt  sÞðxÞj2:
Thus, by bounded convergence limn-N supðt;xÞA½0;T 	Rd D3;nðt; xÞ ¼ 0:
For the deterministic integral term, we have
EðjjInb ðt; xÞjj2HT ÞpCðb1;nðt; xÞ þ b2;nðt; xÞÞ;
with
b1;nðt; xÞ ¼E
 Z t
0
ds
Z
Rd
Lðs; dzÞ½b0ðunðt  s; x  zÞÞ  b0ðuðt  s; x  zÞÞ


	 Dunðt  s; x  zÞ

2
HT
!
;
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b2;nðt; xÞ ¼E
 Z t
0
ds
Z
Rd
Lðs; dzÞb0ðuðt  s; x  zÞÞ


	 ½Dunðt  s; x  zÞ  Uðt  s; x  zÞ

2
HT
!
:
By the properties of the deterministic integral of Hilbert-valued processes, the
assumptions on b and Cauchy–Schwarz’s inequality we obtain
b1;nðt; xÞp
Z t
0
ds
Z
Rd
Lðs; dzÞEðjb0ðunðt  s; x  zÞÞ  b0ðuðt  s; x  zÞÞj2
	 jjDunðt  s; x  zÞjj2HT Þ
p sup
ðt;yÞA½0;T 	Rd
ðEjunðt; yÞ  uðt; yÞj4 EjjDunðt; yÞjj4HT Þ1=2
Z t
0
dsLðs; dzÞ:
Thus, limn-N supðt;xÞA½0;T 	Rd b1;nðt; xÞ ¼ 0:
Similar arguments yield
b2;nðt; xÞpC
Z t
0
ds sup
ðt;yÞA½0;s	Rd
EðjjDunðt; yÞ  Uðt; yÞjj2HT :
Therefore, we have obtained that
sup
ðs;xÞA½0;t	Rd
EðjjDunðs; xÞ  Uðs; xÞjj2HT Þ
pCn þ C
Z t
0
ds sup
ðt;xÞA½0;s	Rd
EðjjDunðt; xÞ  Uðt; xÞjj2HT ÞðJðt  sÞ þ 1Þ;
with limn-N Cn ¼ 0: Thus, applying Gronwall’s Lemma we complete the proof of
(26) and consequently that of assertion (2) of the theorem. &
Remark 3. The HT -valued random vector
Zðt; xÞ þ
Z t
0
Z
Rd
Lðt  s; x  zÞs0ðuðs; zÞÞDuðs; zÞMðds; dzÞ
in Eq. (12) is the Malliavin derivative of the stochastic integral
R t
0
R
Rd
Lðt  s;
x  zÞsðuðs; zÞÞMðds; dzÞ: Indeed, this can be proved using Lemma 1 applied to the
sequence deﬁned by
R t
0
R
Rd
Lnðt  s; x  zÞsðuðs; zÞÞMðds; dzÞ; nX1:
Remark 4. Assume that
R
Rd
mðdxÞð1þ jxj2Þ1oN; then the fundamental solution of
the wave equation in dimension dAf1; 2; 3g satisﬁes Hypothesis D, as has been
proved in [5].
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4. The stochastic wave equation in dimension 3. Existence of density
In this section, we consider the stochastic wave equation (1). We consider the
solution uðt; xÞ at ðt; xÞAð0; T  	 R3 in the sense given by Eq. (3). The purpose is to
prove the following result.
Theorem 3. Assume that
(1) the coefficients s and b are C1 functions with bounded Lipschitz continuous
derivatives;
(2) there exists s040 such that inffjsðzÞj; zARgXs0;
(3) there exists ZAð0; 12Þ such that
sup
yAR3
Z
R3
GðdxÞF1 1ð1þ jxj2ÞZ
 !
ðx  yÞoN:
Then, the random variable uðt; xÞ; ðt; xÞAð0; T  	 R3; has a density.
By Bouleau’s and Hirsch’s criterium this theorem is a consequence of Theorem 2
in Section 3 and the next one.
Theorem 4. Assume that the coefficients s and b are C1 functions with bounded
derivatives of order one and that the hypotheses (2) and (3) of the previous theorem are
satisfied. Then, jjDuðt; xÞjjHT40; a.s.
Let Gd;ZðxÞ ¼F1 1ð1þjxj2ÞZ
 
ðxÞ; dX1; ZAð0; 1Þ: It is well-known (see for instance
[7]) that
Gd;ZðxÞ ¼ Cd;ZjxjZ
d
2Kd
2Z
ðjxjÞ;
where Cd;Z is some strictly positive constant and Kr is the modiﬁed Bessel function of
second kind of order r: Set Fd;ZðyÞ ¼
R
Rd
GðdxÞGd;Zðx  yÞ; yARd and
ðHZÞ sup
yARd
Fd;ZðyÞoN:
Hypothesis ðHZÞ is almost equivalent to the next one:
ðHZÞ
Z
Rd
mðdxÞ
ð1þ jxj2ÞZoN: ð28Þ
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Indeed, as has been enlighted in [9, Proposition 4.4.1] the condition ðHZÞ implies
Fd;Zð0Þ ¼
Z
Rd
GðdxÞGd;ZðxÞp
Z
Rd
mðdxÞ
ð1þ jxj2ÞZoN;
and on the other hand ðHZÞ implies ðHZÞ:
Notice that the assumption (3) of Theorem 3 is equivalent to ðHZÞ for some
ZAð0; 1
2
Þ:
Proof of Theorem 4. We will check that EðjjDuðt; xÞjjpHT ÞoN for some p40: This
clearly yields the conclusion of the theorem.
Set Y ¼ jjDuðt; xÞjjpHT : Owing to the classical expression EðYÞ ¼
RN
0 PfY4zgdz;
we easily obtain that
EðY Þpe0 þ p
2
Z e2=p
0
0
e
p
2
1PfjjDuðt; xÞjj2HToeg de;
for any e040: Hence, our purpose is to prove that for Z040 small enough,Z Z0
0
e
p
2
1PfjjDuðt; xÞjj2HToeg deoN:
Let e1; d40 be such that for any eAð0; e1; t  ed40: Then we obviously have
PfjjDuðt; xÞjj2HToegpP
Z t
ted
drjjDr;uðt; xÞjj2Hoe
 
: ð29Þ
Owing to the expression of Duðt; xÞ given in (12) we consider, as in [13], the
decomposition
jjDr;uðt; xÞjj2H ¼ jjZr;ðt; xÞjj2H þ Uðt; r; xÞ: ð30Þ
where Zðt; xÞ is the HT -valued random vector obtained in Proposition 3 as the
limit in L2ðO;HTÞ of the sequence S3;nðt  ; x  Þsðuð; ÞÞ; with S3;nðtÞ ¼ cn 
S3ðtÞ; nX1: Then, by (29) and (30) we get
PfjjDuðt; xÞjj2HToegpP1ðe; dÞ þ P2ðe; dÞ;
with
P1ðe; dÞ ¼P
Z t
ted
dr Uðt; r; xÞ

Xe
 
;
P2ðe; dÞ ¼P
Z t
ted
dr jjZr;ðt; xÞjj2Ho2e
 
:
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The analysis of the term P1ðe; dÞ is done following the same lines as in [13, Theorem
3.1]. On the one hand, there are some obvious simpliﬁcations implied by the fact that
in our case uðt; xÞ is a random variable instead of a random vector; on the other hand
the integrals in [13] deﬁned by
med ¼
Z ed
0
ds
Z
R2
dx
Z
R2
dy f ðjx  yjÞS2ðs; xÞS2ðs; yÞ;
ned ¼
Z ed
0
ds
Z
R2
dx S2ðs; xÞ;
where S2 is the fundamental solution of the 2-dimensional wave equation, must be
replaced by
I1ðe; dÞ ¼
Z ed
0
ds
Z
R3
mðdxÞjFS3ðsÞðxÞj2;
I2ðe; dÞ ¼
Z ed
0
ds
Z
R3
S3ðs; dxÞ;
respectively. Indeed, in [13], the correlation measure is assumed to be absolutely
continuous with respect to Lebesgue measure with a density denoted by f ðjxjÞ:
Hence
med ¼
Z ed
0
ds
Z
R2
GðdxÞðS2ðsÞ  *S2ðsÞÞðxÞ ¼
Z ed
0
ds
Z
R2
mðdxÞjFS2ðsÞðxÞj2:
Notice that the inequalities (A.4) and (A.5) imply
I2ðe; dÞpCe2d; I1ðe; dÞpCedð32ZÞ; ð31Þ
respectively.
More explicitly, Chebychev’s inequality yields
P1ðe; dÞpe1E
Z t
ted
drUðt; r; xÞ

pe1X5
k¼1
Tk; ð32Þ
with
T1 ¼E
Z t
ted
dr/Zr;ðt; xÞ;
Z t
ted
Z
R3
S3ðt  s; x  yÞDr;uðs; yÞ


	 s0ðuðs; yÞÞMðds; dyÞSH


;
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T2 ¼E
Z t
ted
dr/Zr;ðt; xÞ;
Z t
ted
ds
Z
R3
Dr;uðt  s; x  yÞ


	 b0ðuðt  s; x  yÞÞS3ðs; dyÞSH


;
T3 ¼ E
Z t
ted
dr
Z t
ted
Z
R3
S3ðt  s; x  yÞDr;uðs; yÞs0ðuðs; yÞÞMðds; dyÞ



2
H
 !
;
T4 ¼E
Z t
ted
dr
Z t
ted
Z
R3
S3ðt  s; x  yÞDr;uðs; yÞs0ðuðs; yÞÞMðds; dyÞ;


	
Z t
ted
ds
Z
R3
Dr;uðt  s; x  yÞb0ðuðt  s; x  yÞÞS3ðs; dyÞ

H


;
T5 ¼ E
Z t
ted
dr
Z t
ted
ds
Z
R3
Dr;uðt  s; x  yÞb0ðuðt  s; x  yÞÞS3ðs; dyÞ



2
H
 !
:
The arguments given in the proof of Proposition 3 show that
T11 :¼ E
Z t
ted
dr jjZr;ðt; xÞjj2H
 
¼ E
Z ed
0
dr jjZtr;ðt; xÞjj2H
 !
¼
Z ed
0
dr
Z
R3
msr ðdxÞjFS3ðrÞðxÞj2;
where s denotes the stochastic process fsðuðt  r; xÞÞ; ðr; xÞA½0; t 	 R3g: By the
stationarity property of the solution to (3) proved in [5], we know that s satisﬁes
Eðsðs; xÞsðs; yÞÞ ¼ Eðsðs; 0Þsðs; x  yÞÞ; for all x; yAR3: Therefore, the inequality
(28) of [5] together with the uniformly boundedness of the process u in LpðOÞ
(see [5, Theorem 13]) yield
T11pC
Z ed
0
dr
Z
R3
mðdxÞjFS3ðrÞðxÞj2pCedð32ZÞ:
Proceeding as in [13, Theorem 3.1] and taking into account the preceding remarks we
obtain from (32),(31) that
P1ðe; dÞpCe1½I1ðe; dÞ3=2 þ I1ðe; dÞI2ðe; dÞ
pCe1 e
3
2
dð32ZÞ þ edð52ZÞ
 
: ð33Þ
Thus,
R Z0
0 e
p
2
1P1ðe; dÞ deoN if and only if
2
p þ 2
3
2
ð3 2ZÞ4ð5 2ZÞ
 
4
1
d
: ð34Þ
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Let us now consider P2ðe; dÞ: The triangle inequality implies P2ðe; dÞpP21ðe; dÞ þ
P22ðe; dÞ; with
P21ðe; dÞ ¼PfjjLe1ð; x  Þsðuðt  ; ÞÞjj2Hedo6eg;
P22ðe; dÞ ¼PfjjZt;ðt; xÞ  Le1ð; x  Þsðuðt  ; ÞÞjj2HedXeg;
where Le1ðtÞ ¼ ce1  S3ðtÞ:
Notice that by assumption (2),
jjLe1ðr; x  Þsðuðt  r; ÞÞjj2HX s20
Z
R3
mðdxÞjFLe1ðrÞðxÞj2
X s20
1
2
Z
R3
mðdxÞjFS3ðrÞðxÞj2


Z
R3
mðdxÞjFS3ðrÞðxÞj2jFce1ðxÞ  1j2

: ð35Þ
We have
I :¼
Z
R3
mðdxÞjFS3ðrÞðxÞj2jFce1ðxÞ  1j2p4pe
Z
R3
mðdxÞjxjjFS3ðrÞðxÞj2: ð36Þ
Indeed,
jFce1ðxÞ  1j2 ¼
Z
Rd
cðyÞðexpð2pieðy  xÞÞ  1Þ dy

2
p sup
jyjp1
jexpð2pieðy  xÞÞ  1j2
¼ 2 sup
jyjp1
ð1 cos 2peðy  xÞÞp4pjxje; ð37Þ
where ðy  xÞ denotes the Euclidean inner-product of the vectors y; xAR3: Owing to
(35), the lower bound of (A.3), (36) and (A.8), we obtain
jjLe1ð; x  Þsðuðt  ; ÞÞjj2Hed ¼
Z ed
0
dr jjLe1ðr; x  Þsðuðt  r; xÞÞjj2H
Xs20
C1
2
e3d  C5edð22ZÞþ1
 
; ð38Þ
with C5 ¼ 4pCZ and CZ given in Lemma 4. Assume that
1þ 2Zo1
d
: ð39Þ
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Then, for epð C14C5Þ
1=ð1dð1þ2ZÞÞ the very last expression of (38) is bounded below by
s20
C1
4
e3d: Consequently, if
3do1; ð40Þ
then, for epe14ð C14C5Þ
1=ð1dð1þ2ZÞÞ4ðC1s20
24
Þ1=ð13dÞ the set
fjjLe1ð; x  Þsðuðt  ; ÞÞjj2Hedo6eg
is empty and therefore P21ðe; dÞ ¼ 0:
We now study the contribution of P22ðe; dÞ: Chebychev’s inequality and the
identity (27) in [5] yield
P22ðe; dÞp e1EðjjZt;ðt; xÞ  Le1ð; x  Þsðuðt  ; ÞÞjj2Hed Þ
¼ e1
Z ed
0
ds
Z
R3
mss ðdxÞjFðS3ðsÞ  Le1ðsÞÞðxÞj2:
Then, using (37) and Lemma 6, we obtain
P22ðe; dÞp4p
Z ed
0
ds
Z
R3
mss ðdxÞjxjjFS3ðsÞðxÞj2pCedð22ZÞ:
Therefore,
R Z0
0 e
p
2
1P22ðe; dÞ deoN if and only if
p
2
þ dð2 2ZÞ40: ð41Þ
Let us summarize the restrictions encountered so far, that means, (34), (39)–(41); we
realize that they are satisﬁed if one can choose d; p40 such that for any ZAð0; 1
2
Þ;
3o1do 22þpð32ð3 2ZÞ4ð5 2ZÞÞ42pð2 2ZÞ: This is always possible taking for
instance po1 2Z; because in this case we have 3o 2
2þpð32ð3 2ZÞ4ð5 2ZÞÞ42pð2
2ZÞ: Hence, the theorem is completely proved. &
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Appendix A
This section is devoted to prove all the auxiliary results on bounds for the Fourier
transform of the stochastic wave equation that have been applied in the proof of
Theorem 4.
Denote by Sd the fundamental solution of the wave equation in dimension dX1: It
is well-known that its Fourier transform is given by
FSdðtÞðxÞ ¼ sinð2ptjxjÞ
2pjxj :
The following result is a consequence of [9, Lemmas 5.4.1, 5.4.3].
Lemma 2. For any tX0 it holds that
c1ðt4t3Þ 1
1þ jxj2p
Z t
0
ds jFSdðsÞðxÞj2pc2ðt þ t3Þ 1
1þ jxj2; ðA:1Þ
with c1 ¼ ð24p2Þ1; c2 ¼ 23:
The hypothesis (11) relating the noise and the differential operator is in this example
equivalent to Z
Rd
mðdxÞ
1þ jxj2oN: ðA:2Þ
Hence, (A.1) and (A.2) yield
C1ðt4t3Þp
Z t
0
ds
Z
Rd
mðdxÞjFSdðsÞðxÞj2pC2ðt þ t3Þ;
with C1 ¼ ð24p2Þ1
R
Rd
mðdxÞ
1þjxj2; C2 ¼ 23
R
Rd
mðdxÞ
1þjxj2: In particular, for tA½0; 1Þ we have
C1t
3p
Z t
0
ds
Z
Rd
mðdxÞjFSdðsÞðxÞj2p2C2t: ðA:3Þ
Let dAf1; 2; 3g; a direct computation based on the expression of Sd shows thatZ t
0
ds
Z
Rd
Sdðs; dyÞpC3t2; ðA:4Þ
for any tA½0; T ; where C3 depends on d:
The upper bound provided by Lemma 2 is not sharp enough to fulﬁl the
requirements of the proof of Theorem 4. We are going to show that the stronger
condition (28) furnishes an improved version.
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Lemma 3. Assume ðHZÞ for some ZAð0; 1Þ: Then for any tA½0; T ;Z t
0
ds
Z
Rd
mðdxÞjFSdðsÞðxÞj2pCZt32Z; ðA:5Þ
with CZ ¼ mfjxjp1g3 T2Z þ 1ð2p2ÞZð32ZÞ
R
fjxj41g
mðdxÞ
ð1þjxj2ÞZ:
Proof. It is included in the proof of [11, Lemma 3.4], where d is supposed to be either
1 or 2: However, the arguments are valid for any dimension d; because the
expression of FSdðsÞ does not depend on the dimension. For the sake of
completeness we give the main lines of the proof.
Set
I1 ¼
Z t
0
ds
Z
fjxjp1g
mðdxÞ sin
2ð2psjxjÞ
ð2pjxjÞ2 ;
I2 ¼
Z t
0
ds
Z
fjxj41g
mðdxÞ sin
2ð2psjxjÞ
ð2pjxjÞ2 :
Clearly,
I1pmfjxjp1gt
3
3
: ðA:6Þ
As for I2 we have,
I2p
Z t
0
ds
Z
fjxj41g
mðdxÞ ðsinð2psjxjÞÞ
2ð1ZÞ
4p2jxj2
p
Z
fjxj41g
mðdxÞ 1
4p2jxj2
Z t
0
dsð2psjxjÞ2ð1ZÞ
p 1ð2p2ÞZð3 2ZÞ
Z
fjxj41g
mðdxÞ
ð1þ jxj2ÞZ
 !
t32Z: ðA:7Þ
The inequalities (A.6) and (A.7) give (A.5) with the announced value of the
constant CZ: &
Lemma 4. Assume that ðHZÞ holds for some ZAð0; 12Þ: Then for any tA½0; T ;Z t
0
ds
Z
Rd
mðdxÞjxjjFSdðsÞðxÞj2pCZt22Z; ðA:8Þ
with CZ ¼ mfjxjp1g3 T1þ2Z þ 1ð22ZÞ21þZp1þ2Z
R
fjxj41g
mðdxÞ
ð1þ jxj2ÞZ:
ARTICLE IN PRESS
L. Quer-Sardanyons, M. Sanz-Sol!e / Journal of Functional Analysis 206 (2004) 1–3228
Proof. As in the proof of the preceding lemma we decompose the left-hand side of
(A.8) into the sum J1 þ J2; with
J1 ¼
Z t
0
ds
Z
fjxjp1g
mðdxÞjxjjFSdðsÞðxÞj2;
J2 ¼
Z t
0
ds
Z
fjxj41g
mðdxÞjxjjFSdðsÞðxÞj2:
Obviously
J1pmfjxjp1gt
3
3
: ðA:9Þ
Let 0ogo1: Then,
J2p
Z t
0
ds
Z
fjxj41g
mðdxÞjxj ðsin 2psjxjÞ
g
4p2jxj2 pð2pÞ
g2
Z t
0
ds
Z
fjxj41g
mðdxÞjxjg1sg
¼ð2pÞg2 t
gþ1
gþ 1
Z
fjxj41g
mðdxÞ 1
ðjxj2Þ
1g
2
p2
g3
2 pg2
gþ 1 t
gþ1
Z
fjxj41g
mðdxÞ
ð1þ jxj2Þ
1g
2
:
Let Z :¼ 1g2 : Then we obtain
J2pCt22Z; ðA:10Þ
with C ¼ 1ð22ZÞ21þZp1þ2Z
R
fjxj41g
mðdxÞ
ð1þjxj2ÞZ: Consequently, (A.9) and (A.10) yield (A.8) with
the value of CZ given in the statement. &
Let fZðt; xÞ; ðt; xÞA½0; T  	 Rdg be a predictable L2 process with stationary
covariance function and such that supðt;xÞA½0;T 	Rd EðjZðt; xÞj2ÞoN: Set GZs ðdxÞ ¼
gðs; xÞGðdxÞ with gðs; xÞ ¼ EðZðs; yÞZðs; x þ yÞÞ: The measure GZs is non-negative,
non-negative deﬁnite and tempered. We denote by mZs the measure F
1ðGZs Þ:
Lemma 5. Assume ðHZÞ for some ZAð0; 1Þ: Then
sup
0pspT
Z
Rd
mZs ðdxÞ
1
ð1þ jxj2ÞZpC
Z
Rd
mðdxÞ
ð1þ jxj2ÞZ;
for some positive constant C:
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Proof. Set
FZd;Zðs; yÞ :¼
Z
Rd
GZs ðdxÞGd;Zðx  yÞ;
sA½0; T ; yARd : Hypothesis ðHZÞ implies that
sup
ðs;yÞA½0;T 	Rd
F Zd;Zðs; yÞoN:
Indeed, this follows from the deﬁnition of the measure GZs and the properties of the
process Z: Then, applying [9, Proposition 4.4.1], it follows that for any sA½0; T 
Z
Rd
mZs ðdxÞ
1
ð1þ jxj2ÞZoN:
Set pt :¼F1ðexptjxj2Þ; by bounded convergence we have that
Z
Rd
mZs ðdxÞ
1
ð1þ jxj2ÞZ ¼ limtr0
Z
Rd
mZs ðdxÞ
exptjxj
2
ð1þ jxj2ÞZ
¼ lim
tr0
Z
Rd
GZs ðdxÞðGd;Z  ptÞðxÞ:
Fubini’s Theorem yields that
Z
Rd
GZs ðdxÞðGd;Z  ptÞðxÞ ¼
Z
Rd
dy ptðyÞF Zd;Zðs; yÞ:
But, the deﬁnition of GZs implies
Z
Rd
dy ptðyÞFZd;Zðs; yÞ ¼
Z
Rd
dy ptðyÞ
Z
Rd
GZs ðdxÞGd;Zðx  yÞ
¼
Z
Rd
dy ptðyÞ
Z
Rd
GðdxÞgðs; xÞGd;Zðx  yÞ
p sup
ðs;xÞA½0;T 	Rd
EðjZðs; xÞj2Þ
Z
Rd
dy ptðyÞ
Z
Rd
GðdxÞGd;Zðx  yÞ
¼C
Z
Rd
GðdxÞðGd;Z  ptÞðxÞ ¼ C
Z
Rd
mðdxÞ exp
tjxj2
ð1þ jxj2ÞZ:
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Owing to ðHZÞ and using again bounded convergence, it follows thatZ
Rd
mZs ðdxÞ
1
ð1þ jxj2ÞZpC limtr0
Z
Rd
mðdxÞ exp
tjxj2
ð1þ jxj2ÞZ
¼C
Z
Rd
mðdxÞ
ð1þ jxj2ÞZ: &
Lemma 6. Assume that ðHZÞ holds with Z restricted to the interval ð0; 12Þ: Then for any
tA½0; T  there exists a positive constant C such thatZ t
0
ds
Z
Rd
mZs ðdxÞjxjjFSdðsÞðxÞj2pCt22Z: ðA:11Þ
Proof. Clearly, by inequality (28) in [5] and Lemma 3,
T1 :¼
Z t
0
ds
Z
fjxjp1g
mZs ðdxÞjxjjFSdðsÞðxÞj2pCt32Z: ðA:12Þ
Using the same arguments as those in the proof of Lemma 4 to study the term J2; we
obtain that
T2 :¼
Z t
0
ds
Z
fjxj41g
mZs ðdxÞjxj
sin2ð2psjxjÞ
4p2jxj2
p
Z t
0
ds
Z
fjxj41g
mZs ðdxÞjxj
ðsinð2psjxjÞÞ12Z
4p2jxj2
pC
Z t
0
ds s12Z
Z
Rd
mZs ðdxÞ
1
ð1þ jxj2ÞZ:
Due to Lemma 5, this last term is bounded by Ct22Z; which together with (A.12)
imply (A.11). &
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