The performance of the Hopfield neural network with mean field annealing for finding optimal or near-optimal solutions to the routing problem problem in a communication network is investigated. The proposed neural network uses mean field annealing to eliminate the constraint terms in the energy function. Unlike other systems which use penalty constraint terms there is no need to tune constraint parameters (this tuning has been found to be difficult and problem specific) and the neural network should avoid the problems of scaling. It also avoids the need to pre-determine the minimum number of hops corresponding to the optimal route. We have obtained very encouraging simulation results for the nine node grid network and fourteen node NFSNET-backbone network.
INTRODUCTION
The parallel nature of neural network models makes them suitable for simulation on parallel computer architectures. Neural networks are expected to be especially usefX in the communications industry. Their promise as pattern recognizers and data correlators is naturally applicable to areas such as switching and queuing, transmission, m rcorrecting, data compression and routing of data communications traffic.
Neural networks have often been formulated to solve difficult (for the most part, NP-complete) optimization problems. The two main functions performed by a routing algorithm are the selection of the various origindestination pairs and the delivery of the messages to their correct destination once the route has been selected. The second function is provided by using a variety of routing protocols and routing tables. This is where the proposed neural network will be used to quickly find good paths through a communication network. The proposed neural network algorithm will use a distributed routing approach where the computation of routes is shared among the network nodes with information exchanges between them as necessary. It will be able to adapt to changing conditions in the network (link failures and congestion) and change its routes to bypass the point of failure or congestion. Thus, the routing problem can be viewed as an optimization problem where the objective is to minimize total cost when selecting a route for a given origin-destination pair. This makes neural networks very good candidates €or implementing the routing computations involved in the routing problem because of the potential of the neural network hardware approach for high computational speed, high degree of robustness and fault tolerance and low power consumption. As a result there has been widespread research into the application of neural networks to the routing problem with varying degrees of success [2, 6, 7, 10, 131. The major limitations that have been encountered are: i) some systems have failed to consistently converge to a valid route, ii) valid routes are not typically optimal, iii) most of these systems do not scale to larger sized communication networks, and iv) pre-processing is oRen needed to simplify the problem (e.g. calculating the minimum number of hops from origin to destination).
In this paper, we present a version of the Hopfield model that employs mean field anne in an attempt to solve the routing pr model has achieved prominence because of the relative ease of building it in are using currently available VLSI technology.
simulations on nine and fourteen node comm n networks have shown that the system converges to a valid route for all origindestination pairs. These routes are optimal or near optimal. Unlike other systems which use penalty constraint terms there is no need to tune parameters. This tuning has been found to be difficult and problem specific [l, 31 . Also, there is no need to pre-determine minimum number of hops corresponding to the opti route. To solve any particular problem, first a decision must be made on how to set the network parameters T and I, so that minimization of the Liapunov function (1) coincides with the minimization of the problem objective function and enforces satisfaction of the problem constraints; this process is termed 'mapping' the problem onto the network. Hopfield gives the motion equation of the ith neuron
HOPFIELD MODEL
where the output is usually related to the state by a simple nondecreasing monatomic output function g(7JJ.
Typically, a step function or a hyperbolic tangent function is used.
The local minimum to which the E function converges corresponds to the neural network's solution. One major difficulty with this approach is that the neural network may have local minima which do not correspond to correct and/or valid answers to the problem. Additional local minima beyond those intentionally placed in the state-space may be present and desired local minima may be absent.
MAPPING OF THE ROUTING PROBLEM
Solution of constrained optimization problems requires accounting for possible constraint violations. The constraint term(s) are explicitly stated in the energy function along with the cost term (objective). A neural network energy function for constrained optimization would be of the form:
where a, p are scalar terms which are greater than zero and "cost" is an optimization cost function that is independent of the constraint term(s). Thus by minimizing the energy function E, we attempt to minimize the "cost" while at the same time maximize satisfaction of the constraints. The successful use of an energy function requires appropriate selection of the parameters a and p. For the routing problem NxN neurons will be used to represent a valid route from the source to destination node. The neurons are grouped into N groups of N neurons which are used to represent the path that the packet (message) will take. In a five node network communiction network (see Figure 1) twenty five neurons will be required to represent a route by an output matrix V. Table 1 : A neural network representation of a route from node 1 to node 3.
The example in Table 1 illustrates a route the packet can take from node 1 to node 3 (e.g. where 1-1-2-3-3 is interpreted as 1-2-3). The same path can be represented in different ways, such as: 1-2-3-3-3, 1-2-2-3-3 and 1-1-1-2-3. The total length of the route for 1-2-3-3-3 would be Self looping is allowed and there is no cost associated with it. The actual cost would be the d,, and dz3 terms in the route. A nine node grid network and the NFSNETBackbone network have been chosen for simulating and testing our implementation of the Hopfield model (See Figures 2 & 3) . In many combinatorial optimization problems the neurons are grouped into vectors or clusters (each column will be considered a group). For all of these vectors a 1-out-of-N constraint is used, where only one fiom a group of N neurons can be equal to 1 and all other neurons in the group are to be equal to 0. Sometimes the optimization process ends up with a violation of these constraints, i.e. there are some vectors which have all neurons equal to 0 or more than one neuron is equal to 1. This follows from the fact that a neural network may converge to a local minima of the energy function [l, 3, 51 . A way to prevent this fiom happening is to use mean field annealing (MFA) to replace the classical sigmoid activation function of the form Our proposed energy equation is straightforward because it will only deal with the following distance term and an auxiliary term which adds local positive feedback around neurons which stabilize the neural network and eliminate chaotic behaviour (parasitic oscillations) during the optimization process 
GENERALIZED DISTANCE MATRIX
The model was frst tested using the nine node grid network shown in Figure 2 . The links, nodes and distances of the network can be represented by a 9x9 distance matrix D with entries D, where each entry D, represents the distance between node i and node j . For non-existent links a large value L was used to prevent the neural network from using the links. Also, a 9x9 capacity matrix C with entries Cy was used to represent the capacity between the nodes. All the links were assumed to be bi-directional and to have identical capacity of 100. The cost function used for our simulations is a function of the capacity C , and the distance D,. Using the distance and capacity matrices a (combined) generalized matrix was calculated as
which is represented by GD in equation (6).
PARAMETER SELECTION AND

SENSITlWTY
The mapping of the routing problem to a neural network was straightforward. The only additional effort needed to complete an application of the MF routing problem was the selection the MFA equation parameters (temperature T and P,) and the decay term. The initial starting temperature was identified by the phase transition which is a critical point where the energy decreases significantly. This very sharp phase transition represents when the neural network has stabilized into a local minima. This was done by running a number of simulations and plotting the energy with respect to temperature. See Figure 4 for an example of the average of all the simulations which shows the energy drops significantly around the 800 mark. Thus, we can set the starting temperature at 800 and avoid unnecessary computations.
The annealing process was stopped when all the neuron values were within the range [O.O, 0.11 or within the range [0.9, 1.01 or when the temperature reached 1. The stopping temperature of 1 was chosen because the neural network never changed a route after cooling to this point. Not all of the neurons will go to 0 or 1. This is a consequence of the fact that the MFA variables Vi represent mean values of the neuron variables U, at temperature T. Hence the values should be interpreted probabilistically .
The reinforcement term P I was chosen by running the simulation hundred of times to find the value that gave the best results. We found that tying it to the temperature produced the best results. If the P I term is set too high it will cause oscillations and the neurons will not settle to any valid route.
The decay term was chosen for its ability to find a path quickly and provide good results. Simulations were done varying the decay term from 0.95 throught to 0.995. The value of 0.95 was able to find valid paths quickly but produced inferior results to the higher decay terms. The value of 0.985 was found to be the optimal decay term for speed and for producing high quality results. 
SIMULATION RESULTS
For our simulations the following parameters were set: Starting Temperature of 800, Ending Temperature of 1, the P , parameter was set equal to Temperature* 1.75 and Decay term to 0.985. Since the neural network should have no prior favour for a particular path, all the U,, were set to a random number between 0 and -1. This random noise helped to break up the symmetry caused by the symmetric network topology. All neuron output voltages V,, were set to 0, except for the origin and destination nodes. Each simulation was stopped when the system reached the final temperature of 1 or if all the columns met the stopping condition explained in the previous section.
In order to be valid a route need not be optimum but must not contain any non-existent links. Between 50 and 400 iterations were required to reach the final solutions. Simulations were run for all origin-destination pairs to find valid routes for the nine node grid network and the fourteen node NFSNET network and the summary of results are shown in the following tables. 5-4-2-3 5-6-9-10-1 1 5-6-9-10-14 6-5-4-2-3 6-9-10-14-12 6-9-10-14-8 8-14-10-9-6 10-1 3-7-3 11-10-9-6-5 12-14-10-9-6 14-1 0-9-6-5 Table 4 : Comparison of all non-optimal simulation routes with actual optimal route.
DISCUSSION
All the source-destinations paths in the nine node grid network were valid and optimal (see Table 2 ). For the fourteen node NFSNET-network all of the sourcedestination paths selected were valid and 92.3% contained the optimum route (see Table 3 ). This rate of optimum route selection is higher than any currently published rate. The neural network was able to find optimal routes where the path was fairly short. The 7.7% of nonoptimal routes for the NFSNET network were mainly longer routes which contained many hops. As the data shows in Tables 3 & 4, the neural network had greater difficulty converging to a global minimum when the optimum route took more hops to get fkom the source to destination than did another valid route. Usually, the neural network will favour a route which requires a smaller number of hops, even though the optimum route takes more hops. Frustrated systems like Spin-glass and the Travelling Salesman Problem are known to possess a hierarchy structure in the state space [lo] . Thus, it is easy to see that the routing problem would suffer from the same problem. Such an ultrametric state space is characterized by "families" of solutions, in which all the states are close in some measure, e.g. Hamming distance. These different families are hierarchically connected. The distance between nodes in a tree is defined by the number of branches that must be traversed in order to move from one node to the other. Thus, the distance between states in different families is larger than the distance between states within families.
Currently, we are investigating ways of ensuring that all routes are optimal routes by using a hill climbing term such as that presented in El21 to prevent the neural network from getting trapped in local minima. Also, more tests on larger networks are being done to ensure that the neural network will always converge to valid routes no matter how large the communication network.
CONCLUSION
We have investigated the performance of a mean field theory neural network algorithm which does not use constraint terms for solving the routing problem in a communication network. The two advantages of using mean field annealing are the ability to find "good" routes quickly in a communication network, and the elimination of the constraint terms in the energy function which should help overcome the scaling problem. So far the results are very encouraging and more testing will have to be done on larger communication networks.
