We establish a Philos-type oscillation theorem for a class of nonlinear second-order neutral delay dynamic equations with damping on a time scale by using the Riccati transformation and integral averaging technique. An illustrative example is provided to show that our theorem has practicability and maneuverability.
Introduction
Oscillation, as a kind of physical phenomena, widely exists in the natural sciences and engineering. For instance, self-excited vibration in control system, beam vibration in synchrotron accelerator, the complicated oscillation in chemical reaction, and so forth. The assorted phenomena can be unified into oscillation theory of equations; see [] . On the basis of these background details, we are concerned with the oscillation of a nonlinear second-order damped delay dynamic equation of neutral type
A(t)ϕ y (t) + b(t)ϕ y (t) + P(t)F ϕ x δ(t) = , (.) where t ∈ [t  , +∞) T := [t  , +∞) ∩ T, T is a time scale satisfying sup T = +∞, t  ∈ T, ϕ(u) := |u| λ- u,  < λ ≤ , y(t) := x(t) + B(t)g(x(τ (t))), and (A  ) A, B, b, P ∈ C rd ([t  , +∞) T , R), A(t) > ,  ≤ B(t) ≤ b  < +∞, b(t) ≥ , -b/A ∈ + (i.e.,

A(t)-μ(t)b(t) > ), +∞ t  [e -b/A (t, t  )/A(t)] /λ t = +∞, P(t) > , F ∈ C(R, R), uF(u) > ,
and F(u)/u ≥ L >  for all u = , where b  and L are constants; (A  ) τ ∈ C  rd ([t  , +∞) T , T), δ ∈ C rd ([t  , +∞) T , T), τ (t) ≤ t, δ(t) ≤ t, τ ([t  , +∞) T ) = [τ (t  ), +∞) T , lim t→+∞ δ(t) = +∞, τ (t) ≥ τ  > , τ • δ = δ • τ , and δ(t) ≥ τ (t), where τ  is a constant; (A  ) g ∈ C(R, R), ug(u) > , and g(u)/u ≤ η ≤  for all u = , where η >  is a constant.
By a solution to equation (.) we mean a nontrivial real-valued function x satisfying (.) for t ∈ [t  , +∞) T . A solution of (.) is said to be oscillatory if it has arbitrarily large generalized zeros on [t  , +∞) T ; otherwise, it is termed nonoscillatory. Equation (.) is called oscillatory if all its solutions are oscillatory. It should be noted that the solutions vanishing in some neighborhood of infinity will be excluded from our consideration.
The theory of oscillation is an important branch of the qualitative theory of dynamic equations. In recent years, there has been a great deal of interest in studying oscillatory behavior of solutions to dynamic equations on various classes of time scales; see, for example, [ 
under the assumption that γ is a ratio of two odd positive integers. In a special case where 
respectively. Very recently, assuming that (.) is satisfied and using the double Riccati substitutions, Li and Rogovchenko [] obtained two oscillation theorems for the secondorder neutral delay differential equation
Our principal goal is to analyze oscillation of (.) assuming that conditions (A  )-(A  ) are satisfied. It should be noted that the topic of this paper is new for dynamic equations on time scales due to the fact that the results reported in [, , , , , -, , , ] cannot be applied to a general equation (.) in the case where B(t) =  and b(t) = .
Philos-type oscillation result
In the section, we employ the integral averaging technique to establish a Philos-type (see [] ) oscillation theorem for (.). To this end, let
We say that a function H ∈ C rd (D, R) belongs to the class (denoted by H ∈ ) if
and it has a nonpositive rd-continuous -partial derivative H s (t, s) with respect to the second variable satisfying the condition
for some function h ∈ C rd (D  , R), where the meaning of φ will be explained later. We need the following auxiliary results.
Lemma . (see [], Theorem .) Assume that ν : T → R is strictly increasing,T := ν(T) is a time scale, and let w :T → R. If ν (t) and w˜ (ν(t)) exist for t
In what follows, all functional inequalities are tacitly supposed to hold for all t large enough.
Theorem . Assume that conditions (A  )-(A  ) are satisfied. If there exist two functions
for all sufficiently large t  ∈ [t  , +∞) T , where
and
Proof Suppose to the contrary that x is a nonoscillatory solution of (.) on [t  , +∞) T . Without loss of generality, we may assume that there is a t  ∈ [t  , +∞) T such that x(t) > , x(τ (t)) > , and x(δ(t)) >  for t ∈ [t  , +∞) T (since the proof of the case where x is eventually negative is similar). Then y(t) > . An application of (.) implies that, for t ∈ [t  , +∞) T ,
Thus, using ([], Theorem .), we conclude that
and so Aϕ(y )/e -b/A (·, t  ) is decreasing and eventually of one sign. That is, y is either eventually positive or eventually negative. We assert that
If (.) does not hold, then there exists a t  ∈ [t  , +∞) T such that y (t) <  for t ∈ [t  , +∞) T . From (.), for t ∈ [t  , +∞) T , we obtain
By virtue of (.),
An integration of the latter inequality yields
which contradicts the fact that y(t) > . Using Lemma . and the condition τ ([t  , +∞) T ) = [τ (t  ), +∞) T , we get [A(τ (t))ϕ(y (τ (t)))] = [Aϕ(y )] (τ (t))τ (t). Hence, by (.), we have [A(τ (t))ϕ(y (τ (t)))]
τ (t) + b τ (t) ϕ y τ (t) + LP τ (t) x δ τ (t) λ ≤ . (.)
Combining (.) and (.), we deduce that
A(t)ϕ y (t) + b(t)ϕ y (t) + LP(t) x δ(t)
λ + (b  η) λ [A(τ (t))ϕ(y (τ (t)))] τ (t) + b τ (t) ϕ y τ (t) + LP τ (t) x δ τ (t) λ ≤ . Note that τ ≥ τ  > , τ •δ = δ •τ ,
and y(t) ≤ x(t)+b  ηx(τ (t)). It follows from the definition of ξ , (.), δ(t) ≥ τ (t), and Lemma . that
A(t)ϕ y (t) + (b  η) λ τ  A τ (t) ϕ y τ (t) + b(t)ϕ y (t) + (b  η) λ b τ (t) ϕ y τ (t) ≤ -Lξ (t) x δ(t) λ + b  ηx δ τ (t) λ ≤ -Lξ (t) x δ(t) + b  ηx δ τ (t) λ ≤ -Lξ (t) y δ(t) λ ≤ -Lξ (t) y τ (t) λ . (  .  )
An application of [Aϕ(y )] <  implies that
A(t)ϕ y (t) ≥ A σ (t) ϕ y σ (t) and
Using these inequalities in (.), we conclude that
Define the function W by
Then W > . From (.) and ([], Theorems . and .), we see that
By virtue of (.),
The inequality [Aϕ(y )] <  yields A(τ (t))(y (τ (t))) λ ≥ A(σ (t))(y (σ (t))) λ , and hence
Then, using the condition y(τ (t)) ≤ y(τ (σ (t))), we have
Define another function V by
Then V > . With a similar proof as before, we conclude that
Applications of (.), (.), (.), and the condition y(τ (t)) ≤ y(τ (σ (t))) imply that
Multiplying both sides of this inequality by H(t, s) and integrating the resulting inequality from t  to t, we obtain 
