We consider a tripartite quantum system comprising a Λ-atom interacting with two radiation fields in the presence of field nonlinearities and an intensity-dependent field-atom coupling. In earlier work, a bifurcation cascade was shown to occur in the short-time dynamics of the mean photon number Ni(t) (i = 1, 2) corresponding to either field. A special valueκ of the intensity parameter κ was identified, that separates collapse to a constant value and oscillatory behavior of Ni(t) as well as the entanglement of the atomic subsystem. In this paper, we carry out a detailed time-series analysis and establish an interesting correlation in the behavior of both the short-time and long-time dynamics of Ni(t) . In particular, we study the manner in which the Lyapunov exponents, return maps, recurrence plots and recurrence statistics vary with κ. The variation of the maximum Lyapunov exponent with κ exhibits a minimum atκ. The return maps, recurrence plots and first-return-time distributions also carry signatures of this special value, as do the clustering coefficient and the transitivity of networks constructed from the time series. These signatures are present independent of the manner in which the networks are constructed from the time series. The novelty in our results lies in the unanticipated correlation between a special feature of the bifurcation cascade in the short-time dynamics of the system, on the one hand, and network behavior and diverse system properties deduced through the time-series analysis, on the other. Our work also brings out the usefulness of applying techniques from nonlinear dynamics to analyze the behavior of expectation values of observables in multipartite quantum mechanical systems.
INTRODUCTION
In machine-learning protocols and in solutions to problems involving computationally intensive procedures, reduction of a large data set to a considerably smaller optimal set [1] poses a challenge. Network analysis provides an effective solution to this problem, particularly in the context of machine learning [1, 2] . Further, long time series of classical dynamical variables need to be investigated in a variety of contexts ranging from weather forecasting and climate analysis to medical research [3] [4] [5] [6] [7] . The tools of network analysis have been used in these examples to select an optimal subset of data points in the time series for investigating the underlying dynamics. Different indicators that capture the important features of the time series have been identified from such smaller data sets in model classical systems [8] .
In the quantum context, too, large data sets pertaining to the dynamics of appropriate observables have either been measured in specific experiments, or have been obtained through numerical simulations in certain cases (see, e.g., [9] ). Quantum optics provides a wide range of experimentally realizable examples in which both the short-time and the long-time behavior exhibit interesting dynamical properties. The diversity of the ergodicity properties displayed by experimentally measurable quantum mechanical expectation values provides the motivation to employ the tools of time-series analysis such as * pradip@physics.iitm.ac.in first-return-time distributions, recurrence plots, calculation of Lyapunov exponents, and so on, to understand the temporal behavior of these observables. In the case of the bipartite model considered in Ref. [10] , investigations along these lines have been carried out in earlier work [11, 12] . This model describes a multilevel atom of a nonlinear medium interacting with a radiation field. For sufficiently high nonlinearity (relative to the interaction strength), it has been shown that the dynamics of the mean photon number can exhibit exponential instability, as indicated by a positive maximal Lyapunov exponent (MLE). In the case of a multipartite model of a three-level Λ-atom interacting with either one or two radiation fields, a detailed time-series analysis [13] of the mean photon number of either field, N i (t) (i = 1, 2), reveals a wide range of ergodic behavior, depending sensitively on the strength of the nonlinearity and the degree of coherence of the initial state of the radiation field(s).
Another aspect of the dynamics of quantum observables pertains to the nonclassical effects that are manifested in the time series. These effects include quadrature and entropic squeezing [14] [15] [16] , sudden death of the entanglement between subsystems [17] , and the collapse of the entanglement to a constant non-zero value over a significant time-interval [15, 18] . This entanglement collapse is highly sensitive to the initial state considered and the field nonlinearities. In particular, in the tripartite model mentioned above, the entanglement of the atomic subsystem collapses to a fixed non-zero value over a significant time interval [18] . This is also reflected in the dynamics of both the mean and the variance of the photon arXiv:1907.03339v1 [quant-ph] 7 Jul 2019 number corresponding to either of the two field modes.
Further, if the field-atom coupling in this model is dependent on the field intensity, new phenomena occur. In particular, for an intensity-dependent coupling (IDC) of the form f (N i ) = (1 + κ N i ) 1/2 (where κ is the 'intensity parameter') [19] , the mean photon number N i exhibits an interesting bifurcation cascade as κ is varied from 0 to 1 [18] .
Recently [20] , an -recurrence network has been constructed for the time series of N i (t) . It has been shown that the signatures of the bifurcation cascade are also captured in the manner in which the clustering coefficient and the transitivity of the network vary with κ. In the light of this fact, certain significant questions arise: do these network quantifiers reflect the properties of the cascade if the -recurrence network is replaced by other types of networks? Do network quantifiers such as the transitivity, clustering coefficients, etc., also exhibit interesting features deduced from the MLEs, return maps, recurrence plots and recurrence-time distributions? In particular, is there a relation between the manner in which these important elements in the theory of dynamical systems (on the one hand) and network properties (on the other) vary with changes in the relevant parameters of the system (in this case, κ)? The purpose of this paper is to address these questions.
The relevant features of the tripartite model considered are given in Sec. II. In Sec. III, we present a brief review of the manner in which the properties of the network correlate with the bifurcation sequence exhibited by N i . Section IV is devoted to the MLEs, return maps, recurrence plots and first-return-time distributions for different values of κ. The occurrence and effect of a special valueκ on the network properties such as the clustering coefficients and the transitivity are also discussed. The inferences to be drawn from this work are summed up in Sec. V. The key steps in the derivation of the state of the system at any time t are outlined in the Appendix.
II. THE TRIPARTITE MODEL
We consider a Λ-atom inside a cavity, interacting with a probe field F 1 and a coupling field F 2 with respective frequencies Ω 1 and Ω 2 (see, e.g., Fig. 1 of Ref. [20] ). The corresponding photon annihilation and creation operators are a i and a † i , (i = 1, 2). The two lower energy states of the Λ-atom are denoted by |1 and |2 , respectively, and the excited state by |3 . The fields F 1 and F 2 induce |1 ↔ |3 and |2 ↔ |3 transitions, respectively. The transition |1 ↔ |2 is dipole-forbidden. The Hamiltonian incorporating field nonlinearities and field-atom IDC is given (with = 1) by
Here, σ jk ≡ |j k| are the Pauli spin operators (where |j denotes an atomic state), and ω j are positive constants. χ is the strength of the nonlinearity in both the fields, and λ is the atom-field coupling parameter. As mentioned earlier, the IDC f (
For simplicity, in our calculations we set the detuning parameter to zero, i.e., ω 3 − ω i − Ω i = 0 (i = 1, 2), and also set κ 2 = 0 and κ 1 = κ where 0 κ 1.
We take the initial states of both the fields to be the standard normalized coherent state (CS)
where α ∈ C, and that of the atom to be the state |1 .
Hence the initial state of the system is given by
where the labels in the ket vector refer respectively to the state of the atom and the number states of the two fields. Solving the Schrödinger equation in the interaction picture, the state of the system at any time t > 0 is found to be of the form
Explicit expressions are given in the Appendix for the coefficients A nm , B nm , C nm , and the reduced density matrices of the subsystems.
III. BIFURCATION CASCADE AND NETWORK ANALYSIS
For ready reference, it is helpful to start with a quick summary of the pertinent features of the system at hand that have been established in earlier work [18, 20] . The observable we focus on is the mean photon number of either field. For definiteness, we consider N 1 . The time series of this observable reveals interesting dynamical features. In the strong nonlinearity regime (χ/λ 1), N 1 undergoes a sequence of bifurcations as κ is varied from 0 to 1. This is depicted in Fig. 1 N 1 collapses to a constant value in the time interval 3000 τ 9000, where τ denotes the dimensionless time λt. As κ increases to the value 0.002, this collapse is replaced by a 'pinched' effect over the same time interval. Going on, at κ = 0.0033 ≡κ there is a significantly larger spread in the range of values of N 1 , and the pinch seen for lower values of κ disappears. When κ increases beyondκ, the qualitative behavior of N 1 reverts to its original form-e.g., the behavior for κ = 0.005 is very similar to that for κ = 0.002. Within the computational accuracy involved,κ = 0.0033 is identifiable as a special value of κ (for the given values of |α| 2 and χ/λ). With an even further increase in κ, the pinched effect returns in the form of a collapse, and an oscillatory pattern in N 1 sets in. The spacing between successive crests and troughs diminishes with increasing κ. This feature persists up to κ = 1.
For different values of κ, -recurrence networks have been constructed [20] from the corresponding time series of N 1 , setting |α| 2 = 25 and χ/λ = 5. In each case, standard network measures such as the average path length, the link density, the clustering coefficients, the transitivity, the assortativity and the degree distributions have been examined. It has been shown that the clustering coefficient and the transitivity have a maximum value atκ, thus capturing an important feature of the short-time dynamics. We now proceed to investigate the behavior of the MLEs, recurrence plots and first-return-time distributions as a function of κ, with particular reference to the behavior at the special valuē κ. We also examine whether the clustering coefficient and transitivity maximize atκ for other choices of the network.
IV. TIME-SERIES ANALYSIS AND NETWORK PROPERTIES
For each given value of κ, a long time series of the mean photon number N 1 was generated, comprising N tot data points with a scaled time step λ δt = 1. From each of these time series, the first 10000 data points were discarded, to obtain a corresponding time series {s(i)} where 1 i N and N = N tot − 10000. Hence this set does not include the short-time dynamics-in particular, the bifurcation cascade. The range of values of {s(i)} evidently depends on the specific value of κ selected. Next, employing the standard machinery of time-series analysis (see, e.g., [21] ), a suitable time delay t d was identified, and an effective phase space of dimensions d emb ( N ) was reconstructed from {s(i)}. In this space there are
Of the d emb Lyapunov exponents in the phase space, the maximal Lyapunov exponent (MLE) λ max was then computed using the standard TISEAN package [22] .
We have compared the manner in which the MLE varies with κ for N = 25000 and for N = 3 × 10 5 data points (respectively, the red and black curves in Fig. 2 ). The two curves are roughly similar, the curve becoming smoother with an increase in N . In particular, we draw attention to the minimum value of the MLE in both cases at κ =κ. We have verified that at least 25000 data points are necessary to capture the qualitative behavior of the dynamics in this system. Although the short-time dynamics (including the bifurcation phenomenon aroundκ) has been excluded in these data sets, the clear minimum in the MLE serves to identify this special value of κ. We note in passing that the reconstructed dynamics is chaotic, but only weakly so, as indicated by the small numerical values of λ max . For any given value of |α| 2 , there is a unique special valueκ with the properties described in the foregoing. For instance, when |α| 2 = 30, we find that κ = 0.0024 [20] . As before, the MLE has a minimum atκ (the blue curve in Fig. 3) .
We now proceed to examine the return maps, the recurrence plots and the first-return-time distributions for various values of κ with N = 25000, |α| 2 = 25 and χ/λ = 5. From the return maps of N 1 for different values of κ (Figs. 4(a)-(f) ) we can see clear signatures of the special valueκ. A prominent annulus appears in the return map atκ . This feature is absent in the return maps for other values of κ, although other substructures and much smaller annuli are present. As κ approaches 1, these substructures also disappear, and the return maps become more space-filling.
Recurrence plots are standard tools to understand the dynamics in a reconstructed phase space [23] [24] [25] [26] . Starting from the (N ×N ) recurrence matrix R with elements
(where Θ denotes the unit step function and · is the Euclidean norm), we construct recurrence plots for different values of κ. In doing so, the threshold parameter must be chosen judiciously. Too small a value of makes the plot very sparse with very few recurrences, while too large a value yields false recurrences. Several criteria have been proposed in the literature [27] [28] [29] [30] for choosing an optimal value of . We adopt the criterion proposed recently [31] in the context of -recurrence networks. We consider the (N × N ) Laplacian matrix L with elements
where I is the unit matrix, D = diag (k 1 , . . . , k N ) and
L is a real symmetric matrix, and each of its row sums vanishes. It follows from the structure of L that the eigenvalues of L are real and non-negative, and that at least one of them is zero. Increasing upward from zero, we determine the smallest value of (denoted by c ) for which the next eigenvalue of L becomes nonzero. Recurrence plots (N × N grids with elements R ij ) are obtained from Eq. (6) with set equal to c , for various values of κ. These plots highlight the importance of the special valueκ (Figs. 5(a)-(f) ). It is evident that the plot is distinctly sparse for κ =κ. For other values of κ over the interval 0 κ 1, the corresponding recurrence plots are more dense, some with defined structures and some merely a set of space-filling points.
We turn, next, to the recurrence-time statistics, by first coarse-graining the range of values in the time series of N 1 for different values of κ into equal-sized cells. The distribution of the time of first return to a generic cell (given that the first time step takes N 1 to a value outside the initial cell) is obtained. This procedure has been carried out for different initial cells, different cell sizes and for different values of κ. Typical first-return-time distributions are shown in Figs. 6(a)-(f) . For values of κ close to 0, the distributions have a single pronounced spike. As κ increases, more spikes appear, and the distributions gradually tend to exponential distributions as κ → 1. For values of κ close toκ on either side of that value, all the other spikes in the distribution lie to the right of the most pronounced spike. At κ =κ, however, all these spikes occur to the left of the most pronounced one. The recurrence-time distribution corresponding to the valueκ is thus distinctly different, qualitatively, from that for all other values of κ.
We have verified numerically that the power spectrum is not a good indicator of the special valueκ. For completeness however, the corresponding power spectra are shown in Figs. 7(a)-(f) ).
In [20] we constructed an -recurrence network from the time series under discussion. In such a network, each vector in the reconstructed phase space is treated as a node of a network, and two nodes are connected if the distance between them is less than the value c defined in the foregoing. Among other measures we considered the link density (LD), the clustering coefficient (CC) and the transitivity (T ) [8, 32, 33] of the network. For ready reference we quote the definitions of these quantities. The link density LD of a network of N nodes is defined as
where
A ij is now the degree of the node i in terms of the elements A ij = R ij −δ ij of the adjacency matrix A. The local clustering coefficient, which measures the probability that two randomly chosen neighbours of a given node i are directly connected, is defined as
The global clustering coefficient CC is the arithmetic mean of the local clustering coefficients taken over all the nodes of the network. The transitivity T of the network is defined as
For the effective time series with N = 25000, it was shown that the CC and T attain a maximum at κ =κ (see, e.g., Fig. 6 of Ref. [20] ). We now establish that, even with a very different and considerably simpler procedure for choosing c , the CC and T enable us to single out the special valueκ: the threshold c is just the value of for which the link density has an optimal value. (It has been suggested [8] that this value of the LD should be below 0.05.) We find that in this procedure of choosing an c , too, both the CC and T are maximum at κ =κ (Fig. 8 ). This conclusion is supported by extensive numerical results for a range of values of |α| 2 and LD. We conclude that an -recurrence network and the straightforward calculation of its CC and T provide the simplest means of identifying the special value of the bifurcation parameter κ in the model under study.
V. CONCLUDING REMARKS
We have investigated, using the machinery of nonlinear time-series analysis, the dynamics of a tripartite quantum system comprising a Λ-atom interacting with two initially coherent radiation fields with inherent nonlinearities and an intensity-dependent field-atom coupling (IDC). In earlier work, the short-time dynamics of the mean photon number N 1 was shown to display a sequence of bifurcations as a function of the IDC parameter κ, in which N 1 shifts from collapse to a constant value to oscillatory behavior. A special valueκ of the parameter separates the two kinds of behavior. An -recurrence network constructed from the time series showed that the clustering coefficient and the transitivity also displayed signatures of this special valueκ.
In this paper, we have examined several other relevant aspects of the time series, including the maximum Lyapunov exponents, the return maps, the recurrence plots and the first-return-time distributions. We have established that the existence of the special valueκ is mirrored in each of these quantities, and the corresponding distinguishing feature has been identified in each case. We have further shown that, independent of the details of the network considered, the clustering coefficient and transitivity carry distinct and easily identifiable signatures ofκ.
The novelty and importance of this investigation lie in the interesting link established between short-time bifurcation phenomena, on the one hand, and on the other, network parameters, indicators from dynamical systems theory such as the qualitative features of recurrences, and quantifiers such as the maximal Lyapunov exponent. The model we have studied is a generic one, and the results suggest that the inferences drawn in this case could be generalized to a wide class of quantum systems. More detailed investigations in this regard would be a useful direction of future research.
The time-dependent coefficients A nm , B nm and C nm in Eq.(4) satisfy the following coupled differential equations
with
Since the atom is initially in |1 , it cannot make a transition to |3 if n = 0. Hence A 0m (t) = 1, B 0m (t) = C 0m (t) = 0 for all m. When n, m 1, we find
Here, f 1 and f 2 capture the effect of the IDC f (N ) in the Hamiltonian on the state of the system. Further, for j = 1, 2, 3, 
and
(A13) Finally, for m = 0, we find
B n0 (t) = 0, (A14b)
Here 
In our calculation, we require ρ 1 (t) and ρ 2 (t), the reduced density matrices for the fields F 1 and F 2 respectively. We find (after dropping the explicit time dependence from the coefficients for ease of notation) n| ρ 1 (t) |n = 
