Weather and climate forecasts can help agricultural producers improve management choices in anticipation of uncertain growing conditions. Much literature conjectures that the extent to which forecasts are useful depends on their accuracy, i.e. the probability with which a forecasted event, such as precipitation, is projected to occur. Too little accuracy can potentially render forecasts effectively useless, even if they convey some form of information. In this study, we collect farmer-based data through a questionnaire and a framed field experiment to test for the existence of an accuracy threshold for forecasts, below which forecasts do not induce any behavioral changes. We do this in the context of a very specific management choice-the timing and amount of nitrogen that Kentucky farmers apply to their wheat -in response to randomly-generated forecasts of rainfall conditions. We find that forecasts provide economically significant value to decision makers only when they depart dramatically from what is normally expected. These results have implications that extend beyond the nitrogen-application decision for winter wheat: if this type of behavior is widespread, at current accuracy levels, other types of forecasts may be of little value to decision makers and therefore go unheeded.
202
Forecasts for both February and March mimicked the CPC's 6-to10-day precipitation outlooks,
203
where information was presented in a three-category format-'drier-than-normal, ' 'wetter-than-204 normal,' and 'normal'-with the first two categories having a probability associated with it (e.g.,
205
'90% chance wetter than normal'). In addition to announcing these forecasts orally and visually, 206 we displayed them on large (one yard in diameter) paper pie charts. On these pie charts, the three-207 category forecasts were broken down into the relative probabilities of five rainfall scenarios -very 208 dry (VD), fairly dry (FD), normal (NO), fairly wet (FW), and very wet (VW)), with the goal of 209 mitigating the likelihood that participants would interpret the three-category forecasts in different 210 ways. We made sure that everybody could clearly see the pie chart before affixing it to the prize 211 wheel, which we then turned.
212
It is important to note that we did not describe the five rainfall conditions using inches of rain; 213 rather we made clear that 'very wet' connoted waterlogging conditions and that 'very dry' con-214 noted drought conditions. We did this under the assumption that the same conditions could be 215 triggered at different rainfall rates depending on the soil types and even wheat varieties on partici-216 pants' farms. Upon subsequent analysis of the questionnaire data, we would learn that the average 217 respondent would consider a rainfall rate lower than 1.5 inches per month to be 'very dry' and 218 rainfall exceeding 6.7 inches per month to be 'very wet.'
219
The forecast probability distributions for the experiment were chosen from the set of distribu-220 tions in table 1. As an example, the three-category format of '90% chance wetter than normal'
221
(row '90% wetter' in table 1) has a probability distribution over rainfall categories of very dry, 222 fairly dry, normal, fairly wet, and very wet that is respectively 0, 0, 10, 40, 50. The February and
223
March forecasts in each round are shown in table 2.
224
While the distribution and sequence of forecasts (and pie charts) were determined beforehand, 225 the realized outcomes (also shown in table 2) themselves were random and determined by spinning 226 the prize wheel. We followed Hayman et al. (2007) in using the pie charts and prize wheel to depict 227 the forecasts. While their use may seem incidental to the game's set-up, we believe that they were 228 integral in helping our participants understand i) the nature of probability forecasts and ii) that 229 the probability distribution itself-if not the outcome-is certain. With this format, we could 230 reasonably assume that responses were minimally influenced by participant priors or uncertainty 231 of the forecasts themselves. At both the February and March junctures, precipitation outcomes 232 were revealed only after participants made their fertilizer decisions.
233
At the end of each season, participants self-evaluated their harvest on a five-point scale (by 234 circling one: bad, mediocre, typical, good, or very good), based on the two rainfall outcomes 235 received and the two application choices that they made. The self-evaluation component was 236 included mainly for the purposes of improving the comprehension of the game, providing per-237 formance feedback, and maintaining participant interest. The player-specific definitions of these 238 harvest categories were captured in the questionnaire.
239
The game began with three practice rounds, or 'seasons.' Comprehension was checked after through experiments of any sort. The primary concern with our experiment is that participants 251 might treat it as a mere game and may not consider their choices as carefully as they would in 252 real life. This being a framed field experiment, the risk of unrealistic responses is reduced. The 253 game is concrete and relevant, as it asks professional growers of wheat to respond to realistic and 254 plausible hypothetical situations within the familiar framework of the spring top-dressing decision.
255
Thus it satisfies the first two criteria listed by Harrison and List (2004) of knowledgeable players 256 and salient scenarios. Moreover, we believe that self-evaluation of yields after each of the twelve 257 rounds also kept participants engaged and cognizant of the consequences of their decisions during conditions being the most threatening to winter wheat yields and thus the most salient to growers,
290
we focus on whether the responses and residuals exhibit an accuracy threshold with respect to the 291 forecasts for 'very wet' ('very dry') conditions in our analysis, the percentages of which are noted 292 under the column titled 'Very wet' ('Very dry' ) in table 1.
293
We repeat this procedure with our experimental outcomes at the March juncture, except we 294 slightly modify the nitrogen application model in the first step to account for dependence on Febru- as finishing all twelve rounds of the experiment. Table 3 presents the composition of respondents.
304
The percentage of those reporting that they make the decisions as farmers-whether exclusively 305 or in combination with farm consulting-is between one-third and 40 percent, depending on the shows, a sizable portion of participants chose not to answer this question.
312
In general, the response rates for questions listed at the beginning of the questionnaire are higher 313 than for those at the end. This could be because the questionnaire opened with questions that are 314 easier to answer, and reserved the more cognitively taxing and/or sensitive questions for the end.
315
We do not think that participants were time-constrained. Because very few respondents answered Table 4 shows the rates at which participants responded in the affirmative to the eight listed 321 sources of weather forecasts, as well as to 'other' forecasts, which farmers then specified. The 322 most consulted source is the local television news, which typically provides a five-day forecast.
323
While participants may appear to consult shorter-term forecast products far more than longer-term 324 products, the observed pattern could simply reflect a preference among forecast sources, rather 325 than particular forecast types. We found other patterns in these responses, which are obscured 326 by these summary statistics: Twenty-three percent of participants reported regularly relying on 327 just one (listed) source. Invariably, these participants consulted seven-day daily forecast products.
328
The median number of weather forecast sources is two; 38 percent consult exactly two of the 329 listed sources. These two-source participants typically consult two different seven-day forecast 330 products, although a handful in this category consult the 45-day Accuweather forecast and a seven-331 day forecast. Those consulting the month-ahead and three-month ahead forecasts are those who 332 consult four and five different sources.
333
In 
360
The high variation in rainfall definitions is likely to arise from the heterogeneity in local micro-
361
climates, as well as the drainage properties of the different soil types found across the farms.
362
While an analysis of the factors influencing yield and rainfall definitions would be interesting,
363
we consider it beyond the scope of this paper. 
385
While informative, these aggregate plots may mask important heterogeneity in behavioral re-386 sponses. We thus check the response patterns of individual players. Figure 2 shows the February 387 5 For example, per table 1, the response to the forecast '100% drier' will be treated as the forecast '60 % very dry,' since this is the probability associated with 'very dry' on the pie chart depicting this forecast.' application responses to both very wet and very dry forecast probabilities for 16 randomly-selected Notes: Column 1 of table 3 shows the composition of participants who initiated the questionnaire, whereas column 2 describes those who completed the questionnaire. Column 3 describes those who participated in all twelve rounds of the game. 'N' refers to the total number of participants in a column. The category 'Other' includes researchers, industry representatives, crop monitors, and those involved in non-profits. The most prevalent participant type were those who claimed to be a farmer and/or a consultant. Not all participants who initiated the survey completed it, and of those samples the share that did not respond ranged between 4 and 13 percent. Climate Prediction Center, 6-to-8-day-ahead forecast 5 (7.2)
Climate Prediction Center, 8-to-14-day-ahead forecast 2 (2.9)
Climate Prediction Center one-month-ahead forecast 3 (4.4)
Climate Prediction Center three-month-ahead forecast 1 (1.4)
Other (specified by respondent):
Intellicast 7-to-10-day forecast 5 (7.2) DTN Weather, unspecified product 2 (2.9)
Weather Underground, unspecified product 2 (2.9)
Accuweather 7-day forecast 2 (2.9) Smartphone app. (e.g., AeroWX, MyCast, Weather Bug) 3 (4.3)
Notes: Table 4 presents sources of weather forecast that respondents selected. Respondents were ask to list their source if their forecast tool was not listed in the questionnaire. These listed sources are categorized under 'other' in the table. Because these are respondentspecified sources, their percentages are likely to understate the actual use. Generally, the most consulted source was the local television news, though the median participant consulted two sources. Notes: The rainfall conditions are for March. The responses were elicited using the question, "Given each of these March conditions, what is your best nitrogen application strategy?" Each row represents a participant's response, where we have categorized producers into four 'types.' A cell with a bolded number indicates that the manager's optimal response under a particular condition would be to do a single application (apply once, in early March). The non-bolded numbers indicate split applications (divide the total among two applications, in late February and early March); the number in any of these cells is the sum of the optimal February and March rates. Note that these non-bolded numbers obscure any adjustments made in terms of the proportion applied in February versus the proportion applied in March. Visually, it is clear that most managers would split their applications under most conditions. And if it were known with certainty that conditions would be 'normal,' nearly all participants state that they would split their applications. Notes: Table 6 presents the regression results from estimating equation 1 without and with respondent fixed effects (respectively, columns 1 and 1'), and equation 2 without and with respondent fixed effects (respectively, columns 2 and 2'). Standard errors are given in parentheses, *** p<0.01, ** p<0.05, * p<0.1. Performance in the previous round is a strong predictor of the amount of nitrogen applied. Furthermore, the March application rate is strongly influenced by the February application rate. The 628 observations are generated by 52 respondents. Notes: Table 7 presents the mean and variance of residuals (in units of lbs per acre) by probability of a very wet (VW) and a very dry (VD) forecast for the February application (Panel A) and the March application (Panel B). Once the probability of a very wet forecast reaches 50 percent (pr(VW)=0.5), there is a drastic change in both the mean and variance of the amount of nitrogen applied in February, indicative of threshold behavior. Notes: Figure 1 , panel A summarizes the distribution of responses for very wet and very dry February forecasts by forecast probability, ranging from 10 to 50 percent. Nitrogen amounts in pounds per acre are displayed on the Y axis, and probability of rainfall conditions are on the X axis. Panel B does the same for March forecasts. Box plots denote the median value (middle line), the 75th and 25th percentile values (the top and bottom of the box, respectively), the highest and lowest values (the top and bottom whiskers, respectively), and outliers (the dots). The distribution of application rates is largely unchanged for probabilities of a very wet outcome of up to 40 percent, but then becomes much more dispersed once the probability of a very wet event reaches 50 percent. This pattern suggests the existence of an accuracy threshold for modifying application rates. 
A. March
Notes: Figure 3 , panel A presents box-and-whiskers plots of residuals from estimating equation 1 for very wet and very dry February forecasts by forecast probability. Nitrogen amounts in pounds per acre are displayed on the Y axis, and probability of rainfall conditions are on the X axis. Panel B presents similar figures of residuals from estimating equation 2 (March application rates). Box plots denote the median value (middle line), the 75th and 25th percentile values (the top and bottom of the box, respectively), the highest and lowest values (the top and bottom whiskers, respectively), and outliers (the dots). As with figure 1, the variance in February application rates increases dramatically when the probability of very wet conditions reaches 50 percent even after controlling for learning effects through the regression, and is indicative of a behavioral response with respect to an accuracy 'threshold.' 
