In this paper, we present a framework for shaping pulses to control biological systems. By shaping a pulse we mean computing its magnitude and length, which results in reaching the desired control objective. An advantage of using pulses for biological control problems is that pulses can easily be implemented in a laboratory setting by scientists. Firstly, we consider the problem of switching between steady states in a multi-stable system. We show that it is possible to estimate the pulses fulfilling the objective, if the trajectories of the controlled system can be bounded from above and below by the trajectories of monotone systems. This result can be generalised to systems with uncertain parameter values under some mild assumptions on the set of admissible parameters. Hence, even with infinite sampling time (that is open-loop control) some robustness guarantees can be provided. Secondly, we consider a problem of inducing oscillatory behaviour in an eight species generalised repressilator, which is a monotone system. In this case, the problem reduces to keeping the trajectories in a neighbourhood of an unstable equilibrium. The problem is solved by creating an event-based control strategy, where an event is triggered by the trajectories leaving the prescribed neighbourhood. After the event is triggered a pulse is applied, which steers the trajectories towards the unstable equilibrium. Potentially, this approach can also be applicable to systems, which are bounded from above and below by monotone ones.
Introduction
The external control of microbes is an important challenge in Synthetic Biology. The main experimental difficulty to implement feedback control of cells is that output measurements need to be acquired in real time from living cells, which may be implausible in many wetlab setups. Recent seminal works [1] [2] [3] successfully developed the first implementations of computer-based control of yeast populations. These works used light-based [4, 5] This work was performed, while Dr Sootla was a postdoctoral research associate at Imperial College London. Dr Sootla and Dr Stan acknowledge support by the EPSRC Science and Innovation Award EP/G036004/1. A part of this paper is submitted to the American Control Conference 2015.
Email addresses: aivar.a.sootla@ieee.org (Aivar Sootla), d.oyarzun@imperial.ac.uk (Diego Oyarzún), d.angeli@imperial.ac.uk (David Angeli), g.stan@imperial.ac.uk (Guy-Bart Stan). and biochemical interfaces, respectively, to actuate on the gene expression machinery, coupled with sophisticated measurement techniques to close the loop with an external controller. Despite these recent successes, we are still far away from a general approach to feedback control of living cells.
In this paper we address the control of synthetic gene circuits using temporal pulses as control inputs, which can easily be implemented with the available wetlab technologies by scientists without advanced training in control theory. For example, light induction is realised by shining light of fixed intensity for a finite period of time. Specifically, we consider the pulses of the following form:
The first application we consider is switching from one stable steady state to another in a multi-stable system.
We study properties of a curve that separates all pairs (µ, τ ) that can switch the system between the stable steady states from those that cannot. We denote this curve µ f = µ f (τ ) and call it a switching separatrix. First, we show that for monotone systems the switching separatrix µ f (τ ) exists and is monotone. Then we extend these results to a class of non-monotone systems. If we can compute lower and upper bounding monotone systems for a controlled system, we can apply our algorithms to the bounding systems. Empirically, this is more likely to succeed, if a bounded system exhibits a near-monotone behaviour. A near-monotone system is defined as a system which becomes monotone by removing particular interactions between the states [6] . Although near-monotonicity is still quite a restrictive assumption, it was recently noticed that biological systems tend to be near-monotone [6] . This justifies the applicability of our results in the biological setting. These results are also generalised to systems with uncertain parameter values under some mild assumptions on the set of admissible parameters. Hence, we can provide robustness guarantees back towards parameter variations for open-loop switching between steady states.
As a second application, we consider the problem of inducing an oscillatory behaviour in a monotone system. It was shown in [7] , that under certain conditions a generalised repressilator is a bi-stable monotone system with an unstable limit cycle around the unstable equilibrium. We devise a control strategy keeping system's trajectories in a neighbourhood around the unstable equilibrium. More precisely, it is an event-based control strategy, where an event is triggered by system's trajectories leaving this neighbourhood, sending the system towards the unstable equilibrium. The event-based controls are also pulses computed using the switching separatrix framework.
The development of our results is in the spirit of [8] [9] [10] , where the main contributions are systems theoretic topics. Another related work is [11] , where the authors proposed a very easy and robust feedback controller for the set-point regulation problem of monotone control systems. Our main contribution, however, focuses on open-loop and/or event-based control schemes. We argue that in some control problems of near-monotone systems high-frequency sampling is not necessary, since the behaviour of near-monotone systems is more predictable in comparison with general non-linear systems. Moreover, some of our results may be potentially applied to the control problems set-up in [11] .
The rest of the paper is organised as follows. In Section 2 we present the general formulation of the problem and the main theoretical results on the properties of the switching separatrix for bi-stable systems. In Section 4, we provide an algorithm to efficiently compute the switching separatrix. In Section 5 we illustrate the main ideas of the paper on some example genetic cir-cuits, while in Section 6 we shortly discuss an application of our results to a problem of inducing an oscillatory behaviour.
Notation. Let · 2 stand for the Euclidean norm in R n , X * stand for a topological dual to X, int(S) stand for the interior of the set S, and cl(S) for its closure. Let x x y stand for a partial order in R n induced by the non-negative orthant R n ≥0 . That is the relation x x y is true for vectors x and y if and only if x i ≥ y i , for all i (or x − y ∈ R n ≥0 ). Let x x y be true if and only if x i > y i , for all i (or x − y ∈ R n >0 ). For a general definition of the partial order we refer the reader to [12] . We write x x y, if the relation x x y does not hold. The partial order u u v on the space of control signals u(t) is defined as an element-wise comparison u i (t) ≥ v i (t) for all i and t.
Problem Formulation and Main Results
Throughout the paper we consider control systems in the following forṁ
where f : D × U → R n , D ⊂ R n , and U is a set of R m valued functions. We define the flow map φ f :
is a solution to the system (2) with an initial condition x 0 and a control signal u. We confine the class of considered control systems by making the following assumptions:
A1 Let f (x, u) be continuous in (x, u) on D×U. Moreover, for each compact sets C 1 ⊂ D and C 2 ⊂ U, let there exist a constant k such that f (ξ, u) − f (ζ, u) 2 ≤ k ξ − ζ 2 for all ξ, ζ ∈ C 1 and u ∈ C 2 . A2 Let the unforced system (2) (that is, with u = 0) have two stable steady states in D, denoted as s 0 f and s 1 f , A3 Let D = cl(A(s 0 f )∪A(s 1 f )), where A(s i f ) stands for the domain of attraction of the steady state s i f for i = 0, 1 of the unforced system (2),
is the negative step function defined in (1), A5 Let the system (2) be initially at the steady state s 0 f , that is x(0) = s 0 f . Assume there exists a constant input signal u(t) = µ min such that for all constant inputs µ > µ min , the system has a unique stable steady state that lies in A(s 1 f ).
Assumption A1 guarantees existence, uniqueness and continuity of solutions to (2), Assumptions A2-A4 define a bi-stable system on a set D controlled by pulses. Note that the system can be multi-stable on R n . Assumption A5 ensures that the switching between steady states using pulses is feasible. If we treat u as a constant parameter, then Assumption A5 requires a bifurcation to occur at u = µ min such that for all u > µ min the system (2) is monostable.
We can now state our basic control problem. Our aim is to toggle the system (2) from the steady state s 0 f to s 1 f using a control signal from U. Formally, we seek to compute all pairs (µ, τ ) such that
Before we proceed with the statement of our main results, introduce two auxiliary systemṡ
First, we consider the case when the controlled system is monotone. In Theorem 2, we show that in this case the switching separatrix is monotone, as well. 1
Even though we defined monotonicity only with respect to R n ≥0 × R ≥0 , a generalisation with respect to an arbitrary orthant can be defined by mapping the vectors into the positive orthant by a linear transformation P :
Theorem 2 Let the system (4) satisfy Assumptions A1-A5 on D × U and be monotone on A(s 0 g ) × U. Then T1. there exists a switching separatrix µ g (τ ), such that only controls with the pairs (µ, τ ) lying above the switching separatrix µ g (τ ), drive the system to the steady state s 1 g , T2. the switching separatrix µ g (τ ) is non-increasing in τ , that is for all τ 1 larger than τ 2 we have
Theorem 2 establishes the existence of a switching separatrix for monotone systems. If the system to be controlled is not monotone, we can obtain bounds on the switching separatrix provided that its flow can be bounded from above and below by the flows of monotone systems. This is formally stated in the next result. 
State 1 State 2 Fig. 1 . An illustration of the conditions (7) and (8) . The areas bounded by green, red, and cyan curves are regions of attraction of the stable steady states s 0 g , s 0 f , s 0 r of the systems (4), (2), (5), respectively. The condition (7) ensures that all the steady states lie in the intersection of the corresponding regions of attractions (light green area). The steady state s 1 f cannot lie in the dashed blue box due to the condition (8) .
Additionally assume that the stable steady states s 0
Then the switching separatrix µ f (τ ) of the system (2) exists and is bounded for all τ :
The technical conditions in (7) , (8) are crucial to the proof and they are generally easy to satisfy. An illustration of these conditions is provided in Figure 1 . Theorem 3 provides a convenient way of computing bounds on the switching separatrix of a non-monotone system. The next result shows how to use Theorem 3 to obtain bounds on the switching separatrix under parametric uncertainty in the system (2) and thus provide robustness guarantees for the control strategy. for all p ∈ P. Then, the switching separatrices exist for all for all p ∈ P and satisfy
for all p ∈ P and τ > 0.
The proof follows by setting g(x, u) = f (x, u, a) and r(x, u) = f (x, u, b) and noting that the conditions in (11) , (12) imply the conditions in (7), (8) in the premise of Theorem 3. Corollary 4 provides a means to estimate the strength µ and the duration τ needed to robustly toggle the system under uncertainty in a parameter. Note that we do not require explicitly the systemsẋ = f (x, u, p) to be monotone for every p in P. However, we are yet to find a family of systems, where the bounding systems are monotone with respect to the same order, while there exist a parameter value p such thatẋ = f (x, u, p) is not monotone. As a benefit of requiring monotonicity for the whole family of models, it is straightforward to verify that the bounds in (13) are tight.
Proofs of the Main Results
For the proof of Theorem 2, we need to derive some geometric properties of a domain of attraction in a monotone system. This is done in the next lemma.
Lemma 5 Let the systemẋ = g(x, 0) satisfy Assumption A1 on D and be monotone on A(s 0 g ), where s 0 g is a stable steady state and A(s 0 g ) is its domain of attraction. Let x b and x l belong to A(s 0 g ). Then all points z such that x l
x z x x b belong to A(s 0 g ).
PROOF. We will show the result by contradiction. Let x b belong to A(s 0 g ), let x c not belong to A(s 0 g ) and be such that x l x x c x x b . Without loss of generality assume that x c belongs to the border of A(s 0 g ) (see Figure 2) . Therefore the flow φ g (t; x c , 0) is on the boundary of A(s 0 g ). Let the distance between s 0 g and this boundary be equal to ρ. Clearly there exists a time T 1 such that for all t > T 1 both inequalities hold
Moreover, there exist a time T 2 > T 1 such that for all t > T 2 and all z such that
2. An illustration to the proof of Lemma 5. We assume that x b , x l lie in A(s 0 g ) and x b x x c x x l with x c lying on the boundary of ∂A(s 0 g ). We shown that, if the trajectory φg(t; x c , 0) is on the boundary of A(s 0 g ), it has to converge to s 0 g , which cannot be true due to properties of the system. lie in A(s 0 g ) for all i . Due to monotonicity on A(s 0 g ), we have for all i and t
Hence, for all t > T 2 , we also have that
Since the sequence {x n } ∞ n=1 converges to x c , by continuity of solutions to (4), for all t > T 2 we have
which is a contradiction since
for all t. PROOF of Theorem 2. T1. First, we establish the existence of the switching separatrix µ g (τ ). According to Assumption A5 for every µ large than some value µ min the system becomes monostable. Hence, there exists a time τ such that the flow φ g (τ ; s 0 g , µ) belongs to the domain of attraction of s 1 f . This implies that for every µ > µ min there exists a time τ such that the system (4) is toggled.
T2
. We now prove that if a pair (µ l , τ l ) does not toggle the system (4), then all pairs (µ, τ ) such that µ ≤ µ l , τ ≤ τ l also do not toggle it. By the order in u, for every µ ≤ µ l , τ ≤ τ l we have 0 u µh(t, τ ) u µ l h(t, τ l ). The following relation is then true
while all the considered flows lie in the region of attraction of A(s 0 g ). Since the flow φ g (t; s 0 g , µ l h(t, τ l )) ∈ A(s 0 g ) for all t, by Lemma 5 we have that the flow φ g (t; s 0 g , µh(t, τ )) ∈ A(s 0 g ) for all t. This implies that φ g (t; s 0 g , µh(t, τ )) converges to s 0 g with t → +∞ and the pair (µ, τ ) does not toggle the system. Now, consider a pair (µ u , τ u ) that toggles the system. We claim that all pairs (µ, τ ) such that µ ≥ µ u , τ ≥ τ u also toggle the system. This statement can be proven by contradiction: if there exists a pair (µ, τ ) such that µ ≥ µ u , τ ≥ τ u which does not toggle the system, then by the arguments above the pair (µ u , τ u ) cannot toggle it either.
Combining both statements implies that
for τ 1 ≤ τ 2 , and therefore µ g is non-increasing in τ . Before we proceed with the proof of Theorem 3 we need a, so called, comparison principle. The comparison principle was initially developed for delay differential equations [14] , hence proving it for monotone control systems is a straightforward application of the same techniques as in Theorem 4.1 from [14] . For the proof we need the following useful result from functional analysis.
for all (x, u) ∈ D M ×U then for all t, and for all
PROOF. Without loss of generality letẋ = g(x, u) be monotone. Let 1 be a vector of ones, let x m 2 = x 2 +1/m·1. Letẋ = g(x, u) + 1/m and consider the flow of this system φ m (t; x m 2 , u 2 ). Clearly for sufficiently small t the condition
holds. Assume there exist a time s, when this condition is violated. Then we can apply Proposition 6 with K = R n >0 , which implies that there exist a non-trivial η ∈ K * such that
Since η is a linear functional, we can conclude that
where the first inequality is due to Proposition 6 and the bound g(x, u) + 1/m x f (x, u), while the last inequality is due to the monotonicity ofẋ = g(x, u) + 1/m. This contradicts the assumption that the condi-
With m → +∞ by continuity of solutions we obtain
which completes the proof. PROOF of Theorem 3. Existence of the switching separatrix is shown as in the proof of the point T1 in Theorem 2. To prove (9), we proceed by parts.
. Note that the assumption in (7) implies that s 0
Indeed, take x 0 from the interior of the intersection of the sets A(s 0 g ), A(s 0 f ), A(s 0 r ). By Lemma 7 for all t, we have
and thus taking the limit t → ∞ we get s 0
for all u ∈ U with all the considered flows lying in D M . Note that the first inequality is due to monotonicity of the systemẋ = g(x, u). The flow φ f (t; s 0 f , u c − δ n ) converges to s 0 f for all n with t → +∞. Therefore, there exist a time T such that for all t > T we have
for some positive ε. Moreover, we can pick such an ε that s 0 f + ε1 lies in A(s 0 g ) (due to (7)). By Lemma 5 the flow φ g (t; s 0 g , u c ) lies in A(s 0 g ) and we arrive at a contradiction 2 . Hence, no u in V toggles the systeṁ x = g(x, u) either and we conclude that µ f (τ ) ≤ µ g (τ ). The proof that µ r (τ ) ≤ µ g (τ ) follows using the same arguments as above.
B. Next we show that µ r (τ ) ≤ µ f (τ ) for all τ > 0. Let W ⊂ U be such that no u ∈ W toggles the systeṁ x = r(x, u). Since µ r (τ ) ≤ µ g (τ ) no u ∈ W toggles the systemẋ = g(x, u) either.
for all u ∈ W and all the considered flows lying in D M . Moreover, monotonicity ofẋ = g(x, u) implies
Moreover, there exists T such that for all t > T and the fact that φ r (t; s 0 f , u) → s 0 r with t → +∞ we have that
for all u ∈ W and some small positive ε. Moreover, we can choose such an ε that s 0 r +ε1 lies in D M (due to (7)). Hence 
Computation of the Switching Separatrix
The theoretical results in the last section guarantee the existence of the toggling separatrix. The computation of µ(τ ), however, is analytically intractable and therefore we must resort to numerical search algorithms to estimate µ(τ ) for a given system. In this section we propose an algorithm for the computation of the switching separatrix. The algorithm does not explicitly use the properties of the vector field, but instead only requires simulating the dynamics for different pairs (µ, τ ) that are efficiently sampled by exploiting the monotonicity of µ(τ ) guaranteed by Theorem 2. According to Theorem 3, the curves µ(τ ) to be computed are monotone and this information is exploited as follows. If the switch is toggled for some (µ c , τ c ), then it can be toggled for any µ ≥ µ c and τ ≥ τ c ; therefore, all the points µ ≥ µ c and τ ≥ τ c can be discarded from the future search. On the other hand, if the switch cannot be toggled for some (µ c , τ c ), then it cannot be toggled for any µ ≤ µ c and τ ≤ τ c , and as a result these points can be also discarded. This allows us to sample efficiently the points close the curve µ(τ ) from the parameter space (µ, τ ). The first step of our approach is determining the minimum pulse amplitude required to toggle the switch, that is, to find minimum µ such that the switch is toggled for τ = ∞. In order to do so we simulate the system with pulses specified by various µ and a large t e (in our simulations we use t e = 10 9 ) using MATLAB routine ode15s. As a criterion for accepting or rejecting the candidate µ c , we check the condition φ f (t e ; s 0 f , µ c ) x s 1 f . If it is true, then the switch is not toggled. Indeed, by applying a constant control signal µ c , we move the stable equilibrium to a point φ f (∞; s 0 f , µ c ), which dominates s 1 f . Using bisection, we can estimate the value µ min , which is, however, only an upper bound on the minimum switching amplitude. This because a finite t e is used, while only an infinite t e gives an exact value with a prescribed tolerance. This computational procedure is summarised in Algorithm 1.
We proceed with an algorithm estimating the switching separatrix µ(τ ) by specifying first the sets L and U as follows. For all pairs in L the switch cannot be toggled, that is they lie below the curve µ(τ ), while for all pairs in U the switch can be toggled, that is they lie above the curve µ(τ ). These sets can thus be initialised as follows L = U = [(µ max , 0), (µ min − δ, τ max )] for some large τ max , µ max . We also perturb by a positive δ the minimum toggling amplitude µ min , since it is computed with a certain numerical tolerance ε in Algorithm 1. Then τ for i = 0, . . . , N do 8:
10:
Simulate the system with the pair (µ c i , τ c i )
11:
If (µ c i , τ c i ) belongs to the set L, update the set L c , otherwise update the set U c 12: end for 13: Sample an N × 1 vector µ c from κ µ,2 ([µ min , µ max ]) 14: for i = 0, . . . , N do 15: Set L = L L c , U = U U c . 20: end for 21: Prune the sets U and L.
is sampled according to a distribution κ τ,1 with the support on the interval [0, τ max ]. Pairs (µ L , τ L ) ∈ L and (µ U , τ U ) ∈ U are found such that τ U ≤ τ ≤ τ L . After that µ is sampled according to a distribution κ µ,1 with support on the interval [µ L , µ U ]. Similarly, we generate another set of pairs by sampling µ first according to a distribution κ µ,2 with support on the interval [0, µ max ], and then sampling τ according to a distribution κ τ,2 with support on the interval [τ L , τ U ], where τ L and τ U are computed similarly to µ L and µ U . In our simulations κ τ,i and κ µ,i are chosen to be Beta distributions. This choice is guided by a low mass probability tail, which prevents us from sampling too often large values of µ and τ . In all the numerical examples, we always sample from the same distributions, i.e., κ τ,j = κ µ,i for i, j equal to one and two. The parameters of the distributions can be potentially adjusted during the computational procedure based on the computed sets L and U , however, in numerical simulations we have seen only a marginal improvement in terms of sample efficiency by performing such adjustments. Note that if τ max = µ max = +∞ then the support is unbounded and one can sample from the Gamma distribution instead of the Beta distribution.
After a sample (µ, τ ) is generated, we simply test if the switch is toggled or not by simulating the system with a pulse of magnitude µ and length τ . Depending on the result we update the set L or U . This test is the most computationally expensive part of the algorithm, but it can be parallelised by generating and testing a number of samples (µ, τ ) at the same time.
In order to obtain lower and upper approximations of the curve µ(τ ), we prune the obtained sets L and U by throwing away the pairs, which are dominated by some other pairs in the sets. For example, if the pairs (µ 1 , τ 1 ) (µ 2 , τ 2 ) belong to L, then the pair (µ 2 , τ 2 ) is deleted from the set L. Similarly, if the pairs (µ 1 , τ 1 ) (µ 2 , τ 2 ) belong to U , then the pair (µ 1 , τ 1 ) is deleted from the set U . In a parallel implementation of the algorithm a number of pairs is generated at the same time, which may create a number of comparable pairs. However, numerical experiments in Subsection 5.1 show that the amount of lost samples is negligible in comparison with the computational gain. Finally, note that the bounding curves µ(τ ) and µ(τ ), which connect the points in L and U , respectively, can intersect due to numerical errors. Therefore, a machine learning algorithm may be used to build an approximationμ(τ ) based on the bounds µ(τ ) and µ(τ ). One can approach this problem by using Sparse Bayesian Learning [15] (see also [16] , [17] for efficient algorithms).
Illustrative Examples

Evaluation of the Algorithm on a Two-State Toggle Switch Example
Consider the monotone toggle switch model, which satisfies Assumptions A1-A5 and is as follows:
with the following parameter values p 1 = 40, p 2 = 1, p 3 = 4, p 4 = 0.05, p 5 = 1, p 6 = 30, p 7 = 1, p 8 = 4, p 9 = 0.1, p 10 = 1.
(17) Firstly, we compare the approximation quality of the upper µ and lower µ bounds with a naive sampling approach where points (µ, τ ) are generated on a rectangular grid. For both approaches, we set µ max = 100 and τ max = 100. For the computation of the upper and lower bounds, we generate 80 batches of 10 samples using Algorithm 2 by using Beta distribution Beta (1, 3) , and prune away the resulting the sets from redundant points as described above. The union of sets U and L contains 404 pairs (µ, τ ), while there were 800 samples generated in total. For the naive approach, we generated 400 × 1000 points in the µ × τ grid. This results in 400 (µ, τ ) samples with roughly 0.1 accuracy in µ for every τ . After that we plot in Figure 3 the resulting lower bound (the red curve), upper bound (the dashed blue curve) and the curve obtained using a naive approach (the black curve). We see that the quality of the computation is high for both ways of computing the switching separatrix. However, the number of points required to build lower and upper bounds using Algorithm 2 is lower by two orders of magnitude. Moreover, there is no need to set finite bounds µ max and τ max , which can be beneficial in some applications.
While using Algorithm 2, almost a half of the randomly generated pairs were sampled from the approximation of the separatrix. Empirically, this number seems to hold for relatively low number of required samples and relatively high level of parallelisation. Note also that Algorithm 2 does not depend explicitly on the dynamics of the underlying system, but only on the generated pairs (µ, τ ). Therefore, the sample efficiency results presented here will typically be valid for a broad class of systems. In order to quantify the sample efficiency of Algorithm 2, we measure the ratio of the number of samples in the union of the sets U and L with respect to the total number of generated samples in percent. In Table 1 simulations results are presented, where n, in the notation (n, m), stands for the total number of samples and m stands for the number of samples generated in parallel at the same time. For every (n, m), we run the algorithm 100 times 3 and report the mean and the standard deviation in Table 1 . It is noticeable that for a large total number of samples n, parallelisation does not really affect the sample efficiency. With a low total number of sam- Table 1 Sample efficiency ζ of the Algorithm 2. Sample efficeincy ζ is definied as the ratio of the number of samples in the union of U and L with respect to the total number of generated samples in percent. In (n, m), n stands for the total number of samples, and m stands for the number of samples generated in parallel at the same time. We compute the sample efficiency ζ in 100 independent simulations and compute the empirical mean Fig. 4 . Switching separatrices for the toggle switch (16) with different parameter values. The systems corresponding to the green curves take the parameter values in (17) except for changes specified in Table 2 . For the systems corresponding to the black, red and blue curves, we take the parameter values for the green systems and additionally change the parameters specified in Table 2 .
ples the mean of the sample efficiency decreases, while the standard deviation increases. Therefore, in order to guarantee a particular sample efficiency within a particular margin of error a large number of samples needs to be generated, and this can be done in parallel.
The final simulations for the toggle switch concern the changes in the switching separatrices with respect to parameter variations. In Table 2 , we specify the systems Table 2 Parameter values for systems depicted in by varying some of the parameter values (17) of the system (16) . After that we compute the switching separatrices and plot them in Figure 4 . The systems corresponding to the green curves take the parameter values in (17) except for the changes specified in Table 2 . For the systems corresponding to the black, red and blue solid (respectively, dashed) curves, we take the parameter values for the "solid green" (respectively, "dashed green") systems and additionally change the parameters specified in Table 2 . The blue and black solid curves in Figure 4 intersect, since the vector fields f b and f k used to generate the blue and the black solid curves, respectively, are not comparable. Meaning that there exist a set u) . Note that the green curves lie very close to each other despite the number of parameters varied and the level of variations. This is not true for black or blue curves for example, which indicates that some parameters are much more sensitive to variations than others. This happens because the variations in parameters p 5 , p 10 , p 2 , and p 7 affect significantly the positions of the stable steady states. Therefore for the systems corresponding to the solid (respectively, dashed) curves pulses with significantly lager (respectively, smaller) magnitudes are required to switch the systems. Hence, the parameter values corresponding to the bounding systems should be chosen carefully. In some cases, finding a maximal and a minimal element of the set P is straightforward. Under some mild conditions, if the underlying system is monotone with respect to u, then it is monotone with respect to p as an input and the order p is induced by the orders x and u . One of the sufficient conditions for this is that every p j can enter only one equation for x i . Another interesting case is the variation of the parameters (p 3 , p 8 ), which correspond to the repression strength (the red curves in Figure 4 ). For this case, Lemma 7 does not apply, since for α ≤ β the inequality
is valid only for x i larger than one. Hence, D M does not contain s 0 f . However, the following appears to hold for Table 3 Parameter values for systems with different parameter variations, where z i 0 (1) is the first component of the initial point z i 0 of the system F i for i equal to 1 and 2.
the switching separatrices µ f (·,·,·) :
for c = [2; 4], a = [4, 2] and b = [p 3 ; p 8 ] is such that p 3 and p 8 take values from the intervals (2, 4) and (4, 2), respectively. This can be explained as follows. The set D c where Lemma 7 does not apply is very small. Moreover, this set D c is a small neighbourhood of the initial state s 0 f . Hence, the variation of the switching separatrix may be very small and may be hard to estimate using our numerical procedure.
A Non-Monotone System
Consider the following three-state system
Consider two nominal systems F 1 and F 2 specified in Table 3 by changing parameter values for p 1 , p 2 , p 3 . In Table 3 , the notations G i upper and G i lower stand for the upper and lower bounding systems of system F i (for i = 1, 2) and will be introduced shortly. Consider first the system F 1 . It is easy to check that with a positive value for p 2 this system is not monotone with respect to any orthant. Hence, we need to bound the term p 2 x 1 by constants in order to obtain monotone bounding systems. By simulating the system we observe that x 1 lies in a bounded interval between 0 and z 1 0 (1), where z 1 0 (1) is the first component of the initial point z 1 0 . Hence, we can build an upper G 1 upper and a lower G 1 lower bounding systems for the nominal one F 1 . We take the system G 1 lower with the same parameter values as the nominal one except for p 2 , which is equal to zero, and p 1 equal to 0.1z 1 0 (1). Similarly, we choose the system G 1 upper with p 2 = 0, and p 1 = 0. The results can be seen in the upper panel of Figure 5 . Note that the switching separatix for F 1 appears to be a monotone curve, even though this cannot be guaranteed. However, this can be guaranteed for the separatrices of the bounding systems, which are monotone on a required domain. Now let us compute the bounds on the switching separatrix of the nominal system F 2 , where a connection by a Michaelis-Menten term prevents the system from being monotone. In a similar fashion as for the case of F 1 , we can build an upper G 2 upper and a lower G 2 lower bounding systems for F 2 . This results in switching separatrices depicted in the lower panel of Figure 5 . The bounding separatrices appear to be much better approximations of the switching separatrix than for the system F 1 , where mass-action kinetics are preventing the system F 1 from being monotone. This is because, better bounds can be obtained by replacing Michaelis-Menten kinetics with constants in comparison with mass-action kinetics, since the former are bounded on the whole domain R n , while the latter are unbounded. Fig. 6 . Inducing oscillatory behaviour in the generalised repressilator system with eight species. In the upper panel, the switching separatrix for the control input u1 is depicted by the solid blue line. The region between the dashed and solid line is approximately the region in which a pair (µ1, τ1) induces the oscillatory behaviour while switching between steady-states. The same is true for the control signal u2. Hence, it is possible to devise an event-based strategy for the switching sequence (20). In the lower panel, we depict the trajectory of x1 (solid blue line) and control signals u1 (dashed red pulse), and u2 (dashed green pulse).
The corresponding dynamic equations are as follows:
where p 1 = 40, p 2 = 1, p 3 = 3, p 4 = 0.5, and p 5 = 1. This system is monotone and has two stable equilibria s 1 and s 2 . The control signal u 1 can switch the system from the state s 2 to the state s 1 , while the control signal u 2 can switch the system from the state s 1 to the state s 2 . Hence, a switching separatrix can be computed directly for each of u 1 and u 2 . Additionally, it can be shown, that there exists an unstable limit cycle around the unstable equilibrium [7] . First, let us discuss the switching from the steady state s 2 to s 1 . Assume the switching separatrix is computed as above and depicted in the upper panel of Figure 6 . We have noticed that the system's trajectories exhibit an oscillatory behaviour 4 , while switching between the stable steady states using a pulse. Moreover, if the toggling pair (µ, τ ) lies close to the switching separatrix (approximately in the region between dashed and solid lines in the upper panel of Figure 6) , the "oscillations" persist longer. The same is true for switching from s 1 to s 2 .
Since our goal is to induce an oscillatory behaviour in this system, we set up a control problem of keeping the flow in a set containing the unstable limit cycle. Let M be equal to {z m 1
x z x m 2 } and contain the unstable limit cycle. We say that the switching from m 2 to m 1 occurs if the current system's state x(t) satisfies x(t) x m 2 , while the switching from m 1 to m 2 occurs if the current systems state x(t) satisfies x(t) x m 1 . Define the following switching sequence:
We can compute the switching separatrices to switch from the state m 1 to m 2 in the same manner as for the case of switching between stable equilibria. Switching from the state s 1 to m 2 requires a different switching separatrix, which however, can also be easily computed. The points m 1 and m 2 were chosen based on simulations results of the model (19). The result of applying our control strategy to the system is depicted in the lower panel of Figure 6 .
According to the described control strategy, a control pulse is applied only if the flow leaves the prescribed set M. Hence this strategy falls into category of event-based control, which appears to be a natural generalisation of open-loop control. In this example, we show that an event-based control scheme can be effectively used for control of a subclass of biological systems.
Conclusion and Discussion
In this paper, a framework for simple control signals to biological systems is presented. For the purpose of this paper, we consider only pulses of fixed magnitude and fixed length. Firstly, we considered a problem of switching from one stable steady state to another in a bi-stable system. We show that it is possible to estimate pulses, which fulfil the objective, if the flow of the controlled system can be bounded from above and below by the 4 Calling these system's trajectories oscillations is not entirely correct. Going along these trajectories can be seen as going up a spiral staircase, which may appear as an oscillation, however, there is always a movement upwards. Hence, it is impossible to have a relation x(t) ≈ x(t + τ ) for some t and τ , unless the trajectory has converged to a steady state.
flows of monotone systems. This result can be generalised to systems with uncertain parameter values under some mild assumptions on the set of admissible parameters. Hence, even with infinite sampling time (that is open-loop control) some robustness guarantees can be provided.
Secondly, an application of the framework to closed-loop control is considered. The control problem in this application is the induction of an oscillatory behaviour in a generalised repressilator. Using the presented framework, we devised an event-based control strategy, which was demonstrated to effectively induce an oscillatory behaviour. This leads us to our main conclusion some biological systems (not necessarily monotone) can be controlled effectively using event-based control.
Future research directions are two-fold: experimental validation of these theoretical results and relaxing the conditions of the main results. Firstly, the main result uses only sufficient conditions for finding the upper and lower bound systems. Hence, an interesting direction of research is to find the closest monotone systems in a given order. Secondly, it is mentioned above that the conditions for monotonicity of the switching separatrix are only sufficient and may be too restrictive. Based on numerical examples, it seems that the switching separatrix is still monotone even if the system is not. Describing a set of non-monotone systems for which the the switching separatrix is monotone is another direction of research.
