Data envelopment analysis (DEA) and free disposal hull (FDH) estimators are widely used to estimate efficiencies of production units. In applications, both efficiency scores for individual units as well as average efficiency scores are typically reported. While several bootstrap methods have been developed for making inference about the efficiencies of individual units, until now no methods have existed for making inference about mean efficiency levels. This paper shows that standard central limit theorems do not apply in the case of means of DEA or FDH efficiency scores due to the bias of the individual scores, which is of larger order than either the variance or covariances among individual scores. The main difficulty comes from the fact that such statistics depend on efficiency estimators evaluated at random points. Here, new central limit theorems are developed for means of DEA and FDH scores, and their efficacy for inference about mean efficiency levels is examined via Monte Carlo experiments.
Introduction
Nonparametric envelopment estimators are widely used to measure producers' performances.
These estimators are based on estimators of the attainable set obtained by "enveloping" the observed cloud of points given by a sample of observed input and output levels of firms. Among estimators that have appeared in the literature, those that envelop the observed input-output combinations with a convex set are known as data envelopment analysis (DEA) estimators, while those that do not impose convexity are known as free-disposal hull (FDH) estimators. 1
The statistical properties of these estimators evaluated at a single, fixed point, including their asymptotic distributions and rates of convergence, are well known; see Simar and Wilson (2013) for a recent survey.
Sample means of efficiency estimates are frequently used to summarize results, especially when sample sizes are large. In applications where producers are categorized into two or more groups, one may wish to compare mean efficiency across the groups. For example, in hospital studies, one might want to compare mean efficiencies among for-profit and non-profit hospitals; in studies of banks or hospitals, one might want to compare mean efficiency across quartiles, quintiles, or deciles of total assets (in the case of banks) or total beds (in the case of hospitals).
One might also want to test hypotheses about returns to scale, convexity of the production set, etc., or in dynamic settings, to characterize changes in productivity, efficiency, technology, etc.
Obvious statistics one might use to do so often consist of sample means of efficiency estimates or means of differences in efficiency estimates.
To date, little is know about the statistical properties of sample means of efficiency estimators. A good deal is now known about the asymptotic properties of DEA and FDH estimators of efficiency for a fixed point (e.g., see Kneip et al. (1998) , Kneip et al. (2008) , Park et al. (2010) , and Park et al. (2000) ), and bootstrap methods are now available for making inference about the efficiency of a single fixed point (e.g., see Kneip et al., 2008 Kneip et al., , 2011 Simar and Wilson, 2011a) , but no such results or methods are available for sample means of efficiency estimators. This is a serious problem for practitioners in view of the uses of sample means listed above.
This paper derives new results on the properties of sample means of nonparametric efficiency estimators. The problem is complicated because the estimators are biased, and in the case of sample means, the efficiency estimators are computed at random points. Hence the results existing to date are not helpful. The results presented below establish that existing central limit theorems (e.g., the Lindeberg-Feller Theorem) cannot be used for inference about population means except in a few special cases where the number of dimensions is quite small. New theorems are given establishing properties of moments of nonparametric efficiency estimators.
The proofs are complicated due to the fact that there is a support boundary, i.e., a frontier, which affects the rate of convergence for points lying near the frontier.
The results in these theorems are then used to establish new central limit theorems that confirm that whenever the number of dimensions exceeds a small number (depending on the particular estimator that is used), ordinary sample means of efficiency estimators will have limiting distributions involving unknown bias, or will be degenerate in the sense that variance tends to zero as sample size tends to infinity. The results are then used to fix this problem, providing several approaches to inference about (population) mean efficiency. A new central limit theorem is provided, involving a jackknife estimate of bias. In addition, a new, re-scaled estimator of mean efficiency is given along with a corresponding central limit theorem. This result allows construction of confidence intervals with asymptotically correct coverage. Finally, a simple trick allows re-centering of these confidence intervals to obtain confidence intervals of the same width, but with improved coverage.
Although the results in this paper are interesting and useful in their own right, they are needed also to develop tests of more complicated hypotheses such as returns to scale, convexity of the production set, productivity change and its components (i.e., changes in efficiency, technology, etc.). In addition, if one wishes to compare distributions of efficiency, one might do so by comparing nonparametric kernel estimates of densities of efficiency estimates, and the results we derived below will be useful in this endeavor since kernel density estimates involve sample means, in this case of functionals of estimated efficiencies. Similar remarks hold for tests of stochastic dominance. 2 As will be seen below, derivation of properties of sample means of nonparametric efficiency estimators is arguably enough complication for one paper; we defer use of the results obtained below to develop other tests for subsequent papers.
The next section introduces the nonparametric efficiency estimators, establishes some nota-tion, and describes the main problem. Section 3 gives the results on moments of the efficiency estimators when evaluated at random data points (as opposed to the results obtained by Kneip et al., 1998 , Park et al., 2000 , and Kneip et al., 2008 for fixed points). In Section 4, these results are used to establish results permitting inference about (population) mean efficiency.
The results are then extended in Section 5 to two-stage problems, where estimated efficiencies are regressed on some covariates. This problem has been examined in Wilson (2007, 2011b) , but here some new results and strategies for inference are provided. Simulation results are given in Section 6, followed by some concluding remarks in Section 7.
DEA and FDH Estimators of Technical Efficiency
Consider a production process where input quantities x ∈ R p + are transformed into output quantities y ∈ R q + . The production set
is the set of feasible combinations of inputs and outputs. The technology, or efficient frontier of Ψ, is defined by
The Farrell (1957) input-oriented measure of technical efficiency is given by
By construction, θ(x, y) ∈ (0, 1] for all (x, y) ∈ Ψ. This measure gives the feasible, proportionate reduction in input levels, holding output levels constant, for a firm operating at (x, y) ∈ Ψ. If θ(x, y) = 1, the firm is said to be technically efficient in the input direction, while if θ(x, y) < 1 the firm is said to be technically inefficient.
Similar measures can be defined to measure technical efficiency in the output direction, in a hyperbolic direction, or in an arbitrary, linear direction toward the frontier; see Färe et al. (1985) , Chambers et al. (1996) , Simar and Wilson (2000) , Wilson (2011) , , and for details. For simplicity, the analysis below is presented only in terms of the input-oriented measure defined in (2.3); however, all of the results can be extended to the other directions after straightforward changes in notation.
Standard assumptions regarding the production set Ψ (e.g., Shephard, 1970; Färe, 1988; Simar and Wilson (2000) ; etc.) include the following.
Assumption 2.1. Ψ is closed, and Ψ ∂ exists.
Assumption 2.2. Both inputs and outputs are strongly disposable; i.e., for
Assumption 2.2 amounts to an assumption of weak monotonicity for the frontier, and is standard in micro-economic theory of the firm. Of course, the set Ψ is unobserved, and hence must be estimated from a sample
Additional assumptions (e.g., convexity of Ψ, or assumptions about returns to scale) will be introduced later in Section 3. Deprins et al. (1984) proposed estimating Ψ by the free-disposal hull of the sample observations in X n , i.e., by
(2.4)
Then the FDH estimator θ FDH (x, y | X n ) of θ(x, y) is obtained by replacing Ψ on the right-hand side (RHS) of (2.3) with Ψ FDH (X n ). 4
Alternatively, if Ψ is believed to be convex, then Ψ can be estimated by the convex hull of Ψ FDH (X n ) as in Farrell (1957) and Banker et al. (1984) , i.e., by
5)
where X = X 1 , . . . , X n and Y = Y 1 , . . . , Y n are (p × n) and (q × n) matrices of input and output vectors, respectively; i n is an (n × 1) vector of ones, and ω is a (n × 1) vector of weights. This is the VRS-DEA estimator of Ψ, and the VRS-DEA estimator of θ(x, y) is obtained by replacing Ψ on the RHS of (2.3) with Ψ VRS (X n ).
If Ψ ∂ exhibits globally constant returns to scale (CRS), i.e, if (ax, ay) ∈ Ψ for all (x, y) ∈ Ψ and a ∈ [0, ∞), then Ψ can be estimated by the CRS version of the DEA estimator of Ψ 3 Note that as usual, inequalities involving vectors are defined on an element-by-element basis. 4 Afriat (1972, Theorem 1.1) defines a left-(but not right-) continuous function similar to the FDH estimator Ψ FDH (X n ) for the case p ≥ 1, q = 1. However, Ψ FDH (X n ) is not a function, and is defined for arbitrary p ≥ 1 as well as q ≥ 1. Moreover, Afriat's function does not permit measurement of efficiency in the input direction, nor (in general) in hyperbolic or directional orientations. obtained by dropping the constraint i n ω = 1 from the RHS of (2.5). The resulting estimator of Ψ, used by Charnes et al. (1978) and denoted by Ψ CRS (X n ), is the conical hull of Ψ FDH (X n ).
The CRS-DEA estimator θ VRS (x, y | X n ) of θ(x, y) is obtained by replacing Ψ on the RHS of (2.3) with Ψ CRS (X n ).
Computation of the FDH and DEA efficiency estimators is straightforward. FDH efficiency estimates can be computed as
. . , n} and X j i , x j are the jth elements of X i and x, respectively (throughout, subscripts will be used to index different vectors, while superscripts will be used to index elements of vectors). DEA efficiency estimates are typically computed by solving linear programs; for the VRS-DEA estimator, one can compute
(2.7)
The CRS-DEA estimator θ CRS (x, y | X n ) can be computed similarly by dropping the constraint i n ω = 1 on the RHS of (2.7).
Asymptotic properties of input-oriented VRS-DEA efficiency estimators are investigated in Kneip et al. (1998) , Jeong (2004) , Jeong and Park (2006) , Kneip et al. (2008) , Jeong et al. (2010) ; and for the input-oriented FDH efficiency estimator by Park et al. (2000) . These results have been extended to the hyperbolic and directional orientations by Wilson (2011), Simar and , and , with similar limiting distributions and rates of convergence. In each case, the estimators are consistent under appropriate assumptions, and converge at rate n κ , where κ = 2/(p+q +1), 2/(p+q) or 1/(p+q) for the VRS-DEA, CRS-DEA, and FDH cases, respectively, and have limiting distributions.
To date, there are no tractable, analytical expressions for the asymptotic distributions of the VRS-DEA and CRS-DEA efficiency estimators. The FDH estimators have been shown to have limiting Weibull distributions, but these involve unknown parameters that are difficult to estimate. Consequently, bootstrap methods appear to be the only practical avenue toward inference on θ(x, y); see Kneip et al. (2008 Kneip et al. ( , 2011 and Simar and Wilson (2011a) for results on consistent inference about θ(x, y) using bootstrap or subsampling methods.
As noted in Section 1, however, much less is known about how to make inference about the population mean µ θ = E(θ(X, Y )) from a sample X n of n identically, independently distributed (iid) observations (X i , Y i ). One might wish to make inference about µ θ for several reasons.
For example, means are often used to summarize results, to compare efficiency among different groups of producers, to characterize what one might expect "on average," etc. An empirical mean of VRS-DEA, CRS-DEA, or FDH estimators, using the n observations in X n , might seem to be a natural estimator of µ θ . For example, one might use
on the RHS of (2.8) signifies that efficiency for a random point (X i , Y i ) ∈ X n is estimated relative to the random sample X n . 5
Sample means are arguably the most common statistics in use, and existence of the wellknown set of central limit theorem results makes inference straightforward in many contexts.
Here, however, a number of problems arise. The sample mean in (2.8) involves a mean of estimators, as opposed to true values θ(X i , Y i ). In addition, the θ(X i , Y i ) on the RHS of (2.8) are evaluated at random points (X i , Y i ), instead of at fixed points. 6 This is an important distinction, because all of the available results on VRS-DEA, CRS-DEA, and FDH estimators cited above are for fixed points, and not for random points. Since the θ(X i , Y i ) are evaluated at random points, one must consider covariances among the terms on the RHS of (2.8). Still another complication arises from the fact that only points in a neighborhood of the frontier (as opposed to those in the interior of Ψ lying "far" from the frontier Ψ ∂ ) have potential to affect θ(X i , Y i ), and some of the (X i , Y i ) on the RHS of (2.8) may fall near the frontier. As will be seen below, the bias of the estimators of θ(X i , Y i ) turns out to be far more critical than the covariance. In fact, due to the rates of the bias and variance, standard central limit theorem results cannot be used with (2.8) to make inference about µ θ except in special cases where the number of dimension (p + q) is exceptionally small.
Asymptotic moments of efficiency estimators
This section presents new results on the moments of VRS-DEA, CRS-DEA, and FDH efficiency estimators when evaluated at random points; these results will be used later in Section 4 to (i) to demonstrate why standard central limit theorems such as the Lindeberg-Feller Theorem cannot be used in the case of sample means of nonparametric efficiency estimators when there are more than a small number of dimensions; (ii) derive new results which can be used to make inference about µ θ , and (iii) in Section 5 to show that there are additional problems, beyond those described by Wilson (2007, 2011b) , when efficiency estimates from a first-stage analysis are regressed on some covariates in a second stage.
Some additional assumptions are needed. Proofs of the theorems, which can be skipped by less-technical readers, are given in a separate, technical appendix available from the authors on request. The following assumptions are needed for the case of the VRS-DEA estimator; some of these will be used also for the CRS-DEA and FDH cases. Assumption 3.4. D is almost strictly convex; i.e., for any (x, y), ( x, y) ∈ D with ( x x , y) = ( x x , y), the set {(x * , y * ) | (x * , y * ) = (x, y) + α(( x, y) − (x, y)) for some 0 < α < 1} is a subset of the interior of D.
Assumptions 3.1-3.3 are similar to assumptions needed by Kneip et al. (2008) to establish the limiting distribution of the VRS-DEA estimator, except that there, θ(x, y) was only required to be twice continuously differentiable. Here, the addition of Assumption 3.4 and the additional smoothness of θ(x, y) in Assumption 3.3 are needed to establish results beyond those obtained in Kneip et al. (2008) .
The first result gives moments of the VRS-DEA estimator of θ(X i , Y i ).
Theorem 3.1. Under Assumptions 2.1-2.2 and 3.1-3.4, there exists a constant 0 < C 0 < ∞ such that for all i, j ∈ {1, . . . , n}, i = j,
The value of the constant C 0 depends on f and on the structure of the set D ⊂ Ψ.
As seen in the proof of Theorem 3.1 in the separate, technical appendix mentioned earlier, for any (x, y) in the interior of D, the asymptotic variance of the VRS-DEA estimator is of order n − 4 p+q+1 . The slower rate of convergence established in (3.2) is due to (a rough approximation of) boundary effects.
For the case of the CRS-DEA estimator, Assumption 3.4 must be replaced by the following condition.
Assumption 3.5. (i) For any (x, y) ∈ Ψ and any a ∈ [0, ∞), (ax, ay) ∈ Ψ; (ii) the sup-
where y 1 denotes the first element of the vector y.
The conditions on the structure of Ψ (and D) given in Assumptions 3.4 and 3.5 are incompatible. It is not possible that both assumptions hold simultaneously.
In the following, for any compact, convex set H ⊂ R p
Theorem 3.2. Under Assumptions 2.1-2.2, 3.1-3.3, and 3.5, the following results hold for any (x, y) ∈ H 0 n :
(i) For any y = (y 1 , . . . , y q ) ∈ R q with y 1 > 0, define the q − 1 dimensional vector y = (y 2 /y 1 , . . . , y q /y 1 ) , and let X *
. Then
where H * n is the convex hull of X * n . Furthermore, let X n,≥y 1 :
The value of the constant C 1 depends on f and on the structure of the set D ⊂ Ψ.
Part (i) of Theorem 3.2 is a key for deriving part (ii), but is otherwise not directly necessary for deriving the central limit theorem results below in Section 4. Since the number of observations with y 1 i ≥ y will be proportional to n, the inequality in (3.5) indicates that under the assumption of CRS, the ordinary VRS-DEA estimator (when adding the point (0, 0) to X n ) also converges at rate n − 2 p+q . This result is new and unexpected.
Turning now to the FDH estimator, the following assumption is needed.
Assumption 3.6. (i) θ(x, y) is twice continuously differentiable on D; and (ii) all the firstorder partial derivatives of θ(x, y) with respect to x and y are nonzero at any point (x, y) ∈ D.
Note that the free disposability assumed in Assumption 2.2 implies that θ(x, y) is monotone, increasing in x and monotone, decreasing in y. Assumption 3.6 additionally requires that the frontier is strictly monotone and does not possess constant segments (which would be the case, for example, if outputs are discrete as opposed to continuous, as in the case of ships produced by shipyards). Finally, part (i) of Assumption 3.6 is weaker than Assumption 3.3; here the frontier is required to be smooth, but not as smooth as required by Assumption 3.3. 7
Theorem 3.3. Under Assumptions 2.1-2.2, 3.1, 3.2, and 3.6, there exists a constant 0 < C 2 < ∞ such that for all i, j ∈ {1, . . . , n}, i = j,
The value of the constant C 2 depends on f and on the structure of the set D ⊂ Ψ. 4 Asymptotic distribution of µ n and inference on µ θ
As noted earlier, the results from the previous section can now be used to explain why existing central limit theorems are inapplicable when using sample means of VRS-DEA, CRS-DEA, or FDH efficiency estimators in more than 2, 3, or 1 dimensions (respectively) to make inference about µ θ , and to derive new results that permit inference about µ θ .
In order to simplify notation, results from Section 3 can be summarized by writing
for all i, j ∈ {1, . . . , n}, i = j. The values of the constant C, the rate κ, and the remainder term R n,κ depends on which estimator is used (here, we suppress the labels "VRS," "CRS,"
or "FDH" on θ and µ n . Of course, the results outlined here depend on the corresponding relevant assumptions required by Theorems 3.1-3.3. Under VRS with the VRS-DEA estimator, κ = 2/(p + q + 1) and R n,κ = O(n −3κ/2 (log n) α 1 ); under CRS with either the VRS-DEA or VRS-CRS estimator, κ = 2/(p + q) and R n,κ = O(n −3κ/2 (log n) α 2 ); while under only the free disposability assumption (but not necessarily CRS or convexity) with the FDH estimator, we
. The values of α j > 1, j = 1, 2, 3 are given in the theorems from Section 3. For purposes of the results in this section, the log n factor appearing in the theorems of Section 3 will not play a role. Most of the results below rely on the fact that in each case, R n,κ = o (n −κ ); the remainder term will only be considered when it is possible to obtain asymptotic refinements.
Denote µ θ = E(θ(X, Y )) and σ 2 θ = VAR(θ(X, Y )), and assume both quantities are finite. In order to make inference about µ θ , consider the quantities
Under mild assumptions, the Lindeberg-Feller Central Limit Theorem establishes the limiting distribution of θ n ; i.e.,
Of course, θ n is unobserved, as is µ θ ; as noted in Section 1, µ n is typically used to estimate µ θ .
The following basic result will be useful for examining the properties of µ n . 
Proof. Assertion 4.7 follows directly from the theorems in Section 3. To prove 4.8, first note that
Using (4.1),
Using the Cauchy-Schwartz inequality, (4.2) and (4.9), the last term in VAR
can be bounded by o n −κ/2 , completing the proof.
The following theorem provides a consistent estimator of σ 2 θ , and establishes the basic properties of µ n .
Theorem 4.1. Let µ n = E( µ n ). Under the assumptions of Lemma 4.1, the following
Proof. Consider the sequence of random variables
. From (4.1) we have E(ζ n ) = Cn −κ + R n,κ , and using (4.2) and (4.3) we obtain
Since µ n = µ θ + E(ζ n ), we have (i). For part (ii), we have µ n − µ n = θ n − µ θ + η n where η n = ζ n − E(ζ n ) has mean zero and variance VAR(η n ) = VAR(ζ n ) = n −1 o(n −κ ). Hence η n = o p n −1/2 . Part (iii) is a direct consequence of (ii). The proof of (iv) is also direct:
Using the results of Lemma 4.1 yields the desired result.
This theorem shows in particular that in each of the three settings (i.e., VRS-DEA, CRS-DEA, or FDH), and under the appropriate set of assumptions, µ n is a consistent estimator of µ θ , with a bias term of order Cn −κ . But it also illustrates the fact that the bias will kill the variance if we want to use µ n to make inference about µ θ . This can be seen by writing result
(4.10)
If κ > 1/2, the bias term in (4.10) is dominated by the factor √ n and thus can be ignored;
in this case, standard, conventional methods can be used to obtain confidence intervals for µ θ .
Otherwise, the bias is constant if κ = 1/2, or explodes if κ < 1/2. Note that κ > 1/2 if and only if p + q ≤ 2 in the VRS case, or if and only if p + q ≤ 3 in the CRS case. In the FDH case, this occurs only in the univariate case with p = 1, q = 0. Replacing the scale factor √ n in (4.10) with n γ , with γ < κ ≤ 1/2, is not a viable option. Although doing so would make the bias disappear as n → ∞, it would cause the variance to converge to zero whenever κ ≤ 1/2. 8
In general, whenever κ ≤ 1/2, Theorem 4.1 makes clear that additional work is needed to make inference about the mean µ θ in general situations. The results so far suggest either (i) using a different estimator for µ θ , or (ii) incorporating a suitable estimator of the bias.
An easy way to address the issue of controlling both bias and variance, for general number of dimensions (p + q), is to rescale the estimator of the population mean µ θ by an appropriate factor different from √ n when κ ≤ 1/2. Consider the factor n κ = [n 2κ ] ≤ n, where [a] denotes the integer part of a (note that this covers the limiting case of κ = 1/2). Then assume the observations in the sample X n are randomly ordered, and consider the latent estimator
Of course, θ nκ is unobserved, but it can be estimated by
where the notation θ(X i , Y i | X n ) serves to remind the reader that the individual efficiency estimates are computed from the full sample of n observations. Here again, one can use either the VRS, CRS or FDH version of the estimator. Under the appropriate set of assumptions, the properties of this estimator are given in the next theorem.
Theorem 4.2. Under the assumptions of Lemma 4.1, for cases where κ ≤ 1/2, as n → ∞,
Proof. Since n κ = n 2κ → ∞ as n → ∞, √ n κ θ nκ − µ θ L −→ N (0, σ 2 θ ). The result follows by the same arguments leading to Theorem 4.1. In particular,
(4.14)
The right hand term has mean given by (4.1), i.e., Cn −κ + R n,κ , and variance (1/n κ )o (n −κ ).
Multiplying the two terms of the equation by √ n κ = n κ yields the result.
Since Theorem 4.2 establishes that √ n κ ( µ nκ − µ θ ) has a limiting distribution, with unknown mean, bootstrap approaches could be used to estimate this bias and so to provide confidence intervals for µ θ (note that the variance could also be estimated by the same bootstrap, or by the consistent estimator σ 2 θ,n defined above). In theory, subsampling along the lines of Simar and Wilson (2011a) could also be used to make consistent inference about µ θ . However, the estimator in (4.12) uses only a subset of the original n observations; unless n is extraordinarily large, taking subsamples among a subset of n κ observations will leave too little information to provide useful inference.
However, Theorem 4.1 provides another way to correct for the bias in (4.13). Assume that the observations (X i , Y i ) are randomly ordered, and let X (1) n/2 denote the set of the first n/2 observations in X n ; let X
(2) n/2 denote the set of remaining observations from X n (for simplicity, assume n is even). Let µ (j)
It follows from Theorem 4.1 (ii) that as n → ∞, 
which makes clear that the difference µ * n/2 − µ n reflects the bias differences. Moreover, the estimation error is of order smaller than n 1/2 . On the other hand, Theorem 4.1 (i) implies that
where the remainder has the same order as the original R n,κ . Therefore,
provides an estimator of the bias term Cn −κ . Combining results yields the following: 
as n → ∞.
It is important to note that Theorem 4.3 is not valid for κ smaller that the bounds given in the theorem. This is due to the fact that for a particular definition of R n,κ (i.e., in either the 
where z 1−α/2 is the corresponding quantile of the standard normal distribution.
The expression µ n − (2 κ − 1) −1 µ * n/2 − µ n appearing in Theorem 4.3 and in (4.22) can be viewed as resulting from a generalized jackknife statistic (e.g., see Gray and Schucany, 1972, Definition 2.1). Here, we have used jacknife samples of size n/2, but one could more generally use instead jackkife samples of size ρn, where ρ ∈ (0, 1) is a fixed constant. Of course, this would cause the term 2 κ appearing in Theorem 4.3, (4.22), and elsewhere to become instead ρ −κ .
In addition, there are n ρn possible jacknife samples. We average over only two combinations in (4.15) to avoid excessive computational burden; note that each jackknife sample requires solution of ρn linear programs in the cases of the VRS-DEA and CRS-DEA estimators. The Monte Carlo evidence presented below in Section 6 suggests that this works well, though some improvements might be possible if one is willing to incur the cost. 9
In cases where κ is smaller than the bounds given in Theorem 4.3, the idea of estimating µ θ by a sample mean of n κ efficiency estimates as above in Theorem 4.2 can be used with the bias correction introduced in this section. This leads to the following result. 
Proof. Since in all the cases R n,κ = o(n −κ ), it is clear that n κ R n,κ = o(1). Hence the remainder term can be neglected, yielding the result.
Theorem 4.4 allows construction of consistent confidence intervals for µ θ by replacing the unknown σ 2 θ by its consistent estimator σ 2 θ,n . An asymptotically correct 1−α confidence interval for µ θ is given by
where z 1−α/2 is the corresponding quantile of the standard normal distribution. Here, the normal approximation can be used directly; bootstrap methods are not necessary.
Note that when κ < 1/2, the center of the confidence interval in (4.24) is determined by a random choice of n κ = n 2κ < n elements θ(X i , Y i | X n ). This may be seen as arbitrary, but any confidence interval for µ θ may be seen arbitrary in practice since asymmetric confidence intervals can be constructed by using different quantiles to establish the endpoints. The main point, however, is always to achieve a high level of coverage without making the confidence interval too wide to be informative.
Again for κ < 1/2, the arbitrariness of choosing a particular subsample of size n κ in (4.24)
can be eliminated by averaging the center of the interval in (4.24) over all possible draws (without replacement) of subsamples of size n κ . Of course, this yields an interval centered on µ n , i.e., µ n − (2 κ − 1) −1 µ * n/2 − µ n ± z 1−α/2 σ θ,n /n κ .
(4.25)
The only difference between the intervals (4.24) and (4.25) is the centering value. Both intervals are equally informative, because they possess exactly the same length, (2z 1−α/2 σ θ,n /n κ ). The interval (4.25) should be more accurate (i.e., should have higher coverage) because µ n is a better estimator of µ θ (i.e., has less mean-square error) than µ nκ . If κ < 1/2, then n κ < n, and hence the interval in (4.25) contains the true value µ θ with probability greater than 1 − α, since by the results above, it is clear that the coverage of the interval in (4.25) converges to 1 as n → ∞. This is confirmed by the Monte Carlo evidence presented below in Section 6.
In cases with sufficiently small dimensions, either Theorem 4.3 or 4.4 can be used to provide different asymptotically valid confidence intervals for µ θ . For the VRS-DEA and CRS-DEA estimators, this is possible whenever κ = 2/5 and so n κ < n. The interval (4.22) uses the scaling √ n and neglects, in Theorem 4.3, a term √ nR n,κ = O(n −1/10 ), whereas the interval (4.24) uses the scaling n κ , neglecting in Theorem 4.4 a term n κ R n,κ = O(n −1/5 ). We thus may expect a better approximation by using the interval (4.24). The same is true for the FDH case when κ = 1/3, where the interval (4.22) neglects terms of order O(n −1/6 ) whereas the error when using (4.24) is only of order O(n −1/3 ). These remarks will be confirmed in some of our Monte-Carlo experiments.
Extension to Two-Stage Approaches
Two-stage estimation procedures where technical efficiencies are estimated in a first stage and then regressed in a second stage on some environmental variables Z ∈ R r are very popular in the efficiency literature. Wilson (2007, 2011b) observed that hundreds of papers have used this approach for explaining inefficiency in terms of environmental variables, and propose a well-defined, coherent statistical model in which the second stage regression is meaningful.
In particular, this involves a separability condition requiring that the shape of the attainable set Ψ is not affected by the variables in Z. Any effect of these variables on the production process is only through the distribution of the efficiencies inside Ψ, but the Z-variables do not affect the support of Ψ itself. Banker and Natarajan (2008) propose a different statistical model where the second-stage regression is meaningful, but the model is rather restrictive and based on unrealistic assumptions on the production process (see Simar and Wilson, 2011b for details).
Even if a statistical model is defined in which the second stage regression is potentially meaningful, an additional difficulty arises in the second stage regression from the fact that, as in the problem described in Section 4, the true unobserved Farrell measures of efficiencies are replaced by their DEA estimators on the left-hand side of the second-stage regression. The analysis from Section 4 can be easily extended to the case of second-stage regressions. For ease of exposition, the discussion below is presented in terms of a simple linear model where the effects of covariates in Z on firms' efficiencies can be estimated by ordinary least squares (OLS). 10 The main part of the message coming from the following analysis is analogous to the message in Theorem 4.1; i.e., under appropriate, mild regularity conditions, second-stage regressions yield consistent estimators of the given model, and inference by appropriate bootstrap methods is 10 OLS is used here only as an illustration; in practice, one would use truncated regression or other methods as appropriate. The arguments given below are relevant to other second-stage specifications such as the truncated normal regression described in Simar and Wilson (2007) or the nonparametric truncated regression discussed by Park et al. (2008). possible, but at a much lower rate than √ n as the number of dimensions, p + q, increases. This was the message in Wilson (2007, 2011b) , but the results obtained in this paper give additional insight into the problem.
Consider a simple model where, in addition to the assumptions of Lemma 4.1, we assume the following:
Assumption 5.1. (i) The environmental factors Z do not influence the shape of the attainable set Ψ (this is the "separability" condition described by Simar and Wilson, 2007) ; and (ii) the variables Z influence on the production process through the following simple mechanism:
where Z denotes the n × (r + 1) matrix of observed values of Z, β is a vector of parameters,
Of course, the dependent variable in (5.1) is bounded, and so a truncated regression specification such as the one in Simar and Wilson (2007) would be more appropriate. Although one would use truncated regression in practice, the simple linear specification in (5.1) serves to illustrate the issues without the additional complication of nonlinear estimation required for a truncated regression specification, and allows the parameter vector β (which is the object of interest) to be estimated by OLS. For purposes of the discussion here, assume that the first element of Z is 1 to represent an intercept.
If the true, but unknown θ(X i , Y i ) were available, the usual OLS estimator of β would be given by
where θ is the n × 1 vector of elements θ(X i , Y i ), i = 1, . . . , n. Under mild regularity conditions
However, the result in (5.3) is not helpful because θ, which is needed for β, is not observable.
The only possibility, and what is done in practice, is to replace the unobserved θ with the vector θ of efficiency estimators; each element of θ is an estimator of the corresponding element of θ.
After substitution, (5.3) becomes (5.4) This can be decomposed by writing
The asymptotic behavior of the latter term depends on the chosen estimator and is given below in Theorem 5.1.
Before turning to the theorem, an additional assumption is needed.
. . , n, are iid random variables, and the marginal density f of (X i , Y i ) has support D (which is assumed to satisfy the assumptions imposed in Sections 2 and 3).
(ii) The variables Z is , s = 1, . . . , r, have finite fourth moments, and the conditional distribu- (iii) There exists a positive definite matrix Q such that n −1 (Z Z) = Q + O P (n −1/2 ).
Note that Assumption 5.2 (i) does not exclude that, for example, the first element Z i1 of Z i is an intercept and thus identical to 1. In this case Z i1 , i = 1, . . . , n, can be interpreted as i.i.d.
random variables with P (Z i1 = 1) = 1.
Theorem 5.1. Under the conditions of Lemma 4.1 together with Assumptions 5.1 and 5.2 we obtain:
(i) There exists a vector C ∈ R r as well as a sequence of vectors R n,κ ∈ R r satisfying
where κ = 2/(p + q + 1) and κ * = 3κ/2, κ = 2/(p + q) and κ * = 3κ/2, or κ = 1/(p + q) and κ * = 2κ for the VRS-DEA, CRS-DEA, or FDH estimators, respectively.
The proof is given in the separate, technical appendix.
Note that in the regression context, Theorem 5.1 constitutes a direct generalization of Theorem 4.1 in Section 4. Again, result (ii) in Theorem 5.1 demonstrates clearly why the usual central limit theorem results cannot be used for making inference unless κ > 1/2, due to the inherent bias in β which is of order O(n −κ ). In order to construct confidence intervals or test of significance for β we can thus rely on techniques similar to those developed in Section 4 for inference about sample means.
A first step consists in defining an estimator of the leading bias term. In the same way as in Section 4 divide X n into the sets X
(1) n/2 and X
(2) n/2 of the first and second n/2 observations in X n . Let θ (1) n/2 and θ (2) n/2 denote the efficiency estimators obtained using only the observations in X (1) n/2 and X (2) n/2 , respectively, and let Z (j) n/2 , j = 1, 2 be the corresponding matrices of Z-values.
By (5.6) and the definition of β we have β * n/2 = β + 2 κ Q −1 Cn −κ + O(R n,κ ) + o p (n −1/2 ), and therefore
provides an approximation of the first order error term. If κ ≥ 2/5 then R n,κ = o p (n −1/2 ), and the above arguments lead to the following theorem:
Theorem 5.2. Under the Assumptions of Theorem 5.1, for κ ≥ 2/5 for the VRS and CRS cases or κ ≥ 1/3 for the FDH case,
The diagonal elements of Q can be consistently estimated by the diagonal elements q ss := ((n −1 Z Z) −1 ) ss of the matrix (n −1 Z Z) −1 , s = 1, . . . , r. Theorem 5.1 (c) defines a consistent estimator σ 2 n of the error variance σ 2 . Hence, under the conditions of Theorem 5.2 an asymptotically valid (1 − α) confidence interval for the s-th element β s of β is given by (5.10) where z 1−α/2 is the corresponding quantile of the standard normal distribution.
If p + q is large, then the resulting value of κ will be smaller than required by Theorem 5.2.
Similar to the approach of Section 4 one may then rely on a reduction of the sample size.
Define the OLS estimator of β based on a random subset of size n κ = [n 2κ ] of the data (drawn without replacement). For simplicity of notation, assume that the order of the data is random, so that Z nκ and θ nκ are the first n κ row entries of Z and of θ, and
Theorem 5.3. Under the Assumptions of Theorem 5.1, as n → ∞,
and it is easily verified that (5.7) generalizes to β nκ −β−Q −1 Cn −κ −Q −1 R n,κ = β−β+o p (n −κ ).
Since R n,κ = o p (n −κ ) and by (5.8) (2 κ − 1) −1 ( β * n/2 − β) = Q −1 Cn −κ + o p (n −κ ), the assertion of the theorem is an immediate consequence.
Theorem 5.3 implies that for κ ≤ 1/2, an asymptotically correct 1 − α confidence interval for β s , s = 1, . . . , r is given by β nκ;s − (2 κ − 1) −1 β * n/2;s − β s ± z 1−α/2 σ n q ss /n κ .
(5.13)
Similar to the arguments in Section 4, for κ < 1/2, the arbitrariness of choosing a particular subsample of size n κ in (4.24) can be eliminated by replacing β nκ;s by the original estimator β s , s = 1, . . . , r. Since β s possesses a faster rate of convergence than β nκ;s , one can conclude that for large n the interval β s − (2 κ − 1) −1 β * n/2;s − β s ± z 1−α/2 σ n q ss /n κ (5.14)
contains the true values β s with probability greater than 1 − α.
Note that due to "nonlinearities" introduced by (random) differences of the matrices (Z nκ Z nκ ) −1 , β s will typically not be equal to the average of β nκ;s over all possible draws (without replacement) of subsamples of size n κ . This effect can be eliminated by using a modified estimator β * nκ := (n −1 Z Z) −1 n −1 κ Z nκ θ nκ . Note also that Theorem 5.3 as well as (5.13) remain true if β nκ;s is replaced by β * nκ;s . However, in any case the interval given by (5.14) possesses a superior coverage probability. x 1/p j (6.1) with x j ∈ (0, 1) ∀ j ∈ {1, . . . , p}. In addition, let the true (marginal) density of the input inefficiency be given by
Monte Carlo Evidence
so that E(θ) = µ θ = 0.75. In each Monte Carlo experiment, n points (X eff i , Y i ) are generated uniformly along the simulated technology, and then projected away from the frontier using draws from f θ to compute X i = θ −1 i X eff i to create a simulated sample X n = {(X i , Y i )} n i=1 . 11 Each experiment consists of 1,000 Monte Carlo trials. On each trial, a sample of size n is generated, and efficiency is estimated for each simulated observation (X i , Y i ), using the entire simulated sample as the reference set. Let µ nκ denote the rescaled sample mean defined by (4.12), computed from either VRS-DEA, CRS-DEA, or FDH efficiency estimates. Confidence intervals are then estimated on each Monte Carlo trial for µ θ using each of three methods:
(i) normal approximation using (4.22), based on Theorem 4.3, using µ n to estimate µ θ , but incorporating (4.20) to correct for bias;
(ii) normal approximation using (4.24), based on Theorem 4.4, using µ nκ to estimate µ θ and incorporating (4.20) to correct for bias; and (iii) normal approximation using (4.25), based on averaging the intervals obtained by method (iii) over the possible disjoint subsets of size n κ .
For each of these three methods, the proportion of Monte Carlo trials where the estimated confidence intervals cover the true value µ θ = 0.75 are reported as estimated coverages. Experiments are conducted with two sets of four different dimensionalities. For the VRS technology, these are p = q = 1, p = 2, q = 1, p = q = 2, and p = q = 3. For the CRS technology, the dimensions are p = q = 1; p = 2, q = 1; p = 3, q = 1; and p = 5, q = 1. Table 1 shows estimated coverages using methods (i)-(iii) listed above for the case of the VRS-DEA estimator and the VRS technology. Since these methods use normal approximations, no bootstrapping is required; this avoids some computational burden, and so experiments were performed in each case for sample sizes n ∈ {100, 200, 500, 1, 000, 5, 000, 10, 000} and with two, three, four, and six dimensions as described earlier. Table 1 gives three sets of results corresponding to methods (i)-(iii); in each set, estimated coverages of 90-, 95-, and 99-percent confidence intervals are reported. Tables 2 and 3 are organized similarly, with Tables 2 giving   results for the CRS-DEA estimator and the CRS technology, and Table 3 showing results for the FDH estimator and the VRS technology.
Turning to the first column of results in Table 1 corresponding to method (i), recall that Table 4 .3 confirm that method (i) "works" in the sense that for a given number of dimensions, coverages increase with sample size and approach the nominal coverages (the results in the table show small decreases in coverages in some cases when sample size is increased from 5,000 to 10,000, but the decreases are not statistically significant). For given sample sizes, coverages worsen slightly as the number of dimensions increases, as expected. However, with six dimensions (p = q = 3), coverages obtained with method (i) are poor, and begin to decline significantly when the sample size is increased from 5,000 to 10,000. This is to be expected, since Theorem 4.3 holds in this case only if the number of dimensions is no more than four.
Results shown for method (ii) in Table 1 are identical to those shown for method (i) for p = q = 1 and p = 2, q = 1. This is due to the fact that, for the VRS-DEA estimator, n κ = n.
With p = q = 2 and p = q = 3, coverages attained by method (ii) are greater, and closer to nominal values, than those achieved by method (i). In particular, method (ii) does not break down for the six-dimensional case, unlike method (i). With method (ii), achieved coverages are close to their nominal values with n = 500, even with six dimensions. For the case where (p+q) = 4, coverages by method (ii) are better than those obtained with method (i) (i.e., closer to nominal coverages) in every case, confirming the remarks in the last paragraph of Section 4.
Coverages attained by method (iii) for p = q = 1 and p = 2, q = 1 are also identical to those achieved by methods (i)-(ii), again due to the fact that n κ = n in these cases. For p = q = 2, however, the coverages achieved by method (iii) exceed nominal coverages for n ≥ 500; with p = q = 3, achieved coverages are greater than nominal coverages for n ≥ 200. Recall from the discussion in Section 4 that the intervals in (4.24) and (4.25) are of the same width, and differ only in where they are centered. The width of the intervals in method (ii) reflect the greater uncertainty in µ nκ , as opposed to µ n in method (iii). Since method (iii) centers on an estimator of µ θ with less mean-square error than does method (ii), coverages of intervals constructed using method (iii) are larger than those constructed using method (ii). In addition, since the intervals obtained by method (ii) have asymptotically correct coverage, the intervals from method (iii) must necessarily have coverages larger than nominal values. The results in Table 1 show that the intervals from method (iii) eventually yield coverages of 100-percent as the sample size is increased.
Ordinarily, one might reject intervals that cover in every case; typically, this would happen when intervals are too wide to be informative. Here, however, the situation is differentthe intervals obtained from method (iii) are, by construction, of exactly the same width as the intervals from method (ii) which have asymptotically correct coverages. Although the interpretation might differ, the intervals from method (iii) are more informative about µ θ than those from method (ii). Table 2 obtained with the CRS-DEA estimator and the CRS technology. Results obtained with methods (i)-(iii) are identical for the cases with two, three, or four dimensions. This is due to the fact that for the CRS-DEA estimator under CRS, n κ = n for p + q ≤ 4. Method (i) is seen in Table 2 to "work" when the number of dimensions is two, three, or four, but not when p + q = 6. Again, this is due to the fact that Theorem 4.3 is valid only for κ ≥ 2/5, or p + q ≤ 5. Results for methods (i)-(iii) with the CRS-DEA estimator are qualitatively similar to those for the VRS-DEA estimator. For smaller numbers of dimensions, the coverages in Table 2 are in many cases closer to the corresponding nominal coverages than are the coverages in Table 1 when the sample size is 100 or 200. This may be due to the faster convergence rate of the CRS-DEA estimator.
Turn now to the results in
In the case of the FDH estimator, the condition κ ≥ 1/3 in Theorem 4.3 means that p + q must be no more than three in order for method (i) to provide consistent inference. The first column of results in Table 3 indicate that with the FDH estimator, method (i) yields good coverage when p = q = 1. The results also show that coverage increases with sample size when p = 2, q = 1, but in fact coverages are well short of their nominal levels even with n = 10, 000 with three dimensions. With four or six dimensions, coverages appear to tend toward zero as sample size increases. By contrast, methods (ii)-(iii) are seen to yield coverages that are qualitatively similar to those achieved with the VRS-DEA and CRS-DEA estimators. For the case where (p + q) = 3, coverages by method (ii) are better than those obtained with method (i) (i.e., closer to nominal coverages) in every case, again confirming the remarks in the last paragraph of Section 4. With the FDH estimator, coverages when n = 100 or 200 are smaller than with the DEA estimators, but the coverages improve as sample size increases. One might reasonably expect coverages in Table 3 to be smaller than corresponding coverages in Tables 1-2 due to the slower convergence rate of the FDH estimator.
Conclusions
Nonparametric estimators (DEA or FDH) of efficiency are widely used in production analysis.
The statistical properties of estimators of individual efficiencies are well known and bootstrap techniques have been developed for making inference. This paper establishes asymptotic properties of statistics that are functions of these estimators. The main difficulty is that in such statistics, the efficiency estimators are evaluated at random data points, where some of them may fall near the boundary of the attainable set.
We first establish new results for the asymptotic moments (mean, variance and covariances) of the efficiency estimators evaluated at random data points. We then analyze a simple and useful statistic: the mean of the efficiency estimates over the sample points. We consider the FDH, the VRS-DEA, and the CRS-DEA cases.
Our results show that the usual central limit theorems are not applicable unless the dimension of the problem (i.e., the number of inputs and outputs) is exceptionally small. The problem comes mainly from the bias of the individual efficiency estimates, and the fact that this bias does not vanish at an appropriate rate, except in cases involving small dimensions.
For the general case, we overcome this problem by using a mean computed over a subsample of data points; the subsample size is chosen to tune the bias and variance in order to obtain a stable, nondegenerate limiting distribution. We then propose a more general central limit theorem for DEA or FDH efficiency estimators.
In all cases, it is still necessary to remove the bias. This is accomplished using an estimator of the bias that allows construction of confidence intervals using normal quantiles, thereby avoiding computationally-burdensome bootstrap techniques. Monte-Carlo experiments confirm our theoretical results.
We show that our results can be extended to more sophisticated statistics, e.g., to OLS estimators that are sometimes used in the literature as part of a second-stage analysis to explain the variation in estimated efficiencies in terms of environmental factors, for cases where such two-stage analysis is appropriate. Future developments include extensions to various testing problems mentioned in Section 1, nonparametric second stage regressions along the lines of Lewbel and Linton (2002) , etc. Although it is rather uncommon to find situations in econometrics where the bias of a statistic is of larger order than its standard deviation, a similar situation arises in Daouia et al. (2012) where a regularized, trimming estimator instead of an extreme value estimator linked to the limiting Weibull distribution is used to estimate a nonparametric boundary. The trimming estimator is found to have a normal limiting distribution, and when the trimming parameter m → ∞ at an appropriate rate, the resulting estimator has a limiting standard normal distribution when scaled by the appropriate rate of convergence. However, the bias introduced by the trimming is of larger order than this rate. Daouia et al. (2012) introduce a specific estimator of the bias; the bias estimator is based on regularity conditions on the behavior of the density of the data near the boundary. The method developed in this paper might be a useful, perhaps less-restrictive alternative for estimating the bias term in more general frameworks. In addition, our results might be useful in truncated regression problems such as the one considered by Khan and Lewbel (2007) , where the point at which the left-hand side variable is truncated is unknown, and the truncation induces truncation of the right-hand side variables; Khan and Lewbel are concerned with multivariate support boundaries in the first stage of their estimation, which is similar to the problem in our context. 
