The main purpose of this paper is to use regression models to explore the factors affecting housing prices as well as apply spatial aggregation to explore the changes of urban space prices. This study collected data in Taitung City from the year 2013 to 2017, including 3533 real estate transaction price records. The hedonic price method, spatial lag model and spatial error model were used to conduct global spatial self-correlation tests to explore the performance of house price variables and space price aggregation. We compare the three models by R 2 and Akaike Information Criterion (AIC) to determine the spatial self-correlation ability performance, and explore the spatial distribution of prices and the changes of price regions from the regional local indicators of spatial association spatial distribution map. Actual analysis results show an improvement in the ability to interpret real estate prices through the feature price mode from the R 2 value assessment, the spatial delay model and the spatial error model. Performance from the AIC values show that the difference of the spatial delay model is smaller than that of the feature price model and the spatial model, demonstrating a better performance from the space delay model and the spatial error model compared to the feature price model; improving upon the estimation bias caused by spatial self-correlation. For variables affecting house pricing, research results show that Moran's I is more than 0 in real estate price analysis over the years, all of which show spatial positive correlation. From the LISA analysis of the spatial aggregation phenomenon, we see real estate prices rise in spaces surrounded by high-priced real estate contrast with the scope of space surrounded by low-cost real estate shifting in boundary over the years due to changes in the location and attributes of real estate trading transactions. Through the analysis of space price aggregation characteristics, we are able to observe the trajectory of urban development.
Introduction
Real estate should be treated no differently than any other commodity-that is, a combination of usefulness and exchange value. The basis of real estate price is always its value. On the whole, real estate prices are essentially the monetary performance of real estate value. However, there are specificities. Differences are evident when comparing the price formation of real estate and that of other commodities. Real estate prices are a sophisticated class of economics encompassing land and building prices. Moreover, real estate prices are affected by a myriad of complex factors, such as overall environmental factors and independent environmental factors, as described by Wu [1] and Wang [2] . These factors include income, national savings, money supply, supply-side policy, trade volume, and lending rates. Studies on independent environmental factors explore the effects of regional environments on real estate. These factors include access to public facilities, location, environment, convenience of transportation, residential density, household characteristics, housing type, purpose, size, number of rooms, age of building, and floor level [3] [4] [5] [6] [7] [8] .
The hedonic price method is typically used to evaluate the hedonic price of real estate [9] [10] [11] [12] [13] [14] [15] . The flaw of this method is that a homogeneous approach is adopted to process all geographic conditions without taking into account the spatial changes when valuating real estate with spatial variance or when calculating the hedonic prices of specific attributes. In other words, the hedonic price method consolidates influence factors into a static model and views error terms as independent terms that are distributed regularly and uniformly. This method fails to account for the possibility that the real estate prices of a specific region could be influenced by those of neighboring regions. Moreover, conventional statistical techniques explain spatial data poorly and overlook the fact that some influence variables are spatial features with non-stationary conditions, such as spatial dependence and spatial heterogeneity [16, 17] . Methods that cannot explain the effects of spatial variability on real estate prices through spatial analysis are known as global analysis in the field of spatial statistics [18] . The buildings corresponding to each real estate price are located in a space. Such spaces change on a daily basis concurrently with peripheral facilities, or they may contain specific factors that attract buyers, leading to spatial clustering [18] . Spatial location can be incorporated into global analysis models as a characteristic variable to create local analysis models that overcome the flaw of overlooking characteristics [19] . Local analysis is the spatial analysis of geographic conditions through geographical observation. In other words, local analyses aim to observe how each characteristic affects the hedonic prices of different properties and how these characteristics cause spatial instability. However, local analysis processes are more complicated than those of global analysis because each data entails a clear and specific region.
Real estate is an immovable product that is permanently attached to a parcel of land [20] . Therefore, real estate data and model constructs must contain spatial attributes. Spatial statistics refers to the application of statistics in the analysis of spatial targets to obtain the rules or structures concerning the geospatial distribution of these targets [21] . Subsequently, advancements in theoretical applications and geographic information systems (GIS) have facilitated the flow of big spatial data, from input and storage, helping researchers quickly process vast amounts of spatial data and elucidate the phenomena and characteristics of spatial changes in the real world [22] [23] [24] [25] . In this study, the global Moran's I was adopted as the measure of spatial autocorrelation to test whether aggregated characteristics were present in the real estate prices of Taitung City. The measure was used to create a spatial autocorrelation regression model, and subsequent spatial autocorrelation coefficient maps to analyze whether real estate prices constituted a hierarchical distribution in a given space. Finally, the local indicators of spatial association (LISA) of ArcGIS was applied to perform a year-by-year local analysis and determine the scope of clustering and range of real estate prices in the research region. In addition, the spatial display function of ArcGIS was used to determine the degree of clustering and distribution status of real estate prices and the year-by-year location changes in the research region.
Autocorrelation
Spatial statistics is the statistical analysis of geographical relationships, including spatial allocation, spatial autocorrelation, and spatial association [26] . Spatial statistics primarily entails incorporating spatial dependence concepts into a statistical analysis to produce favorable predictions and effective parameter estimations from given data [27] [28] [29] [30] [31] . Autocorrelation is within the scope of spatial statistics. It refers to the statistical analysis of single variables of different observation targets. Spatial autocorrelation entails determining the autocorrelation of specific spatial attribute variables to elucidate the distribution characteristics of spatial elements within a given space. Anselin and Getis [32] consolidated the theoretical spatial autocorrelation and spatial dependence models proposed by Cliff and Ord [33] to test various spatial autocorrelation methods and relevant applications, including spatial autocorrelation analysis, spatial lag price variables, expansion theory, geographically weighted regression, and the Kriging method [22, 34, 35] . The theoretical models were used to calculate the correction coefficient. Correlated analysis results denoted "spatially clustered." By comparison, non-correlated or irregular analysis results denoted "spatially random."
The indicators for calculating spatial autocorrelation can be categorized into two groups, namely, global spatial autocorrelation indicators and local spatial autocorrelation indicators. The most common global spatial autocorrelation indicator is the Moran's I measure [36] , which explains the overall distribution of specific phenomena and whether the phenomena present clustering characteristics in a given space. However, the Moran's I measure cannot accurately identify regions with the clusters. In other words, spatial dependence exists when statistical values are correlated. However, this can only explain the clustering effects in a given space without clearly highlighting the clustering regions. For local spatial autocorrelation indicators, Anselin [37] proposed the LISA, which is a set of local indicators for inferring the scope of clustering regions. Statistical significance tests are mainly performed to test the scope of clustering spatial elements relative to the entire research scope, where a higher significance denotes that spatial clustering is more prominent. In addition, the tests measure the influence of spatial elements on the spatial autocorrelation of the entire research scope, where elements with a higher influence are the "exceptions" within the region or the point of spatial clustering. A previous study found that the Moran's I test method was most commonly used in testing global spatial autocorrelation and the LISA analysis method was most commonly used in testing local spatial autocorrelation. The LISA analysis method is currently widely applied in public health, economic development, land utilization [11, [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] . In recent years cellular automaton model (CA) has developed rapidly and has been widely used in related issues of land use change [51] [52] [53] [54] . CA is a spatial pattern of each landscape unit each land as a cell, and its specific evolutionary rules determine how it self-organizes in space and its spatial dependence to simulate changes in land use [55] . The evolution rules of CA depend on the influence of the grids and their neighbors, so the attributes and locations of the grid are factors that influence land use [56, 57] .
Spatial Regression Analysis Model
The real estate market necessitates a method to estimate real estate prices reliably. Eisenlauer [58] and Blettner [59] described how multiple regression analysis could be used to estimate property values. The most common method is the development of hedonic price regression models using real estate attributes. Then, the ordinary least squares (OLS) statistical approach was used to examine the regression coefficients of the various attributes of real estate prices and estimate housing prices. This approach overlooked the problem of spatial autocorrelation [19, 60] . Spatial data contains spatial dependence and spatial heterogeneity stemming from spatial autocorrelation, which increases analysis difficulty. Spatial clustering in error may stem from spatial dependence or spatial heterogeneity. To address the aforementioned problems, a different spatial measurement method was developed by Dubin [19] and Harry et al. [61] . Additionally, a number of techniques have been proposed and developed to deal with spatially varying coefficients [62] [63] [64] . However, one of the most recent local regression approaches corresponds to mixed geographically weighted regression (mixed-GWR) introduced by Crespo and Grêt-Regamey [65] . In addition, the most commonly used models for spatial regression analysis are spatial lag models (SLM) that contain spatial lag variables and spatial error models (SEM) for processing error terms, and the parameter estimations for both models are determined using MLE [21] .
Spatial Regression Analysis Model Establishment

Hedonic Price Method
Conventional hedonic price models adopt the OLS approach to perform traditional regression analysis on the various variables that affect real estate prices. The model is expressed as Equation (1) [9, 66] .
4 of 20 where α represents the intercept term, β 1 and β 2 represent the regression coefficients, ε i represents the error term (independent identical distribution (iid) is assumed), Y i represents the dependent variable (which refers to the unit price of real estate transactions of NT $10,000 in this study), and x i represents the independent variables (incl., overall floor area, floor level, building type, and building age). β represents the influence of the independent variables on the dependent variable. Therefore, the dependent variable changes by β for every unit increase in the independent variables. If β is a positive value, the independent variable and dependent variable have a positive relationship. If β is a negative value, the independent variable and dependent variable have a negative relationship. If β = 0, the independent variable and dependent variable are unassociated. ε represents error. The explanatory power of the independent variable on the dependent variable increases concurrently with a decrease in ε. ε = 0 represents random distribution. In a conventional regression model, the error term is typically considered normal distribution. However, when an error term fails to exhibit a normal distribution, the probability of spatial autocorrelation increases. Therefore, when attempting to resolve the problem of spatial autocorrelation, hedonic price models cannot accurately reflect spatial autocorrelation. For spatial analysis, we incorporated specific spatial variables into an SLM and an SEM to compensate for the inadequacies and identify the ideal spatial regression model.
Spatial Lag Model (SLM)
SLMs are the inclusion of spatial lag variables to explain spatial dependence caused by externalities and spillover effects. The term "lag" refers to variables in a given space, or target spatial data, that influence the spatial data of neighboring areas. The spatial data of neighboring areas also influence the target spatial data [67] . The SLM developed by consolidating the findings of numerous studies is expressed in Equation (2) [68] .
where α is the intercept term, ρ is the spatial autoregressive coefficient, WY is the spatial lag variable, β is the regression coefficient, X is the independent regression variable and ε is the error term vector. The SLM eliminates the interference caused by spatial autocorrelation and tests the effects of spatial interactions. Different from conventional regression models, such as the OLS, SLMs contain an additional spatial lag variable. This entails including a relationship matrix of the research and neighboring samples into the regression model, where ρ is the spatial autoregressive coefficient. Subsequently, whether or not the variable equals 0 (ρ 0) is evaluated to determine if spatial autocorrelation exists in the SLM [15] .
Spatial Error Model (SEM)
SEMs speculate that spatial autocorrelation is present in the error terms. This concept aims to correct model errors, particularly the presence of spatial autocorrelation. In SEMs, error terms are typically calculated by multiplying the spatial error coefficient λ with the spatial weight matrix. Then, whether or not the spatial error coefficient λ has statistical significance and equals 0 (λ 0) are evaluated to determine if spatial autocorrelation exists in the SEM. The model is expressed in Equation (3) [61] .
where α is the intercept term, β is the regression coefficient, X is the independent regression variable, ε i is the error term vector, λ is the spatial error coefficient, W is the spatial weight matrix and ξ is the modified error term. The SEM can be used to eliminate the interference of spatial autocorrelation and obtain accurate estimation results and statistical theories.
Spatial Dependence Test
When validating spatial autoregressive models, the maximum likelihood method (MLE) was used for model establishment, and the likelihood ratio test (LR test) and Lagrange multiplier test (LM test) were used to test spatial dependence [67] . When model analysis results show trends of random normal distribution in the residual space, these results suggest that autocorrelation is absent from the regression model. In this instance, establishing additional spatial models is not required. When spatial autocorrelation is evident in the residual space, the LR test can first be performed to check for spatial dependence in the SLM and SEM, and then the LM test can be performed to test the error terms in the spatial autoregressive model. The test results consequently highlight whether the SLM or the SEM is more applicable for the data.
Spatial analysis applies spatial variables to eliminate autocorrelation in the error terms. The MLE is used to estimate the fit of the spatial autoregressive model. Generally, the Akaike information criterion (AIC) is adopted to test overall goodness-of-fit. When the AIC is a positive value, a smaller AIC value denotes a stronger goodness-of-fit [67] .
Results and Discussion
Data Sources and Variable Selection
Taitung City was adopted as the scope of empirical analysis. A total of 3907 samples were collected between January 2013 and December 2017. After removing the duplicates data, a total of 3533 land and building transactions were analyzed, as tabulated in Table 1 . According to the hedonic price method, real estate price is the sum of the prices of all characteristic variables associated with the real estate. Therefore, the variance of real estate prices is caused by different characteristic variables. There is no set of standardized rules for the selection of characteristic variables. Instead, correct or reasonable characteristic variables are selected to create an empirical model that is statistically meaningful and has a reasonable degree of explanatory power. The unit price of real estate transactions was adopted as the dependent variable. The variables influencing the attributes of real estate prices can be categorized into three types, specifically: real estate characteristics, neighborhood characteristics, and location characteristics. (1) Real estate characteristics include overall floor area, floor level, building type, and building age. (2) Neighborhood characteristics include facing road width and distance from the main road. (3) Location characteristics include distance from parks, elementary schools, middle schools, train stations, and the Taitung Bus Station. A total of 11 variables in three categories were analyzed using a hedonic price method, SLM, and SEM to determine the factors of real estate prices in Taitung County.
Comparison of the Spatial Autoregressive Model
Comparisons between the Hedonic Price Method and Spatial Autoregressive Model
The real estate market is in need of a rational method for estimating real estate prices and analyzing the factors influencing price. The most common method is the establishment of a hedonic price model based on the least squares method. However, such models overlook the problem of spatial autocorrelation. Therefore, spatial autocorrelation regression models (SLM and SEM) based on MLE are required to modify the estimation errors produced by hedonic price models. In this study, Geoda software was used to test the performance of hedonic price method, SLM and SEM in analyzing the real estate prices of Taitung City (Tables 2-4) and identify the ideal model and the differences between the models.
The analysis results of real estate in Taitung City between 2013 and 2017 produced by the hedonic price method are tabulated in The effects of the main factors on real estate prices between 2013 and 2017 indicated that real estate prices reduced by NT $4, $6, $7, $6, and $5 for every meter from the Taitung Bus Station, respectively. The results suggested that the distance from Taitung Bus Station was a major factor for real estate buyers in 2015. For building type, independent housing was more favored by buyers than apartments or residential buildings. In 2013, the main factors influencing real estate prices were overall floor area and building age. In 2014, the main factors influencing real estate prices were overall floor area, building age, and distance from the Taitung Train Station. In 2015, the main factors influencing real estate prices were overall floor area, building age and facing road width. In 2016, the main factors influencing real estate prices were overall floor area and facing road width. These results show that the main factors for real estate buyers varied slightly from 2013 to 2016.
The analysis results of the SLM between 2013 and 2017 are tabulated in Table 3 . The explanatory power of the model on real estate prices is expressed as R 2 values. From 2013 to 2017, the R 2 values were 35.69%, 42.71%, 36.73%, 25.60%, and 22.19%, respectively. These results suggest that this model produced the most accurate results for 2014. The effects of the main factors on real estate prices between 2013 and 2017 indicated that real estate prices reduced by NT $3, $5, $7, $5, and $5 for every meter from the Taitung Bus Station, respectively. The results suggested that the distance from Taitung Bus Station was a major factor for real estate buyers in 2015. For building types, independent housing was more favored by buyers than apartments or residential buildings. In 2013, the main factors influencing real estate prices were overall floor area and building age. In 2014, the main factors influencing real estate prices were overall floor area, building age, distance from middle schools and distance from the Taitung Train Station. In 2015, the main factors influencing real estate prices were overall floor area, building age and facing road width. In 2016, the main factors influencing real estate prices were overall floor area and facing road width. These results show that the main factors for real estate buyers varied slightly from 2013 to 2016.
The analysis results of the SEM between 2013 and 2017 are tabulated in Table 4 . The explanatory power of the model on real estate prices is expressed as R 2 values. From 2013 to 2017, the R 2 values were 35.51%, 42.54%, 37.13%, 25.39%, and 22.24%, respectively. These results suggest that this model produced the most accurate results for 2014. The effects of the main factors on real estate prices between 2013 and 2017 indicated that real estate prices reduced by NT $4, $6, $7, $5, and $5 for every meter from the Taitung Bus Station, respectively. The results suggested that the distance from the Taitung Bus Station was a major factor for real estate buyers in 2015. For building types, independent housing was more favored by buyers than apartments or residential buildings. In 2013, the main factors influencing real estate prices were overall floor area and building age. In 2014, the main factors influencing real estate prices were overall floor area, building age, distance from middle schools, and distance from the Taitung Train Station. In 2015, the main factors influencing real estate prices were overall floor area, building age and facing road width. In 2016, the main factors influencing real estate prices were overall floor area and facing road width. These results show that the main factors for real estate buyers varied slightly from 2013 to 2016. 
Using R 2 Values to Express the Explanatory Power of the Models for Real Estate Prices
The adjusted R 2 (Adj-R 2 ) value of the hedonic price method indicated an explanatory power of 34.31%. The F-value was 44.3207. The overall model achieved a significance level of below 1%. The primary factors influencing real estate prices were overall floor area, building type, building age, and distance from the Taitung Bus Station, followed by facing road width and distance from middle schools. Floor level, distance from main roads, distance from parks, distance from elementary schools, and distance from the Taitung Train Station failed to achieve significance. The variable results indicated that the unit price of real estate decreased by NT $307 for an increase in floor area per ping. For building types, independent housing had a higher dependent variability than apartments and residential buildings. Moreover, the unit price of real estate decreased by NT $751 for an increase in building age per year and the unit price of real estate decreased by NT $4 for every meter in distance from the Taitung Bus Station.
Using R 2 Values to Explain Real Estate Prices
The R 2 value of the SLM was 0.3569, which was higher than that of the SEM (0.3551) and that of the hedonic price method (0.3511). These values suggest that the SLM improved the explanatory power of the hedonic price method by 1.65%. Moreover, the AIC value was relatively low. Generally, the AIC value is used to test the overall fit. The AIC was a positive value, where a lower value denoted a better regression equation. A comparison of the Likelihood ratio(LR) test, Lagrange Multiplier test for spatial-lag dependence (LM lag) and Lagrange Multiplier test for spatial-error dependence (LM error) values revealed that the SLM was suitable for estimating the real estate prices of Taitung City in 2013 and effectively corrected the estimation error caused by spatial autocorrelation.
Spatial Autocorrelation Analysis
Global Moran's I
Using the Moran's I measure between −1 and 1. A positive value indicated a positive correlation. A higher value denoted a stronger spatial autocorrelation, or a more evident clustering effect. A negative value indicated a negative correlation, suggesting the absence of spatial autocorrelation. A value that approximates 0 indicates random spatial distribution. When testing the statistical significance of the Moran's I values, Z(I) >2.58 or <−2.58 denotes a p-value below 1% and Z(I) >1.96 or <−1.96 denotes a p-value below 5%. These outcomes indicate that a significant spatial dependence is present in real estate prices within the research scope, as well as the presence of spatial autocorrelation [69] .
Based on the scale of urban building blocks and the analytical spatial scale used in most literature [21, 70, 71] , a spatial weight matrix with grid size 100 m were using to calculate the Moran's I values for the unit prices of real estate transactions in Taitung City. The annual results are illustrated in Figure 1 . The strongest spatial clustering of real estate prices in the research scope occurred in an area of 2700 m in 2013, 1000 min 2014, 1400 m in 2015, 1100 m in 2016, and 900 m in 2017. These results validated that the locations and attributes associated with real estate transactions in Taitung City differed each year. Therefore, the boundaries were different. The boundary reduced to 900 m in 2016, suggesting that the clustering of real estate prices was most prominent in 2017. The Moran's I values decreased concurrently with distance each year and eventually approximated 0, suggesting that real estate prices in Taitung City exhibit strong clustering effects. Subsequently, spatial dependence decreased concurrently with an increase in neighborhood distance. differed each year. Therefore, the boundaries were different. The boundary reduced to 900 m in 2016, suggesting that the clustering of real estate prices was most prominent in 2017. The Moran's I values decreased concurrently with distance each year and eventually approximated 0, suggesting that real estate prices in Taitung City exhibit strong clustering effects. Subsequently, spatial dependence decreased concurrently with an increase in neighborhood distance. 
LISA and spatial change
Anselin [37] divided the LISA values into four quadrants based on the degree of spatial clustering, specifically, High-High, Low-High, Low-Low and High-Low, as illustrated in Figure 2 .
Quadrant 1 is the clustering area of high real estate prices. That is, high-priced real estate surrounded by other high-priced real estate, forming a cluster of high real estate prices(High-High, expressed as H-H). Quadrant 2 is the clustering area of high and low real estate pricesThat is, lowpriced real estate surrounded by high-priced real estate(Low-High, expressed as L-H). Quadrant 3 is the clustering of low real estate prices. That is, low-priced real estate surrounded by low-priced real estate(Low-Low, expressed as L-L), forming a cluster of low real estate prices. Quadrant is the clustering area of low and high real estate prices. That is, high-priced real estate surrounded by low- The LISA results were then incorporated into the ArcGIS system to plot the results on a basic real estate transaction map. Based on the definitions of H-H, L-H, L-L, and H-L, the LISA values were combined with the actual development situation of the research scope to show that spatial clustering and the distribution locations were present.
We calculated the LISA by applying the unit prices of annual real estate transactions in Taitung City to the Anselin Local Moran's I calculation method in the ArcGIS software. We then plotted the results in the H-H, L-L, L-H, and H-L quadrants defined by LISA. The H-H quadrant represented high-priced real estate surrounded by other high-priced real estate and the L-L quadrant represented low-priced real estate surrounded by other low-priced real estate. Both quadrants represented the spatial clustering of real estate prices. The descriptive statistics of the real estate prices are tabulated in Table 5 . The LISA spatial distribution diagram of the annual real estate prices in Taitung City (Figures 3-7) was used to perform a year-by-year analysis.
According to Figures 4-8 , little annual variance was exhibited in the spatial clustering range of the H-H quadrant, or the quadrant where high-priced real estate was surrounded by other highpriced real estate between 2013 and 2017 in Taitung City. These results suggest that within the research scope, real estate was concentrated in more densely populated areas. High-priced real estate was concentrated within a 2500-m radius of the Taitung Bus Station. The average real estate price Quadrant 1 is the clustering area of high real estate prices. That is, high-priced real estate surrounded by other high-priced real estate, forming a cluster of high real estate prices(High-High, expressed as H-H). Quadrant 2 is the clustering area of high and low real estate pricesThat is, low-priced real estate surrounded by high-priced real estate(Low-High, expressed as L-H). Quadrant 3 is the clustering of low real estate prices. That is, low-priced real estate surrounded by low-priced real estate(Low-Low, expressed as L-L), forming a cluster of low real estate prices. Quadrant is the clustering area of low and high real estate prices. That is, high-priced real estate surrounded by low-priced real estate4 (High-Low, expressed as H-L). Among the quadrants, Quadrant 1 and Quadrant 3 represent positive spatial autocorrelation, and Quadrant 2 and Quadrant 4 represent negative spatial autocorrelation. Coupling these statistics with actual conditions in the research scope can reveal the clustering conditions of real estate prices in a given space.
The LISA results were then incorporated into the ArcGIS system to plot the results on a basic real estate transaction map. Based on the definitions of H-H, L-H, L-L, and H-L, the LISA values were combined with the actual development situation of the research scope to show that spatial clustering and the distribution locations were present.
We calculated the LISA by applying the unit prices of annual real estate transactions in Taitung City to the Anselin Local Moran's I calculation method in the ArcGIS software. We then plotted the results in the H-H, L-L, L-H, and H-L quadrants defined by LISA. The H-H quadrant represented high-priced real estate surrounded by other high-priced real estate and the L-L quadrant represented low-priced real estate surrounded by other low-priced real estate. Both quadrants represented the spatial clustering of real estate prices. The descriptive statistics of the real estate prices are tabulated in Table 5 . The LISA spatial distribution diagram of the annual real estate prices in Taitung City (Figures 3-7) was used to perform a year-by-year analysis. 
Expected effects of the variables and verification of the analysis results
In the hedonic price method, real estate price is the sum of the various prices associated with the characteristic variables of real estate. Therefore, the differences in real estate prices are caused by different characteristic variables, and empirical models based on characteristic variables produce significant and reasonable explanatory power. In this study, 11 variables were adopted to predict real estate prices and investigate the effects of the variables on real estate prices. Before the model analysis, the expected associations between the variables and the real estate prices were already established. Variables that significantly influence real estate prices are positively correlated to real estate prices. In this instance, the expected correlation symbol is "+." Otherwise, the expected correlation symbol is "−." 
In the hedonic price method, real estate price is the sum of the various prices associated with the characteristic variables of real estate. Therefore, the differences in real estate prices are caused by different characteristic variables, and empirical models based on characteristic variables produce significant and reasonable explanatory power. In this study, 11 variables were adopted to predict real estate prices and investigate the effects of the variables on real estate prices. Before the model analysis, the expected associations between the variables and the real estate prices were already established. Variables that significantly influence real estate prices are positively correlated to real estate prices. In this instance, the expected correlation symbol is "+." Otherwise, the expected correlation symbol is "−." According to Figures 4-7 , little annual variance was exhibited in the spatial clustering range of the H-H quadrant, or the quadrant where high-priced real estate was surrounded by other high-priced real estate between 2013 and 2017 in Taitung City. These results suggest that within the research scope, real estate was concentrated in more densely populated areas. High-priced real estate was concentrated within a 2500-m radius of the Taitung Bus Station. The average real estate price was between NT $139,700 and $231,500 with a high between NT $290,500 and $635,900, and a low between NT $104,200 and $164,000.
Between 2013 and 2017, real estate concentrated around main roads in the L-L quadrant, or the quadrant where low-priced real estate was surrounded by other low-priced real estate, in Taitung City.
Low-priced real estate was concentrated beyond a 6000-m radius from Taitung Bus Station, mostly in the form of apartments and residential buildings. Similar to the results in the H-H quadrant, little variance was exhibited in the spatial clustering range. The average real estate price was between NT $42,500 and $56,700 with a high between NT $67,400 and $84,600, and a low between NT $18,600 and $39,500.
The results show that in both the H-H and L-L quadrants, the real estate prices in Taitung City exhibited a steady annual increase, whereas the transaction volume of real estate exhibited a gradual annual decrease.
Expected Effects of the Variables and Verification of the Analysis Results
In the hedonic price method, real estate price is the sum of the various prices associated with the characteristic variables of real estate. Therefore, the differences in real estate prices are caused by different characteristic variables, and empirical models based on characteristic variables produce significant and reasonable explanatory power. In this study, 11 variables were adopted to predict real estate prices and investigate the effects of the variables on real estate prices. Before the model analysis, the expected associations between the variables and the real estate prices were already established. Variables that significantly influence real estate prices are positively correlated to real estate prices. In this instance, the expected correlation symbol is "+." Otherwise, the expected correlation symbol is "−."
To test whether the selected variables achieved the expected correlation with real estate, a regression analysis was separately performed on the hedonic price method, SLM, and SEM. The different model analysis results highlight the correlation between the various variables and housing prices. Variables that achieve a positive correlation are marked as "+." Otherwise, they are marked as "−." The expected effects and the analysis and validation results of the various model variables are tabulated in Table 6 . The analysis results for the "total floor area" variable achieved statistical significance. However, the analysis and validation results of the historical data using the three models showed that the expected influence of the variables on real estate prices was completed differently from the obtained results. The "facing road width" only exhibited inconsistencies between expectations and analysis results in 2017. The reasons for these discrepancies could be associated with (1) low birth rate or small family structures: although consumers prefer independent housing, they dislike real estate with excessively large floor areas; (2) lack of urban development: early urban development efforts focused on the city center (around the transfer station, see Figures 4-7) ; although expansion plans have been introduced in recent years, road construction projects remain lacking, resulting in real estate transactions concentrated in narrow alleys and lanes; and (3) high real estate prices near wide roads. Real estate buyers were primarily young people who were less likely to afford high-priced real estate. Therefore, transactions were mostly in low-priced real estate areas. This situation was also the reason for the transition of the "facing road width" variable from "positive" to "negative" in 2017. 
Conclusions
In this study, the transaction data of residential real estate in Taitung City between 2013 and 2017 were collected from the Real Price Registration System of the Ministry of the Interior. The unit price for the transaction of residential real estate was selected as the research variable. A spatial autocorrelation analysis revealed that the selected variable contained significant spatial dependence. The results were examined based on the spatial changes of real estate prices, spatial clustering, and model analysis.
(1) Positive spatial correlations were observed in the real estate within the research area between 2013 and 2017. The spatial clustering ranges were 2700 m in 2013, 1000 me in 2014, 1400 m in 2015, 1100 m in 2015 and 900 m in 2017. These results highlighted that the locations and attributes of historical real estate transactions were different. Therefore, the clustering range also differed. The spatial clustering range reduced to 900 m in 2017, suggesting that real estate prices were more concentrated than in the previous years. Although the spatial clustering ranges were different in the various research years, no spatial changes in the clusters were detected.
(2) The R 2 values indicated that the SLM and SEM improved the explanatory power of the hedonic price model between 0.21% and 1.79% from 2013 to 2017. Generally, AIC values are used to test the overall fit. The AIC was a positive value, whereas a lower value denoted a better regression equation. These results proved that the regression equations of the spatial models were accurate and that the models could improve the estimation errors caused by spatial autocorrelation.
(3) The expected symbol in Table 6 and yearly characteristic price model, spatial delay model, and spatial error model are expected to remain the same in house price impact coefficient performance, trajectory and forecast signs, with the exception of total floor square footage in the building. The reason for this change in variable is the minority trend and a reduced household demand due to low birth rates.
(4) The LISA diagram indicated that the spatial clustering range of the H-H quadrant between 2013 and 2017-the quadrant where high-priced real estate is surrounded by other high-priced real estate-primarily encompassed old city areas. The area within 2500 m of the Taitung Bus Station was the high-value clustering area. By comparison, the spatial clustering range of the L-L quadrant between 2013 and 2017-the quadrant where low-priced real estate is surrounded by other low-priced real estate-primarily included rural areas, 6000 m or more from the Taitung Bus Station.
(5) This study employs 11 variables as the regressive variables affecting house prices. We see from the analysis of spatial self-related distribution change in house prices, the room for price change is still limited to old urban areas around the transfer stations, and urban expansion is not obvious.
