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Abstract 
In this paper, a meshless global element free Galerkin (EFG) method is given to obtain the numerical solutions of the 
two-dimensional time-dependent non-linear Schrödinger equation. The moving least-square (MLS) approximation 
scheme is employed to construct the shape functions. A time stepping method is applied to deal with the time derivative. 
The numerical results show that the EFG method may compute this kind of problems with good accuracy. 
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1. Introduction 
The time dependent Schrödinger equation with arbitrary potential function is of great importance in 
many fields, such as quantum dynamics calculations [1], modeling of quantum devices [2], electromagnetic 
wave propagation [3], and design of certain optoelectronic devices [4].  
Since the analytical solutions can be achieved only in some simple cases, numerical simulation has 
become an important means to approach the exact solutions. The element-free Galerkin (EFG) method, 
proposed by Belytschko et al.[5], is a very attractive technique for solutions of partial differential equations, 
since it makes use of nodal point configurations which do not require a mesh. One of the major features of 
EFG method is that the shape functions are formed by the application of the moving least-square (MLS) 
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approximation. Then the approximated field function is continuous and smooth in the entire computed 
domain. 
In this paper, an EFG method has been employed to obtain the numerical solutions of the two-
dimensional time dependent Schrödinger equation. In order to test accuracy of the method, numerical 
solutions for two examples of Schrödinger equation having analytical solutions are presented and compared 
with the analytical results. 
Nomenclature 
X ,Y       the spatial Cartesian coordinates 
T   time 
I     
  unknown complex-valued function of X ,Y  and T  
" , #    given function which may possibly be complex-valued 
Q   positive real constant 
F , H , P   given complex-valued functions 
  computed area 
U , N   non-intersecting curves forming a simple closed curve  bounding  
N   outward normal vector to  
K.   a Lagrange interpolant  
2. Two-dimensional non-linear time dependent Schrödinger equation 
The generalized non-linear two-dimensional Schrödinger equation is 
 
     
QI " X Y T # X Y
T X Y
 (1) 
with the initial condition 
  X Y F X Y , X Y  (2) 
and boundary conditions 
   X Y T X Y T ,  UX Y , 
 
 
X Y T
P X Y T
N
,  NX Y  (3) 
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3. The EFG formulation 
3.1. Time Difference Approximation 
A time stepping method is employed to deal with the time derivative in Eq. (1). Then the approximations 
are made as follows: 
 K KT
T T
X X X
ˈ  K" X T " X        (4) 
where K K TX X ,   K K TX X ,   K" " K TX X . 
Crank-Nicolson method is adopted to deal with TX , that is 
 K KX T X X        (5) 
Suppose    Q' X Y # X Y . The iterative method is adopted to deal with the nonlinearity. That is, 
 ' X Y  is replaced by   ' X Y TX in the computation, where TX is the latest approximation 
of TX .  
3.2. EFG Discrete Equations 
Consider N nodal points on the boundary and domain of the problem .  in Eq. (1) at interior 
node IX of can be approximated by the fictitious nodal values I  by applying the moving least-square 
approximation [6]: 

N
H
II
I
X X ,

H N
I
I
IY Y
X ,

H N
I
I
IX X
X , X       (6) 
The enforcement of essential boundary conditions in the EFG method requires special treatment. In 
present paper, the Lagrange multipliers are employed to exert the essential boundary conditions. By using 
  and the divergence theorem, and consider Eqs. (4), (5) and (6), a global 
weak form of Eq. (1) over domain  bounded by  can be obtained by applying the element-free Galerkin 
method: 
ȥ
Ȝ
N2ÅÅÅÅÅ' 3
'ÅÅÅÅÅÅ 0
 (7) 
where 
T2 #  + ( Å ,  N NT3 # + ( & &  
IJ I J# I D , 
J JI I
IJ+ DX X Y Y
, IK K I' . D , i iF pdI* *³  
IJ I J( " ' D , K K0 . D  
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4. Numerical Simulation 
In order to test the accuracy of the method, two test problems are computed by the EFG method. The 
numerical results are presented and compared with the analytical results. The relative error is defined as: 
 
 
. .
JR J JJ J
E  (8) 
4.1. problem 1 
Consider solving the equation 
 
 
   TANH  TANH  I X YT X Y
,   X Y ,  T 4  (9) 
with the initial and boundary conditions: 
 
EXP 	 EXP 	
        
COSH COSH COSH COSH  COSH
EXP 	 EXP 	
  
COSH COSH COSH 
I IT I ITIX Y Y T Y T
X Y Y Y
I IT I IT
X T X T
X X
 (10) 
The analytical solution of the Eq. (9) is  
EXP 	
 
COSH COSH
I IT
X Y T
X Y
 (11) 
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For this problem, the nodes are uniformly distributed on regular 20×20 grid. The support domain radius 
is 2.5 times of the distance between nodes. T =0.1 and the total time t=6. 
   
 (a)        (b) 
Fig. 1. Surface plots of the numerical and analytical solutions at t=1, (a) real part and (b) imaginary part 
 Table 1. Relative error for real and imaginary part at different times up to t=6 
time real imaginary time real imaginary 
0.5 3.8868×10-3 1.0543×10-3 3.5 5.7279×10-3 7.6607×10-3 
1.0 1.4694×10-3 3.2158×10-3 4.0 1.9293×10-3 2.3798×10-3 
1.5 3.7437×10-4 2.9695×10-2 4.5 6.1307×10-4 9.7135×10-3 
2.0 9.3059×10-4 4.7063×10-3 5.0 6.1569×10-4 72274×10-3 
2.5 2.7591×10-3 1.6863×10-3 5.5 2.0588×10-3 2.2050×10-3 
3.0 1.4733×10-2 4.8318×10-4 6.0 7.1790×10-3 7.5671×10-4 
It can be seen from the Table 1, Table 2 and Fig. 1, the numerical results agree with the analytical 
solutions very well and the values of relative error are very small. 
4.2. problem 2 
We consider Eq. (1) in the region   X Y with Q , and 
  # X Y ,      	  COS COS" X Y X Y  (12) 
The analytical solution for the problem is 
  EXP COS COSX Y T IT X Y  (13) 
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Table 2. Numerical and analytical solution of some selected points at t=1 and t=3 
(x,y) Numerical (W=1) Analytical (W=1) Numerical (W=3) Analytical (W=3) 
(0.1,0.9) -0.58420+i 
0.37514 
-0.58425+i 
0.37514 
-0.09796-i 
0.68731 
-0.09798-i 
0.68737 
(0.2,0.8) -0.61676+i 
0.39601 
-0.61679+i 
0.39604 
-0.10340-i 
0.72569 
-0.10344-i 
0.72566 
(0.3,0.7) -0.64131+i 
0.41177 
-0.64133+i 
0.41179 
-0.10557-i 
0.75462 
-0.10755-i 
0.75452 
(0.4,0.6) -0.65654+i 
0.42155 
-0.65659+i 
0.42159 
-0.11017-i 
0.77246 
-0.11011-i 
0.77248 
(0.5,0.5) -0.66175+i 
0.42493 
-0.66177+i 
0.42492 
-0.11091-i 
0.77861 
-0.11098-i 
0.77858 
(0.6,0.4) -0.65654+i 
0.42155 
-0.65659+i 
0.42159 
-0.11017-i 
0.77246 
-0.11011-i 
0.77248 
(0.7,0.3) -0.64131+i 
0.41177 
-0.64133+i 
0.41179 
-0.10557-i 
0.75462 
-0.10755-i 
0.75452 
(0.8,0.2) -0.61676+i 
0.39601 
-0.61679+i 
0.39604 
-0.10340-i 
0.72569 
-0.10344-i 
0.72566 
(0.9,0.1) -0.58420+i 
0.37514 
-0.58425+i 
0.37514 
-0.09796-i 
0.68731 
-0.09798-i 
0.68737 
Therefore, the initial and the boundary conditions can be found from the analytical solutions as 
   COS COS    EXP COS    EXP COS 
  EXP COS   EXP COS
X Y X Y Y T IT Y Y T IT Y
X T IT X X T IT X
 
 
 (a)    (b) 
Fig. 2. Surface plots of the numerical and analytical solutions at t=3, (a) real part and (b) imaginary part 
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Numerical results are achieved by using previous nodes distribution and support domain size. T =0.05 
and the total time t=6. 
In Fig.2, the surface plots of the analytical and numerical results at t=3 for all nodes are shown. Table 3 
also presents the relative error for real and imaginary part at different times up to t=6. They both show that 
the numerical solutions are very close to the analytical solutions. 
 
Table 3. Relative error for real and imaginary part at different times up to t=6 
time real imaginary time real imaginary 
0.5 8.8333×10-4 4.7767×10-4 3.5 8.8108×10-4 1.2988×10-3 
1.0 1.2052×10-3      5.7098×10-4 4.0 1.3623×10-3 6.6709×10-4 
1.5 5.6879×10-3   7.0803×10-4 4.5 4.3508×10-3 6.6984×10-4 
2.0 5.7180×10-4   8.6636×10-4 5.0 3.1405×10-3 9.1266×10-4 
2.5 5.5724×10-4 1.1973×10-3 5.5 1.0862×10-3 1.6291×10-3 
3.0 6.8959×10-4 3.9680×10-4 6.0 6.8774×10-4 4.9230×10-3 
5. Conclusions 
In this paper, a time-stepping EFG method has been formulated and employed for solving two-
dimensional non-linear time dependent Schrödinger equation. The computations of two specific problems 
involving linear and non-linear terms are carried out to test the accuracy of the method. The numerical 
results achieved are in good agreement with the analytical solutions. The EFG method may present an 
alterative way for this kind of problems. 
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