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Chapitre 1
Introduction
La vision panoramique (figure 1.1) a pris un essor conside´rable ces dernie`res
anne´es. En effet, les came´ras conventionnelles fournissent un champ de vue restreint
de l’environnement dans lequel elles sont plonge´es, ce qui peut-eˆtre tre`s contraignant.
De nombreuses applications comme la surveillance, la te´le´confe´rence, la reconstruc-
tion 3D ou encore la re´alite´ augmente´e peuvent be´ne´ficier d’une vue panoramique
[Boult 00, Taylor 02, Sturm 02, Peleg 01].
Fig. 1.1: Image omnidirectionnelle et son de´veloppement panoramique.
La vision panoramique peut e´galement eˆtre tre`s avantageusement exploite´e dans
le cadre d’applications robotiques. Il n’est donc pas e´tonnant que les chercheurs du
domaine aient propose´ son utilisation, par exemple pour la localisation de robot
mobile [Blaer 02, Marhic 00], la navigation [Winter 00], la coope´ration [Spletzer 01]
ou l’e´vitement d’obstacle [Yamazawa 95].
La figure 1.2 montre clairement l’avantage des came´ras panoramiques : une seule
image panoramique correspond a` une se´rie d’images acquises par une came´ra conven-
tionnelle. L’accroissement du champ visuel permet ainsi de re´aliser des de´placements
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Fig. 1.2: Champ visuel.
dans un espace de travail plus important. Deux strate´gies ont e´te´ propose´es afin d’ob-
tenir un champ de vision important. La premie`re consiste a` combiner un ensemble
d’images acquises par une ou plusieurs came´ras conventionnelles pour construire une
mosa¨ıque [Shum 00]. La seconde consiste a` utiliser des lentilles spe´cifiques permet-
tant d’e´largir le champ visuel d’une came´ra conventionnelle. La troisie`me, qui nous
inte´resse plus particulie`rement, consiste a` combiner des miroirs a` un syste`me de
capteur d’image classique [Hecht 74]. La came´ra re´sultante est alors dite catadiop-
trique. Les avantages de cette seconde me´thode sont la facilite´ de mise en oeuvre et
le temps ne´cessaire a` l’obtention d’une image panoramique.
Afin de simplifier les traitements (d’un point de vue the´orique et pratique), il est
souhaitable qu’un capteur catadioptrique ait un point central unique, c’est-a`-dire
que les droites liant un point de l’espace et sa projection sur le miroir passent toutes
par un point unique appele´ point central de projection. Sous cette contrainte, chaque
pixel sur le plan image mesure la luminance du rayon qui passe par le point central
dans une direction particulie`re et connue. De tels capteurs sont appele´s syste`mes
catadioptriques centraux.
Comme pre´cise´ pre´ce´demment, les came´ras catadioptriques a` centre de projection
unique combinent deux caracte´ristiques importantes : un centre de projection unique
et un champ de vision important. Cependant la fonction de projection liant les points
3D et leurs projections dans l’image est fortement non-line´aire. La contrainte du
point central unique assure que des images perspectives ge´ome´triquement correctes
peuvent eˆtre ge´ne´re´es a` partir des images panoramiques. Une strate´gie pour utiliser
ces capteurs en robotique consiste alors a` ge´ne´rer et utiliser l’image perspective
plutoˆt que l’image panoramique. Cette strate´gie est couˆteuse en terme de temps
Introduction 9
de calcul et ne´cessite un e´talonnage parfait du capteur. Dans ce document, nous
utilisons directement l’image panoramique sans transformation pre´alable.
Par conse´quent, nous pensons que, parmi tous les capteurs d’images panora-
miques, un capteur catadioptrique central est le plus adapte´ a` la commande de
syste`mes robotiques, notamment pour ses proprie´te´s de rapidite´ qui permettent
d’envisager une exploitation des images en temps-re´el.
Plus pre´cise´ment, l’objectif des travaux pre´sente´s dans ce document est d’ex-
ploiter au mieux le champ de vision des came´ras catadioptriques centrales dans le
cadre de l’asservissement visuel. En effet, l’asservissement visuel consiste a` inte´grer
des informations issues d’une ou de plusieurs came´ras, dans la boucle de commande
des syste`mes robotiques. L’environnement 3D du robot est ainsi perc¸u a` travers
sa projection sur la re´tine de l’imageur, ce qui permet un e´largissement important
de l’efficacite´ et de la flexibilite´ du domaine d’application de la robotique, et une
ame´lioration conside´rable de la pre´cision obtenue. Les approches classiques d’asser-
vissement visuel sont base´es sur la re´gulation a` ze´ro du signal d’erreur entre les in-
formations visuelles courantes et de´sire´es. Cette erreur est re´gule´e, soit dans l’image
2D, soit dans l’espace 3D, soit encore simultane´ment dans l’image 2D et l’espace 3D.
Dans ces trois approches, on suppose qu’il existe un lien entre les images initiale,
courante et de´sire´e. En effet, elles requie`rent la mise en correspondance de primitives
visuelles extraites de l’image initiale avec celles extraites de l’image de´sire´e. Ces pri-
mitives sont ensuite suivies lors du mouvement de la came´ra (et/ou de l’objet). Si
une de ces e´tapes e´choue, la taˆche robotique ne pourra pas eˆtre re´alise´e, par exemple,
s’il est impossible d’extraire des primitives visuelles communes aux images initiale et
de´sire´e ou si les primitives visuelles sortent du champ de vision durant le mouvement
de la came´ra (et/ou de l’objet) (voir figure 1.3). La perception de l’environnement
et donc les de´placements du syste`me robotique controˆle´ par asservissement visuel
sont donc limite´s par le champ de vue du capteur.
Quelques travaux se sont inte´resse´s a` re´soudre ce proble`me par des techniques
de planification de trajectoires [Mezouar 02], de commande re´active [Corke 00,
Chesi 03], d’ajustement du zoom [Benhimane 03] ou de conside´rations ge´ome´triques
et topologiques [Cowan 02, Thuilot 02b]. Cependant, de telles strate´gies sont sou-
vent difficiles a` mettre en œuvre.
Comme nous l’avons vu, l’utilisation d’une came´ra panoramique permet natu-
rellement d’e´largir le domaine de perception de l’environnement. Il s’agit alors de
proposer les outils ade´quats pour la mode´lisation ge´ome´trique et cine´matique des
informations extraites de l’image panoramique pour lier les primitives visuelles dans
l’image et pour construire des lois de commande efficaces.
Le Chapitre 2 aborde les proble`mes de mode´lisation en vision omnidirectionnelle.
Nous y dressons un bref e´tat de l’art en vision omnidirectionnelle focalise´ sur les
came´ras catadioptriques centrales. Nous discutons ensuite les mode`les de projection
des points et des droites pour de telles came´ras. Nous introduisons a` la fin de ce
chapitre, la notion de droites polaires afin de simplifier les e´quations de projection
relatives aux droites. En effet, cette notion de droite polaire est un outil alge´brique
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(a) Image initiale (b) Image de´sire´e
(c) Trajectoire dans l’image
Fig. 1.3: Trajectoire dans l’image : sortie du champ de vision [Mezouar 01].
qui permet de surmonter la non-line´arite´ du mode`le de projection avec une faible
connaissance de l’e´talonnage de la came´ra (seul le point principal doit eˆtre connu).
Dans le Chapitre 3, nous de´crivons brie`vement dans un premier temps, les
proble`mes de la reconstruction projective et euclidienne lorsqu’une came´ra conven-
tionnelle est utilise´e. Ensuite, nous pre´sentons les principaux re´sultats de la
litte´rature sur ce sujet lorsqu’une came´ra catadioptrique centrale est utilise´e. Nous
montrons dans ce chapitre comment la transformation homographique contenant le
de´placement du capteur peut eˆtre obtenue a` partir des images panoramiques d’un
ensemble de points ou de droites. Dans le cas des points et sous l’hypothe`se in-
contournable de la connaissance de l’e´talonnage de la came´ra, une reconstruction
euclidienne du de´placement a` partir d’une matrice d’homographie liant les coor-
donne´es de points projete´s dans les deux images est possible. En revanche, lorsque
la cible est compose´e d’un ensemble de droites, nous proposons d’utiliser les droites
polaires associe´es aux droites projete´es. Ceci nous ame`ne d’abord a` montrer que sans
connaissance pre´alable sur l’e´talonnage de la came´ra, il est possible de proce´der a`
une estimation simple du point principal et a` partir de la` a` une reconstruction pro-
jective du de´placement entre deux images. Puis, avec la connaissance additionnelle
des autres parame`tres d’e´talonnage, nous remontons de manie`re classique a` une
reconstruction euclidienne.
Le Chapitre 4 sera consacre´ a` l’asservissement visuel omnidirectionnel. Dans
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une premie`re partie de ce chapitre, nous pre´sentons un bref e´tat de l’art sur les
diffe´rentes techniques d’asservissement visuel. Ensuite, la seconde partie sera foca-
lise´e sur le couplage vision omnidirectionnelle et asservissement visuel. Nous traitons
dans ce cadre deux types de primitives visuelles : points et droites. Pour ce faire,
il est ne´cessaire de mode´liser l’effet d’un mouvement dans l’espace sur la variation
dans l’image, ce qui passe par la de´finition d’une matrice dite d’interaction. Dans le
cas des points, nous reformulons la matrice d’interaction associe´e aux coordonne´es
d’un point dans une image catadioptrique centrale. Puis, nous e´tendons la me´thode
d’asservissement visuel 2D 1/2, connue dans le cas d’une came´ra perspective conven-
tionnelle, au cas plus ge´ne´ral d’une came´ra catadioptrique centrale (incluant le cas
perspectif). Cette me´thode permet ainsi de de´coupler partiellement la commande en
rotation de la commande en translation : un mouvement de translation n’a pas d’ef-
fet sur la mesure de l’erreur d’orientation. De manie`re plus originale, nous proposons
une me´thode d’asservissement visuel omnidirectionnel de´couplant comple`tement les
commandes de rotation et de translation. Dans le cas des droites, nous proposons un
parame`trage minimal de la projection d’une droite dans une image catadioptrique
centrale, sur laquelle nous construisons une commande ine´dite. Puis, en utilisant
la notion de droite polaire, nous montrons qu’il est imme´diat de ramener l’asser-
vissement visuel omnidirectionnel de droites a` l’asservissement visuel perspectif de
droites. Enfin, comme pour les points, nous proposons e´galement un sche´ma de
commande de´couplant comple`tement les commandes en rotation et en translation.
Enfin, le dernier chapitre sera consacre´ aux re´sultats de simulation et aux
re´sultats expe´rimentaux sur la plate-forme robotique du LASMEA.
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Chapitre 2
Mode´lisation en vision
omnidirectionelle
Dans ce chapitre, quelques re´sultats de ge´ome´trie projective permettant de ca-
racte´riser de manie`re simple les transformations rigides de l’espace Carte´sien et les
transformations projectives re´alise´es par la came´ra sont pre´sente´s. Nous rappelons
e´galement quelques e´le´ments permettant la description d’une came´ra re´alisant une
projection perspective. Un bref e´tat de l’art concernant la vision omnidirectionnelle
et plus particulie`rement les syste`mes catadioptriques est dresse´. La ge´ome´trie ca-
racte´risant les came´ras catadioptriques a` centre de projection unique est ensuite
de´crite. La projection des points et des droites de l’espace est e´tudie´e en de´tail.
Nous verrons qu’une droite se projette en une conique dans l’image obtenue avec
une came´ra catadioptrique a` centre de projection unique. Afin de simplifier le mode`le
de projection de droite 3D, la notion de droites polaires associe´es a` une conique est
finalement introduite. Nous aurons recours a` de nombreuses reprises aux re´sultats
de ce chapitre dans toute la suite du document.
2.1 Espace projectif et transformation homoge`ne
La ge´ome´trie projective constitue un outil puissant de mode´lisation en vision par
ordinateur et est de ce fait tre`s utilise´e dans ce domaine. Elle permet une re´solution
e´le´gante de proble`mes primordiaux en vision, citons par exemple :
– l’estimation du de´placement partiel de la came´ra entre deux prises de vue
et la reconstruction de sce`ne a` partir de plusieurs images [Faugeras 87],
[Faugeras 88], [Hartley 92], [Huang 89],[Vie¨ı¿1
2
ille 96],
– l’estimation des parame`tres de la came´ra [Zhang 96],
– l’indexation d’images par utilisation d’invariants projectifs [Schmid 97],
– le positionnement d’un robot relativement a` une sce`ne inconnue [Malis 99].
La came´ra est un capteur qui re´alise une projection d’un ensemble d’entite´s
ge´ome´triques d’une sce`ne tridimensionnelle dans un espace a` deux dimensions : le
plan image. Le cadre naturel pour e´tudier de manie`re simple de telles transforma-
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tions est la ge´ome´trie projective. L’extension de l’espace carte´sien Rn, de dimension
n, en l’espace projectif Pn de dimension n+ 1 permet de manipuler simplement les
transformations affines agissant sur Rn. En effet, cette ope´ration va permettre de
formuler line´airement ce type de transformation mais aussi de manipuler des entite´s
ge´ome´triques a` l’infini.
Soit X = [X1 X2 . . . Xn]
⊤ ∈ Rn le vecteur des coordonne´es carte´siennes d’un
point X de l’espace euclidien de dimension n. Ce point peut eˆtre de´crit, a` un facteur
d’e´chelle pre`s λ non nul (λ ∈ R∗) dans l’espace projectif Pn par ces coordonne´es
homoge`nes X = [λX1 λX2 . . . λXn λ]
⊤ ∈ Rn+1. Les coordonne´es du point X dans
l’espace euclidien peuvent eˆtre obtenues en divisant toutes les coordonne´es par la
dernie`re coordonne´e projective. Le vecteur X = [X1 X2 . . . Xn 0]
⊤ repre´sente une
direction dans l’espace euclidien, ce qui correspond a` un point a` l’infini.
Plac¸ons-nous maintenant dans l’espace euclidien de dimension 3 et fixons, sans
perte de ge´ne´ralite´ la dernie`re coordonne´e de X a` 1. Soit Fa et Fb deux repe`res de
cet espace. La matrice de transformation homoge`ne entre Fa et Fb est :
aTb =
(
aRb
atb
0 1
)
(2.1)
ou` aRb et
atb sont respectivement la matrice de rotation et le vecteur de translation
entre les repe`res Fa et Fb (les indices a a` gauche et b a` droite signifiant que le repe`re
Fb est exprime´ dans le repe`re Fa). La transformation inverse est donne´e par :
bTa =
(
bRa
bta
0 1
)
=
(
aR⊤b −aR⊤b atb
0 1
)
(2.2)
Ces matrices de transformation homoge`ne permettent d’exprimer, de manie`re tre`s
simple, le changement de coordonne´es homoge`nes des points et des plans dans l’es-
pace carte´sien.
– Un point X de coordonne´es homoge`nes aX dans Fa aura pour coordonne´es
homoge`nes bX dans Fb :
bX = bTa
aX (2.3)
– Un plan (
∏
) repre´sente´ par le vecteur api = [an⊤ ad]⊤ dans Fa, ou` an et ad
sont respectivement son vecteur normal unitaire et sa distance a` l’origine de
Fa, est exprime´ dans Fb par le vecteur bpi = [bn⊤ bd]⊤ avec :
b
pi = bT−⊤a
a
pi (2.4)
La situation d’un solide, auquel on a attache´ un repe`re Fb peut eˆtre repre´sente´e dans
un second repe`re Fa par la matrice homoge`ne aTb. Toutefois, une telle repre´sentation
est redondante car seulement trois variables inde´pendantes suffisent pour identi-
fier une matrice de rotation dans le groupe SO3. Diffe´rentes repre´sentations de la
rotation sont possibles, comme par exemple les angles d’Euler ou les quaternions
(quatre variables de´pendantes). Par la suite, nous utiliserons la repre´sentation uθ,
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ou` u repre´sente le vecteur unitaire porte´ par l’axe de la rotation et θ repre´sente
l’angle de la rotation autour de cet axe.
Enfin dans la suite du document, nous utiliserons un certain nombre de repe`res
de´finis comme suit :
– Fc(C, cX, cY, cZ) est le repe`re lie´ a` la came´ra perspective (ou conventionnelle)
ou` :
– C est le centre de projection de la came´ra,
– cZ est confondu avec l’axe optique de la came´ra,
– cX et cY sont, respectivement, paralle`les aux lignes et aux colonnes de
l’image.
– Fm(M, mX, mY, mZ) est le repe`re lie´ au miroir de re´volution que nous
de´finirons un peu plus loin.
– Fo(O, oX, oY, oZ) est le repe`re dans lequel est de´fini la structure 3D (ou
mode`le ge´ome´trique 3D) de l’objet observe´, lorsque ce mode`le est disponible.
2.1.1 Mode´le ste´nope´ d’une came´ra perspective
Fig. 2.1: Mode´lisation de la came´ra perspective.
Une came´ra perspective est de´crite par le mode`le projectif dit ste´nope´. En effet,
la came´ra re´alise une projection perspective, de centre C (centre optique et origine
de Fc), des points de P3 sur le plan image I en des points de P2. La distance entre
le centre optique C et le plan image I est donne´e par f , appele´e distance focale.
Cette transformation peut eˆtre pre´sente´e en trois e´tapes :
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– e´tape 1 : Soit X un point de P3 de coordonne´es homoge`nes oX dans le repe`re
objet Fo. Ce point est repre´sente´ dans le repe`re came´ra Fc par :
cX =
[
cX cY cZ 1
]⊤
= cTo
oX (2.5)
– e´tape 2 : Le point X exprime´ dans le repe`re came´ra est projete´ sur le plan
image en un point de coordonne´es projectives x = [fx fy f ]⊤ ∈ P2 tel que :
cZ
f
x = cP cTo
oX = oP oX (2.6)
ou` cP = [I3 0] et
oP = [cRo
cto] sont respectivement les matrices de projection
exprime´es dans Fc et Fo. La distance focale f peut eˆtre fixe´e a` f = 1, sans
perte de ge´ne´ralite´, car les coordonne´es d’un point dans l’espace projectif sont
de´finies a` un facteur d’e´chelle pre`s.
– e´tape 3 : La came´ra effectue e´galement une transformation projective des co-
ordonne´es homoge`nes me´triques x = [x y 1]⊤ en coordonne´es homoge`nes ex-
prime´es en pixel xi = [xi yi 1]
⊤ avec :
xi = Kcx (2.7)
ou` Kc est la matrice 3×3 des parame`tres intrinse`ques de la came´ra qui re´alise
le changement de coordonne´es projectives dans P2. Elle s’e´crit :
Kc =
 fku fku cotφ u00 fkv
sinφ
v0
0 0 1
 =
 αu αuv u00 αv v0
0 0 1
 (2.8)
ou` ku et kv sont les facteurs d’e´chelles horizontal et vertical des pixels, u0 et v0
sont les coordonne´es en pixel du point principal (de´fini par l’intersection entre
l’axe optique et le plan image), et φ est l’angle entre les axes du repe`re image.
La transformation re´alise´e par la came´ra perspective d’un point de P3, exprime´
dans le repe`re objet Fo, en un point de P2 du plan image I, est obtenue a` partir des
e´quations (2.6) et (2.7) et est donne´e par :
cZ
f
xi = Kc
oP oX (2.9)
Notons que le mode`le projectif d’une came´ra perspective est line´aire car la came´ra
est suppose´e eˆtre sans distortion.
2.2 Vision omnidirectionnelle
Les syste`mes de vision artificielle a` base de came´ras dites conventionnelles et leurs
applications connaissent depuis quelques de´cennies un important de´veloppement.
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(a) (b)
Fig. 2.2: Lentille Fisheye : (a) Lentille Nikon FC-E9 Fisheye Converter. (b) Image panoramique
des e´tudiants de Biologie de l’universite´ de Montre´al, acquise par un capteur panoramique e´quipe´
d’une lentille Fisheye.
Cependant, ces types de came´ra souffrent, pour certaines applications et en particu-
lier dans le cadre de la robotique, d’un champ de vision restreint, qui ne de´passe pas
les 60 degre´s pour la plupart des came´ras du commerce. Il existe d’autres came´ras
conventionnelles dont le champ de vision peut atteindre les 115 degre´s mais avec
de forte distortion. Ces dernie`res anne´es, plusieurs e´quipes de recherche se sont
inte´resse´es aux proble`mes de la conception et de la fabrication de capteurs de vision
capables de fournir des images dites panoramiques (pouvant atteindre les 360 degre´s
en azimut). Ces capteurs de vision sont appele´s came´ras omnidirectionnelles.
Il existe trois techniques principales pour accroˆıtre le champ de vision d’une
came´ra. La premie`re technique est base´e sur l’utilisation de lentilles spe´cifiques per-
mettant d’e´largir le champ visuel d’une came´ra conventionnelle. Les syste`mes a` jeu
de lentilles sont en ge´ne´ral encombrants, complexes et couˆteux a` concevoir. Les objec-
tifs fish-eyes font partie de ces syste`mes (voir Figure 2.2(a)). Leurs distances focales
courtes permettent l’observation d’une demi-sphe`re environ. Un exemple d’image
acquise par une came´ra e´quipe´e d’une optique fish-eye est donne´ dans la Figure
2.2(b).
La seconde solution est base´e sur la ge´ne´ration d’une mosa¨ıque a` partir d’une
se´rie d’images issues d’une ou de plusieurs came´ras conventionnelles. Cette solution
a l’avantage de fournir des images panoramiques avec une tre`s grande re´solution.
La mosa¨ıque peut eˆtre obtenue a` partir d’images acquises par une came´ra pivo-
tant autour d’un axe perpendiculaire a` son axe optique. Un exemple de ce type
de came´ra et l’image panoramique obtenue sont donne´s dans le Figure 2.3. Plu-
sieurs came´ras peuvent e´galement eˆtre utilise´es. Ainsi, Cutler et al. proposent un
arrangement de plusieurs came´ras perspectives sur un plan suivant la Figure 2.4(a).
Les images acquises par les came´ras sont traite´es en temps re´el afin de ge´ne´rer une
image panoramique (voir Figure 2.4(c)). Ce capteur a e´te´ conc¸u pour des re´unions
en vide´o confe´rence. Une version e´quipe´e d’un microphone est donne´e par la Figure
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2.4(b). Fermuller et al. proposent un syste`me de vision omnidirectionnelle com-
pose´ de plusieurs came´ras conventionnelles oriente´es dans des directions diffe´rentes
[Fermuller 00]. Les came´ras sont re´parties sur une surface sphe´rique et leurs axes
optiques s’intersectent au centre de la sphe`re. En ge´ne´ral, l’obtention des mosa¨ıques
compose´es a` partir de plusieurs images est tre`s couˆteuse en temps de calcul.
(a) (b)
Fig. 2.3: Came´ra panoramique a` rotation (http ://www.ixbt.com/) : (a) Came´ra conventionnelle
fixe´e sur un syste`me de rotation. (b) Image panoramique.
Enfin, la troisie`me solution consiste a` coupler des miroirs a` des imageurs conven-
tionels. Il s’agit alors d’observer la projection de l’espace sur le miroir par l’in-
terme´diaire de l’imageur. Cette solution est la plus couramment utilise´e. Dans la
suite de ce document, nous nous inte´resserons uniquement a` cette dernie`re classe de
capteurs omnidirectionnels (syste`mes catadioptriques).
2.3 Syste`mes catadioptriques
La combinaison de miroirs et de came´ras conventionnelles est re´fe´rence´e dans
la litte´rature comme syste`mes catadioptriques. En photographie, la lentille cata-
dioptrique est connue sous le nom de lentille a` miroir. Le mot Dioptris renvoie aux
e´le´ments de re´fraction, et le mot catoptrics aux surfaces de re´flexion (miroir). La
combinaison de re´fraction et re´flexion permet d’obtenir des syste`mes dits catadiop-
trics.
Observer une sce`ne a` travers une surface re´fle´chissante n’est pas une ide´e nou-
velle. Ainsi, l’artiste Escher (1898-1972) en 1935 nous pre´sente un exemple concret
de syste`me catadioptrique a` travers l’illustration 2.5. La sce`ne y est observe´e a`
travers un miroir de forme sphe´rique. Les yeux de l’artiste jouent ici le roˆle de
la came´ra que l’on retrouve dans un syste`me catadioptrique. Le premier capteur
catadioptrique a e´te´ pre´sente´ en 1970 par Rees [Rees. 71]. Il propose un montage
combinant une came´ra conventionnelle et un miroir hyperbolique. Vingt ans plus
tard, les chercheurs ont commence´ a` re´fle´chir sur les avantages des syste`mes cata-
dioptriques, spe´cialement dans les applications de la vision pour la robotique. Les
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(a) (b)
(c)
Fig. 2.4: Capteur panoramique RingCam (http ://research.microsoft.com/ rcut-
ler/ringcam/ringcam.htm) : (a) Configuration des came´ras pour couvrir les 360o en azimut. (b)
Nouvelle version de la came´ra RingCam. (c) Image panoramique acquise par la came´ra RingCam.
premie`res applications dans le cadre de la robotique en utilisant un capteur cata-
dioptrique combinant un miroir conique avec une came´ra conventionnelle ont e´te´
de´veloppe´es par Yagi et al.[Yagi 90] [Yagi 94]. Le miroir conique a e´te´ utilise´ un peu
plus tard par Pegard et al, en 1995 pour la navigation et la localisation 3D d’un
robot mobile [P¨ı¿1
2
ard 96]. Ces travaux ont e´te´ comple´te´s par les contributions de
Baker et Nayar en 1998 [Baker 99]. Ils de´crivent une analyse comple`te des proprie´te´s
ge´ome´triques de miroirs ve´rifiant la contrainte dite du point central unique. L’uni-
cite´ du centre de projection simplifie le processus de formation de l’image et offre
des avantages tre`s inte´ressants d’un point de vue the´orique pour la mode´lisation et
l’analyse de ces syste`mes. Cependant, cette contrainte impose des conditions parti-
culie`res et difficiles a` satisfaire lors de la conception du capteur (un positionnement
pre´cis des composants miroir et came´ra). Pour de plus amples de´tails sur les cap-
teurs panoramiques centraux et leurs applications, le lecteur pourra se reporter au
livre de Benosman et Kang [Benosman 00].
Les syste`mes catadioptriques peuvent eˆtre classifie´s suivant l’unicite´ ou non
du centre de projection, la combinaison d’un ou de plusieurs miroirs face a` une
ou plusieurs came´ras conventionnelles. Dans [Orghidan 05], une classification des
diffe´rentes came´ras omnidirectionnelles est pre´sente´e.
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Fig. 2.5: Le dessin de l’image re´fle´chie par une sphe`re par l’artiste M.C. Escher - 1953.
2.3.1 Syste`mes catadioptriques non centraux
Les capteurs catadioptriques non centraux ont, par de´finition, plus d’un centre
de projection (plusieurs points de vue). L’ensemble de ces points de vue de´finit
un lieu particulier de l’espace, de´limite´ par une surface 3D appele´e surface caus-
tique. D’un point de vue ge´ome´trique, cette surface est forme´e par l’ensemble des
points d’intersection des rayons re´fle´chis par le miroir. D’un point de vue physique,
c’est l’ensemble des foyers du miroir qui re´sume ses proprie´te´s optiques. La surface
caustique des syste`mes dioptriques, par exemple une lentille fish-eye, est appele´e dia-
caustique. Dans le cas des syste`mes catadioptriques, elle est appele´e catacaustique.
Les surfaces caustiques sont des phe´nome`nes optiques visibles dans la vie quoti-
dienne. Par exemple, les centres de projection, forme´s par un anneau me´tallique a`
surface re´fle´chissante, repre´sentent des surfaces caustiques. La Figure 2.6 montre
l’intersection de cette surface avec un plan pre´sente´ par le motif brillant.
Il est clair que chaque pixel du plan image correspond a` un point de la sur-
face caustique de´fini par l’intersection de cette dernie`re avec le rayon re´fle´chi. Un
syste`me catadioptrique peut eˆtre de´fini comple`tement par sa surface caustique. Par
conse´quent, un capteur catadioptrique peut eˆtre re´alise´ pour une surface caustique
donne´e. Par exemple, un capteur catadioptrique central est un syste`me qui contraint
la surface caustique a` un point unique. Les mode`les de projection des capteurs
non centraux sont complexes car les images obtenues ne ve´rifient pas les proprie´te´s
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Fig. 2.6: Surface caustique en coupe 2D : la courbe lumineuse repre´sente l’intersection de la
surface caustique avec le plan ou` la bague est pose´e.
de la projection perspective. Il est donc difficile d’adapter les techniques de vision
traditionnelles aux cas des came´ras catadioptriques non centrales. Cependant, la
re´solution des images, la taille et le prix du capteur favorisent l’utilisation des cap-
teurs non centraux [Fiala 02] [Hicks 00].
Hicks et al. de´crivent dans [Hicks 00] la conception de miroirs posse´dant une
re´solution spatiale constante et isotrope. La forme du miroir est obtenue en
conside´rant des parame`tres de distortion line´aire. Dans la figure 2.7, l’image de
gauche repre´sente le miroir re´sultant et l’image de droite donne une image acquise
avec le capteur a` miroir de Hicks.
Fig. 2.7: Le miroir de Hicks.
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Le miroir conique satisfait la contrainte du point central unique avec un point
principal se situant au sommet du cone [Baker 99]. Cependant, lorsqu’une came´ra
conventionnelle est combine´e avec ce type de miroir de fac¸on a` obtenir une came´ra
a` centre de projection unique (le centre optique de la came´ra co¨ıncide alors avec le
point principal du miroir), l’imageur ne rec¸oit que les rayons tangents a` la surface
du miroir. Afin de palier ce proble`me, Yagi et al dans [Yagi 90] proposent un cap-
teur catadioptrique non central a` miroir conique, appele´ COPIS (COnic Projection
Image Sensor) pour des taˆches de navigation d’un robot mobile. Pe´gard et al. utilise
un syste`me similaire (miroir conique combine´ a` une came´ra perspective) pour la
localisation d’un robot mobile [P¨ı¿1
2
ard 96]. Hong et al. pre´sentent dans [Hong 91]
une strate´gie de navigation de robot mobile en environnement inte´rieur, en utilisant
un capteur catadioptrique a` miroir sphe´rique. Des travaux similaires sont e´galement
pre´sente´s dans [Zhang 91].
Pour de plus amples de´tails sur les surfaces caustiques, la ge´ome´trie et
l’e´talonnage des capteurs catadioptriques non centraux, le lecteur pourra se reporter
aux travaux de the`se de Ieng [Ieng 05]. Dans la suite de ce document, nous nous
focaliserons sur les capteurs catadioptriques centraux.
2.4 Ge´ome´trie des syste`mes catadioptriques cen-
traux
Les capteurs catadioptriques centraux, combinant des miroirs de re´volution avec
des came´ras conventionnelles, constituent la majorite´ des syste`mes utilise´s en vision
omnidirectionnelle. La contrainte du point central implique que les droites liant un
point de l’espace et sa projection sur le miroir passent par un point unique. Sous
cette contrainte, chaque pixel sur le plan image mesure la luminance du rayon re´fle´chi
par le miroir passant par le point central dans une direction particulie`re et connue.
L’inte´reˆt de tels capteurs est de ge´ne´rer une ge´ome´trie perspective correcte ce qui
permet une simplification des mode`les de projection et donc une simplification des
traitements the´oriques et pratiques. En effet, les outils de´veloppe´s dans le cadre des
came´ras perspectives sont alors souvent adaptables a` l’ensemble des capteurs cen-
traux. Cependant, cette condition n’est satisfaite que pour des surfaces re´flectrices
bien particulie`res. Baker et Nayar dans [Baker 99] ont de´termine´ la classe de tous
les syste`mes catadioptriques centraux. Dans la suite, nous de´crivons plus en de´tail
cette classe de capteurs.
2.4.1 Contrainte du point central unique
La contrainte du point central unique implique que pour tous les points de l’es-
pace, leurs rayons incidents sur la surface du miroir passent par un seul point (centre
de projection) et que les rayons re´fle´chis correspondants passent e´galement par un
seul point (centre optique). Une came´ra conventionnelle dont le centre optique est
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place´ sur le second foyer d’un miroir peut constituer un capteur catadioptrique cen-
tral. Nous e´tudions dans la suite les combinaisons satisfaisantes en nous basant sur
les travaux de´crits dans [Baker 99].
Afin de mode´liser les diffe´rentes surfaces miroirs qui re´pondent a` cette contrainte,
nous simplifierons quelques entite´s ge´ome´triques. Sans perte de ge´ne´ralite´, nous
fixons le point central effectif M (appele´ e´galement point principal), du syste`me
catadioptrique a` e´tudier, a` l’origine du repe`re associe´ au miroir note´ Fm. De meˆme,
le centre optique C de la came´ra conventionnelle est place´ a` l’origine du repe`re
came´ra note´ Fc. La syme´trie des surfaces de re´volution autour de l’axe Z permet de
re´duire l’espace 3D des coordonne´es carte´siennes de´finies par les axes {X,Y, Z} a` des
coordonne´es de dimension 2 de´finies par les axes {R,Z} ou` R est un axe de´fini par
le vecteur unitaire re´sultant de la combinaison line´aire des deux vecteurs unitaires
de´finissant les axes X et Y . Nous supposons e´galement que les deux repe`res Fm et
Fc attache´s au miroir et a` la came´ra conventionnelle respectivement, sont lie´s par
une simple translation le long de l’axe Z (c’est-a`-dire les deux axes de syme´tries des
deux repe`res sont confondus).
Soit un point P de l’espace 3D de coordonne´es [X Y Z]⊤ dans le repe`re Fm, et
de coordonne´es [R Z]⊤ dans le repe`re re´duit de dimension de 2 avec R =
√
X2 + Y 2.
Notons θ l’angle entre l’axe R et le rayon PM issu du point P qui passe par le centre
de projection M du miroir. Pour une surface e´le´mentaire du miroir ds = [dr dz]⊤
dans le repe`re Fm, le rayon PM intersecte la surface du miroir en un point de
coordonne´es p = [r z]⊤ (voir figure 2.8). Ge´ome´triquement on a :
tgθ =
z
r
(2.10)
Le rayon incident du point P et re´fle´chi par la surface du miroir passe par le
point C en formant un angle α par rapport a` l’axe R du repe`re miroir re´duit en
utilisant les coordonne´es [r z]⊤. Cet angle ve´rifie la contrainte suivante :
tgα =
d− z
r
(2.11)
ou` d est la distance du centre optique de la came´ra conventionnelle C au centre de
projection M du miroir. En notant β l’angle entre l’axe Z de Fm et la normale a` la
surface ds au point p, on a :
dz
dr
= −tgβ (2.12)
Sous l’hypothe`se d’une surface de miroir spe´culaire, l’angle du rayon incident est
e´gal a` l’angle du rayon re´fle´chi. En notant δ l’angle entre le rayon re´fle´chi et l’axe Z
du repe`re miroir, on a :
δ =
π
2
− α (2.13)
En remplac¸ant la valeur de δ dans l’e´galite´ θ + α + 2β + 2δ = π, on obtient
l’e´galite´ suivante :
2β = α− θ (2.14)
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Fig. 2.8: Miroir e´le´mentaire avec les contraintes du centre de projection unique.
En utilisant la relation trigonome´trique
tg(a+ b) =
tga+ tgb
1− tgatgb
on peut donc e´crire :
2tg(β)
1− tg2(β) =
tgα− tgθ
1 + tgαtgθ
(2.15)
En introduisant les relations (2.10), (2.11) et (2.12) dans (2.15), on obtient la
contrainte du point central unique sous la forme d’une e´quation diffe´rentielle qua-
dratique de premier ordre :
r(d− 2z)(dz
dr
2
)− 2(r2 + dz − z2)dz
dr
+ r(2z − d) = 0 (2.16)
Apre`s des changements de variables et quelques simplifications, on obtient les deux
solutions ge´ne´rales de l’e´quation (2.16) :
(z − d
2
)2 + r2(k
2
− 1) = d2
4
(k−2
k
) avec k ≥ 2 : (1)
(z − d
2
)2 + r2(1 + d
2k
) = 2k+d
4
avec k > 0 : (2)
(2.17)
ou` k est une constante strictement positive. Notons que dans l’e´quation (2.17(1)), les
solutions pour 0 < k < 2 sont complexes. Nous ne nous inte´ressons qu’aux solutions
re´elles des e´quations (2.17(1)) et (2.17(2)) qui de´finissent la classe ge´ome´trique
comple`te des surfaces de miroir satisfaisant la contrainte du point central unique.
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Ces surfaces appartiennent a` la famille des sections coniques. Les deux parame`tres
k et d les de´finissent plus pre´cise´ment : plan, coˆne, sphe`re, ellipso¨ıde, hyperbolo¨ıde
et enfin parabolo¨ıde.
–Miroir plan : La solution de l’e´quation 2.17(1) pour k = 2 et d > 0 est un
plan de´fini par l’e´quation z = d
2
. Le miroir plan est situe´ au milieu du segment
[MC] et est perpendiculaire a` l’axe Z du repe`re miroir. Le capteur catadioptrique
plan est obtenu en plac¸ant une came´ra perspective face au miroir plan de fac¸on a` ce
que le centre optique de la came´ra co¨ıncide avec le point C et que son axe optique
soit perpendiculaire au miroir (voir Figure 2.9). Cette solution satisfait la contrainte
du point central unique mais n’a pas d’inte´reˆt en pratique car elle ne permet pas
d’accroˆıtre le champ visuel. Cependant, un champ visuel plus large peut eˆtre obtenu
en plac¸ant soigneusement plusieurs miroirs plans face a` une (ou plusieurs) came´ra
perspective.
Fig. 2.9: Projection catadioptrique avec un miroir plan.
En 1996, Nalwa [Nalwa 96] a utilise´ une structure pyramidale de miroirs place´e
face a` un ensemble de came´ras, ou` chaque came´ra rec¸oit l’image de chaque facette
re´fle´chissante (voir Figure 2.10(a)). Un positionnement correct des came´ras par rap-
port aux facettes associe´es permet de ge´ne´rer des images omnidirectionnelles a` point
central unique et a` haute re´solution. Un exemple d’une image acquise par une came´ra
omnidirectionnelle FC-1005 de FullView (voir figure 2.10(b)) est donne´ par la figure
2.10(c). Une approche similaire a` celle de Nalwa a e´te´ propose´e par Kawanishi et
son e´quipe. Ils proposent un capteur permettant d’obtenir des images omnidirec-
tionnelles ste´re´oscopiques de haute re´solution en plac¸ant dos-a`-dos deux structures
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hexagonales pyramidales de miroirs plans et douze came´ras [Kawanishi 98]. Ces
came´ras sont place´es de fac¸on a` ce que chacune d’elles acquie`re l’image re´fle´chie par
chaque facette du miroir plan. Le positionnement de ces came´ras par rapport aux
facettes conditionne l’unicite´ ou non du centre de projection. La ste´re´o-vision est
obtenue par un recouvrement du champ de vision des deux structures dos-a`-dos. Des
se´quences vide´o peuvent e´galement eˆtre obtenues en synchronisant soigneusement
les came´ras. Hua et Ahuja dans [Hua 01] proposent une structure quasi identique
en plac¸ant les came´ras horizontalement face aux miroirs plans afin d’accroˆıtre le
champ visuel vertical. Dans [Tan 04], une me´thode de construction des came´ras pa-
noramiques multi-vues a` base des miroirs en pyramide combine´s avec des came´ras
perspectives est propose´e. Ils proposent, dans ce travail, une configuration pyrami-
dale de miroirs a` deux centres de projection en utilisant au total quatre came´ras
conventionnelles (deux came´ras pour chaque point central).
(a) (b)
(c)
Fig. 2.10: Capteur panoramique de Nalwa (www.fullview.com). (a) arrangement du miroir py-
ramidale et des came´ras. (b) La came´ra FC-1005 de FullView Technology. (c) image acquise par
la came´ra FC-1005.
En 1990, Gluckman et Nayar ont e´tudie´e la mise en correspondance d’images
catadioptriques ste´re´os en utilisant une came´ra et des miroirs plans (voir Figure
2.11) [Gluckman 99]. Ils ont montre´ qu’il est possible de reconstruire la profondeur
avec une bonne pre´cision. Un an apre`s, ils se sont inte´resse´s a` la rectification
d’image pour les capteurs catadioptriques ste´re´oscopiques [Gluckman 02]. La
rectification d’une paire d’images ste´re´oscopiques consiste a` aligner les droites
e´pipolaires avec les lignes des images. Elle doit eˆtre re´alise´e avant le processus de
mise en correspondance pour acce´le´rer ce dernier. La ge´ome´trie du capteur doit
satisfaire plusieurs contraintes afin d’assurer la rectification.
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Fig. 2.11: Capteur catadioptrique ste´re´o de Gluckman et Nayar.
–Miroir conique : La solution de l’e´quation 2.17(1) pour k >= 2 et d = 0 est
un coˆne. L’e´quation simplifie´e est :
z =
√
k − 2
2
r2
Fig. 2.12: Projection catadioptrique avec un miroir conique.
Le point central de projection se trouve au sommet du coˆne. Seuls les rayons
tangents a` la surface du coˆne s’intersectent au point central M (voir Figure 2.12).
Le miroir conique est donc une solution de´ge´ne´re´e pour un syste`me catadioptrique
central. Des capteurs catadioptriques non centraux, a` base de miroirs coniques ont
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e´te´ de´crits pre´ce´demment.
–Miroir sphe´rique : La surface sphe´rique est la solution de l’e´quation 2.17(2)
avec k > 2 et d = 0. Apre`s simplification, la solution est donne´e par z2 + r2 = k
2
.
Dans cette configuration, le point central de projection co¨ıncide avec le centre op-
tique et le centre de la sphe`re (voir Figure 2.13). En effet, la came´ra conventionnelle
est place´e a` l’inte´rieur de la sphe`re et observe sa forme interne. La surface sphe´rique
du miroir est donc une solution de´ge´ne´re´e pour un capteur catadioptrique central.
Elle est cependant utilise´e pour concevoir des capteurs catadioptriques non centraux.
Fig. 2.13: Projection catadioptrique avec un miroir sphe´rique.
–Miroir elliptique : La solution a` 2.17(2) avec k > 0 et d > 0 donne une
surface elliptique. Son e´quation canonique est :
1
ae
(z − d
2
)2 +
1
b2e
r2 = 1
avec ae =
√
2k+d2
4
et be =
√
k
2
. Il est donc possible de combiner un miroir ellipso¨ıdal
avec une came´ra perspective pour re´aliser un capteur catadioptrique central. La
came´ra perspective doit eˆtre positionne´e de fac¸on a` ce que son centre optique
co¨ıncide avec un des deux foyers de l’ellipso¨ıde et qu’elle soit oriente´e vers l’autre
foyer (le point central) (voir Figure 2.14). Ce type de miroir n’est pas utilise´ en
pratique. En effet, la came´ra perspective et la surface re´fle´chissante sont a` l’inte´rieur
de l’ellipso¨ıde, l’accroissement du champ visuel est donc faible (le champ visuel
est infe´rieur a` une demi-sphe`re). En ste´re´o-vision, Nene et Nayar ont propose´ un
syste`me ste´re´oscopique en utilisant des miroirs ellipso¨ıdaux [Nene 98]. Comme on
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peut le constater sur la Figure 2.15, les rayons lumineux de la sce`ne 3D, re´fle´chis
par les deux miroirs ellipso¨ıdaux a` travers les centres M1 et M2, sont projete´s sur
le plan de la came´ra perspective via le centre optique commun des deux ellipso¨ıdes
qui se trouve au deuxie`me foyer des deux miroirs elliptiques.
Fig. 2.14: Projection catadioptrique avec un miroir elliptique.
–Miroir hyperbolique : Le miroir hyperbolique est une solution de l’e´quation
2.17(1) pour k > 0 et d > 0. La re´e´criture de cette dernie`re est donne´e par :
1
a2h
(z − d
2
)2 − 1
b2h
r2 = 1
avec ah =
d
2
√
k−2
k
et bh =
d
2
√
2
k
. Dans le cas d’un capteur catadioptrique central a`
miroir hyperbolique, le point central et le centre optique co¨ıncident avec les deux
foyers de l’hyperbolo¨ıde (voir Figure 2.16). Par conse´quent, la conception de ce type
de capteurs est de´licate. La came´ra perspective doit eˆtre place´e soigneusement par
rapport au miroir afin que son centre optique soit confondu avec l’un des foyers et
que son axe optique passe par l’autre foyer.
Rees fut le premier a` concevoir un syste`me catadioptrique a` miroir hyperbolique
en 1970 lorsque il a brevete´ un prototype de syste`me vide´o panoramique [Rees. 71].
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Fig. 2.15: Ste´re´o vision avec deux miroirs elliptiques.
Fig. 2.16: Projection catadioptrique avec miroir hyperbolique (p : parame`tre du miroir).
En 1993, Yamazawa et son e´quipe ont propose´ un prototype de capteur de vision
omnidirectionnelle compose´ d’un miroir hyperbolique faisant face a` une came´ra pers-
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pective. Son capteur appele´ HyperOmni est pre´sente´ par la Figure 2.17. Ils ont utilise´
leur capteur, dans des applications robotiques comme la localisation [Yamazawa 93]
et la detection d’obstacles [Yamazawa 95]. Ils calculent le flot optique omnidirec-
tionnel pour l’estimation du mouvement d’un robot mobile en exploitant le fait
que la composante radiale du flot optique, ge´ne´re´ par le miroir hyperbolique, est
syme´trique. Le capteur HyperOmni a e´te´ utilise´ e´galement par Shih-Cheih et son
e´quipe avec un capteur ultrason dans des applications de cartographie [Wei 98].
Fig. 2.17: Capteur catadioptrique HyperOmni (http ://w3.sys.es.osaka-
u.ac.jp/projects/robot/index-e.html) : Miroir hyperbolique combine´ avec une came´ra perspective.
Ollis dans [Ollis 99] a analyse´ une se´rie de configurations ste´re´os en utilisant
deux miroirs hyperboliques combine´s avec une ou deux came´ras perspectives. La
mesure de profondeur est obtenue par triangulation. Le proble`me de la mise en
correspondance est re´solue par un algorithme de corre´lation tenant compte de la
courbure du miroir.
En 2002, Yagi et Yachida utilisent un capteur catadioptrique a` miroir hyper-
bolique (pour une vision globale) et deux came´ras Pan-Tilt-Zoom (pour une vision
locale) dans un syste`me robotique multi-capteurs [Yagi 02]. Les mouvements dans
la sce`ne sont de´tecte´s en temps re´el par la came´ra catadioptrique. La re´solution
faible de cette dernie`re ne permet pas l’analyse des de´tails de la sce`ne observe´e. Ce
proble`me est surmonte´ par un syste`me ste´re´o de deux came´ras conventionnelles a`
haute re´solution. Ce syste`me hybride est capable de surveiller l’environnement et
d’acque´rir simultane´ment des images a` haute re´solution.
–Miroir parabolique : Le miroir parabolique est une solution de l’e´quation
2.17(1) pour k →∞, d→∞ et d
k
est une constante. L’e´quation du parabolo¨ıde est
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donne´e par :
z = −x
2 + y2
4p
− p
ou` p est un parame`tre du parabolo¨ıde. Le miroir parabolique est une solution parti-
culie`re des syste`mes catadioptriques a` point central unique. En effet, les conditions
limites de cette solution placent le centre optique a` l’infini (d→∞). Le principe des
miroirs paraboliques est le meˆme que celui des antennes paraboliques. Les rayons
incidents passent par un seul point (centre de projection) et ensuite, ils sont re´fle´chis
paralle`lement a` l’axe de syme´trie du miroir (l’axe Z du repe`re miroir, voir Figure
2.18). Par conse´quent, les miroirs paraboliques sont combine´s avec des came´ras or-
thographiques. Des came´ras perspectives peuvent e´galement eˆtre combine´es avec
des miroirs paraboliques en plac¸ant la came´ra perspective face au miroir a` une dis-
tance suffisamment grande afin que les rayons re´fle´chis soient approximativement
paralle`les a` l’axe de syme´trie du miroir. La re´solution des images en utilisant cette
solution est tre`s faible.
Fig. 2.18: Projection catadioptrique avec miroir parabolique.
Nayar est un des premiers a` avoir utilise´ un miroir parabolique. En 1997, il
a pre´sente´ un prototype de came´ra catadioptrique a` miroir parabolique (voir Fi-
gure 2.19) avec un champ de vision e´gale a` une demi sphe`re [Nayar 97]. En 1998,
Gluckman et Nayar dans [Gluckman 98a] utilisent un capteur catadioptrique a`
miroir parabolique pour estimer le mouvement. En effet, ils ont adapte´ les algo-
rithmes d’estimation de mouvement valide pour une came´ra conventionnelle a` la
vision omnidirectionnelle en de´finissant le flot optique sur une sphe`re. Ensuite,
Gluckman et al. ont de´veloppe´ dans [Gluckman 98b] un capteur ste´re´o panora-
mique en alignant deux miroirs paraboliques et leurs came´ras orthographiques
associe´es suivant l’axe de syme´trie. Le syste`me complet a e´te´ e´talonne´ par une
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me´thode ite´rative [Gluckman 98b]. Un calcul de profondeur est re´alise´ en utilisant
la ge´ome´trie e´pipolaire.
(a) (b)
Fig. 2.19: Capteur catadioptrique a` miroir parabolique re´alise´ par Nayar. (a) un champ de vision
qui couvre une demi-sphe`re. (b) un champ de vision qui engendre toute une sphe`re.
Nayar et Peri ont utilise´, en 1999 des miroirs paraboliques pour construire des
came´ras catadioptriques a` point central unique dites croise´es [Nayar 99]. Ils sou-
lignent en particulier que l’utilisation d’optique croise´e permet la re´duction de la
taille du capteur et l’e´limination d’effets optiques non souhaite´s en raison de la cour-
bure importante des miroirs. Ils ont e´galement montre´ que tous les capteurs cata-
dioptriques multi miroirs, dont la ge´ne´ratrice est une conique, sont ge´ome´triquement
e´quivalent aux syste`mes catadioptriques mono miroir. En 2000, une me´thode de
reconstruction 3D a` partir d’une seule image panoramique, issue d’un capteur ca-
tadioptrique central a` miroir parabolique, a e´te´ propose´ par Sturm [Sturm 00]. La
me´thode de reconstruction prend en compte les contraintes de la structure 3D (la co-
planarite´, le paralle´lisme et la perpendicularite´ des objets dans l’image) fournies par
l’utilisateur. L’auteur de´crit une me´thode d’e´talonnage simple a` partir d’un lissage
de cercle au bord de l’image. Il utilise, dans l’algorithme de reconstruction propose´,
la proprie´te´ de la contrainte du point central unique qui permet de recalculer le
rayon de projection de chaque point 2D de l’image. Cette me´thode de reconstruc-
tion peut facilement eˆtre adapte´e a` d’autres formes de miroir (miroir hyperbolique
par exemple).
Il est clair que la seule contrainte sur le positionnement d’une came´ra ortho-
graphique par rapport au miroir parabolique, est que l’axe optique de la came´ra
soit paralle`le a` l’axe de syme´trie du miroir. Dans le cas ou` un miroir hyperbolique
est combine´ avec une came´ra perspective, la contrainte du point central unique
34 2.5 Mode´lisation de la came´ra catadioptrique centrale
est ve´rifie´e si et seulement si le centre optique de la came´ra perspective coincide
avec le deuxie`me foyer de l’hyperbole. Cette contrainte est difficile a` satisfaire lors
de la conception du capteur. Cependant, les objectifs te´le´centriques, utilise´s avec
une came´ra conventionnelle pour obtenir une projection orthographique, rendent la
came´ra orthographique plus volumineuse et couˆteuse que les came´ras perspectives.
Apre`s avoir analyse´ les diffe´rentes formes de miroirs satisfaisant la contrainte
du point central unique, nous pre´sentons leur mode`le de projection catadioptrique
unifie´.
2.5 Mode´lisation de la came´ra catadioptrique
centrale
Comme e´voque´ pre´ce´demment, un centre de projection unique est une proprie´te´
inte´ressante pour un capteur de vision. Cela implique que les rayons de projection de
points 3D de l’espace sur le miroir passent par un point 3D unique appele´ point cen-
tral. Les came´ras perspectives conventionnelles sont des capteurs de vision a` centre
unique (centre optique). Comme nous l’avons pre´sente´ ci-dessus, un syste`me cata-
dioptrique central peut eˆtre obtenu en combinant un miroir plan, sphe´rique, conique,
hyperbolique ou elliptique avec une came´ra perspective et un miroir parabolique avec
une came´ra orthographique. Cependant, comme nous l’avons vu pre´ce´demment et
comme pre´cise´ dans [Pajdla 01], seuls les miroirs hyperbolique et parabolique sont
utilise´s pour concevoir des came´ras catadioptriques a` point central unique. En ef-
fet, le miroir plan n’apporte aucun accroissement du champ de vision. Les miroirs
conique et sphe´rique sont des solutions de´ge´ne´re´es pour un syste`me catadioptrique
central. Le miroir elliptique n’est pas utilise´ en pratique car, comme nous l’avons
de´ja` e´voque´ pre´ce´demment, leur champ de vision est infe´rieur a` une demi-sphe`re de
l’espace.
Nous de´crivons, par la suite, le mode`le de projection unifie´ d’un capteur ca-
tadioptrique central, ou` le mode`le ste´nope´ d’une came´ra conventionnelle apparaˆıt
comme un cas particulier. Afin de simplifier les e´quations de projection, nous asso-
cions les entite´s ge´ome´triques (points, droites, ...etc) de l’objet 3D au repe`re miroir
Fm. Ainsi, nous e´crivons les vecteurs de coordonne´es, associe´s au repe`re miroir, sans
indice supe´rieure gauche (par exemple, le vecteur mA exprime´ dans le repe`re miroir
est e´crit A).
2.5.1 Mode`le de projection des points
Soit X un point de P3 de coordonne´es homoge`nes X = [X⊤ 1]⊤ = [X Y Z 1]⊤
exprime´es dans le repe`re miroir Fm (voir Figures 2.20 et 2.21). Le mode`le de projec-
tion des points 3D de P3 sur le plan image catadioptrique en des points de P2 peut
eˆtre pre´sente´ en quatre e´tapes :
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miroir e´quation λ Pc
Parabolique Z = −X2+Y 2
4p
+ p 2p
Z+ρ
 1 0 0 00 −1 0 0
0 0 0 1

Hyperbolique 1
a2
h
(Z − d
2
)2 − 1
b2
h
(X2 + Y 2) = 1 2dp
Z(
√
d2+4p2+2p)+dρ
 1 0 0 00 −1 0 0
0 0 −1 d

Elliptique 1
a2e
(Z − d
2
)2 + 1
b2e
(X2 + Y 2) = 1 - 2dp
Z(
√
d2+4p2−2p)+dρ
 1 0 0 00 −1 0 0
0 0 −1 d

Plan Z = d
2
d
2Z
 1 0 0 00 −1 0 0
0 0 −1 d

Tab. 2.1: Parame`tres de projection, avec ah =
1
2
(
√
d2 + 4p2 − 2p), bh =√
p
√
d2 + 4p2 − 2p2, ae = 12(
√
d2 + 4p2 + 2p) et be =
√
p
√
d2 + 4p2 + 2p2. 4p et
d sont respectivement le latus rectum et la distance entre les deux foyers dans le cas
des miroirs hyperbolique, elliptique et plan.
– e´tape 1 : Le point X est projete´ sur la surface du miroir en un point Xm
de´fini par l’intersection du rayon incident χ = λX avec le miroir. Il est clair
que l’intersection est donne´e par deux points. Le premier point, en partant de
l’origine M vers le point 3D X correspond a` λ > 0, et le deuxie`me point dans
le sens oppose´ correspond a` λ < 0. En travaillant dans un espace projectif
oriente´, le point projectif re´el correspond a` λ > 0. La valeur de λ qui de´finit
donc le point Xm ve´rifie l’e´quation du miroir. En re´solvant cette e´quation, on
obtient la valeur de λ associe´e au miroir et au point X (voir Tableau 2.1 pour
les valeurs de λ associe´es aux diffe´rents miroirs). D’une manie`re ge´ne´rale, le
point 3D X est projete´ sur la surface du miroir en un point Xm de coordonne´es
homoge`nes Xm = [λX
⊤ 1]⊤. Notons que λ de´pend du point 3D projete´ et des
parame`tres du miroir.
– e´tape 2 : Les miroirs hyperbolique, elliptique et plan sont combine´s avec une
came´ra perspective. Son centre optique C co¨ıncide avec le deuxie`me foyer du
miroir. La transformation homoge`ne entre le repe`re miroir Fm et le repe`re
came´ra perspective Fc est donne´e par :
cTm =

0
rot(x, π) 0
d
0 0 0 1
 (2.18)
ou` d est la distance entre les deux foyers du miroir et la rotation de π entre les
deux repe`res miroir et came´ra permet de placer la came´ra face au miroir. Les
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coordonne´es du point projete´ sur la surface miroir Xm dans le repe`re came´ra
Fc sont donne´es par :
cXm ∝ cP cTmXm (2.19)
ou` cP = [I3 0] est la matrice de projection exprime´e dans Fc et ∝ est une
e´galite´ a` un facteur d’e´chelle pre`s. Dans le cas d’un capteur catadioptrique a`
miroir parabolique, une came´ra orthographique est utilise´e. Le centre optique
de la came´ra se trouve a` l’infini et donc, la matrice de projection cP d’une
came´ra perspective doit eˆtre remplace´e par le mode`le orthographique. Dans ce
cas, les coordonne´es du point Xm dans le repe`re came´ra Fc sont donne´es par :
cXm ∝
 1 0 0 00 −1 0 0
0 0 0 1
 cTmXm (2.20)
Les e´quations de projection (2.19) et (2.20) peuvent eˆtre re´e´crites simplement :
cXm ∝ Pc Xm (2.21)
ou` les matrices de projection Pc associe´es aux miroirs sont donne´es dans le
tableau 2.1.
– e´tape 3 : En choisissant comme plan image normalise´, le plan (XY ) du repe`re
miroir, le point cXm est projete´ en un point de P
2 de coordonne´es homoge`nes
x = [x y 1]⊤. Dans le cas des miroirs hyperbolique, elliptique et plan, x est issu
de la projection perspective de cXm sur le plan image normalise´ situe´ a` une
distance d du centre optique de la came´ra perspective. Dans le cas d’un capteur
catadioptrique a` miroir parabolique, le point image normalise´ x est obtenu par
une projection orthographique. Apre`s quelques manipulations alge´briques, le
point 2D normalise´ peut eˆtre e´crit en fonction des parame`tres du miroir et des
coordonne´es du point 3D X :
x ∝ [ (ψ − ξ) XZ+ξρ (ξ − ψ) YZ+ξρ 1 ]⊤ (2.22)
ou` ψ et ξ sont fonctions des parame`tres de miroir p et d (voir Tableau 2.2), et
ρ = ‖X‖ = √X2 + Y 2 + Z2. L’e´quation de projection (2.22) peut eˆtre re´e´crite
en affectant la non line´arite´ a` une fonction non line´aire homoge`ne f(X, ξ),
comme suit :
x ∝Mf(X, ξ) (2.23)
avec
f(X, ξ) =
[
X
Z+ξρ
Y
Z+ξρ
1
]⊤
(2.24)
et :
M =
 ψ − ξ 0 00 ξ − ψ 0
0 0 1
 (2.25)
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capteur ξ ψ
Parabolique 1 1 + 2p
Hyperbolique d√
d2+4p2
d+2p√
d2+4p2
Elliptique d√
d2+4p2
d−2p√
d2+4p2
Plan 0 1
Conventionnelle 0 1
Tab. 2.2: Les parame`tres de projection ξ et ψ en fonction des parame`tres de miroir
M est une matrice associe´e au miroir, c’est-a`-dire que les e´le´ments de la matrice
de´pendent seulement des parame`tres du miroir.
Notons que dans un espace projectif, la fonction f peut eˆtre donne´e, a` un
facteur d’e´chelle pre`s, par :
f(X, ξ) ∝ [ Xρ Yρ Zρ + ξ ]⊤ (2.26)
– e´tape 4 : Le point image exprime´ en pixel est obtenu par une transformation
projective de la came´ra conventionnelle (perspective ou orthographique) en
utilisant l’e´quation suivante :
xi = Kx ∝ KcMf(X, ξ) (2.27)
Nous pre´sentons par la suite le mode`le ge´ne´rique de projection en utilisant une
sphe`re unitaire virtuelle permettant de mode´liser tous les capteurs a` projection
centrale.
2.5.2 Mode`le unifie´ avec une sphe`re virtuelle
Geyer et al. dans [Geyer 00] proposent un mode`le unifie´ de projection pour toute
came´ra catadioptrique centrale. Ils montrent que les mode`les des syste`mes catadiop-
triques centraux sont isomorphes a` une transformation projective de la sphe`re a`
un plan. En effet, le mode`le des syste`mes catadioptriques centraux est e´quivalent a`
deux projections successives, une premie`re projection centrale sur une sphe`re vir-
tuelle suivi d’une seconde projection perspective sur le plan image. Une version
modifie´e de ce mode`le unifie´ a e´te´ propose´e par Barreto [Barreto 03b].
Soit S un ensemble de points appartenant a` une sphe`re de centre M et de rayon
2p (voir Figures 2.20 et 2.21). Nous attacherons le miroir sphe´rique au repe`re miroir
Fm et la came´ra perspective associe´e au miroir sphe´rique au repe`re Fc′ . Sans perte de
ge´ne´ralite´, en normalisant la dimension du capteur catadioptrique par une grandeur
2p, la sphe`re virtuelle est donc de rayon unitaire. Le repe`re Fc′ est lie´ au repe`re
miroir Fm par une simple translation de ξ (voir Tableau 2.2) le long de l’axe Z
de Fm. La transformation projective de l’espace 3D a` l’image pixelique peut eˆtre
de´compose´e en trois e´tapes comme suit :
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Fig. 2.20: Mode`le de projection avec un miroir parabolique.
Fig. 2.21: Mode`le de projection avec un miroir hyperbolique.
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– e´tape 1 : Le point X de P3 est, dans un premier temps, projete´ sur la surface
de la sphe`re unitaire en un point Xs dont les coordonne´es dans Fm sont :
Xs =
1
ρ
[
X Y Z
]⊤
(2.28)
ou` ρ =
√
X2 + Y 2 + Z2. Notons que le rayon de projection Xs passe par le
point M et le point 3D X .
– e´tape 2 : Le point Xs sur la sphe`re est projete´ sur le plan (XY ) du repe`re miroir
Fm par une projection perspective de centre C ′ en un point de coordonne´es
homoge`nes :
x = f(X, ξ) =
[
X
Z+ξρ
Y
Z+ξρ
1
]⊤
(2.29)
Notons qu’en multipliant la composante Z par un parame`tre supple´mentaire εs
qui prendra la valeur 1 dans le cas ge´ne´ral, il est possible d’inte´grer la projec-
tion sphe´rique au mode`le unifie´ propose´ par Geyer en attribuant la valeur 0 et
1 aux parame`tres εs et ξ respectivement (voir annexe A.1). Dans les chapitres
suivants, nous utiliserons le mode`le (2.29) afin de simplifier les e´quations que
nous pre´senterons par la suite.
– e´tape 3 : Les coordonne´es homoge`nes xi du point image exprime´ en pixel sont
obtenues apre`s une transformation affine plan-a`-plan du point 2D normalise´
x :
xi = K x (2.30)
avec
K = KcM (2.31)
Rappelons queKc est la matrice triangulaire supe´rieure contenant les parame`tres
intrinse`ques de la came´ra conventionnelle, et M est la matrice diagonale contenant
les parame`tres intrinse`ques du miroir. Notons que ξ = 0 est un cas de´ge´ne´re´ des
syste`mes catadioptriques centraux ou` le mode`le (2.30) devient line´aire et la projec-
tion est alors e´quivalente au mode`le ste´nope´ conventionnelle (2.9).
Les figures 2.20 et 2.21 montrent respectivement l’e´quivalence ge´ome´trique entre
la projection catadioptrique des deux syste`mes a` miroir hyperbolique combine´ avec
une came´ra perspective et a` miroir parabolique combine´ avec une came´ra orthogra-
phique, et la projection ste´re´ographique unifie´e.
Comme tout mode`le, il existe des configurations singulie`res. Les singularite´s
du mode`le de projection unifie´ pre´sente´ ci-dessus sont observables dans l’e´quation
(2.29). Nous montrons dans l’annexe B que ces singularite´s ne sont pas observables
en pratique de la meˆme fac¸on que pour la projection ste´nope´ lorsque la profondeur
du point 3D est nulle.
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(a) (b)
Fig. 2.22: Image perspective d’une image omnidirectionnelle : (a) image omnidirectionnelle d’un
damier, (b) l’image perspective reconstruite du damier.
2.5.3 Transformation projective inverse et image perspec-
tive virtuelle
La transformation inverse permet de trouver le rayon 3D correspondant a` chaque
pixel de l’image catadioptrique. Dans [Barreto 03b], Barreto a montre´ que la fonction
non line´aire f est injective et son inverse est donne´e par :
f−1(x, ξ) =
[
λix λiy λiz − ξ
]⊤
(2.32)
avec x = K−1xi et λi =
ξz+
√
z2+(1−ξ2)(x2+y2)
x2+y2+z2
. La fonction f−1(x, ξ) est le vecteur di-
recteur du rayon 3D correspondant au point image xi. Notons que la transformation
inverse ne´cessite l’e´talonnage du capteur catadioptrique. Dans le cas ou` l’e´talonnage
K est connu et en supposant que le centre de projection est unique, l’image perspec-
tive peut eˆtre ge´ne´re´e a` partir de l’image catadioptrique. Soit une came´ra perspective
virtuelle de´finie par sa matrice d’e´talonnage Kv et par la matrice de rotation Rv
entre le repe`re miroir Fm et un repe`re qui lui est attache´ Fv (came´ra virtuelle).
En plac¸ant le centre optique de la came´ra virtuelle au point principal M , les coor-
donne´es homoge`nes xv d’un pixel dans l’image de la came´ra perspective virtuelle
est obtenue par :
xv = Kv Rv f
−1(K−1xi, ξ) (2.33)
Notons que le choix des matrices Kv et Rv est arbitraire. Un exemple d’une image
perspective virtuelle ge´ne´re´e a` partir d’une image omnidirectionnelle acquise par un
capteur catadioptrique central a` miroir parabolique est donne´ par la Figure 2.22.
2.6 Projection catadioptrique de droites 3D
Lorsque des environnements inte´rieurs, urbains ou industriels sont conside´re´s, le
choix de droites comme primitives visuelles est naturel. Afin d’utiliser ce type de
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primitives ge´ome´triques dans une boucle de commande par vision, il est ne´cessaire
de choisir une repre´sentation dans leur espace d’appartenance. Dans ce paragraphe,
nous donnerons les repre´sentations les plus courantes de droites du plan et de l’espace
3D. Nous justifierons, par la suite, notre choix qui portera sur les coordonne´es de
Plu¨cker. Enfin, nous de´crirons leur projection dans une image catadioptrique en
utilisant le mode`le unifie´ de´crit pre´ce´demment.
2.6.1 Les droites 2D
Une droite (l) du plan est de´finie par l’e´quation :
a x+ b y + c = 0 (2.34)
ou` a, b et c sont les coefficients de la droite (l), et (x, y) sont les coordonne´es d’un
point du plan appartenant a` la droite (l).
A partir de l’e´quation (2.34), quatre repre´sentations peuvent eˆtre de´duites :
– La premie`re repre´sentation consiste a` identifier la droite (l) a` un vecteur l =
[a b c]⊤ contenant les trois coefficients de son e´quation. Pour chaque point du
plan appartenant a` la droite (l) et de coordonne´es homoge`ne x = [x y 1]⊤,
l’e´quation (2.34) peut eˆtre exprime´e comme suit :
x⊤ l = 0 (2.35)
Cette repre´sentation n’est pas unique car le vecteur l est de´fini a` un facteur
multiplicatif pre`s.
– La deuxie`me repre´sentation est de´duite de la premie`re en imposant une norme
euclidienne unitaire au vecteur l. Le nouveau vecteur l est donc donne´ par :
l =
1√
a2 + b2 + c2
 ab
c
 (2.36)
– Une seconde fac¸on de normaliser la premie`re repre´sentation consiste a` diviser
les coefficients de la droite (l) par
√
a2 + b2. Cela implique que la droite (l) est
de´finie par le sinus et le cosinus de sa tangente θl et sa distance ρl a` l’origine
du repe`re de de´finition. En effet, la nouvelle repre´sentation est donne´e par :
l =
 cos θlsin θl
−ρl
 = 1√
a2 + b2
 ab
c
 (2.37)
Notons qu’aucune de ces trois repre´sentations n’est minimale.
– enfin, une repre´sentation minimale peut eˆtre de´duite de la pre´ce´dente. Dans
ce cas, seul l’angle θl et la distance ρl peuvent de´finir la droite 2D. Le vecteur
l normalise´ et minimal est donc donne´ par :
l =
[
θl
ρl
]
(2.38)
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L’e´quation de la droite (l) est dans ce cas cos(θl)x+ sin(θl) y − ρl = 0
Notons qu’une ambigu¨ıte´ de signe (l’orientation de la droite) est intrinse`que a` toutes
les repre´sentations.
2.6.2 Les droites 3D - Les coordonne´es Plu¨ckeriennes
Une droite de l’espace 3D peut eˆtre de´finie de plusieurs manie`res. Les lecteurs
inte´resse´s par la repre´sentation de droites 3D peuvent se re´fe´rer a` [Boukir 93],
[Faugeras 93], [Plcker 65].
Soit X un point 3D appartenant a` la droite 2D L. La droite L peut eˆtre de´finie
par le point de re´fe´rence X et le vecteur directeur unitaire u de la droite. On peut
donc e´crire :
(L) :
[
X
u
]
(2.39)
ou` X est le vecteur des coordonne´es du point X . Notons que cette repre´sentation
n’est pas unique car n’importe quel point X , appartenant a` la droite L, peut eˆtre
choisi comme point de re´fe´rence.
Par de´finition, les coordonne´es de Plu¨cker sont de´finies soit dans un espace eu-
clidien, on parle alors des coordonne´es de Plu¨cker euclidiennes, soit dans un espace
projectif, on parle alors des coordonne´es de Plu¨cker projectives. La diffe´rence entre
les deux repre´sentations est duˆe au fait que l’espace euclidien est muni d’un produit
scalaire et par conse´quent d’une norme. Les coordonne´es de Plu¨cker projectives sont
de´finies a` un facteur d’e´chelle pre`s mais peuvent eˆtre norme´es pour obtenir les co-
ordonne´es de Plu¨cker euclidiennes. Comme nous utilisons des droites 3D de l’espace
euclidien, nous choisirons les coordonne´es euclidiennes de Plu¨cker.
Dans un espace euclidien, une droite 3D peut eˆtre de´finie par un couple de
vecteurs, appele´ coordonne´es de Plu¨cker, comme :
(L) :
[
u
h
]
(2.40)
ou` h = X × u. Notons que le vecteur h est inde´pendant du choix du point X .
Par conse´quent, cette repre´sentation de´pend de l’orientation u a` un signe pre`s.
Ge´ome´triquement, le vecteur h est le vecteur normal au plan, appele´ plan d’inter-
pretation, passant par l’origine du repe`re de de´finition et contenant la droite L (voir
Figure 2.23).
2.6.3 Image perspective de droites 3D
Dans [Andreff 00], Andreff propose une repre´sentation de droites qui est a` la
fois homoge`ne dans les espace euclidien et projectif (image). Soit L une droite de
l’espace de coordonne´es de Plu¨cker [u⊤ h⊤]⊤ exprime´es dans le repe`re came´ra Fc
(voir Figure 2.23). Soit P un point de L le plus proche de l’origine C du repe`re
Fc. Sachant que h = P × u, la profondeur h de la droite L est donc donne´e par
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Fig. 2.23: Interpre´tation ge´ome´trique et projection perspective de droites 3D.
h = ‖h‖. Par conse´quent, le vecteur de´finissant le plan d’interpre´tation peut eˆtre
e´crit h = hh ou` h est un vecteur unitaire. Dore´navant, nous se´parons la profondeur
h et le vecteur unitaire h et nous repre´sentons la droite L par :
(L) :
 uh
h
 (2.41)
Notons que cette repre´sentation est redondante, elle est de rang 4 sous les contraintes
‖u‖ = 1, ‖h‖ = 1 et u⊤h = 0.
La projection perspective de la droite L sur le plan image est de´finie par l’in-
tersection du plan d’interpre´tation, contenant la droite et passant par le centre
optique C, et le plan image (voir Figure 2.23). Il est clair que la projection de L
est comple`tement de´finie par son plan d’interpre´tation. Donc, l’image de L peut
eˆtre de´finie par le vecteur unitaire h. En effet, tout point du plan image, de coor-
donne´es homoge`nes x, appartenant a` l’image de la droite L ve´rifie l’e´quation du
plan d’interpre´tation suivante :
x⊤ h = 0 (2.42)
En combinant les e´quations (2.7) et (2.42), on obtient l’e´quation de la droite li dans
l’image en pixel :
xi
⊤ li = 0 (2.43)
ou` li = Kc
−⊤ h.
Notons aussi que la projection de la droite 3D dans l’image perspective est
de´ge´ne´re´e lorsque la profondeur h = 0. Ce qui implique que l’image de la droite
3D passant par le centre de projection (cas de´ge´ne´re´) est un point.
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Fig. 2.24: Projection catadioptrique unifie´e de droites 3D.
En gardant la meˆme repre´sentation de droites 3D par ses coordonne´es de Plu¨cker,
nous pre´senterons dans la suite la formation de la conique repre´sentant l’image
d’une droite 3D dans un capteur catadioptrique. Nous montrerons ensuite comment
repre´senter l’image catadioptrique d’une droite 3D par une droite 2D au lieu d’une
conique.
2.6.4 Image catadioptrique d’une droite 3D
Afin de mode´liser la projection catadioptrique de droite dans l’image, nous uti-
liserons les coordonne´es de Plu¨cker pre´sente´es pre´ce´demment dans (2.41). Nous
utilisons le mode`le unifie´ d’un capteur catadioptrique central (une sphe`re unitaire
virtuelle + une came´ra perspective). La projection catadioptrique d’une droite de
l’espace peut alors eˆtre pre´sente´e en trois e´tapes :
– e´tape 1 : Soit L une droite 3D de´finie par les coordonne´es de Plu¨cker
[u⊤ h⊤ h]⊤ exprime´es dans le repe`re miroir Fm, et Γ l’ensemble des points
d’intersection de son plan d’interpre´tation Π avec la surface du miroir (voir
Figure 2.24). Notons que Γ de´finit la projection de toutes les droites du
plan d’interpre´tation Π sur le miroir. Cela implique que Γ est comple`tement
de´finie par le vecteur h. Soit X un point 3D de L, de´fini par ses coordonne´es
X = [X Y Z]⊤. La projection de X sur la sphe`re unitaire est le point Xs de
l’ensemble Γ, de coordonne´es Xs =
1
‖X‖
[X Y Z]⊤ et ve´rifie l’e´quation du plan
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d’interpre´tation Π, soit :
Xs
⊤ h = 0 (2.44)
– e´tape 2 : L’ensemble de points de Γ est ensuite projete´ perspectivement sur
le plan image normalise´. En effet, la transformation projective du point Xs en
un point image de coordonne´es homoge`nes x est re´alise´e a` travers la fonction
non line´aire f (se re´fe´rer a` l’e´quation (2.29)). En appliquant la transformation
inverse Xs ∝ f−1(x, ξ) dans l’e´galite´ (2.44), on obtient :
h⊤f−1(x, ξ) = 0 (2.45)
Apre`s quelques manipulations alge´briques et en de´finissant les composantes
du vecteur unitaire h = [hx hy hz]
⊤, (2.45) peut eˆtre e´crite sous forme qua-
dratique :
x⊤Ωx = 0 (2.46)
ou` Ω est la forme matricielle d’une conique donne´e par :
Ω ∝
h2x − ξ2(1− h2y) hxhy(1− ξ2) hxhzhxhy(1− ξ2) h2y − ξ2(1− h2x) hyhz
hxhz hyhz h
2
z
 (2.47)
Notons que la fonction non line´aire f transforme les droites du plan de´fini par
h en une conique Ω.
– e´tape 3 : La transformation projective d’une conique est une conique [Spain 57,
Hartley 00]. Par conse´quent, la conique exprime´e en pixel est donne´e par Ωi =
K−⊤ΩK−1. L’e´quation quadratique dans le plan image en pixel est donc :
x⊤i Ωixi = 0 (2.48)
Notons que l’e´quation (2.48) peut eˆtre e´crite comme suit :
A0x
2
i + A1y
2
i + 2A2xiyi + 2A3xi + 2A4yi + A5 = 0 (2.49)
avec 
A0 = h
2
x − ξ2(1− h2y)
A1 = h
2
y − ξ2(1− h2x)
A2 = hxhy(1− ξ2)
A3 = hxhz
A4 = hyhz
A5 = h
2
z
(2.50)
Nous pouvons constater que l’e´quation (2.49) est de´finie a` un facteur d’e´chelle pre`s.
Cette ambigu¨ıte´ peut eˆtre leve´e en normalisant cette e´quation par un des coefficients
Ai ou encore une combinaison line´aire, non line´aire ou mixte entre les coefficients
de la quadratique. Afin de re´duire l’espace de´ge´ne´re´ issu de la normalisation, nous
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avons choisi le coefficient A5 pour cette normalisation. L’e´quation quadratique (2.49)
s’e´crit alors :
B0x
2
i +B1y
2
i + 2B2xiyi + 2B3xi + 2B4yi + 1 = 0 (2.51)
avec Bk =
Ak
A5
. Le cas A5 = 0 correspond a` des configurations de´ge´ne´re´es pour cette
repre´sentation, ou` l’axe optique de la came´ra catadioptrique est co-planaire avec
la droite 3D L (hz = 0). Dans ce cas, la projection de la droite 3D dans l’image
catadioptrique est une droite qui passe par le centre de l’image. Dans la suite, nous
conside´rerons les cas non de´ge´ne´re´s (c-a`-d hz 6= 0).
Notons que l’image catadioptrique d’une droite 3D est de´finie par cinq coefficients
Bj, j = 0 . . . 4. Cependant, cette conique dans l’image a seulement deux degre´s de
liberte´. Dans la suite, nous pre´sentons une repre´sentation minimale en utilisant les
droites polaires.
2.7 Les droites polaires
Les proprie´te´s ge´ome´triques des droites polaires associe´es aux points par rapport
a` une conique peuvent eˆtre exploite´es en vision. Citons par exemple les travaux de
Barreto et al dans [Barreto 02a] qui utilisent les proprie´te´s ge´ome´triques des droites
polaires pour l’e´talonnage des came´ras catadioptriques centrales. Nous montrerons
dans la suite que ces droites polaires peuvent e´galement eˆtre utilise´es pour mieux
repre´senter les images catadioptriques de droites. Nous donnerons dans un premier
temps quelques de´finitions ge´ome´triques qui vont eˆtre utiles a` la de´finition de la
droite polaire associe´e a` un point par rapport a` une conique. Pour une e´tude plus
de´taille´e sur les proprie´te´s des polaires et des coniques, le lecteur peut se re´fe´rer a`
[Spain 57, Spain 60].
De´finition 1 Formule de Joachimsthal. Soient A et B deux points 2D de co-
ordonne´es a = [xa ya]
⊤ et b = [xb yb]
⊤ respectivement. Les coordonne´es du point P
divisant le segment [AB] en un rapport de λµ avec µ 6= 0, sont donne´es par :
p =
[
µxa+λxb
µ+λ
µya+λyb
µ+λ
]⊤
(2.52)
Soit Φ une conique 2D de´finie par l’e´quation quadratique suivante :
ax2 + by2 + 2cxy + 2dx+ 2ey + f = 0 (2.53)
ou` a, b, c, d, e et f sont des coefficients re´els. Soient les points A, B et P , de´finis
pre´ce´demment, appartenant au plan de de´finition de la conique Φ (voir Figure
2.25). Les coordonne´es du point P divisant le segment [AB] en un rapport de λ
µ
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sont donne´es par (2.52). Notons que le point P appartient a` la conique Φ si les
coordonne´es donne´es dans (2.52) ve´rifient l’e´quation (2.53) :
a(µxa + λxb)
2 + b(µya + λyb)
2 + 2c(µxa + λxb)(µya + λyb) + 2d(µxa + λxb)(µ+ λ)
+2e(µya + λyb)(µ+ λ) + f(µ+ λ)
2 = 0
(2.54)
Apre`s le de´veloppement de l’e´quation (2.54) et en notant ΦA (respectivement ΦB)
la distance du point A (resp. le point B) a` la conique Φ, on obtient :
µ2ΦA + 2µλTAB + λ
2ΦB = 0 (2.55)
ou`
TAB = xa(axb + cyb + d) + ya(cxb + byb + e) + dxb + eyb + f
= xb(axa + cya + d) + yb(cxa + bya + e) + dxa + eya + f
= TBA
De´finition 2 Equation quadratique de Joachimsthal. L’e´quation (2.55) est
appele´e l’e´quation quadratique de Joachimsthal.
L’e´quation quadratique de Joachimsthal admet deux solutions en λ
µ
qui corres-
pondent aux deux points d’intersection entre la droite AB et la conique Φ.
De´finition 3 Conjugue´ de point par rapport a` une conique. Les deux points
A et B sont conjugue´s par rapport a` la conique Φ si les deux points d’intersection
P et Q divisent harmoniquement A et B, c-a`-d AP
PB
= −AQ
QB
.
Les deux solutions de l’e´quation (2.55) sont donc e´gales en valeur absolue et de
signes diffe´rents. La condition ne´cessaire et suffisante pour que les deux points A et
B soit conjugue´s par rapport a` la conique Φ est TAB = 0.
De´finition 4 Droite polaire Soit Φ une conique 2D, et A un point appartenant
au plan de de´finition de la conique Φ. La polaire du point A par rapport a` la conique
Φ est de´finie par l’ensemble de tous les points du plan qui sont conjugue´s du point
A par rapport a` Φ. Les coordonne´es [x y]⊤ de cet ensemble de points sont solutions
de l’e´quation suivante :
TA = (axa + cya + d)x+ (cxa + bya + e)y + dxa + eya + f = 0 (2.56)
L’e´quation (2.56) est line´aire en x et y et donc repre´sente une droite 2D. Cette droite
est appele´e la droite polaire associe´e au point A par rapport a` la conique Φ. Elle
peut eˆtre de´finie par lA ∝ Φa˜ (ou` a˜ = [a⊤1]⊤ sont les coordonne´es homoge`nes du
point A).
Conside´rons la conique Ωi issue de la projection catadioptrique d’une droite 3D
dans le plan image. Il existe donc une infinite´ de droites polaires associe´es a` une
infinite´ de points de l’image par rapport a` la conique Ωi. Nous allons montrer qu’il
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Fig. 2.25: Droite polaire.
existe un point particulier de l’image pour lequel la droite polaire associe´e fournit des
proprie´te´s ge´ome´triques inte´ressantes. Soit li ∝ ΩiOi la droite polaire associe´e au
point principal de l’image (Oi = [u0 v0 1]
T ) par rapport a` la conique Ωi. L’e´quation
de cette droite polaire est donne´e par :
li
⊤xi = 0 ou` lxxi + lyyi + lz = 0 (2.57)
En utilisant l’e´galite´ Oi = K [0 0 1]
⊤, la droite polaire s’e´crit donc :
li ∝ K−⊤ΩK−1Oi = K−⊤ΩK−1K[0 0 1]⊤
∝ K−⊤h (2.58)
Ce re´sultat est inte´ressant car le vecteur normal au plan d’interpre´tation apparaˆıt
explicitement dans l’e´quation de projection. Rappelons que l’image catadioptrique
d’une droite 3D est comple`tement de´finie par son plan d’interpre´tation. Dans la
cas d’une came´ra conventionnelle, li ∝ Kc−⊤h n’est rien d’autre que l’image d’une
droite 3D appartenant au plan d’interpre´tation de´fini par h.
Par ailleurs, l’e´quation (2.58) donne :
h =
K⊤li
‖K⊤li‖ (2.59)
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Fig. 2.26: Droite polaire comme image virtuelle.
Proposition 1 Conside´rons une came´ra perspective vir-
tuelle de´finie par la matrice de calibrage Kv et attache´e
au repe`re Fv = Fm (voir figure 2.26). Si les parame`tres
intrinse`ques de la came´ra virtuelle sont choisis de meˆme
valeurs que les parame`tres intrinse`ques de la came´ra cata-
dioptrique (c’est-a`-dire Kv = K), alors la projection pers-
pective de la droite 3D L dans le plan image Iv de la came´ra
virtuelle est une droite 2D :
lv
⊤ xiv = 0 et lv ∝ K−⊤h (2.60)
ou` xiv est un point exprime´ en pixel dans l’image virtuelle
Iv.
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Corollaire 1 La droite polaire li associe´e au point prin-
cipal de l’image catadioptrique par rapport a` la conique
(image catadioptrique de la droite L), est la projection pers-
pective de L dans l’image d’une came´ra virtuelle de´finie par
K.
Ce corollaire est fondamental puisqu’il nous permet de repre´senter la projection
d’une droite 3D dans l’image d’une came´ra catadioptrique par une simple droite
(polaire) au lieu d’une conique.
Connaissant uniquement le point principal Oi de l’image catadioptrique,
il est donc possible d’utiliser le mode`le line´aire (mode`le ste´nope´) pour la projection
des droites 3D au lieu du mode`le non-line´aire de´crit pre´ce´demment.
2.8 Conclusion
Dans ce chapitre, des outils permettant de mode´liser l’environnement et le cap-
teur came´ra dans des espaces projectifs ont e´te´ pre´sente´s. Nous avons e´galement
dresse´ un e´tat de l’art en nous focalisant sur les came´ras omnidirectionnelles a` mi-
roir et a` point central unique. Les mode`les de projection pour ces capteurs ont
ensuite e´te´ discute´s. La projection des points et des droites de l’espace a plus parti-
culie`rement e´te´ e´tudie´es. Nous avons vu que les droites de l’espace se projettent en
des coniques dans l’image acquise par une came´ra catadioptrique. Afin de simplifier
les e´quations de projection relatives aux droites, la notion de droites polaires a e´te´
introduite. Il est particulie`rement inte´ressant de noter que cet outil alge´brique per-
met de surmonter la non-line´arite´ du mode`le de projection avec une connaissance
faible de l’e´talonnage (uniquement le point principal). Ce dernier point permettra,
comme nous le verrons dans la suite, de proposer des algorithmes d’estimation du
mouvement et des lois de commande simples et efficaces.
Chapitre 3
Ge´ome´trie projective en vision
omnidirectionnelle
Le proble`me de la localisation tridimensionnelle de la came´ra dans la sce`ne qu’elle
observe peut classiquement eˆtre traite´ de deux manie`res diffe´rentes selon le degre´
de connaissance a priori sur la came´ra et la sce`ne observe´e. Le premier type de
me´thodes utilise une mise en correspondance entre des points de l’espace Carte´sien
et leur projection dans l’image de la came´ra pour obtenir la position et l’orientation
de l’objet d’inte´reˆt dans un repe`re rigidement lie´ a` la came´ra. Ce type de me´thode
implique que l’on dispose d’un mode`le de la sce`ne ou tout du moins d’un certain
nombre de primitives de celle-ci. Le de´placement de la came´ra peut ensuite eˆtre
obtenu par composition de changements de repe`re entre deux poses successives.
Le principe du second groupe de me´thodes, qui nous inte´resse plus parti-
culie`rement ici, est de retrouver a` partir de la mise en correspondance de primitives
ge´ome´triques dans plusieurs images, le de´placement de la came´ra et la ge´ome´trie
de la sce`ne observe´e. Dans ce cas, le mode`le de la sce`ne n’est pas ne´cessaire. Si
l’e´talonnage du capteur est connu, on parlera de reconstruction euclidienne ; sinon
la reconstruction sera dite projective. Dans le cas d’une reconstruction euclidienne, le
de´placement en translation de la came´ra entre les prises de vue ne pourra eˆtre obtenu
qu’a` un facteur d’e´chelle pre`s ; on parlera alors de reconstruction du de´placement
partiel de la came´ra. Ces techniques de reconstruction du de´placement partiel ont e´te´
exploite´es avec succe`s dans le cadre de l’asservissement visuel (en particulier pour
les techniques hybrides). L’objectif de ce chapitre est de proposer des me´thodes
adapte´es aux capteurs qui nous inte´ressent : les came´ras catadioptriques a` centre de
projection unique et a` notre application : l’asservissement visuel.
La premie`re partie de ce chapitre de´crit brie`vement le proble`me dans le cas ou`
une came´ra conventionnelle (mode`le pinhole) est utilise´e. Dans la seconde partie, les
principaux re´sultats de la litte´rature sur ce sujet lorsqu’une came´ra catadioptrique
est utilise´e, sont pre´sente´s. Les contributions du chapitre sont ensuite expose´es.
La premie`re concerne la reconstruction euclidienne du de´placement partiel de la
came´ra via une transformation homographique liant des coordonne´es e´tendues de
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la projection d’un ensemble de points dans deux images. La seconde contribution
concerne l’utilisation de droites projete´es pour la reconstruction projective et eucli-
dienne. Nous proposons d’utiliser les droites polaires associe´es aux droites projete´es
(coniques) pour surmonter les non-line´arite´s de la fonction de projection. Des algo-
rithmes d’estimation des matrices d’homographie normalise´e ou non sont pre´sente´s.
Nous validons nos approches a` travers deux applications. La premie`re concerne
l’estimation du de´placement partiel de la came´ra catadioptrique entre deux prises
de vues et la seconde concerne la planification de trajectoires de points et de droites
dans l’image catadioptrique.
3.1 Reconstruction projective et euclidienne en
vision conventionnelle
La ge´ome´trie des syste`mes a` deux prises de vue, re´fe´rence´e dans la litte´rature
comme la ge´ome´trie e´pipolaire, conduit a` des re´sultats importants tels que la recons-
truction du de´placement d’une came´ra. En effet, il existe une contrainte liant des
primitives visuelles (des points, des droites) entre deux images, appele´e contrainte
e´pipolaire. Conside´rons un point X de l’espace 3D, qui se projette en x dans l’image
I de la came´ra de centre optique C et attache´e au repe`re Fc, et en x∗ dans l’image
I∗ de la came´ra conventionnelle de centre optique C∗ et attache´e au repe`re F∗c (se
re´fe´rer a` la Figure 3.1). Le triplet de point {C,C∗,X} forme le plan (pi1), appele´
plan e´pipolaire. Il intersecte les deux plans images I et I∗ en deux droites le et l∗e
respectivement. Les droites le et l
∗
e sont appele´es respectivement droite e´pipolaire
de I associe´e a` x∗ et droite e´pipolaire de I∗ associe´e a` x. La projection du centre
optique C dans l’image I∗ est un point particulier appele´ l’e´pipole et est note´ e∗.
En effet, l’ensemble des droites e´pipolaires de I∗ s’intersecte en un seul point qui
est l’e´pipole e∗. De meˆme pour l’image I, l’intersection de l’ensemble des droites
e´pipolaires est le point issu de la projection du centre optique C∗ dans l’image I et
est l’e´pipole note´ e. Cette contrainte ge´ome´trique, appele´e contrainte e´pipolaire peut
eˆtre repre´sente´e sous sa forme matricielle ce qui permet de construire des me´thodes
d’estimation du de´placement de la came´ra et de la structure de la sce`ne.
3.1.1 La contrainte e´pipolaire sous forme matricielle
Dans ce paragraphe, nous allons brie`vement de´crire les relations matricielles
de la contrainte e´pipolaire en vision conventionnelle. Pour une description plus
comple`te dans le cas perspectif, le lecteur pourra se reporter a` [Faugeras 93].
Conside´rons X un point 3D de la sce`ne de coordonne´es homoge`nes
X = [X⊤ W ]⊤ = [X Y Z W ]⊤ dans Fc et X∗ = [X∗⊤ W ∗]⊤ = [X∗ Y ∗ Z∗ W ∗]⊤
dans F∗c . Le point X se projette dans les images courante et de´sire´e en deux points
de coordonne´es homoge`nes normalise´es x et x∗ respectivement. Leurs coordonne´es
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Fig. 3.1: Contrainte et ge´ome´trie e´pipolaire entre deux came´ras perspectives.
homoge`nes exprime´es en pixel sont donne´es par xi et x
∗
i respectivement.
En utilisant l’e´quation de projection (2.9), les coordonne´es homoge`nes xi et x
∗
i
exprime´es en pixel peuvent donc eˆtre re´e´crites :
xi ∝ K cPX = K ∗PX∗
x∗i ∝ K cPX∗
(3.1)
ou` cP = [I3 0] et
∗P = [R t]. En e´liminant le vecteur X∗ des deux e´quations
pre´ce´dentes, on obtient :
xi
⊤Fx∗i = 0 (3.2)
ou`
F = K−⊤[t]×RK = [e]×G (3.3)
La matrice F est de dimension 3 × 3 et est appele´e matrice fondamentale. La
matrice G est une matrice inversible de dimension 3 × 3. Elle sera appele´e dans la
suite matrice de coline´ation (la matrice d’homographie exprime´e en pixel). Celle-ci
sera e´tudie´e plus en de´tail dans la suite du document. La matrice fondamentale F
est en ge´ne´ral de rang 2 et son determinant est nul. Cela implique une contrainte non
line´aire sur ses e´le´ments. Ge´ome´triquement, la matrice fondamentale F de´finit l’en-
semble des droites dans l’image I passant par e. Le vecteur x∗i ⊤F⊤ repre´sente, donc
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la droite e´pipolaire dans l’image I. Zhang, dans [Zhang 94] utilise cette contrainte
forte pour simplifier les ope´rations de mise en correspondance entre les images. No-
tons e´galement que les deux e´pipoles e et e∗ ve´rifient respectivement e⊤F = 0 et
Fe∗ = 0. Ils engendrent donc respectivement les noyaux gauche et droit de la matrice
F.
En utilisant les e´quations (2.7) et (3.2), une matrice similaire a` la matrice fon-
damentale, appele´e matrice essentielle ve´rifie la relation suivante entre les points de
l’image normalise´e :
x⊤Ex∗ = 0 (3.4)
ou`
E = [t]×R (3.5)
3.1.2 Estimation de la ge´ome´trie e´pipolaire et du
de´placement de la came´ra
L’estimation du de´placement rigide d’une came´ra entre deux prises de vues
ne´cessite en aval une estimation de la ge´ome´trie e´pipolaire. Les me´thodes permet-
tant d’estimer cette ge´ome´trie sont nombreuses. Nous ne pre´sentons ici qu’un bref
aperc¸u de ces me´thodes et invitons les lecteurs a` se reporter a` [Luong 93, Zhang 98,
Malis 00] pour de plus amples de´tails.
Le proble`me de l’estimation de la ge´ome´trie e´pipolaire est, par sa propre na-
ture, non line´aire. En effet, la matrice fondamentale doit eˆtre de rang 2 et la ma-
trice essentielle doit satisfaire les conditions de Huang-Faugeras [Huang 89]. Ces
deux conditions sont des contraintes non line´aires qui seront impose´es a posteriori,
apre`s une estimation line´aire. Par conse´quent, l’approche classique pour estimer
cette ge´ome´trie est en ge´ne´ral compose´e de deux e´tapes :
– e´tape 1 : Trouver une solution initiale en utilisant un algorithme line´aire
connu sous le nom d’algorithme des huit points [LonguetHiggins 81,
LonguetHiggins 84, Hartley 97].
– e´tape 2 : Affiner la solution obtenue dans la premie`re e´tape par un algo-
rithme de minimisation [Jerian 91] en introduisant les contraintes non line´aires
[Deriche 94, Luong 96].
Il est possible de simplifier l’estimation de la matrice fondamentale en utilisant
la relation (3.3). L’estimation de F peut alors eˆtre de´duite de celles de l’e´pipole
e et de la matrice de coline´ation G. Boufama et al. dans [Boufama 95] ont
propose´ d’estimer simultane´ment la matrice de coline´ation et l’e´pipole en effectuant
un changement de repe`re judicieux dans l’image. Cependant, il existe des cas
singuliers ou` l’estimation de la matrice de coline´ation est impossible. Shashua et
al. proposent d’estimer dans un premier temps l’e´pipole et ensuite, a` partir de 3
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correspondances et de l’e´pipole, de calculer de manie`re line´aire la matrice de co-
line´ation [Shashua 94]. Il est e´galement possible d’estimer la matrice de coline´ation,
sans avoir besoin d’estimer l’e´pipole, en utilisant les algorithmes propose´s dans
[Couapel 95, Malis 00]. Lorsqu’on dispose de plus de 2 images d’un meˆme objet, les
algorithmes propose´s dans [Irani 96, Irani 98, Vie¨ı¿1
2
ille 96] peuvent eˆtre utilise´s.
Notons finalement que le proble`me d’estimation de la matrice de coline´ation se
re´sume a` une simple re´solution d’e´quation line´aire lorsque 4 points ou 4 droites
coplanaires sont disponibles [Criminisi 98].
Il existe certaines configurations qui entraˆınent la re´duction de rang de la ma-
trice fondamentale. Ces configurations sont de´crites dans [Torr 98]. Entre autres, les
configurations les plus fre´quentes sont :
– une rotation pure de la came´ra,
– la sce`ne observe´e est un plan,
– les points dans l’image sont coline´aires.
Or, dans le contexte de l’asservissement visuel, ces configurations de´ge´ne´re´es
peuvent entraˆıner un e´chec de la boucle de commande. Contrairement a` la matrice
fondamentale (ou essentielle), la matrice de coline´ation (ou d’homographie) est tou-
jours de´finie. C’est pour cette raison fondamentale que nous e´tudierons uniquement
l’estimation de la coline´ation et/ou de l’homographie. Notons que la matrice de
coline´ation peut eˆtre estime´e a` partir d’une mise en correspondance dans les deux
images d’un ensemble de droites [Faugeras 87] ou de contours [Chesi 00].
Si le mouvement entre les deux prises de vue est une rotation pure, la matrice
de coline´ation correspond a` la coline´ation relative a` un plan a` l’infini, note´e G∞.
Pour estimer cette dernie`re, il faut au moins quatre images de la sce`ne ou une
connaissance supple´mentaire sur la sce`ne (trois points situe´s a` l’infini, le plan de
re´fe´rence paralle`le au plan image) [Robert 95, Vie¨ı¿1
2
ille 96]. Lorsque le mouvement
est une translation pure, la matrice G∞ est proportionnelle a` la matrice identite´
(G∞ ∝ I).
A partir de la ge´ome´trie e´pipolaire, il est possible de de´terminer le de´placement
partiel entre les deux positions de la came´ra, ainsi que la structure de la sce`ne ob-
serve´e. On parle alors du proble`me de ”structure from motion”. En effet, la rotation
de la came´ra et sa translation a` un facteur d’e´chelle pre`s peuvent eˆtre estime´es. Pour
cela, il est ne´cessaire d’estimer la matrice essentielle E (respectivement d’homogra-
phie H) a` partir de la matrice fondamentale F (respectivement de la coline´ation G).
Ces matrices peuvent eˆtre obtenues en utilisant les relations suivantes :
Ê = K⊤FK (3.6)
et
Ĥ = K−1GK (3.7)
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Il est clair que l’estimation des matrices essentielle E et d’homographie H
ne´cessite la connaissance de l’e´talonnage (la matrice K) de la came´ra. Par
conse´quent, l’estimation du de´placement de la came´ra et de la structure de la sce`ne
est affecte´e par d’e´ventuelle erreurs sur les parame`tres intrinse`ques.
A partir de la matrice essentielle estime´e Ê et en utilisant la me´thode de´crite
dans [Hartley 92] base´e sur la decomposition SVD de Ê, il est possible d’estimer la
matrice de rotation et la translation a` un facteur d’e´chelle pre`s.
Dans la suite de ce chapitre, nous nous inte´ressons essentiellement aux matrices
d’homographies. Apre`s un bref aperc¸u sur quelques re´sultats fondamentaux de la
ge´ome´trie e´pipolaire pour la vision omnidirectionnelle, nous montrons l’existence
d’une matrice d’homographie relative a` un plan, de´finie pour n’importe quel capteur
catadioptrique central y compris les came´ras perspectives.
3.2 Ge´ome´trie e´pipolaire en vision omnidirection-
nelle
La contrainte e´pipolaire est une proprie´te´ de la projection centrale jouant un
roˆle primordial dans la reconstruction euclidienne d’un de´placement d’une came´ra
entre deux prises de vue. Cette contrainte ge´ome´trique peut e´galement eˆtre ap-
plique´e aux capteurs catadioptriques centraux. Svoboda et Padjla sont les premiers a`
avoir e´tudie´ la ge´ome´trie e´pipolaire pour les capteurs catadioptriques centraux a` mi-
roirs hyperbolique [Svoboda 98] et parabolique [Pajdla 01]. Une formulation ge´ne´rale
de cette ge´ome´trie pour tous capteurs catadioptriques centraux est pre´sente´e dans
[Svoboda 02a]. Les capteurs catadioptriques a` point central unique admettent une
ge´ome´trie e´pipolaire similaire a` celles des came´ras conventionnelles [Svoboda 98]. Ce
re´sultat est important car les algorithmes d’estimation des ge´ome´tries projective et
euclidienne conc¸us pour les came´ras conventionnelles, peuvent eˆtre utilise´s pour des
capteurs catadioptriques centraux.
3.2.1 La contrainte e´pipolaire
Conside´rons deux prises de vue d’un objet 3D par un capteur catadioptrique
central. Nous distinguons les deux positions des prises de vue par les positions cou-
rante et de´sire´e. Soit X un point appartenant a` l’objet 3D, qui se projette, dans
un premier temps, en un point de coordonne´es Xs sur le premier miroir sphe´rique
unitaire centre´ enM et attache´ au repe`re courant Fm, et en un point de coordonne´es
X∗s sur le second miroir centre´e en M
∗ et attache´e au repe`re de´sire´ F∗m (voir Figure
3.2). Les points Xs et X
∗
s se projettent respectivement en xi dans l’image I et en x∗i
dans l’image I∗. Le plan e´pipolaire note´ (π), est forme´ par les centres de projection
M et M∗ et le point 3D X . Il est clair que les points Xs et X∗s appartiennent aussi
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Fig. 3.2: Contrainte et ge´ome´trie e´pipolaire entre deux capteurs catadioptriques centraux.
a` ce plan. La coplanarite´ de ces points se traduit par :
Xs
⊤R(t×X∗s) = Xs⊤R[t]×X∗s = 0 (3.8)
ou` R et t sont respectivement la matrice de rotation et le vecteur de translation
entre les repe`res miroir courant et de´sire´. L’e´criture matricielle de la coplanarite´
(3.8) peut donc se formuler de la meˆme manie`re que dans le cas conventionnel. On
obtient :
Xs
⊤EX∗s = 0 (3.9)
ou`
E = R[t]× (3.10)
est la matrice essentielle catadioptrique [Svoboda 98]. Le vecteur n∗pi normal au plan
e´pipolaire (π) s’e´crit dans le repe`re miroir de´sire´ F∗m :
n∗pi = t×X∗s = [t]×X∗s (3.11)
Le meˆme vecteur s’e´crit dans le repe`re miroir courant Fm :
npi = Rn
∗
pi = EX
∗
s (3.12)
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Le plan e´pipolaire (π) intersecte les deux surfaces du miroir sphe´rique unitaire aux
positions courante et de´sire´e, en deux grands cercles Γe et Γ
∗
e. La droite liant les
deux centres de projection M et M∗ intersecte les surfaces miroirs en deux paires
de points, E˜1 et E˜2 sur le miroir courant et E˜
∗
1 et E˜
∗
2 sur le miroir de´sire´. Les
deux grands cercles Γe et Γ
∗
e se projettent ensuite sur les plans images normalise´s
courant et de´sire´ en deux coniques Ωe et Ω
∗
e appele´es coniques e´pipolaires. Ces
coniques sont comple`tement de´finies par la matrice essentielle E, les points images
xi et x
∗
i repre´sentant la projection du point X sur le plan image des deux capteurs
catadioptriques et exprime´s en pixel, et les parame`tres d’e´talonnage du capteur.
La forme quadratique des ces coniques peut eˆtre obtenue en utilisant les
e´quations de projection de droites (2.47). Les images des deux paires de points
(E˜1, E˜2) et (E˜
∗
1, E˜
∗
2) sont respectivement les points e´pipolaires (e˜1, e˜2) dans
l’image normalise´e de I et (e˜∗1, e˜∗2) dans l’image normalise´e de I∗. Notons que
l’expression alge´brique de la matrice fondamentale liant les coordonne´es homoge`nes
exprime´es en pixel, des points de chaque image est difficile a` obtenir, voir meˆme
impossible en raison de la non line´arite´ du mode`le de projection.
Toutefois, dans [Geyer 03], Geyer et Daniliidis repre´sentent les primitives vi-
suelles, d’une image prise par un capteur para-catadioptrique (miroir parabolique
combine´ avec une came´ra orthographique), dans un espace augmente´. En effet, le
plan projectif essentiellement utilise´ pour repre´senter des primitives dans une image
perspective, n’est pas ne´cessairement l’espace le plus adapte´ pour repre´senter ces
primitives lorsqu’un capteur catadioptrique est utilise´. Lorsque le capteur est un
para-catadioptrique, l’image catadioptrique d’une droite 3D est une ellipse ou un
cercle lorsque les pixels de l’imageur sont carre´s, Geyer et al. montrent que la pro-
jection ste´re´o-graphique inverse d’un cercle o dans l’image para-catadioptrique, sur
une sphe`re unitaire est un cercle. Ce cercle peut eˆtre de´fini par l’intersection entre
la sphe`re unitaire et un plan π. Un point o˜ appele´ poˆle du plan π peut eˆtre obtenu
en construisant le coˆne tangent a` la sphe`re unitaire et contenant l’image du cercle o
sur la sphe`re. Le poˆle o˜ est le sommet du coˆne (se re´fe´rer a` la Figure 3.3). Le poˆle o˜
repre´sente alors le cercle o. L’espace des points poˆles est donc l’espace repre´sentant
les cercles, appele´ l’espace des cercles.
Ce espace repre´sente non seulement l’image para-catadioptrique de droites 3D
mais aussi l’image para-catadioptrique de points 3D. En effet, la projection ste´re´o-
graphique inverse d’un point de l’image para-catadioptrique est un point unique.
Cela peut eˆtre interpre´te´ par un cercle de rayon e´gal a` ze´ro. Par contraste au plan
projectif ou` P2 consiste en les points images et ou` il faut construire un plan projectif
dual P2∗ pour repre´senter les droites dans l’image, l’espace des cercles repre´sente a`
la fois les points et les droites images dans le meˆme espace.
Les auteurs montrent par analogie au groupe de transformations d’un plan pro-
jectif que le groupe de Lorentz projectif est le seul ensemble des transformations
line´aires dans l’espace des cercles pre´servant les relations entre les rayons de projec-
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tion incidents. Malheureusement, le groupe de Lorentz n’est pas entie`rement ana-
logue au groupe projectif line´aire. Ses proprie´te´s sont plus proches de celles du groupe
des rotations O(3). A partir d’une transformation line´aire entre le point image para-
catadioptrique exprime´ dans l’espace des cercles et le point image perspective, la
matrice fondamentale est obtenue.
Des me´thodes d’estimation de la matrice fondamentale, d’auto-e´talonnage et de
reconstruction sont pre´sente´es dans [Geyer 03].
Fig. 3.3: Repre´sentation des cercles [Geyer 03].
Cependant, comme ces transformations ne sont valides que dans le cas des cap-
teurs para-catadioptriques sous l’hypothe`se que les pixels de leurs imageurs sont
carre´s, seule la contrainte fondamentale assignant a` chaque point xi de l’image I
(respectivement un point x∗i de l’image I∗) la correspondance par l’ensemble des
points de´finissant la conique e´pipolaire donne´e par Ω∗e dans l’image I∗ (respecti-
vement Ωe dans l’image I), peut eˆtre exprime´e dans le cas ge´ne´ral des capteurs
catadioptriques centraux :
xi
⊤Ωei(E,x
∗
i ,K)xi = 0 et x
∗
i
⊤Ω∗ei(E,xi,K)x
∗
i = 0 (3.13)
ou` Ωei et Ω
∗
ei sont les coniques e´pipolaires dans l’image catadioptrique exprime´es en
pixel. Les algorithmes d’estimation de la ge´ome´trie e´pipolaire des came´ras conven-
tionnelle peuvent eˆtre utilise´s. Seule la phase de normalisation des donne´es utilise´es
lors de l’estimation est diffe´rente [Svoboda 02b].
Dans la suite, nous montrons comment une matrice d’homographie entre deux
images catadioptriques peut eˆtre estime´e. Nous traitons les cas de primitives visuelles
points et droites.
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Conside´rons un point X , appartenant a` un objet 3D, de coordonne´es ho-
moge`nes X = [X⊤ W ] = [X Y Z W ]⊤ exprime´es dans le repe`re courant Fm et
X∗ = [X∗⊤ W ∗] = [X∗ Y ∗ Z∗ W ∗]⊤ exprime´es dans le repe`re de´sire´ F∗m. Le point
X se projette dans les images courante et de´sire´e en deux points images de coor-
donne´es homoge`nes xi et x
∗
i respectivement. Leurs coordonne´es homoge`nes norma-
lise´es x = [x⊤ 1]⊤ et x∗ = [x∗⊤ 1]⊤ sont obtenues en utilisant l’e´quation (2.30).
Nous supposons dans un premier temps que Z 6= 0 et nous de´finissons :
η = s‖X‖/|Z| = s
√
1 +X2/Z2 + Y 2/Z2 (3.14)
ou` le facteur s est le signe de la composante Z. En utilisant la fonction non line´aire
f de projection donne´e par l’e´quation (2.29), les composantes du vecteur x = [x y]⊤
peuvent eˆtre re´e´crites :
x = X/Z
1+ξη
et y = Y/Z
1+ξη
(3.15)
En substituant les composantes x et y, par leurs expressions donne´es par (3.15) dans
la relation (3.14), nous obtenons :
η2 − (x2 + y2)(1 + ξη)2 − 1 = 0 (3.16)
Les deux solutions de (3.16) sont :
η =
±γ − ξ(x2 + y2)
ξ2(x2 + y2)− 1 (3.17)
ou` γ =
√
1 + (1− ξ2)(x2 + y2). Sachant que η est du signe s de Z, il est facile
de montrer que la solution exacte de η est donne´e par (voir Annexe A.3 pour la
de´monstration) :
η =
−γ − ξ(x2 + y2)
ξ2(x2 + y2)− 1 (3.18)
Notons qu’il est possible de calculer la valeur de η a` partir des coordonne´es x
et du parame`tre ξ de la surface miroir. En faisant apparaˆıtre les e´le´ments de (3.15)
dans l’expression du vecteur Xs de la manie`re suivante :
Xs =
1
ρ
[X Y Z]⊤
= Z
ρ
[X/Z Y/Z 1]⊤
= 1
η
[(1 + ξη)x (1 + ξη)y 1]⊤
= 1+ξη
η
[x y (1 + ξη)−1]⊤
= (η−1 + ξ)[x y (1 + ξη)−1]⊤
(3.19)
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avec ρ est la norme du point X .
Les coordonne´es de la projection du point X sur les surfaces des miroirs
sphe´riques unitaires courant et de´sire´ peuvent eˆtre calcule´es par :
Xs = (η
−1 + ξ)x˜ et X∗s = (η
∗−1 + ξ)x˜∗ (3.20)
avec 
x˜ = [x⊤ 1
1+ξη
]⊤
x˜∗ = [x∗⊤ 1
1+ξη∗
]⊤
(3.21)
Notons que l’e´quation (3.20) est ve´rifie´e pour tout Z 6= 0. Nous gardons
pour l’instant cette repre´sentation afin de faire apparaˆıtre le cas des came´ras
conventionnelles.
Dans la suite, nous appelons x˜ le vecteur augmente´ contenant les coordonne´es
normalise´es x du point image et la troisie`me composante fonction de x et du pa-
rame`tre miroir ξ, donne´e dans (3.21).
Fig. 3.4: Ge´ome´trie de deux vues catadioptriques cas des points.
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Conside´rons maintenant un plan de re´fe´rence attache´ a` l’objet 3D (se re´fe´rer a`
la Figure 3.4) de´fini par le vecteur pi∗ = [n∗⊤ − d∗]⊤ exprime´ dans le repe`re miroir
de´sire´ F∗m. n∗ est le vecteur normal au plan de re´fe´rence π et d∗ sa distance a` l’origine
M∗ du repe`re F∗m. La distance signe´e entre le point X et le plan π est inde´pendante
du choix du repe`re de´finissant le point et le plan. En choisissant le repe`re miroir
de´sire´, cette distance est donne´e par :
d(X , π) = pi∗⊤X∗ (3.22)
En remplac¸ant l’expression deXs =
1
ρ
[X Y Z]⊤ (donne´e par l’expression (2.28))
dans (3.20), nous e´crivons :
ρ(η−1 + ξ)x˜ =
[
I3 0
]
X =
[
R t
]
X∗ (3.23)
En de´veloppant la formule de la distance d(X , π), nous obtenons :
d(X , π) = ρ∗(η∗−1 + ξ)n∗⊤x˜∗ − d∗W ∗ (3.24)
Par conse´quent, la coordonne´e homoge`ne W ∗ du vecteur X∗ peut s’e´crire :
W ∗ =
ρ∗(η∗−1 + ξ)
d∗
n∗⊤x˜∗ − d(X , π)
d∗
(3.25)
Le vecteur des coordonne´es homoge`nes X∗ peut s’e´crire en se´parant la compo-
sante homoge`ne W ∗ comme suit :
X∗ = ρ∗(η∗−1 + ξ)
[
I3 0
]⊤
x˜∗ +
[
01×3 W
∗
]⊤
(3.26)
A partir de (3.25), l’e´quation (3.26) peut s’e´crire :
X∗ = ρ∗(η∗−1 + ξ)A∗pix˜
∗ + b∗pi (3.27)
ou` A∗pi =
[
I3
n∗
d∗
]⊤
et b∗pi =
[
01×3 − d(X ,pi)d∗
]
. En remplac¸ant (3.27) dans l’e´quation
(3.23), la relation entre les deux vecteurs augmente´s x˜ et x˜∗ est donc :
ρ(η−1 + ξ)x˜ = ρ∗(η∗−1 + ξ)Hx˜∗ + εt (3.28)
ou`
H = R+
t
d∗
n∗⊤ (3.29)
et ε = −d(X ,pi)
d∗
.
H est une matrice 3 × 3 non singulie`re appele´e matrice d’homographie eucli-
dienne relative au plan de re´fe´rence (π). En effet, elle re´alise une transformation
line´aire de S2 dans S2 des points images relatifs a` la projection catadioptrique des
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points de la sce`ne appartenant au plan de re´fe´rence, sur la sphe`re unitaire.
Notons que lorsqu’on conside`re une came´ra conventionnelle (ξ = 0), on retrouve
la relation classique :
Zx = Z∗Hx∗ + εt (3.30)
ou` x et x∗ sont les coordonne´es homoge`nes normalise´es dans l’image perspective
du point 3D X , et Z et Z∗ sont ses profondeurs le long de l’axe optique de
la came´ra conventionnelle dans ses positions courante et de´sire´e. Dans ce cas,
la sphe`re unitaire devient le plan image normalise´ et la matrice d’homogra-
phie re´alise une transformation line´aire de P2 dans P2 des points images relatifs a`
la projection perspective des points de la sce`ne appartenant au plan de re´fe´rence (π).
La matrice d’homographie H joue un roˆle primordial dans l’estimation du
de´place- ment de la came´ra et de la ge´ome´trie de la sce`ne observe´e. En effet,
elle est de´composa- ble en une matrice de rotation R entre les repe`res Fm et
F∗m, et d’une matrice de rang 1 qui de´pend du vecteur n∗ (le vecteur normal au
plan de re´fe´rence π) et du vecteur de translation t entre les repe`res courant et de´sire´.
Notons que si le plan de re´fe´rence se situe a` l’infini (π∞) alors la division n
∗⊤/d∗
vaut 0 et le scalaire ε vaut 1. Dans ce cas, la relation (3.29) se simplifie en H∞ = R
et l’e´quation (3.28) s’e´crit :
ρ(η−1 + ξ)x˜ = ρ∗(η∗−1 + ξ)Rx˜∗ + t (3.31)
Il est clair que lorsqu’une came´ra conventionnelle est utilise´e, le lien entre le
vecteur des coordonne´es normalise´es augmente´ x˜ et le vecteur des coordonne´es pixe-
liques est line´aire. Cela implique que la relation (3.30) peut aise´ment eˆtre e´crite dans
le syste`me des coordonne´es en pixel :
Zxi = Z
∗KHK−1x∗i + εKt (3.32)
Une forme plus compacte de l’e´quation (3.32) est donne´e par :
xi ∝ Gx∗i + βe (3.33)
ou` G = KHK−1 est la matrice d’homographie exprime´e en pixel appele´e dans
la suite matrice de coline´ation afin de la diffe´rencier de la matrice H. Le vecteur
e = Kt est l’e´pipole dans l’image courante I, le scalaire β est nul si le point X de
la sce`ne appartient au plan de re´fe´rence π.
En revanche, la non line´arite´ de la fonction de projection lorsque le capteur
catadioptrique est compose´ d’un miroir de forme non line´aire, ne permet pas
d’exprimer la matrice de coline´ation e´quivalente pour tout capteur catadioptrique
central. Nous verrons un peu plus loin une solution a` cet obstacle en utilisant des
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droites.
Notons que le vecteur augmente´ x˜ n’est pas de´fini lorsque la composante Z est
nulle. Afin de surmonter cette ambigu¨ıte´, nous utilisons la fonction de projection
inverse f−1 de´finie dans la section 2.5.3. Les rayons de projection Xs et X
∗
s corres-
pondant aux points images xi et x
∗
i sont donc donne´s par :
Xs = f
−1(K−1 xi, ξ) =
[
λix λiy λi − ξ
]
et
X∗s = f
−1(K−1 x∗i , ξ) =
[
λ∗ix
∗ λ∗i y
∗ λ∗i − ξ
] (3.34)
ou` 
λi =
ξ+γ
x2+y2+1
λ∗i =
ξ+γ∗
x∗2+y∗2+1
(3.35)
sont calcule´s a` partir des coordonne´es x et x∗ et du parame`tre ξ (rappelons que
γ =
√
1 + (1− ξ2)(x2 + y2)).
En de´finissant les nouveaux vecteurs augmente´s x˘ = [x y 1 − ξλ−1i ]⊤ et x˘∗ =
[x∗ y∗ 1− ξλ∗−1i ]⊤, nous e´crivons :
Xs = λix˘ et X
∗
s = λ
∗
i x˘
∗ (3.36)
En proce´dant de la meˆme manie`re que pre´ce´demment (lorsque les vecteurs x˜ et
x˜∗ ont e´te´ utilise´s), nous obtenons :
ρ(1− ξλ−1)x˘ = ρ∗(1− ξλ∗−1i )Hx˘∗ + εt (3.37)
Dans cette nouvelle repre´sentation, l’e´galite´ (3.37) est toujours de´finie meˆme
quand Z est nul (ou Z∗ est nul). Le calcul de la matrice d’homographie peut donc
eˆtre effectue´ sans ambigu¨ıte´.
Si le point X appartient au plan de re´fe´rence, ce qui implique que ε = 0,
l’e´quation (3.37) s’e´crit :
x˘ ∝ Hx˘∗ (3.38)
Si l’on dispose de points coplanaires, une me´thode purement line´aire peut eˆtre
utilise´e pour estimer la matrice d’homographie H a` un facteur d’e´chelle pre`s. En
e´crivant (3.38) sous la forme d’une e´quation homoge`ne line´aire :
x˘×Hx˘∗ = 0 (3.39)
on obtient alors un syste`me de 3n e´quations line´aires avec n + 8 inconnues. On
peut donc re´soudre ce syste`me si l’on dispose d’au moins 4 points coplanaires. Si
seuls 3 points appartenant au plan de re´fe´rence sont disponibles, alors au moins 5
points supple´mentaires sont ne´cessaires pour estimer la matrice d’homographie H
en utilisant par exemple l’algorithme line´aire propose´ par Malis dans [Malis 00].
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A partir de la matrice d’homographie Ĥ = kH estime´e, il est possible de
retrouver R, td∗ et n
∗ en utilisant les algorithmes propose´s dans [Faugeras 88] ou
[Zhang 95] base´s sur la de´composition (3.29). Dans le cas ge´ne´ral, il existe deux
solutions diffe´rentes. Cependant, cette inde´termination peut eˆtre e´limine´e si l’on
dispose d’informations additionnelles (par exemple le vecteur normal n∗ au plan
de re´fe´rence) lorsque la cible est planaire, ou en conside´rant un second plan de
re´fe´rence et en choisissant la solution commune lorsque la cible n’est pas planaire
[Faugeras 88].
En plus du mouvement partiel de la came´ra (catadioptrique ou perspective)
entre les deux prises de vue, la matrice d’homographie H peut nous informer sur la
structure de la sce`ne, notamment sur :
– le rapport r entre les distances d et d∗ des centres de projection C et C∗ au
plan de re´fe´rence π2 :
r =
d
d∗
= det(H) = 1 + n∗⊤R
t
d∗
(3.40)
– le rapport ζ entre les profondeurs Z et Z∗ d’un point 3D X lorsque ξ = 0
(came´ra conventionnelle) :
ζ = Z
Z∗
= n
∗⊤x∗
n⊤x
r si X ∈ π
ζ = Z
Z∗
= ‖[t]×Rx
∗‖
‖[t]×x‖
si X /∈ π
(3.41)
– le rapport entre la profondeur Z et la distance d∗ lorsque ξ = 0 (came´ra
conventionnelle) : 
Z
d∗
= r
n⊤x
si X ∈ π
Z
d∗
= ζ ‖t/d
∗‖
‖t/Z∗‖
si X /∈ π
(3.42)
avec :
t
Z∗
= ζx−Rx (3.43)
– le rapport σ entre les deux normes ρ et ρ∗ du point X lorsque ξ 6= 0 (capteur
omnidirectionnel catadioptrique central) :
σ = ρ
ρ∗
= r
(1−ξλ∗−1i )n
∗⊤x˘∗
(1−ξλ−1i )n
∗⊤R⊤x˘
si X ∈ π
σ = ρ
ρ∗
=
(1−ξλ∗−1i ) ‖[t]×Rx˘
∗‖
(1−ξλ−1i ) ‖[t]×x˘‖
si X /∈ π
(3.44)
Naturellement, les parame`tres pre´sente´s ci-dessus peuvent eˆtre reconstruits a`
partir de la matrice essentielle estime´e. Ne´anmoins, il est montre´, dans [Malis 98]
que l’estimation de certains de ces ratios est plus robuste a` partir de la matrice
d’homographie.
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La matrice d’homographie liant les coordonne´es en pixels des points de deux
prises de vue (matrice de coline´ation) est difficile a` mode´liser du fait de la non
line´arite´ du mode`le de projection. En revanche, nous allons montrer que graˆce aux
droites polaires du point principal dans l’image associe´e aux coniques issues de la
projection catadioptrique des droites 3D, la non line´arite´ peut eˆtre contourne´e et
la matrice de coline´ation eˆtre obtenue. Rappelons que nous rattachons les entite´s
ge´ome´triques aux repe`res miroirs courant Fm et de´sire´ F∗m.
Fig. 3.5: Ge´ome´trie de deux vues catadioptriques : cas des droites.
Soit L une droite 3D de´finie par les coordonne´es de Plu¨cker [u⊤ h⊤ h] exprime´es
dans le repe`re miroir courant Fm, et par les coordonne´es [u∗⊤ h∗⊤ h∗] exprime´es
dans le repe`re miroir de´sire´ F∗m. Conside´rons le plan de re´fe´rence (π) contenant la
droite 3D L et de´finie par le vecteur pi∗ = [n∗⊤ −d∗]⊤ exprime´ dans le repe`re miroir
de´sire´ F∗m (voir Figure 3.5).
Soit X1 et X2 deux points de l’espace appartenant a` la droite L, de coordonne´es
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X1 = [X1 Y1 Z1]
⊤ et X2 = [X2 Y2 Z2]
⊤ respectivement dans le repe`re Fm et de
coordonne´es X∗1 = [X
∗
1 Y
∗
1 Z
∗
1 ]
⊤ et X∗2 = [X
∗
2 Y
∗
2 Z
∗
2 ]
⊤ dans le repe`re F∗m. Il est clair
que l’image catadioptrique normalise´e de la droite L est comple`tement de´finie par
le vecteur h normal au plan d’interpre´tation de L. Le vecteur normal h peut eˆtre
de´fini par le produit vectoriel des deux points X1 et X2 de la droite L :
h =
X1 ×X2
‖X1 ×X2‖ (3.45)
Sachant que Xk = ρkλikx˘k ∝ x˘k (respectivement X∗k = ρ∗kλ∗ikx˘∗k ∝ x˘∗k) avec k = 1, 2
et en utilisant la relation (3.38), les coordonne´es des points 3D dans les deux repe`res
Fm et F∗m sont lie´es par l’homographie H :
X1 ∝ HX∗1
X2 ∝ HX∗2
(3.46)
En combinant les relations (3.46) et (3.45), et comme
[HX∗1]× = det(H)H
−⊤[X∗1]×H
−1 (3.47)
le vecteur h peut s’e´crire :
h ∝ 1‖X∗1 ×X∗2‖
H−⊤(X1
∗ ×X2∗) (3.48)
Sachant que le vecteur de´finissant la projection catadioptrique de la droite dans
l’image de´sire´e peut eˆtre e´crit de la meˆme fac¸on que dans (3.45) :
h∗ =
X∗1 ×X∗2
‖X∗1 ×X∗2‖
(3.49)
et en remplac¸ant (3.49) dans (3.48), la relation entre les deux vecteurs normaux aux
plans d’interpre´tation associe´s s’e´crit :
h ∝ H−⊤h∗ (3.50)
De la relation (3.50), nous allons montrer que la matrice de coline´ation G peut
eˆtre obtenue en utilisant les droites polaires. Comme nous l’avons de´ja` mentionne´
dans le chapitre pre´ce´dent, chaque conique, correspondant a` la projection d’une
droite 3D dans l’image catadioptrique, peut eˆtre exploite´e a` travers sa droite polaire
associe´e a` un point de re´fe´rence.
Conside´rons Ωi et Ω
∗
i les coniques issues de la projection catadioptrique de la
droite L dans les images courante I et de´sire´e I∗ respectivement (voir Figure 3.5).
Soit li et l
∗
i les droites polaires associe´es respectivement aux points principaux oi
dans l’image courante I et o∗i dans l’image de´sire´e I∗ par rapport aux coniques Ωi
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et Ω∗i . En combinant l’expression li ∝ K−⊤h donne´e dans (2.58) avec l’e´quation
(3.50), le lien entre les deux droites polaires s’e´crit :
li ∝ G−⊤l∗i (3.51)
ou`
G = KHK−1 = K(R+
t
d∗
n∗⊤)K−1 (3.52)
est la matrice de coline´ation (matrice d’homographie exprime´e en pixel).
Encore une fois, la matrice de coline´ation G peut eˆtre estime´e en utilisant au
moins 4 couples de coordonne´es de droites polaires ((lik, li
∗
k), k = 1 . . . 4). En effet,
en e´crivant l’e´quation (3.51) comme li×G−⊤l∗i = 0, l’estimation des e´le´ments de la
matrice G peut eˆtre obtenue par la re´solution d’un syste`me line´aire. Par contre, si
l’on dispose de droites non coplanaires, il n’est pas possible d’estimer la matrice de
coline´ation G [Faugeras 93].
Fig. 3.6: Le point principal dans l’image.
Notons que le calcul de la matrice de coline´ation ne´cessite uniquement la connais-
sance du point principal dans l’image, exprime´ en pixel. Le point principal dans
l’image peut facilement eˆtre obtenu en utilisant, par exemple, au moins 3 droites
3D. En effet, le point principal est de´fini par le point d’intersection des droites
liant les points d’intersections des coniques associe´es aux droites 3D (voir Figure
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3.6) [Barreto 02a]. En connaissant les autres parame`tres d’e´talonnage, la matrice
d’homographie (dans l’image normalise´e) peut eˆtre calcule´e :
H = K−1GK (3.53)
Comme dans le cas des points, et a` partir de la matrice d’homographie estime´e,
il est possible d’extraire les parame`tres du mouvement R et t∗d =
t
d∗
et des
informations sur la structure de la sce`ne comme le vecteur n∗ normal au plan de
re´fe´rence π. Dans le cas d’un asservissement visuel a` partir de droites coplanaires,
nous verrons dans le chapitre 4 qu’il est judicieux d’estimer le rapport entre les
profondeurs h courante et h∗ de´sire´e de la droite 3D.
Fig. 3.7: Lien ge´ome´trique entre d et h.
Soit [d] le segment liant le point M (origine du repe`re miroir) et le point du
plan de re´fe´rence le plus proche du point M . La longueur du segment [d] est note´e
d. De la meˆme fac¸on, nous de´finissons un segment [h] liant l’origine M et un point
appartenant a` la droite L, le plus proche de l’origine. Notons que la longueur du
segment [h] est la profondeur h de la droite L dans le repe`re miroir Fm. Conside´rons
α l’angle entre les deux segments [d] et [h]. A partir du vecteur h normal au plan
d’interpre´tation de la droite L et du vecteur n normal au plan de re´fe´rence π, il est
facile d’obtenir :
‖n× h‖ = ‖n‖‖h‖ sin(π
2
± α) = cos(α) (3.54)
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D’autre part :
cos(α) =
d
h
(3.55)
Finalement, en utilisant les e´quations (3.54) et (3.55) dans les deux positions
courante et de´sire´e, le rapport entre h et h∗ peut s’e´crire :
rh =
h
h∗
= r
‖n∗ × h∗‖
‖n× h‖ (3.56)
ou` r est donne´ par l’expression (3.40). En utilisant l’e´quation (2.59), le rapport
(3.56) peut eˆtre re´e´crit en fonction de li et de l
∗
i calcule´es directement dans les
images catadioptriques, des parame`tres de mouvements R, t∗d et n
∗ estime´s a` partir
de l’homographie H et des parame`tres d’e´talonnage dans K :
rh =
h
h∗
= (1 + t∗⊤d R
⊤ n∗)
‖K⊤li‖
‖K⊤l∗i ‖
‖n∗ ×K⊤l∗i ‖
‖Rn∗ ×K⊤li‖ (3.57)
3.4.1 Effets des erreurs d’e´talonnage
Conside´rons maintenant la matrice d’e´talonnage errone´e K̂ contenant les pa-
rame`tres intrinse`ques du capteur catadioptrique en pre´sence d’erreurs d’e´talonnage.
Lorsque la matrice de coline´ation a` l’infiniG∞ est estime´e, la matrice d’homographie
a` l’infini H∞ peut eˆtre obtenue comme suit :
Ĥ∞ = K̂
−1G∞K̂ ∝ K̂−1KRK−1K̂
∝ δKR δK−1
∝ R̂
= kR̂
(3.58)
ou` δK = K̂−1K et le facteur d’e´chelle k =
3
√
det(Ĥ∞). La matrice d’homographie
estime´e Ĥ en pre´sence d’erreur d’e´talonnage s’e´crit :
Ĥ = Ĥ∞ + t̂d∗ n̂
∗⊤ (3.59)
avec
n̂∗⊤ =
n∗⊤δK−1
‖n∗⊤δK−1‖ (3.60)
et
t̂d∗ = k ‖n∗⊤δK−1‖δKtd∗ (3.61)
Notons que la matriceH∞ n’est pas une matrice de rotation mais elle est similaire
a` R. Cela veut dire que les deux matrices ont les meˆmes valeurs propres et que les
vecteurs propre de H∞ sont les vecteur propres de R multiplie´s par la matrice δK.
Dans ce cas, il est possible de calculer l’angle de rotation θ̂ et l’axe de rotation ûθ
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directement a` partir de H∞. Ils peuvent eˆtre exprime´s en fonction des valeurs re´elles
et des erreurs d’e´talonnage : 
θ̂ = θ
ûθ =
δKuθ
‖δKuθ‖
(3.62)
De meˆme que l’angle de rotation θ, le rapport r̂ peut eˆtre calcule´ sans erreur :
r̂ = det(Ĥ/k) = det(H) = r (3.63)
Notons que les e´quations pre´ce´dentes ne sont valides que si H∞ est connue. En
pratique, cette matrice n’est pas toujours connue de manie`re exacte. Cependant,
une estimation Ĥ∞ peut eˆtre obtenue en utilisant l’algorithme propose´ dans
[Faugeras 88].
La droite polaire l̂i mesure´e dans l’image peut s’e´crire :
l̂i ∝ K̂−⊤h
∝ K̂−⊤K⊤li
(3.64)
En combinant les e´quations (2.58) et (3.64), le vecteur estime´ ĥ peut s’e´crire :
ĥ =
δK−⊤h
‖δK−⊤h‖ (3.65)
A partir de (3.60) et (3.64) applique´e au vecteur h∗, il est facile de de´duire :
n̂∗ × ĥ∗ = 1‖δK−⊤n∗‖ ‖δK−⊤h∗‖δK
−⊤n∗ × δK−⊤h∗
=
det(δK−⊤) δK
‖δK−⊤n∗‖ ‖δK−⊤h∗‖ n
∗ × h∗
(3.66)
En utilisant les e´quations (3.58) et (3.60), le vecteur n̂ normal au plan de re´fe´rence
exprime´ dans le repe`re courant Fm s’e´crit :
n̂ = R̂ n̂∗
= R̂−⊤n̂∗
= δK−⊤RδK⊤
δK−⊤n∗
‖δK−⊤n∗‖
=
δK−⊤n
‖δK−⊤n∗‖
(3.67)
De la meˆme manie`re que pre´ce´demment, nous trouvons :
n̂× ĥ = det(δK
−⊤) δK
‖δK−⊤n∗‖ ‖δK−⊤h‖ n× h (3.68)
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En utilisant (3.66), (3.68) et (3.63), il est possible d’exprimer le rapport
bh
bh∗
en
fonction des valeurs re´elles et des erreurs d’e´talonnage :
ĥ
ĥ∗
= r̂
‖n̂∗ × ĥ∗‖
‖n̂× ĥ‖
= r
‖n∗ × h∗‖
‖n× h‖
‖δK−⊤h‖
‖δK−⊤h∗‖ = ε
h
h∗
(3.69)
ou` ε =
‖δK−⊤h‖
‖δK−⊤h∗‖ .
3.4.2 Estimation de G
3.4.2.1 Erreur alge´brique entre les droites polaires
L’approche classique pour estimer la matrice de coline´ation G est base´e sur une
estimation line´aire de ses e´le´ments a` partir de l’e´quation (3.51) qui est valable pour
chaque couple de droites polaires (lik, li
∗
k). Si l’on dispose de n couples, il est donc
possible d’obtenir un syste`me line´aire de la forme :
Cg g = 0 (3.70)
ou` Cg est une matrice de dimension 3n × 9 contenant les coordonne´es de droites
polaires courantes et de´sire´es :
Cg =
 01×3 −l∗kzli⊤k l∗kyli⊤kl∗kzli⊤k 01×3 −l∗kxli⊤k
−l∗kyli⊤k l∗kxli⊤k 01×3

et g est un vecteur contenant les 9 coefficients de G :
g =
[
g11 g12 g13 g21 g22 g23 g31 g32 g33
]⊤
Comme G est de´finie a` un facteur d’e´chelle pre`s, un minimum de 4 couples de
coordonne´es de droites polaires correspondants aux 4 droites 3D coplanaires, sont
ne´cessaires pour re´soudre (3.70). Le proble`me d’estimation line´aire peut eˆtre e´crit
en pre´sence de bruit de mesure comme suit :
min ‖Cg g‖
g
‖g‖ = 1
(3.71)
La solution est obtenue apre`s une de´composition en valeurs singulie`res (SVD)
de la matrice C⊤g Cg = USV
⊤, avec S la matrice diagonale des valeurs singulie`res.
La solution du syste`me est le vecteur propre (une colonne de V) correspondant a`
la valeur singulie`re la plus petite. Notons que la valeur singulie`re la plus petite est
e´gale a` 0 en l’absence de bruits de mesure. Cependant, cette minimisation au sens
des moindres carre´s est alge´brique et n’a aucune signification physique.
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3.4.2.2 Erreur alge´brique entre point et droite
Afin de construire une fonction de couˆt significative physiquement, il est possible
d’extraire deux points images xi
j
k avec j = {1, 2} pour chaque droite polaire lik, et
de les utiliser ensuite pour estimer la fonction de couˆt :
C21 =
n∑
k=1
2∑
j=1
xi
j⊤
k G
−⊤li
∗
k (3.72)
E´videmment, cette erreur est une somme de termes alge´briques. Elle est toutefois
base´e sur une erreur avec une signification physique pourvu que les points xi
j
k soient
dans l’image. Au moins deux points sont ne´cessaires pour contraindre la droite
correspondante. Ces deux points peuvent eˆtre choisis comme l’intersection de la
droite polaire associe´e lik avec le cercle limitant l’image catadioptrique. Cependant,
cette solution de´ge´ne`re si la droite polaire se trouve proche de la tangente ou a`
l’exte´rieur du cercle limitant l’image. Afin d’e´viter ces cas de´ge´ne´re´s, il est possible
de choisir les deux points comme l’intersection des deux tangentes au cercle limitant
l’image catadioptrique et perpendiculaires a` la droite polaire lik (voir Figure 3.8).
Fig. 3.8: De´finition des points pour l’erreur point-droite.
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3.4.2.3 Distance ge´ome´trique point-droite
Afin d’accroˆıtre la robustesse du calcul de G par rapport aux bruits de me-
sure, il est souhaitable de minimiser une fonction de couˆt qui ait une interpre´tation
ge´ome´trique. Cette erreur ge´ome´trique peut eˆtre obtenue en mesurant, par exemple,
les distances entre chaque point xi
j
k de la droite polaire lik et la droite polaire cor-
respondante G−⊤ li
∗
k :
C22 =
n∑
k=1
2∑
j=1
d2(xi
j
k, G
−⊤li
∗
k) (3.73)
ou` la fonction d() est la distance euclidienne et la fonction de couˆt est non line´aire en
les e´le´ments de la matrice de coline´ation a` estimer. Par ailleurs, la fonction de couˆt
est syme´trique si les points xi
∗j
k appartenant aux droites polaires li
∗
k sont e´galement
utilise´s :
C23 =
n∑
k=1
(
2∑
j=1
d2(xi
j
k, G
−⊤li
∗
k) +
2∑
j=1
d2(xi
∗j
k , G
⊤lik)
)
(3.74)
Dans le cadre d’une commande re´fe´rence´e vision, nous nous limiterons a` la
premie`re solution line´aire afin de garantir un temps de calcul acceptable dans une
boucle d’asservissement.
3.5 Re´sultats de simulation
Nous pre´sentons dans cette section des simulations concernant la reconstruction
euclidienne du de´placement d’un capteur catadioptrique central a` partir d’un en-
semble de points ou de droites coplanaires. Nous renvoyons le lecteur au chapitre
5 pour la description et l’analyse des re´sultats de la validation en re´el avec une
plate-forme robotique.
Le capteur conside´re´ dans ces simulations, est une came´ra para-catadioptrique
(miroir parabolique combine´ avec une came´ra orthographique). Cela implique que
le parame`tre ξ du miroir est e´gal a` 1. Les parame`tres exacts (dans la matrice K)
du capteur para-catadioptrique sont αu = αv = 161, αuv = 0, et les coordonne´es
du point principal dans le repe`re image valent 300 pixels sur l’axe des abscisses
et 269 pixels sur l’axe des ordonne´es. Dans le cas d’une expe´rimentation re´elle, les
parame`tres d’e´talonnage peuvent eˆtre entache´s d’erreurs. Pour se rapprocher des
conditions expe´rimentales re´elles, nous avons utilise´ des parame`tres d’e´talonnage er-
rone´s (K̂) en affectant un bruit additif d’une valeur de ±10% sur les focales re´elles
et d’une valeur de ±2 pixels sur les coordonne´es exactes du point principal. Concer-
nant le parame`tre ξ du miroir parabolique, nous avons utilise´ un ξ̂ = 0.98 au lieu de
1.
Nous avons re´pe´te´ le processus d’estimation de la matrice d’homographie et
donc de calcul de de´placement, 100 fois pour chaque expe´rience. Apre`s l’estimation
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de la rotation R̂ et de la translation t̂ a` un facteur d’e´chelle extraits de la matrice
d’homographie estime´e Ĥ, nous calculons les erreurs suivantes :
– l’erreur de rotation αr qui est la distance entre les rotations re´elle R et estime´e
R̂ (la longueur ge´ode´sique minimale entre R et R̂). L’angle αr est extrait de
la rotation RR̂⊤.
– l’erreur de translation αt qui est l’angle entre les deux directions de la vraie
translation t/‖t‖ et de la translation estime´e t̂/‖t̂‖.
Nous interpre´tons ensuite l’erreur me´diane, l’e´cart me´dian et l’erreur maximale de
αr et de αt en fonction du nombre de points et de droites utilise´s (un minimum de
4 points et de 4 droites).
Nous conside´rons dans un premier temps, le cas d’un ensemble de points copla-
naires. Nous passerons ensuite au cas d’un ensemble de droites coplanaires.
3.5.1 Cas d’un ensemble de points coplanaires
Dans cette simulation, nous avons conside´re´ une cible plane compose´e de 14
points pour calculer la matrice d’homographie en utilisant l’e´quation homoge`ne
line´aire (3.39). Afin de ve´rifier la robustesse du calcul d’homographie et de se rap-
procher des conditions expe´rimentales re´elles, nous avons ajoute´ aux coordonne´es en
pixel de l’ensemble des points conside´re´s un bruit ale´atoire a` distribution uniforme
d’une variance de 1 pixel. Les coordonne´es des vecteurs augmente´s x˘k et x˘
∗
k (l’indice
k pour le keme point) sont alors affecte´es par ces erreurs d’e´talonnage et les bruits de
mesure. Par conse´quent, la matrice d’homographie estime´e Ĥ est e´galement affecte´e
par ces erreurs.
Translation pure
Dans cette simulation, le de´placement conside´re´ est une translation pure t =
[−35 −60 2]⊤ cm. Comme on peut le constater sur la figure 3.9, les erreurs en rota-
tion et sur la direction de la translation sont importantes pour le nombre minimum
de points ne´cessaires au calcul de l’homographie. Ne´anmoins, ces erreurs de´croissent
en fonction du nombre de points conside´re´s. A partir de 12 points, les erreurs maxi-
males en rotation et sur la direction de translation sont les plus faibles (environ
10 degre´s pour la rotation et 7 degre´s en translation). Les erreurs me´dianes sont
infe´rieures a` 4 degre´s pour la rotation et sont d’environ de 2 degre´s en translation.
Concernant les e´carts medians, ils sont infe´rieurs a` 2 degre´s pour la rotation et la
direction de la translation.
Rotation pure
Nous testons maintenant la robustesse de l’estimation du de´placement a` partir
de la matrice d’homographie lorsque le de´placement est une rotation pure uθ =
[99 22 27]⊤ degre´s. Les re´sultats pre´sente´s par la figure 3.10 montrent la robustesse
de l’estimation du de´placement a` partir d’une homographie aux bruits de mesure
et aux erreurs d’e´talonnage. En effet, a` partir de 8 points utilise´s pour le calcul de
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Fig. 3.9: Erreur de reconstruction pour une translation pure en fonction du nombre de points
conside´re´s.
la matrice d’homographie (rappelons que 4 points sont ne´cessaires pour le calcul
de la matrice d’homographie), l’erreur maximale en rotation est infe´rieure a` 20
degre´s. L’ erreur me´diane et l’e´cart me´dian sont environ e´gaux a` 1 degre´ et 3 degre´s
respectivement. Cela implique que l’estimation de la rotation peut eˆtre obtenue
avec des erreurs faibles en pre´sence d’e´ventuelles erreurs d’e´talonnage et de bruit
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de mesure. Notons que pour un tel de´placement (rotation pure), l’estimation de la
ge´ome´trie e´pipolaire est de´ge´ne´re´e puisque l’e´pipole est alors inde´fini dans l’image.
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Fig. 3.10: Erreur de reconstruction pour une rotation pure en fonction du nombre de points
conside´re´s.
De´placement quelconque
Dans le cas d’un de´placement ge´ne´rique avec une translation t = [35 28 29]⊤ cm
et une rotation uθ = [−22 54 − 165]⊤ degre´s, les re´sultats sont pre´sente´s sur la
Figures 3.11. Comme on peut le constater a` partir des re´sultats obtenus, les erreurs
dues aux bruits de mesure et aux erreurs d’e´talonnage diminuent lorsqu’on utilise
davantage de points pour le calcul de la matrice d’homographie. A partir de 12 points
utilise´s, les erreurs maximales en rotation et sur la direction de la translation sont
infe´rieures a` 10 degre´s. Les erreurs me´dianes sont infe´rieures a` 4 degre´s et les e´carts
me´dians sont environ e´gaux a` 2 degre´s. Encore une fois, les re´sultats obtenus sont
acceptables pour une estimation de de´placement en pre´sence d’e´ventuelles erreurs
d’e´talonnage et de mesures.
Re´sume´
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Fig. 3.11: Erreur de reconstruction pour un de´placement ge´ne´rique en fonction du nombre de
points conside´re´s.
Nous constatons d’apre`s les re´sultats obtenus que l’estimation du de´placement,
dans l’absolu, n’est pas extreˆmement pre´cise en pre´sence d’erreurs d’e´talonnage et de
bruits de mesure. La me´thode propose´e peut cependant eˆtre un outil d’initialisation
pour une autre me´thode non line´aire, robuste aux bruits de mesure et aux erreurs
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d’e´talonnage mais couˆteuse en temps de calcul. Ne´anmoins, dans le cadre de l’asser-
vissement visuel, il est souhaitable d’utiliser des me´thodes d’estimation rapides. Par
conse´quent, la me´thode line´aire est suffisante, quoiqu’un peu moins pre´cise qu’une
me´thode non line´aire.
3.5.2 Cas d’un ensemble de droites coplanaires (droites po-
laires)
Nous conside´rons maintenant un ensemble de 11 droites 3D appartenant a` une
cible plane. Nous estimons les droites polaires associe´es au point principal en uti-
lisant les coniques dans l’image du capteur para-catadioptrique. Deux me´thodes
d’estimation de la matrice de coline´ation Ĝ (la matrice d’homographie Ĥ apre`s la
transformation plan-a`-plan par la matrice d’e´talonnage) sont utilise´s dans ces simu-
lations. La premie`re me´thode est line´aire et base´e sur une minimisation aux moindres
carre´s d’une erreur alge´brique (3.71). Tandis que la seconde me´thode est base´e sur
la minimisation non line´aire d’une erreur ge´ome´trique pre´sente´e dans l’e´quation
(3.73) initialise´e en utilisant la premie`re me´thode. Rappelons que l’image catadiop-
trique d’une droite 3D lorsque le capteur est une came´ra para-catadioptrique et que
αu = αv, est un cercle. Le bruit de mesure dans l’image est alors introduit de la
manie`re suivante :
– le cercle Ωi issu de la projection para-catadioptrique d’une droite 3D sur
l’image catadioptrique est e´chantillonne´ avec un pas que nous avons fixe´ a`
10 pixels, sur un angle choisi e´gale a` π/4 radian par rapport au centre du
cercle Ωi ;
– nous affectons un bruit ale´atoire a` distribution uniforme et d’une variance de
1 pixel sur chaque point obtenu apre`s l’e´chantillonnage. Le bruit est ajoute´
suivant la direction de la normale a` la tangente du cercle au point conside´re´ ;
– nous appliquons un lissage 3D robuste sur les points bruite´s en utilisant les
parame`tres d’e´talonnage errone´s K̂ et le parame`tre ξ̂ (la me´thode du lissage
3D est pre´sente´e dans l’annexe C). Le re´sultat du lissage est un cercle Ω̂i ;
– le point principal est obtenu en utilisant au moins trois droites (voir figure
3.6) ;
– la droite polaire associe´e au point principal par rapport au cercle Ω̂i est calcule´e
en utilisant le point principal estime´.
Translation pure
Dans cette simulation, le de´placement est une translation pure t = [−50 −
40 −10]⊤ cm. Les re´sultats pre´sente´s dans la Figure 3.12 montrent qu’il est possible
d’estimer le de´placement de translation avec une pre´cision acceptable en pre´sence
d’e´ventuelles erreurs de mesure et d’e´talonnage. En effet, l’erreur maximale en ro-
tation est infe´rieure a` 7 degre´s a` partir de 7 droites conside´re´es, tandis que l’erreur
sur la direction de la translation est infe´rieure a` 3 degre´s. Les erreurs me´dianes et
les e´cart me´dians en rotation sont infe´rieurs a` 4 degre´s et 3 degre´s respectivement
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lorsque seules les 4 droites ne´cessaires pour calculer la matrice de coline´ation sont
utilise´es. Ces erreurs sont faibles (environ 1 degre´) a` partir de 7 droites conside´re´es.
En ce qui concerne la direction de la translation, les erreurs me´dianes et les e´carts
me´dians sont d’environ 1 degre´ et 0.5 degre´ respectivement.
On constate e´galement que les re´sultats obtenus avec les deux me´thodes sont
tre`s similaires. Cela confirme que l’utilisation de la me´thode line´aire est suffisante.
Rotation pure
Les re´sultats pour un de´placement en rotation pure uθ = [16 − 27 25]⊤ degre´s
sont pre´sente´s sur la Figure 3.13. Nous constatons que les erreurs d’estimation de la
rotation sont faibles pour les deux me´thodes et que l’erreur maximale est infe´rieure
a` 5 degre´s. Les erreurs me´dianes et les e´carts me´dians sont faibles (environ 1 degre´ a`
partir de 6 droites conside´re´es). Cela implique que les re´sultats de l’estimation sont
satisfaisants.
De´placement quelconque
Encore une fois, les re´sultats pre´sente´s par la Figure 3.14 pour un de´placement
ge´ne´rique compose´ d’une translation t = [26 30 12]⊤ cm et d’une rotation uθ =
[16 − 27 25]⊤ degre´s, montrent la robustesse vis-a`-vis des erreurs conside´re´es. Les
erreurs maximales en rotation et sur la direction de la translation sont infe´rieures
a` 5 degre´s. Nous constatons que les erreurs me´dianes en rotation et sur la direction
de la translation obtenues en utilisant la me´thode ge´ome´trique sont plus faibles que
lorsque la me´thode line´aire est utilise´e. La diffe´rence entre les deux me´thodes devient
ne´gligeable a` partir de 6 droites conside´re´es. Nous constatons e´galement un saut des
erreurs vers une valeur plus importante avec les deux me´thodes en passant de 10 a`
11 droites alors que l’accroissement du nombre de droites utilise´es pour le calcul de
l’homographie, devrait re´duire encore les erreurs dues aux bruits d’e´talonnage et de
mesure. Nous supposons que cela est du a` une instabilite´ nume´rique.
Re´sume´
Comme le montrent les figures des diffe´rentes erreurs, les re´sultats obtenus par la
me´thode line´aire sont tre`s proches de ceux obtenus avec les me´thodes non line´aires.
Par conse´quent, la pre´cision de l’estimation line´aire du de´placement a` partir des
images d’un ensemble de droites coplanaires est suffisante dans le cadre de l’asser-
vissement visuel.
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Fig. 3.12: Erreur de reconstruction pour une translation pure en fonction du nombre de droites
conside´re´es.
3.5.3 Application a` la planification de trajectoire dans l’es-
pace image
Il est connu que les techniques d’asservissement visuel se heurtent a` des difficulte´s
de robustesse lorsque le de´placement a` effectuer est tre`s important. Ce proble`me est
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Fig. 3.13: Erreur de reconstruction pour une rotation pure en fonction du nombre de droites
conside´re´es.
tre`s pe´nalisant lorsqu’une came´ra catadioptrique est utilise´e. En effet, l’inte´gration
des came´ras catadioptriques dans une boucle d’asservissement visuel a pour but
d’exploiter un espace de travail plus important tout en conservant la visibilite´ de
la cible. Lorsque des grands de´placements de la came´ra catadioptrique et/ou de la
cible observe´e sont envisage´s, une phase de planification de trajectoire dans l’espace
d’observabilite´ peut eˆtre inte´gre´e afin d’e´largir la robustesse et obtenir des trajec-
toires de robot satisfaisantes. Nous pre´sentons dans cette section une solution de
planification de trajectoire des primitives visuelles (points et droites) directement
dans l’espace image catadioptrique afin de valider et comple´ter nos re´sultats sur le
calcul de l’homographie. Nous utilisons les techniques de planification pre´sente´es par
Mezouar dans [Mezouar 00].
Soit R(t) et td∗(t) =
t(t)
d∗
la matrice de rotation et le vecteur de translation a`
un facteur d’e´chelle pre`s respectivement, estime´s a` partir d’une matrice d’homo-
graphie H(t) donne´e a` chaque instant t. En utilisant l’e´quation (3.29), la matrice
d’homographie s’e´crit :
H(t) ∝ R(t) + td∗(t)n∗⊤
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Fig. 3.14: Erreur de reconstruction pour un de´placement ge´ne´rique en fonction du nombre de
droites conside´re´es.
Supposons que l’image initiale I0 a` l’instant t = 0 et l’image de´sire´e I1 a` l’instant
t = 1 correspondant aux positions initiale et de´sire´e du robot soient disponibles.
Notons qu’a` partir des informations visuelles (points, droites) dans l’image, il est
possible de calculer la matrice d’homographie H0 a` l’instant t = 0 liant les images
I0 et I1. La matrice de rotation R0, la direction de la translation t0d∗ et le vecteur
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n∗⊤ normal au plan de re´fe´rence peuvent donc eˆtre estime´s a` partir de H0 a` l’instant
t = 0. Notons e´galement que lorsque la configuration de´sire´e est atteinte a` l’instant
t = 1, la matrice d’homographie est proportionnelle a` la matrice identite´ H1 ∝ I.
Cette configuration correspond donc a` une rotation R1 = I et td∗(1) = 0.
Les trajectoires de R dans le groupe S0(3) et de t dans R3 correspondant a` une
trajectoire optimale (au sens du minimum d’e´nergie ou d’acce´le´ration) de la came´ra
catadioptrique sont donne´es par [Park 97] : R(t) = R0 e
[θ0]q(t)
t(t) = (1− q(t))t0
(3.75)
ou` [θ0] = log(R
⊤
0 ) =
θ0
2 sin θ0
(R⊤0 −R0) ( θ0 est l’angle de rotation extrait de R⊤0 ),
et q(t) est un polynoˆme tel que q(0) = 0 et q(1) = 1. Ces trajectoires re´alisent ainsi
un vissage dans l’espace euclidien SE(3).
Le polynoˆme q(t) peut eˆtre choisi suivant le crite`re d’optimalite´ utilise´. Dans
cette application, nous avons utilise´ deux crite`res :
– Proble`me a` minimum d’e´nergie : minimisation de l’inte´grale de la norme au
carre´ de la de´rive´e temporelle de la position de la came´ra catadioptrique sur
l’horizon temporel. En effet, en notant U la de´rive´ temporelle de la position,
l’e´quation (3.75) minimise J =
∫ 1
0
U⊤Udt si q(t) = t.
– Proble`me a` minimum d’acce´le´ration : minimisation de l’inte´grale de la norme
au carre´ de la de´rive´e seconde de la position de la came´ra catadioptrique sur
l’horizon temporel. Dans ce cas, l’e´quation (3.75) minimise J =
∫ 1
0
U˙⊤U˙dt
lorsque q(t) = −2t3 + 3t2.
En inte´grant l’e´quation (3.75) dans la de´composition de H(t), la trajectoire de la
matrice d’homographie pour une trajectoire optimale de la came´ra est donne´e par :
H(t) = R0e
[θ0]q(t) + (1− q(t))t0d∗n∗⊤ (3.76)
Connaissant les points de l’image initiale, la trajectoire des points dans l’espace
image entre I0 et I1 peut eˆtre obtenue en combinant les e´quations (3.38) et (3.76).
Lorsque des droites sont utilise´es, la trajectoire des droites polaires est obtenue en
combinant (3.51) et (3.76). La trajectoire des coniques (image catadioptrique de
droites) peut ensuite eˆtre de´duite de la trajectoire des droites polaires.
3.5.3.1 Re´sultats
Nous pre´sentons dans cette partie deux expe´riences de planification de trajec-
toire. Dans la premie`re, nous utilisons des primitives visuelles de type point, tandis
que dans la seconde, des primitives de type droite sont conside´re´es. Nous avons
utilise´ un capteur para-catadioptrique e´talonne´.
Primitives visuelles de type point
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Fig. 3.15: Planification de trajectoire d’une came´ra catadioptrique avec des primitives de type
point.
Dans cette premie`re expe´rimentation, les points sont extraits de l’image cata-
dioptrique d’un damier. Nous avons effectue´ un de´placement important de la came´ra
catadioptrique. Les images catadioptriques correspondantes aux positions initiale et
finale de la came´ra sont donne´es par les Figures 3.15(a) et 3.15(b) respectivement.
La trajectoire de l’ensemble des points choisis donne´e par la Figure 3.15(b) cor-
respond a` la solution du proble`me a` minimum d’e´nergie (la trajectoire image pour
un minimum d’acce´le´ration sont similaires). Les trajectoires de la came´ra catadiop-
trique pour un minimum d’e´nergie et un minimum d’acce´le´ration sont donne´es par
les Figures 3.15(c) et 3.15(d) respectivement. Le lieu ge´ome´trique de la trajectoire
est identique et seul le comportement temporel le long des deux trajectoires est mo-
difie´ lorsque le polynoˆme q(t) est diffe´rent.
Primitives visuelles de type droite
Dans cette expe´rience, nous avons utilise´ des droites comme primitives visuelles.
Les coniques (image catadioptrique de droites) sont extraites de l’image catadiop-
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trique (voir Figures 3.16(a) et (b)). Les droites polaires associe´es au point principal
de l’image catadioptrique par rapport aux coniques sont utilise´es pour calculer la
matrice de coline´ation entre les positions initiale et finale de la came´ra catadiop-
trique. Les images correspondant aux positions initiale et finale de la came´ra sont
donne´es par les Figures 3.16(a) et 3.16(b) respectivement. Pour une meilleure visibi-
lite´, nous avons trace´ une seule trajectoire de conique dans l’image (Figure 3.16(b)).
Notons que les trajectoires des coniques dans l’image pour un minimum d’e´nergie et
un minimum d’acce´le´ration sont semblables. Pour cette raison, nous pre´sentons uni-
quement la trajectoire correspondant a` un minimum d’e´nergie. Les trajectoires de
la came´ra catadioptrique pour un minimum d’e´nergie et un minimum d’acce´le´ration
sont donne´es par les Figures 3.16(c) et 3.16(d) respectivement.
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Fig. 3.16: Planification de trajectoire d’une came´ra catadioptrique avec des primitives de type
droite.
3.6 Conclusion
Dans ce chapitre, nous avons vu comment la transformation homographique,
contenant le de´placement du capteur, pouvait eˆtre obtenue a` partir de la projection
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d’un ensemble de points ou de droites. Dans le cas des points, nous avons propose´
l’utilisation des coordonne´es e´tendues des points image (inte´grant le parame`tre ξ,
de´calage entre le repe`re came´ra et le centre de la sphe`re unite´). Cette extension
nous a permis d’introduire une formulation line´aire du proble`me d’estimation de la
matrice d’homographie entre deux images normalise´es.
Dans le cas des droites, nous avons e´galement surmonte´ les non-line´arite´s de
la fonction de projection en conside´rant les droites polaires associe´es aux droites
projete´es (coniques). Nous avons ainsi montre´ qu’un e´talonnage faible (unique-
ment les coordonne´es du point principal doivent eˆtre connues) permet de formuler
line´airement le proble`me d’estimation de la matrice d’homographie (en pixel) entre
deux images catadioptriques centrales. A partir de l’e´talonnage complet, il est alors
possible de remonter a` la matrice d’homographie entre les images normalise´es.
Ces re´sultats permettent, entre autres, d’exploiter directement des techniques
de planification de trajectoires de primitives visuelles conc¸ues a` l’origine pour les
came´ras conventionnelles.
Ces re´sultats ont e´galement e´te´ exploite´s pour re´soudre le proble`me d’estimation
du de´placement partiel du capteur entre deux prises de vues et de reconstruction de
la structure de la sce`ne :
– reconstruction euclidienne sous hypothe`se d’e´talonnage pour les points ;
– reconstruction projective sous hypothe`se d’e´talonnage faible pour les droites
– et, a` partir de cette dernie`re et des parame`tres d’e´talonnage restants, recons-
truction euclidienne pour les droites.
Nous verrons, dans le chapitre suivant, que ces re´sultats peuvent e´galement eˆtre
avantageusement exploite´s pour concevoir des sche´mas d’asservissement visuel hy-
bride.
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Chapitre 4
Asservissement visuel
omnidirectionnel
Ce chapitre est divise´ en deux parties. Dans la premie`re partie, un bref e´tat
de l’art concernant les techniques d’asservissement visuel est pre´sente´. Les princi-
paux sche´mas de commande permettant la re´alisation de taˆches robotiques a` par-
tir des informations visuelles extraites des images et le formalisme des fonctions
de taˆche adapte´ au proble`me d’asservissement visuel sont de´crits. Les sche´mas les
plus courants sont rappele´s (asservissement visuel 2D, asservissement visuel 3D et
asservissements visuels hybrides qui exploitent un me´lange d’informations 2D et
d’informations 3D), ainsi que leurs avantages et inconve´nients respectifs.
Dans la seconde partie de ce chapitre, nous nous focalisons sur le couplage vision
omnidirectionnelle-commande, cœur de nos contributions.
La cible observe´e est, dans un premier temps, conside´re´e comme compose´e d’un
ensemble de points. La matrice d’interaction pour les coordonne´es de points est
revisite´e. Deux sche´mas d’asservissement visuel hybride sont ensuite pre´sente´s. Le
premier permet un de´couplage partiel entre les commandes des mouvements de
translation et de rotation. Le second sche´ma d’asservissement visuel hybride permet
de de´coupler totalement ces mouvements.
Dans un deuxie`me temps, la cible est conside´re´e comme compose´e d’un ensemble
de droites et sa projection dans l’image d’un ensemble de coniques. Un sche´ma
d’asservissement visuel 2D base´ sur les coefficients de la forme quadratique associe´e
a` chaque conique est pre´sente´. Les droites polaires associe´es aux coniques par rapport
au point principal sont ensuite exploite´es pour construire des asservissements visuels
2D et hybride. Dans le cas de l’asservissement hybride, nous obtenons un de´couplage
total des mouvements de translation et de rotation.
4.1 Asservissement visuel
L’asservissement visuel consiste a` utiliser les informations fournies par une ou
plusieurs came´ras afin de controˆler les mouvements d’un syste`me robotique. On
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distingue deux configurations de la came´ra par rapport au robot :
– Came´ra de´porte´e : la came´ra n’a pas de liaison me´canique avec le robot asservi.
La came´ra est positionne´e de fac¸on a` ce qu’elle observe l’organe terminal du
robot [Flandin 00], la configuration articulaire du robot [Ruf 00] ou a` la fois
le robot et les objets d’inte´reˆt situe´s dans l’espace du travail [Horaud 98]. Elle
peut eˆtre fixe´e sur une base immobile comme sur un autre syste`me me´canique
[Marchand 01].
– Came´ra embarque´e : c’est la configuration la plus re´pandue. Dans cette confi-
guration, le syste`me de vision (une ou plusieurs came´ras) est rigidement lie´ au
robot (par exemple, fixe´e a` l’organe terminal dans le cas d’un robot manipu-
lateur) de fac¸on a` ce qu’il observe les objets situe´s dans l’espace du travail.
Les e´tudes the´oriques mene´es dans ce chapitre portent sur cette dernie`re confi-
guration. Nous verrons cependant dans le chapitre 5, a` travers un certain nombre
d’expe´rimentations que les re´sultats obtenus sont directement utilisables pour la
configuration de´porte´e.
Les premiers travaux ayant porte´ sur les approches de commande de robots
manipulateurs par vision remontent aux anne´es 70. On peut citer par exemple les
travaux de´crits dans [Bolles 73, Shirai 73] sur des taˆches d’assemblage utilisant une
came´ra fixe et de´finissant des actions de type look and move.
Les syste`mes de commande par vision peuvent eˆtre classifie´s, de manie`re stan-
dard, en utilisant trois crite`res [Sanderson 80] :
1. l’utilisation ou non d’une boucle interne au niveau des actionneurs du robot,
2. l’espace de commande du robot,
3. Static ou Dynamic, dans les approches en boucle ouverte(static look and move)
et en boucle ferme´e (dynamic look and move ).
Lorsque le syste`me ne posse`de pas de boucle interne, le syste`me de vision fournit
directement une estimation de l’e´tat du robot aux articulations, se substituant a`
ses controˆleurs. La stabilisation est uniquement re´alise´e en utilisant le retour sur le
syste`me de vision [Sanderson 83]. Dans ce cas de figure, le syste`me doit fournir une
estimation de l’e´tat a` une cadence e´leve´e. En raison de l’influence importante des
perturbations sur l’estimation temps re´el de l’e´tat [Bishop 94], ce type de sche´ma a
e´te´ peu utilise´. Par exemple, les travaux de Hashimoto dans [Hashimoto 96] portent
sur la mise en oeuvre d’une technique de commande optimale de type LQ. Weiss
exploite cette structure pour controˆler un robot plan a` trois degre´s de liberte´ dont
les articulations sont observe´es par une came´ra dans [Weiss 87]. On retrouvera
le meˆme type de structure dans [Wijesoma 93] pour un robot a` deux axes. Des
travaux dans ce sens ont e´galement porte´ sur la commande de robot a` six degre´s de
liberte´ [Gangloff 00].
Lorsque le sche´ma de commande utilise´ est hie´rarchique (utilisation d’une boucle
interne), le syste`me de vision fournit une consigne au controˆleur du robot qui calcule
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les de´placements a` re´aliser dans l’espace articulaire par l’interme´diaire d’une boucle
ferme´e interne qui stabilise le syste`me. En utilisant une telle structure, la cadence
du processus peut eˆtre amene´e au temps re´el vide´o (ge´ne´ralement de 40 ms). Le
processus de vision et le syste`me robotique sont alors de´couple´s, ce qui permet une
plus grande portabilite´ et simplicite´ des processus de commande par vision. On
pourra se reporter a` [Corke 96] pour une e´tude sur les performances dynamiques de
cette structure. Les sche´mas de commande propose´s dans ce chapitre suppose une
telle structure.
Le second point caracte´risant les sche´mas de commande concerne le type
d’informations visuelles utilise´ pour de´finir le signal d’erreur a` re´guler. On distingue
en ge´ne´ral trois grandes classes de me´thodes d’asservissement visuel que nous
de´crirons dans la suite de ce chapitre.
Dans toutes les configurations, l’asservissement visuel consiste a` e´laborer une
loi de commande afin qu’un ensemble de k mesures de´crites par le vecteur x(t)
atteignent leurs valeurs de´sire´es x∗ en controˆlant les n (ou` n ≤ 6) degre´s de liberte´
du robot. Le vecteur x∗, contenant les k mesures a` la position de´sire´e du robot,
peut eˆtre constant comme il peut eˆtre fonction du temps, on parle alors du suivi de
la trajectoire x∗(t). La loi de commande se rame`ne donc a` re´guler a` ze´ro un vecteur
d’erreur fonction de x(t) et x∗(t) ade´quatement choisi dans l’espace de mesure.
Pour une commande re´fe´rence´e vision, le capteur fournissant la mesure de x peut
eˆtre une capteur de pose 3D compose´ d’une ou de plusieurs came´ras et d’algorithmes
d’estimation 3D (cas des asservissements visuels 3D et hybride), comme il peut eˆtre
compose´ d’une came´ra et d’algorithmes d’extraction de primitives visuelles (cas de
l’asservissement visuel 2D). Ces deux configuration seront aborde´es dans le cadre
du couplage vision omnidirectionnelle - commande.
4.1.1 La commande en asservissement visuel
Dans la litte´rature, de nombreux types de commande pouvant eˆtre ap-
plique´s efficacement a` des syste`mes robotiques munis de came´ras ont e´te´
propose´s. Certaines commandes prennent en compte la dynamique du robot
[Rives 97, Koivo 91, Kelly 96, Chuang 97, Tarbouriech 00]. Une grande partie des
travaux se contente d’e´laborer des commandes cine´matiques en conside´rant le
robot comme un inte´grateur parfait. On trouve par exemple la commande par
mode glissant applique´e au suivi de trajectoire carte´sienne de la came´ra [Zanne 00],
la commande par retour d’e´tat non line´aire [Martinet 99, Tarbouriech 00], la
commande par placement de poˆles [Papanikolopoulos 91], base´es sur un controˆleur
GPC [Gangloff 00, Gangloff ], voire robuste H∞ [Khadraoui 99] ou par retour d’e´tat
continu non stationnaire dans le cas des robots mobiles non holonomes [Tsakiris 98].
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Les commandes de type proportionnel sont les plus couramment utilise´es
[Martinet 96, Chaumette 90, Hutchinson 96]. Elles permettent d’assurer une
de´croissance exponentielle d’une erreur bien de´finie. Dans ce manuscrit, nous nous
inte´ressons uniquement a` ce type de commande. Nous utiliserons le formalisme
de la fonction de taˆche afin de construire les lois de commande [Samson 91]. Ce
formalisme a e´te´ adapte´ au proble`me de la commande en asservissement visuel
durant les travaux de the`se de´crit dans [Chaumette 90].
Dans la section suivante, nous allons voir comment appliquer ce formalisme pour
e´tablir une commande en vitesse ne´gligeant la dynamique du robot et permettant
une de´croissance exponentielle d’une erreur bien choisie.
4.1.2 Formalisme de la fonction de taˆche en commande
re´fe´rence´e vision
Dans [Samson 91], les auteurs ont montre´ qu’il e´tait possible d’exprimer les
taˆches robotiques sous la forme d’une re´gulation a` ze´ro sur un horizon temporel
fini d’une fonction de taˆche e, de classe C2 :
e(r, t) = C(x(r, t)− x∗) (4.1)
ou` :
– r(t) est un e´le´ment de l’espace SE3 de repre´sentation des repe`res et des corps
rigides et de´crit la pose 3D a` l’instant t du capteur dans son environnement ;
– x(r, t) est un vecteur de dimension k contenant les valeurs courantes des in-
formations capteurs choisies ;
– x∗ est la valeur souhaite´e de x ;
– C est une matrice de dimension n × k (ou` n ≤ 6) de rang plein n, dite
de combinaison, telle que les n composantes de e soient inde´pendantes et
controˆlent les n degre´s de liberte´ choisis parmis les 6 degre´s de liberte´ de r(t)
possibles. La matrice C peut e´galement eˆtre utilise´e pour homoge´ne´iser les
mesures.
Dans le cas d’une commande re´fe´rence´e vision, les vecteurs de mesures x et x∗
contiennent les valeurs courantes et souhaite´es d’informations obtenues a` partir d’un
capteur de vision (came´ra conventionnelle, came´ra omnidirectionnelle, etc...)
Le proble`me de la re´gulation de la fonction de taˆche e est bien pose´ s’il existe
d’une part, une trajectoire ide´ale et unique de r(t) telle que la fonction de taˆche soit
nulle sur la dure´e de la taˆche a` re´aliser, et d’autre part, le jacobien de la taˆche
Je =
∂e
∂r
(4.2)
doit eˆtre re´gulier le long de cette trajectoire. Lorsque ces conditions sont remplies,
on dit que la fonction de taˆche est admissible.
Asservissement visuel omnidirectionnel 93
En outre, le vecteur x doit eˆtre mesurable sur l’horizon temporel de la taˆche
e. On parle de condition d’observabilite´. Dans le cas d’un asservissement visuel
2D ou` le vecteur de mesure x contient des primitives visuelles 2D, il est ne´cessaire
que ces dernie`res restent visibles sur l’horizon temporel de la taˆche. Dans le cas
de l’asservissement visuel 3D ou hybride ou` le vecteur de mesure x contient des
informations 3D, il faut a` la fois que les primitives visuelles soient visibles dans
l’image et que l’estimation des informations 3D a` partir de ces primitives visuelles
soit re´alisable sur l’horizon temporel de la taˆche.
Re´aliser la taˆche e qui remplit les conditions d’admissibilite´ et d’observabilite´
ne ne´cessite pas toujours l’utilisation de tous les degre´s de liberte´ du robot. Afin de
mieux utiliser les fonctionnalite´s de ce dernier, le formalisme de la fonction de taˆche
permet de ge´rer aise´ment les degre´s de liberte´ non contraints par la taˆche (4.1) en
de´finissant, par exemple une seconde taˆche qui est pre´-multiplie´e par l’ope´rateur de
projection orthogonale sur le noyau de la jacobienne Je afin que la seconde taˆche
(taˆche secondaire) n’affecte pas la premie`re. La taˆche secondaire peut eˆtre utilise´e
pour la navigation autour d’un objet [Berry 99], pour l’e´vitement des singularite´s
du robot [Marchand 96], des bute´es articulaires [Marchand 96, Chaumette 00], des
obstacles [Cadenat 99] ou des obstacles et des occultations [Marchand 98]. Dans
[Flandin 00], une taˆche secondaire a e´te´ utilise´e pour controˆler la translation d’une
came´ra monte´e sur un robot manipulateur observe´ par une seconde came´ra.
La diffe´rentielle de x reliant ses variations au mouvement relatif entre la came´ra
et la sce`ne observe´e est donne´e par :
x˙ = ∂x
∂r
r˙+ ∂x
∂t
= ∂x
∂r
Υτ + ∂x
∂t
= Lxτ +
∂x
∂t
(4.3)
ou` :
– Lx est la matrice d’interaction de dimension k × n (n ≤ 6), associe´e a` x et
fonction de la position relative entre l’objet observe´ et la came´ra.
– La matrice Υ de dimension m× 6 (ou` m est la dimension de r) permet de lier
les vitesses r˙ d’une parame´trisation quelconque de la situation r de la came´ra
et le torseur cine´matique τ :
r˙ = Υ τ =
(
Υp 03
0(m−3)×3 Υr
)
τ (4.4)
Υp est e´gale a` I3 lorsque l’origine du repe`re came´ra est exprime´e dans le
repe`re de re´fe´rence par ses coordonne´es carte´siennes. La matrice Υr de´pend
de la repre´sentation de l’orientation choisie (cosinus directeurs, angles d’Euler,
Quaternions ou angles de Roulis, Tangage et Lacet) [Angeles 02].
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– τ est le torseur cine´matique de la came´ra exprime´ dans le repe`re came´ra.
Notons que le torseur cine´matique τ est de´fini par une vitesse de translation υ et
une vitesse de rotation ω telles que τ = [υ⊤ ω⊤]⊤ exprime´es dans le repe`re came´ra.
En utilisant (4.3), la diffe´rentielle de e s’e´crit :
e˙ = C˙(x− x∗) +CLxτ +C
(
∂x
∂t
− ∂x
∗
∂t
)
(4.5)
En conside´rant uniquement la cine´matique du robot, on peut choisir un compor-
tement exponentiel de´croissant de la fonction de taˆche e :
e˙ = −λe (4.6)
ou` λ est un gain positif re´gissant la vitesse de de´croissance de e. En introduisant
(4.5) dans (4.6), on obtient :
CLx τ = −λe+ C˙(x− x∗) +C
(
∂x
∂t
− ∂x
∗
∂t
)
(4.7)
En outre, le torseur cine´matique τ de la came´ra est lie´ aux vitesses articulaires
q˙ du robot par les relations suivantes :
– Le torseur cine´matique τ de la came´ra est exprime´ dans un premier temps
dans un repe`re lie´ a` l’effecteur du robot :
τe =
(
eRc [
etc]
e
×Rc
03
eRc
)
τ (4.8)
La matrice de rotation eRc et le vecteur de translation
etc peuvent eˆtre obtenus
lors d’une phase d’e´talonnage [Remy , Andreff 01].
– La relation entre les vitesses r˙e et le torseur cine´matique τe peut eˆtre obtenue
en utilisant l’e´quation (4.4).
– Les vitesses r˙e sont lie´es aux vitesses articulaires q˙ par le mode`le cine´matique
direct r˙e = J(q) q˙. En dehors des configurations singulie`res du robot, le mode`le
cine´matique inverse est donne´ par :
q˙ = J(−1)(q)r˙e (4.9)
En utilisant (4.8), (4.4) et (4.9), la vitesse articulaire q˙ envoye´e au robot peut
eˆtre exprime´e en fonction du torseur cine´matique :
q˙ = J−1(q)
(
Υp 03
0(m−3)×3 Υr
)(
eRc [
etc]
e
×Rc
03
eRc
)
τ = Jrτ (4.10)
Nous conside´rons dans la suite que Jr est suffisamment bien connu, on pourra
alors se contenter d’une commande calculant le torseur cine´matique τ de la came´ra
(n = 6).
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En pratique, on ne dispose que d’une approximation de la matrice d’interaction
L̂x, de
∂̂x
∂t
et de ∂̂x
∗
∂t
, la commande effective calcule´e sera donc :
τ = −(CL̂x)−1
(
λe+ C˙(x− x∗) +C
(
∂̂x
∂t
− ∂̂x
∗
∂t
))
(4.11)
En introduisant cette dernie`re relation dans (4.5), on aboutit a` :
e˙ = − (CLx)(CL̂x)−1︸ ︷︷ ︸
(
λe+ C˙(x− x∗) +C
(
∂̂x
∂t
− ∂̂x∗
∂t
))
+ C˙(x− x∗) +C
(
∂x
∂t
− ∂x∗
∂t
)
Q
(4.12)
L’e´quation (4.15) peut eˆtre re´e´crite :
e˙ = −λQe+ (I−Q)C˙(x− x∗)︸ ︷︷ ︸
ε
−QC
(
∂̂x
∂t
− ∂̂x∗
∂t
)
+C
(
∂x
∂t
− ∂x∗
∂t
)
(4.13)
Au voisinage de l’e´quilibre, les travaux de la litte´rature supposent lorsque la cible
est immobile, que εx−→x∗ est nul. Dans ce cas, la condition de stabilite´ asymptotique
locale est :
(CLx)(CL̂x)
−1 > 0 (4.14)
La matrice de combinaison C peut-eˆtre choisie e´gale a` la pseudo inverse d’une
approximation de la matrice d’interaction a` la position de´sire´e (line´arisation tan-
gente)
C = L̂x∗
+
(4.15)
Dans ce cas, la de´rive´e de C est nulle (C˙ = 0). La loi de commande (4.11) s’e´crit
alors :
τ = −(L̂x∗
+
L̂x)
−1
(
λe+ L̂x∗
+
(
∂̂x
∂t
− ∂̂x
∗
∂t
))
(4.16)
En choisissant L̂x∗
+
comme approximation de L̂x, la boucle ferme´e (4.13) s’e´crit :
e˙ = −λL̂x∗
+
Lxe+ ε (4.17)
et la condition de stabilite´ asymptotique locale (4.14) s’e´crit :
L̂x∗
+
Lx > 0 (4.18)
Un autre choix de la matrice de combinaison C permettant de construire une
fonction de taˆche e homoge`ne au torseur cine´matique τ de la came´ra, consiste a`
utiliser une approximation de la pseudo-inverse de la matrice d’interaction Lx a`
chaque ite´ration, fonction de l’e´tat courant (line´arisation exacte) mesure´ ou estime´ :
C = L̂x
+
(4.19)
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On aboutit a` la loi de commande suivante :
τ = −(L̂x
+
L̂x)
−1
(
λe+ Ĥ(x− x∗) + L̂x
+
(
∂̂x
∂t
− ∂̂x
∗
∂t
))
(4.20)
ou` Ĥ = dL̂x
+
dt
. En remplac¸ant (4.19) dans (4.13), la condition de stabilite´ est donne´e
par :
L̂x
+
Lx > 0 (4.21)
Pour simplifier nos lois de commande, nous supposons, par la suite, que l’objet
conside´re´ est immobile et que la consigne est constante (c-a`-d ∂x
∂t
= 0 et ∂x
∗
∂t
= 0).
Nous ne´gligerons e´galement les effets de la matrice Ĥ.
Par ailleurs, les lois de commande (4.20) et (4.16) garantissent l’annulation de la
fonction de taˆche e sans garantir l’annulation de l’erreur x− x∗. En effet, l’ensemble
des configurations telles que (x− x∗) ∈ KerC correspondent a` des minima locaux.
En effet, la dimension du vecteur de mesures x peut eˆtre supe´rieure au nombre de
degre´s de liberte´ a` commander.
En choisissant C = L̂x
−1
lorsque L̂x n’est pas singulie`re et que la dimension de e
est e´gale a` la dimension du vecteur de mesures x, la loi de commande (4.11) s’e´crit :
τ = −λL̂x
−1
(x− x∗) (4.22)
Le calcul de la loi de commande (4.22) ne´cessite une inversion de L̂x. Il faut
donc que la matrice d’interaction soit de rang plein le long de la trajectoire a`
re´aliser. Par exemple, dans le cas d’un asservissement visuel ou` les primitives
visuelles sont de´finies par les coordonne´es de trois points dans l’espace image afin
de controˆler les six degre´s de liberte´ de la came´ra, la matrice d’interaction associe´e,
de dimension 6× 6, peut avoir une perte de rang [Michel 93, Papanikolopoulos 95].
Il est donc parfois inte´ressant d’utiliser la matrice d’interaction a` l’e´quilibre L̂∗x
plutoˆt que celle calcule´e a` chaque ite´ration afin de reme´dier a` ce proble`me de
singularite´ [Chaumette 98]. Il est e´galement possible d’utiliser des informations
visuelles 3D, ou coupler des informations 2D et 3D. Dans ce cas, les matrices
d’interaction associe´es sont ge´ne´ralement de rang plein. Cependant, ces types de
schemas ne´cessitent une phase de reconstruction des composantes 3D, ce qui peut
eˆtre pe´nalisant en particulier au pre´sence de bruit de mesure.
Finalement, Malis dans [Malis 04], a de´montre´ que l’utilisation comme matrice de
combinaison de la valeur moyenne des matrices d’interactions calcule´es a` l’e´quilibre
et a` chaque ite´ration, ame´liore le comportement spatial de la came´ra [Tahri 03]. La
moyenne des sommes permet alors d’annuler les comportements inde´sirables de la
came´ra. Les auteurs montrent que dans ce cas, la relation liant les cine´matiques
des primitives dans l’image et de la came´ra est approxime´e au second ordre. Des
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re´sultats similaires sont obtenus dans [Mezouar 04a] en choisissant la matrice de
combinaison e´gale a` un hessien re´duit. Par exemple, dans le cas d’un asservissement
visuel 2D utilisant des points, le couplage de la rotation autour de l’axe optique de
la came´ra et de la translation le long du meˆme axe peut eˆtre annule´.
4.1.3 Les techniques d’asservissement visuel
Nous allons, dans cette partie, pre´senter les diffe´rents sche´mas de commande en
asservissement visuel en fonction de l’espace dans lequel s’effectue la re´gulation de
la taˆche e.
4.1.3.1 Asservissement visuel 2D
Dans un asservissement visuel 2D, le vecteur de mesure x est compose´ uni-
quement d’informations extraites et exprime´es directement dans l’espace image
(voir Figure 4.1). Pour une notation standard, le vecteur x sera note´ s. Il consiste,
donc a` controˆler les mouvements de la came´ra afin que les mesures s a` chaque
instant t atteignent une configuration de´sire´e dans l’image exprime´e par s∗. Nous
rappelons que le vecteur consigne s∗ peut eˆtre constant comme il peut eˆtre variable
(une trajectoire a` suivre par exemple). En asservissement visuel 2D, aucune
connaissance a priori du mode`le de l’objet n’est ne´cessaire pour construire les
vecteurs d’observation et de consigne, seule la matrice d’interaction est fonction de
parame`tres 3D relatifs a` la position entre la came´ra et l’objet. Une approximation
raisonnable de ces derniers est ge´ne´ralement suffisante pour construire une loi de
commande assurant la stabilite´ du syste`me. En effet, il est montre´ dans [Malis 03]
que lorsque des primitives visuelles de type point sont utilise´es, la re´gion de stabilite´
en pre´sence d’erreurs d’approximation sur les profondeurs des points n’est pas aussi
importante que le laisse penser le reste de la litte´rature. Une extension de cette
analyse a e´te´ propose´e par Mezouar et Malis dans [Mezouar 04b] lorsqu’une came´ra
centrale (catadioptrique ou conventionnelle) est conside´re´e.
En pratique, ce sche´ma d’asservissement visuel se montre robuste aux bruits de
mesure et aux erreurs d’e´talonnage du syste`me robot/came´ra. Ceci n’est vrai que
dans le cas de petits de´placements a` re´aliser. Dans le cas d’un de´placement plus
important, ce type de commande peut conduire a` des minima locaux, des singula-
rite´s, ou encore des trajectoires de came´ra inade´quates. En effet, la commande dans
l’espace image garantit un comportement satisfaisant des primitives visuelles sans
garantir le comportement spatial de la came´ra.
Diffe´rents types d’informations visuelles peuvent eˆtre utilise´s. Le choix de ces
primitives est limite´ par deux conditions. La premie`re porte sur l’existence d’algo-
rithmes de traitement d’image capables de les extraire dans l’image. L’autre condi-
tion est qu’il soit possible d’estimer la matrice d’interaction associe´e a` ces primitives.
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Fig. 4.1: Sche´ma d’un asservissement visuel 2D.
Chaumette a propose´ une me´thode ge´ne´rale pour calculer le torseur d’interaction
associe´e a` des informations visuelles de´finissables a` partir de primitives ge´ome´triques
parame´trables (points, droites, ellipses, etc.) [Chaumette 90].
D’autres types de primitives visuelles comme la de´composition en se´rie de Fourier
de la signature polaire du contour de l’objet ont e´te´ e´tudie´s [Collewet 00]. Enfin, le
proble`me du choix de primitives ge´ne´riques permettant de de´crire des objets de forme
complexe en utilisant des moments a re´cemment e´te´ traite´ dans les travaux de the`se
pre´sente´s dans [Tahri 04]. Il est possible, dans ce cas de figure, d’exhiber une matrice
d’interaction assurant un comportement partiellement de´couple´ des informations
visuelles.
Re´cemment, une nouvelle approche d’asservissement visuel direct et stable, base´e
seulement sur le calcul d’homographie et qui ne ne´cessite aucune reconstruction
partielle des parame`tres 3D, a e´te´ propose´e dans [Benhimane 06a]. Les auteurs ont
de´montre´ l’existence d’un isomorphisme entre l’attitude de la came´ra et une fonction
de taˆche, calcule´e a` partir des informations visuelles issues des images acquises dans
les positions courante et de´sire´e de la came´ra.
4.1.3.2 Asservissement visuel 3D
Dans ce type de schema d’asservissement visuel, le vecteur de mesure x est
compose´ uniquement d’informations 3D obtenues a` partir d’une ou plusieurs
images de la sce`ne (voir Figure 4.2). Le controˆle de la came´ra est donc effectue´
dans l’espace carte´sien. La re´fe´rence peut eˆtre exprime´e sous forme de primitives
ge´ome´triques 3D tels que des points [Martinet 96]. Elle peut e´galement eˆtre choi-
sie comme une parame´trisation de l’attitude de la came´ra par rapport a` l’ob-
jet [Martinet 99, Thuilot 02b, Wilson 96, Daucher 97]. Dans ce cas de figure, la
mode´lisation comple`te de la sce`ne est ne´cessaire afin de mesurer la pose relative
entre la sce`ne et le robot. Il est e´galement ne´cessaire d’e´talonner la came´ra. Lorsque
les mode`les et l’e´talonnage sont suffisamment connus, il est ne´cessaire de mettre en
œuvre des techniques d’estimation de pose relative entre le robot et la sce`ne. De-
puis les anne´es 80, diffe´rentes me´thodes de reconstruction ont vu le jour base´es
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sur l’utilisation de points [Horaud 89, Haralick 89, Dementhon 95], de segments
[Lowe 87, Dhome 89], voire des coniques [SafaeeRad 92, DeMa 93] ou encore de
cylindres [Dhome 90]. Dans le cas de formes ge´ome´triques plus complexes, il est
possible d’utiliser les moments [Tahri 04].
Une autre possibilite´ consiste a` construire le vecteur d’observation x comme une
repre´sentation de la position et de l’orientation de la came´ra entre ses configurations
courante et de´sire´e. Dans ce cas, le mode`le de l’objet cible n’est plus ne´cessaire, x
pouvant eˆtre obtenu en utilisant les techniques d’estimation partielle du mouvement
a` partir des matrices fondamentale ou d’homographie. L’inte´gration de ce type d’in-
formations dans une boucle d’asservissement le rend sensible aux erreurs de mesure.
Fig. 4.2: Sche´ma d’un asservissement visuel 3D.
4.1.3.3 Asservissement visuel hybride
Dans un asservissement visuel hybride, le vecteur de mesure x est compose´ a`
la fois d’informations tridimensionnelles et de primitives extraites directement de
l’image. L’asservissement visuel hybride est un compromis entre les asservissements
visuels 2D et 3D afin de controˆler a` la fois la trajectoire de la came´ra dans son
espace de travail et la trajectoire de certaines primitives dans l’espace image. Le
premier sche´ma d’asservissement visuel hybride (appele´ aussi 2D1/2) a e´te´ propose´
par Malis dans [Malis 98]. Il utilise une reconstruction partielle de la pose sans
connaissance a priori du mode`le 3D de l’objet par l’interme´diaire de l’estimation
de la matrice d’homographie relative a` un plan de re´fe´rence. La fonction de taˆche,
dans ce cas, est compose´e de deux parties. La premie`re contient les coordonne´es
images d’un point et d’une composante associe´e a` la profondeur relative de ce point
entre les positions courante et de´sire´e de la came´ra. L’autre composante repre´sente la
rotation entre les positions courante et de´sire´e de la came´ra. La matrice d’interaction
associe´e a` cette fonction de taˆche a une forme simple et partiellement de´couple´e, ce
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qui permet d’aboutir a` des re´sultats formels sur la stabilite´ en pre´sence d’erreurs
de mode´lisation. Cependant, une reconstruction partielle du de´placement a` chaque
iteration de la boucle de commande est ne´cessaire. Cette phase est assez instable,
surtout pre`s de la convergence. En outre, garantir la visibilite´ de l’ensemble des
primitives ne´cessaires a` l’estimation de la matrice d’homographie n’est pas une taˆche
simple.
Fig. 4.3: Sche´ma d’un asservissement visuel 2D1/2.
Une approche similaire a` celle propose´e dans [Malis 98] a e´te´ propose´ dans
[Morel 00]. Le choix judicieux des primitives ge´ome´triques 2D utilise´es dans
la de´finition de la fonction de taˆche assure dans ce cas la visibilite´ de l’objet.
Cependant, la forme analytique de la matrice d’interaction associe´e n’a plus les
proprie´te´s inte´ressantes obtenue dans [Malis 98]. Par conse´quent, l’analyse de
stabilite´ est beaucoup plus difficile. Notons aussi que la contrainte de visibilite´ n’est
ve´rifie´e que pour certains de´placements de la came´ra. Une approche combinant les
coordonne´es 2D images de points et leurs profondeurs a e´te´ propose´e par Cervera et
al [Cervera 03]. Les trajectoires 3D de la came´ra sont satisfaisantes et comparables
a` celles obtenues avec un asservissement visuel 3D tout en controˆlant les trajectoires
dans l’espace image.
4.2 Asservissement visuel catadioptrique
La condition de visibilite´ est primordiale pour accomplir une taˆche robotique
par asservissement visuel. En effet, la pre´sence de la cible dans le champ visuel
de la came´ra doit eˆtre garantie durant l’asservissement. Quelques travaux se
sont inte´resse´s a` ce proble`me. Mezouar et al proposent dans [Mezouar 02] une
strate´gie de ge´ne´ration de trajectoire dans l’espace image base´e sur des fonctions de
potentiel. Il est alors possible de prendre en compte pendant la phase de ge´ne´ration
de trajectoires dans l’image la contrainte de visibilite´. Une me´thode base´e sur
le principe de switching control a e´te´ pre´sente´e dans [Chesi 03] pour conserver
l’ensemble des points de l’objet 3D observe´ dans le champ de vision de la came´ra.
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On trouve e´galement des me´thodes base´es sur l’ajustement du zoom [Benhimane 03]
ou sur des conside´rations ge´ome´triques et topologiques [Cowan 02, Thuilot 02b].
Cependant, de telles strate´gies sont souvent difficiles a` mettre en œuvre.
Les capteurs catadioptriques centraux posse´dant un champ de vision de 360o,
re´pondent bien a` ces proble`mes d’observabilite´. Nous verrons dans la suite comment
introduire les informations fournies par ces capteurs dans une boucle de commande.
4.2.1 Quelques travaux re´cents en commande de robots par
vision omnidirectionnelle
Le premier re´sultat en commande de robot en utilisant un capteur omnidirec-
tionnel a e´te´ publie´ par Chang et Herbert dans [Chang 00]. Les auteurs proposent
une interface homme-machine pour le guidage d’un robot mobile en utilisant une
came´ra omnidirectionnelle. Cependant, les algorithmes de suivi et de commande
sont applique´s sur les images perspectives reconstruites d’une zone d’inte´reˆt
se´lectionne´es dans les images omnidirectionnelles brutes. Dans le cadre de nos
travaux, nous exploitons directement les images omnidirectionnelles brutes, sans
aucune transformation pre´liminaire.
Une grande majorite´ des chercheurs du domaine de la commande par vision
omnidirectionnelle s’est concentre´e sur la commande et la navigation de robots
mobiles. Mariottini et al [Mariottini 05] exploitent la ge´ome´trie e´pipolaire cata-
dioptrique pour asservir un robot mobile holonome. Les auteurs proposent une
extension d’une technique de commande utilisant les proprie´te´s de la ge´ome´trie
e´pipolaire perspectives [Piazzi 04] pour tout capteur central. Le de´placement du
robot mobile d’une position initiale a` une position de´sire´e, est de´compose´ en
deux taˆches successives. Dans la premie`re taˆche, seule l’orientation du robot est
controˆle´e. La seconde taˆche consiste a` annuler l’erreur en translation lorsque l’erreur
d’orientation devient nulle (cela implique que l’intersection des coniques e´pipolaires
co¨ıncide avec les deux e´pipoles dans l’image). Notons que cette approche n’est
pas valide lorsque le robot conside´re´ est non-holonome. Nous avons pre´sente´ dans
[HadjAbdelkader 05a, HadjAbdelkader 05b] des solutions pour le suivi de droites
3D lorsque le robot mobile est non-holonome. En outre, nous proposons e´galement
des sche´mas d’asservissement visuel de´couplant les mouvements de translation des
mouvements de rotation en conside´rant une taˆche unique. Ces me´thodes peuvent
aise´ment eˆtre applique´es aux cas des robots mobiles holonomes.
Gaspar et al. dans [Gaspar 00] e´tudient la navigation d’un robot mobile dans
un environnement inte´rieur en utilisant une came´ra omnidirectionnelle. Les auteurs
distinguent deux phases lors de la navigation. La premie`re consiste a` ge´rer les
grands de´placements du robot ou` la trajectoire exacte n’est pas ne´cessaire (par
exemple le robot se de´place dans un couloir). Dans ce cas, les auteurs utilisent
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une carte topologique pour la navigation. La seconde phase est locale et fait
l’objet d’un suivi exact d’une trajectoire pre´-de´finie (par exemple le robot passe
par une porte). Dans ce cas, le suivi de trajectoire par vision est utilise´. Dans
[Vidal 03], les auteurs traitent le proble`me de la formation de robots suivi-suiveur
(leader-follower en anglais) d’un groupe de robots sur lesquels sont embarque´es des
came´ras omnidirectionnelles. La formation souhaite´e des robots est spe´cifie´e dans
l’espace image omnidirectionnelle. Les positions et les vitesses des robots suivis sont
estime´es dans l’espace image omnidirectionnelle de chaque robot suiveur a` partir
de l’analyse des flots optiques. La distance et l’orientation souhaite´es entre les
robots suivis et suiveur sont traduits dans l’espace image par une position de´sire´e
du robot suivi dans l’image de la came´ra omnidirectionnelle embarque´e sur le robot
suiveur. L’ensemble des robots mobiles peut e´galement eˆtre utilise´ pour de´finir une
manipulation coope´rative. Spletzer et al. de´crivent un exemple d’une coope´ration
multi-robots [Spletzer 01].
A notre connaissance, tre`s peu de travaux traitent d’asservissement visuel omni-
directionnel. Le premier sche´ma d’asservissement visuel a` partir de points en utili-
sant un capteur catadioptrique a e´te´ propose´ par Barreto et al. dans [Barreto 02b].
Re´cemment, Benhimane et al. ont propose´ un sche´ma d’asservissement visuel base´
homographie [Benhimane 06b].
Nous pre´sentons dans la section suivante la forme ge´ne´rique de la matrice d’in-
teraction associe´e aux points obtenue par Barreto dans [Barreto 02b] en apportant
quelques corrections. Nous pre´sentons par la suite les matrices d’interaction pour
les asservissements visuels 2D1/2 et de´couple´.
4.2.2 Cas des points
Conside´rons un point 3D X de coordonne´es X = [X Y Z]⊤ exprime´es dans le
repe`re miroir Fm. L’image catadioptrique du point X est donne´e par le point de
coordonne´es xi = [xi yi]
⊤. Les coordonne´es normalise´es x = [x y]⊤ sont obtenues en
utilisant l’e´quation (2.29) :
x =
[
x y
]⊤
=
[
X
Z+ξρ
Y
Z+ξρ
]⊤
(4.23)
avec ρ =
√
X2 + Y 2 + Z2 est la norme du point 3D X .
4.2.2.1 Matrice d’interaction d’un point
La matrice d’interaction Lx liant les vitesses du capteur catadioptrique et les
variations du vecteur des coordonne´es normalise´es x peut eˆtre de´compose´e comme
suit :
Lx =
∂x
∂X
LX (4.24)
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ou`
∂x
∂X
=
1
ρ(Z + ξρ)2
(
ρZ + ξ(Y 2 + Z2) −ξXY −X(ρ+ ξZ)
ξXY −ρZ − ξ(X2 + Z2) Y (ρ+ ξZ)
)
(4.25)
et
X˙ = LX [υ
⊤
ω
⊤]⊤ =
( −I3 [X]× ) τ (4.26)
Apre`s quelques manipulations alge´briques, la forme analytique de la matrice
d’interaction Lx pour un point est :
Lx =
(
1
ρ
A B
)
(4.27)
ou`
A =
 −γ+ξ(x2+y2)1+ξγ + ξx2 ξxy γx
ξxy −γ+ξ(x
2+y2)
1+ξγ
+ ξy2 γy
 (4.28)
et
B =
 xy −γ γ+ξ(x2+y2)1+ξγ + y2 y
γ
γ+ξ(x2+y2)
1+ξγ
− x2 −xy −x
 (4.29)
ou` γ =
√
1 + (1− ξ2)(x2 + y2).
Nous renvoyons les lecteurs inte´resse´s par le calcul de la matrice d’interaction
ge´ne´rique pour tous capteurs a` point central unique a` l’annexe A. Nous pre´sentons
dans cette annexe le calcul montrant l’e´galite´ entre notre matrice d’interaction dans
(4.27) et la matrice obtenue par Barreto dans [Barreto 02a] apre`s corrections.
Notons que si ξ = 0, la matrice d’interaction est bien la matrice d’interaction
pour une came´ra perspective. Comme la jacobienne ∂x
∂X
peut eˆtre de´compose´e comme
suit :
∂x
∂X
=
(
Z(ρZ+ξ(Y 2+Z2))
ρ(Z+ξρ)2
− ξXY Z
ρ(Z+ξρ)2
− ξXY Z
ρ(Z+ξρ)2
Z(ρZ+ξ(X2+Z2))
ρ(Z+ξρ)2
)
︸ ︷︷ ︸
Jc
(
1
Z
0 − X
Z2
0 1
Z
− Y
Z2
)
(4.30)
La matrice d’interaction Lx peut s’e´crire Lx = JcLp ou` Lp est la matrice d’in-
teraction perspective pour un point 2D. La loi de commande τ = −λLx+(x− x∗)
peut eˆtre applique´e si la matrice d’interaction globale estime´e L̂x pour n points est
de rang plein. La matrice d’interaction globale s’e´crit :
Lx1
Lx2
...
Lxn
 =

Jc1 0 · · · 0
0 Jc2 · · · 0
...
...
. . .
...
0 0 · · · Jcn

︸ ︷︷ ︸
eC

Jp1
Jp2
...
Jpn

︸ ︷︷ ︸
eP
(4.31)
104 4.2 Asservissement visuel catadioptrique
Cette matrice d’interaction globale est singulie`re si seulement si la matrice d’in-
teraction perspective globale P˜ est singulie`re car la matrice C˜ est une matrice
diagonale par bloc de rang plein. En effet, la matrice d’interaction catadioptrique
partage le meˆme espace de singularite´ que celle obtenue avec une came´ra perspective
[Barreto 02b].
Comme nous le constatons sur la matrice d’interaction Lx, les vitesses de trans-
lation et les vitesses de rotation sont couple´es. Dans la suite, nous pre´sentons, dans
un premier temps, une extension pour tous capteurs catadioptriques centraux du
sche´ma d’asservissement visuel 2D1/2 propose´ dans [Malis 98]. Dans ce sche´ma de
commande, un de´couplage partiel est observe´. Ensuite, nous pre´sentons un nou-
veau sche´ma de commande permettant de de´coupler comple`tement les vitesses de
translation de celles de rotation.
4.2.2.2 Asservissement visuel catadioptrique 2D1/2
Nous conside´rons dans la suite un ensemble de points 3D appartenant a` un plan
de re´fe´rence (π) de´fini par le vecteur pi = [n∗⊤ −d∗]⊤ exprime´ dans le repe`re miroir
de´sire´ F∗m ou` n∗ et d∗ sont respectivement le vecteur normal au plan et sa distance
au centre du repe`re F∗m. Nous utilisons les me´thodes de calcul d’homographie et
d’estimation du de´placement du capteur catadioptrique et de la structure de l’objet
observe´ (la matrice de rotation R et le rapport σ = ρ
ρ∗
), propose´es dans le chapitre
pre´ce´dent.
–Controˆle de l’orientation
La matrice de rotation R estime´e entre les repe`res miroirs courant Fm et de´sire´
F∗m est utilise´e pour controˆler le mouvement en rotation du capteur catadioptrique
(ou de l’effecteur du robot). La taˆche de re´gulation en rotation est acheve´e quand
la matrice R est e´gale a` l’identite´. On choisi comme repre´sentation de la rotation
entre les repe`res courant et de´sire´ le vecteur uθ = θ u ou` θ et u sont respectivement
l’angle et l’axe de rotation (avec ‖u‖ = 1 et −π ≤ θ < π). La de´rive´e temporelle du
vecteur uθ peut s’e´crire en fonction du torseur cine´matique τ :
duθ
dt
=
(
03 Lω(u, θ)
)
τ (4.32)
avec Lω(u, θ) est donne´e par [Malis 98] :
Lω(u, θ) = I3 − θ
2
[u]× +
(
1− sinc(θ)
sinc2( θ
2
)
)
[u]2× (4.33)
ou` sinc(θ) = sin(θ)
θ
est le sinus cardinal. La matrice Lω est exempte de singularite´
pour −π ≤ θ < π.
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–Controˆle de la position
Les trois degre´s de liberte´ en translation peuvent eˆtre controˆle´s en utilisant des pri-
mitives visuelles extraites de l’image catadioptrique et des informations relatives a` la
structure de l’objet observe´. Soit sp = [x y log(ρ)]
⊤ un vecteur de 3 primitives vi-
suelles. Ses deux premie`res composantes sont les coordonne´es d’un point de controˆle
dans l’image catadioptrique, et la dernie`re composante est le logarithme ne´pe´rien de
ρ. Afin de trouver la forme analytique de la matrice d’interaction liant les variations
du vecteur sp aux vitesses du capteur catadioptrique, nous de´rivons le vecteur sp
par rapport au vecteur X des coordonne´es du point 3D. Nous obtenons :
∂sp
∂X
=
1
ρ(Z + ξρ)2
 ρZ + ξ(Y 2 + Z2) −ξXY −X(ρ+ ξZ)−ξXY ρZ + ξ(X2 + Z2) −Y (ρ+ ξZ)
X(Z+ξρ)2
ρ
Y (Z+ξρ)2
ρ
Z(Z+ξρ)2
ρ

(4.34)
En combinant (4.26) et (4.34) et en utilisant la notation σ =
ρ
ρ∗
donne´e dans (3.44),
nous obtenons la relation :
s˙p =
(
Lspυ Lspω
)
τ (4.35)
ou`
Lspυ =
1
σρ∗

−γ+ξ(x
2+y2)
1+ξγ
+ ξx2 ξxy γx
ξxy −γ+ξ(x
2+y2)
1+ξγ
+ ξy2 γy
−Φx −Φy Φ ξ2(x2+y2)−1
1+γξ
 (4.36)
et
Lspω =
 xy −γ
γ+ξ(x2+y2)
1+ξγ
+ y2 y
γ
γ+ξ(x2+y2)
1+ξγ
− x2 −xy −x
0 0 0
 (4.37)
avec Φ = 1+γξ
γ+ξ(x2+y2)
. Le calcul des e´le´ments de la troisie`me ligne de chacune des deux
matrices Lspυ et Lspω est disponible dans l’annexe A.
En regroupant les primitives pour commander les mouvements de rotation et
de translation dans un vecteur s = [s⊤p u
⊤
θ ]
⊤, nous e´crivons la variation de s par
rapport au torseur cine´matique τ :
s˙ =
(
Lspυ Lspω
03 Lω
)[
υ
⊤
ω
⊤
]⊤
= Ls τ (4.38)
Rappelons que σ est obtenu a` partir de la matrice d’homographie en utilisant
(3.44). La seule inconnue pour calculer la matrice d’interaction Ls est la distance
ρ∗ du point 3D au repe`re miroir de´sire´ F∗m. En pratique, elle est estime´e pendant
la phase d’apprentissage. Notons que la matrice d’interaction Ls est triangulaire
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par bloc de rang plein sauf si ρ = 0, ρ −→ ∞ ou θ = 2kπ avec k ∈ Z∗. La
dernie`re configuration singulie`re a e´te´ traite´e pre´ce´demment, les deux premie`res
correspondent aux cas ou` le point 3D appartenant a` l’objet observe´ se trouve au
centre du miroir ou a` l’infini. Ces deux configurations ne sont jamais atteintes.
La matrice d’interaction est donc inversible sur l’ensemble de l’espace de travail.
L’e´tude de la robustesse par rapport aux erreurs d’e´talonnage est non triviale.
Dans le cas perspectif, la matrice liant les primitives images et le mouvement en
translation est une matrice triangulaire, ce qui facilite cette e´tude.
Comme nous l’avons vu pre´ce´demment, une taˆche de positionnement controˆlant
les six degre´s de liberte´ du capteur catadioptrique peut eˆtre de´crit par la re´gulation
d’une fonction de taˆche [Samson 91]. Dans notre cas, le vecteur erreur est de´finie
par :
e′ =
[
sp − s∗p
uθ
]
(4.39)
ou` s∗p = [x
∗ y∗ log(ρ∗)]⊤ est la valeur de sp quand le capteur catadioptrique est
a` sa position de´sire´e. La fonction de taˆche s’e´crit alors e = Ls
−1[x − x∗ y −
y∗ log(σ) u⊤θ ]
⊤. Afin d’imposer une de´croissance exponentielle de la fonction de
taˆche e est :
e˙ = −λe (4.40)
ou` λ est un scalaire positif permettant de re´gler la vitesse de convergence de la
fonction de taˆche e, la loi de commande est :
τ = −λe (4.41)
En pratique, on utilise la fonction de taˆche mesure´e ê et une approximation de
la matrice d’interaction L̂s. De plus, on a [Malis 98] :
L̂−1ω ûθ = ûθ (4.42)
La loi de commande (4.41) peut alors s’e´crire :
τ = −λ
(
L̂−1spυ −L̂−1spυL̂spυω
0 I
)[
ŝp − ŝ∗p
ûθ
]
(4.43)
La matrice d’interaction e´tant bloc triangulaire, un de´couplage partiel est obtenu.
Notons de plus que la commande en rotation est directement lie´e a` uθ ce qui permet
en pratique d’obtenir des trajectoires 3D satisfaisantes. Le seul parame`tre introduit
par l’utilisateur est ρ∗. En l’absence de tout autre erreur, il est clair que si
ρ̂∗
ρ̂
> 0,
la commande (4.41) est localement asymptotiquement stable.
Dans la section suivante, nous pre´sentons un sche´ma d’asservissement visuel
permettant de de´coupler comple`tement les mouvements de translation et les mou-
vements de rotation.
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4.2.2.3 Asservissement visuel catadioptrique de´couple´
Lorsqu’une came´ra omnidirectionnelle est utilise´e pour la commande, le controˆle
dans l’image de la trajectoire de la cible n’est pas une ne´cessite´. Il est alors possible
de choisir des primitives qui assurent de bonnes proprie´te´s de la loi de commande.
Le rapport σ = ρ
ρ∗
estime´ a` partir de la matrice d’homographie est invariant aux
mouvements de rotation (comme cela peut-eˆtre constate´ sur la matrice d’interaction
(4.37)). Cela implique qu’en utilisant les rapports des normes de trois points de
l’objet observe´, il est possible d’obtenir une matrice d’interaction permettant de
de´coupler les mouvements de translation et les mouvements de rotation. De´finissons
le vecteur s′p = [log(ρ1) log(ρ2) log(ρ3)]
⊤ ou` ρk, k = 1, 2, 3 sont les normes de
trois points choisis sur le plan de re´fe´rence (π) pour controˆler les mouvements de
translation. La matrice d’interaction associe´e au vecteur de controˆle s′ = [s′⊤p u
⊤
θ ]
⊤
est :
Ls′ =
(
Ls′υ 0
0 Lω
)
(4.44)
ou`
Ls′υ =

Φ1
σ1ρ∗1
0 0
0 Φ2
σ2ρ∗2
0
0 0 Φ3
σ3ρ∗3


−x1 −y1 ξ
2(x2
1
+y2
1
)−1
1+γ1ξ
−x2 −y2 ξ
2(x2
2
+y2
2
)−1
1+γ2ξ
−x3 −y3 ξ
2(x2
3
+y2
3
)−1
1+γ3ξ
 (4.45)
Comme nous le constatons sur la matrice d’interaction Ls′υ, chaque vecteur ligne
correspond au rayon du point 3D correspondant. Or, les trois vecteurs de la matrice
Ls′υ ne sont pas paralle`les car les points 3D de l’objet observe´ se projettent en 3
points distincts sur l’image catadioptrique. Cela implique que la matrice Ls′υ est de
rang plein et donc inversible. Le sche´ma de notre asservissement visuel de´couple´ est
pre´sente´ sur la figure 4.4.
Fig. 4.4: Sche´ma d’un asservissement visuel de´couple´.
Enfin, la loi de commande permettant d’obtenir une de´croissance exponentielle
de l’erreur mesure´e
ê′ = [log(σ̂1) log(σ̂2) log(σ̂3) û
⊤
θ ]
⊤ (4.46)
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en utilisant la matrice d’interaction approximative est :
τ = −λ
(
L̂−1s′pυ 0
0 I
)
ê′ (4.47)
4.2.2.4 Analyse de la robustesse vis-a`-vis des erreurs d’estimation de
profondeurs
En absence d’erreurs d’e´talonnage et de bruits de mesure, il est facile de trouver
les conditions de stabilite´ asymptotique du syste`me
˙̂
e′ = −λLs′L̂s′
−1
ê′ (4.48)
lorsque les estimations ρ̂∗k (k=1,2,3) sont utilise´es. En effet, le syste`me (4.48) est
asymptotiquement stable si est seulement si Ls′L̂s′
−1
> 0 ou`
Ls′L̂s′
−1
=
(
Ls′pυL̂
−1
s′pυ
03
03 Lω
)
(4.49)
En outre, la matrice Ls′pυL̂
−1
s′pυ
est la matrice diagonale :
Ls′pυL̂
−1
s′pυ
=

ρ̂∗1
ρ1 0 0
0
ρ̂∗2
ρ2 0
0 0
ρ̂∗3
ρ3
 (4.50)
Comme la matrice Lω = I proche de la configuration de´sire´e, le syste`me (4.49)
est de´finie positive si est seulement si :
ρ̂∗1
ρ1 > 0 ,
ρ̂∗2
ρ2 > 0 et
ρ̂∗3
ρ3 > 0
(4.51)
Donc, le syste`me (4.48) est asymptotiquement stable si est seulement si les condi-
tions (4.51) sont ve´rifie´es. Puisque les profondeurs ρ∗k > 0, il suffit alors de choisir
ρ̂∗k > 0.
4.2.3 Cas des droites
Conside´rons L une droite de l’espace de coordonne´es de Plu¨cker [u⊤ h⊤ h]⊤
exprime´es dans le repe`re miroir du capteur catadioptrique. Soit la coniqueΩi issue de
la projection catadioptrique de la droite L dans l’image catadioptrique. En utilisant
la matrice d’e´talonnage K, la conique Ω exprime´e dans le plan image catadioptrique
normalise´e et de´finie par (2.47) peut eˆtre obtenue. Rappelons que les cinq coefficients
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normalise´s de la conique Ω, lorsque la composante hz du vecteur h est diffe´rente de
ze´ro, sont : 
B0 =
h2x−ξ
2(1−h2y)
h2z
B1 =
h2y−ξ
2(1−h2x)
h2z
B2 = (1− ξ2)hxhyh2z
B3 =
hx
hz
B4 =
hy
hz
(4.52)
Dans la suite, nous supposons que la composante hz du vecteur h est diffe´rente
de 0, c’est-a`-dire que les droites 3D conside´re´es ne se projettent pas en des
droites dans l’espace image catadioptrique. Ceci nous permettra de normaliser les
coefficients de la conique Ω en utilisant (4.52).
Notons que le vecteur h peut eˆtre calcule´ a` partir des coefficients de la quadra-
tique dans (4.52). En effet, en notant que ‖h‖ = 1, nous avons : hz = (B
2
3 +B
2
4 + 1)
− 1
2 = Bh
hx = B3Bh
hy = B4Bh
(4.53)
De plus, comme les vecteurs unitaires u et h sont perpendiculaires (u⊤h = 0),
la dernie`re composante uz du vecteur directeur u peut eˆtre re´e´crite de la fac¸on
suivante :
uz = −B3ux −B4uy = Bu (4.54)
La fonction de taˆche e permettant de commander les six degre´s de liberte´ du
capteur catadioptrique peut eˆtre de´finie a` partir d’un vecteur s de primitives visuelles
contenant les entite´s ge´ome´triques relatives a` l’image de la droite 3D. Le vecteur s
permet donc de calculer la matrice d’interaction associe´e et de de´finir la nature du
sche´ma d’asservissement visuel a` utiliser. Dans notre cas, le vecteur des primitives
visuelles peut contenir les coefficients Bk avec k = 0..4 de la quadratique issue de la
projection catadioptrique de la droite L. Il s’agit alors d’un asservissement visuel 2D.
Notons qu’il est e´galement possible d’utiliser directement le vecteur h [Andreff 00].
Dans ce cas, il s’agit d’un asservissement visuel 3D projectif.
4.2.3.1 Matrice d’interaction des coordonne´es de Plu¨cker
Conside´rons la droite L de coordonne´es de Plu¨cker [u⊤ h⊤ h]⊤ exprime´es dans
le repe`re miroir. Le vecteur [u˙⊤ h˙
⊤
h˙]⊤ contenant les de´rive´es de chacune des com-
posantes des coordonne´es de L de´finit comple`tement le mouvement de L relatif
au repe`re mobile du capteur catadioptrique (repe`re miroir). En utilisant la relation
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entre le mouvement d’une came´ra perspective et le mouvement apparent de la droite
L dans l’image perspective, on peut e´crire [Andreff 02] : u˙h˙
h˙
 =
 LuLh
Lh
 τ =
 03×3 [u]×1
h
u×hh⊤ [h]×
(u×h)⊤ 01×3
 τ (4.55)
4.2.3.2 Matrice d’interaction pour les coniques
Conside´rons le vecteur s contenant les informations visuelles Bk avec (k = 0..4)
d’une conique Ω issue de la projection catadioptrique d’une droite 3D L :
s = [B0 B1 B2 B3 B4]
⊤ (4.56)
Nous verrons dans la suite que le vecteur des primitives visuelles s sera re´duit
au nombre de degre´s de liberte´ d’une droite dans l’espace projectif (deux degre´s de
liberte´). La de´rive´e temporelle du vecteur s peut eˆtre de´compose´e sous la forme :
s˙ =
∂s
∂h
h˙ = Lsh Lh τ (4.57)
La matrice Lsh est la jacobienne liant les variations du vecteur s aux variations
du vecteur normal h et Lh est la matrice d’interaction associe´e au vecteur normal
au plan d’interpre´tation h relatif a` la droite L exprime´ dans le repe`re attache´ au
miroir. La matrice Lh est donne´e par l’expression (4.55).
Notons que le vecteur d’observations s est inde´pendant du vecteur directeur u
de la droite L, ce qui implique que la de´rive´e partielle du vecteur s par rapport au
vecteur directeur u est nulle. En calculant la de´rive´e de la contrainte h⊤h = 1, on
obtient :
h˙
⊤
h+ h⊤h˙ = 2h⊤h˙ = 0 (4.58)
En de´veloppant le produit scalaire dans (4.58), on obtient :
hxh˙x + hyh˙y + hzh˙z = 0 (4.59)
En calculant la de´rive´e partielle du vecteur s par rapport au vecteur h sous la
contrainte (4.59), nous aboutissons a` :
Lsh =
1
Bh

2(1− ξ2)B3 0 −2(1− ξ2)B23
0 2(1− ξ2)B4 −2(1− ξ2)B24
(1− ξ2)B4 (1− ξ2)B3 −2(1− ξ2)B3B4
1 0 −B3
0 1 −B4
 (4.60)
Rappelons que Bh =
√
1 +B23 +B
2
4 (se re´fe´rer a` (4.53)).
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Il est clair que la matrice Lsh est de rang 2. En effet, les trois premie`res lignes
de Lsh peuvent eˆtre re´e´crites comme une combinaison line´aire de ses deux dernie`res
lignes. Ce re´sultat est attendu car le nombre de degre´s de liberte´ d’une droite projete´e
est de 2. Le vecteur s peut donc eˆtre re´duit a` un vecteur de dimension 2 qui repre´sente
d’une fac¸on minimale et comple`te la droite 3D projete´e :
s = [B3 B4]
⊤ (4.61)
La matrice d’interaction re´duite Lsh est donc :
Lsh =
1
Bh
(
1 0 −B3
0 1 −B4
)
(4.62)
Par ailleurs, a` partir de (4.53) et (4.54), la matrice Lh peut eˆtre re´e´crite :
Lh =
(
1
h
U×N N×
)
(4.63)
avec
U× = [u]× =
 0 B3ux +B4uy uy−B3ux −B4uy 0 −ux
−uy ux 0
 (4.64)
N = hh⊤ = B2h
 B23 B3B4 B3B3B4 B24 B4
B3 B4 1
 (4.65)
et
N× = [h]× = Bh
 0 −1 B41 0 −B3
−B4 B3 0
 (4.66)
La matrice d’interaction Ls liant les variations du vecteur re´duit s et le torseur
cine´matique τ du capteur catadioptrique peut finalement eˆtre calcule´e en combinant
les e´quations (4.64), (4.65), (4.66), (4.62) et les relations (4.63) et (4.57) :
Ls =
(
1
hBh
A B
)
(4.67)
ou`
A =
(
uyB3 uyB4 uy
−uxB3 −uxB4 −ux
)
et B =
(
B3B4 −1−B23 B4
1 +B24 −B3B4 −B3
)
(4.68)
Comme nous l’avons de´ja` mentionne´ pre´ce´demment, le rang de la matrice d’in-
teraction Ls est de 2. Au moins trois droites sont donc ne´cessaires pour controˆler les
six degre´s de liberte´ du capteur catadioptrique. Comme pour tous sche´mas d’asser-
vissement visuel 2D, des parame`tres 3D sont ne´cessaires. Dans tous les cas quand on
a des droites, seuls les parame`tres 3D ux/h et uy/h sont a` introduire dans la matrice
Ls. En outre, ces parame`tres agissent uniquement sur le controˆle des mouvements
de translation.
112 4.2 Asservissement visuel catadioptrique
4.2.3.3 Matrice d’interaction pour les droites polaires
Conside´rons une conique Ωi issue de la projection catadioptrique de la droite 3D
L de´finie pre´ce´demment. Comme nous l’avons pre´sente´ dans le chapitre 1, la droite
li ∝ ΩiOi est appele´e droite polaire associe´e au point principal Oi = [u0 v0 1]⊤
par rapport a` cette conique. En effet, la conique Ωi repre´sentant la droite 3D L
dans l’image catadioptrique est transforme´e en une droite 2D li dans l’image d’une
came´ra perspective virtuelle attache´e au repe`re Fv identique au repe`re miroir Fm.
Aussi, les parame`tres intrinse`ques de cette came´ra virtuelle sont donne´s par K.
Il est alors possible d’utiliser tout sche´ma d’asservissement visuel classique
pour des primitives de type droite. A titre d’exemple, nous renvoyons le lecteur a`
l’annexe D pour le calcul de la matrice d’interaction pour la repre´sentation (ρ, θ).
Cette e´tude est mene´e dans le cas d’une came´ra perspective dans [Chaumette 00].
4.2.3.4 Matrice d’interaction de´couple´e base´e homographie
Afin de concevoir un sche´ma d’asservissement visuel hybride, il est possible
d’utiliser les informations issues des droites polaires et de la decomposition d’une ho-
mographie relative a` un plan de re´fe´rence (π) de´fini par le vecteur pi = [n∗⊤ − d∗]⊤
exprime´ dans le repe`re miroir de´sire´ F∗m. Nous allons montrer qu’a` partir de ces
informations, une matrice d’interaction relative a` un vecteur d’observation que nous
de´finissons par la suite, de´couplant les mouvements de translation et de rotation
peut eˆtre obtenue.
Conside´rons le vecteur d’observations s = [s⊤p u
⊤
θ ]
⊤ ou` sp = [log(h1) log(h2)
log(h3)]
⊤ ou` hk, k = 1, 2, 3 sont les profondeurs de trois droites co-planaires
Lk, k = 1, 2, 3 appartenant au plan de re´fe´rence (π), et uθ est le vecteur
repre´sentant la rotation entre les repe`res courant et de´sire´. L’erreur a` re´guler est :
e′ = [sp − s∗p u⊤θ ]⊤ = [log(h1/h∗1) log(h2/h∗2) log(h3/h∗3) u⊤θ ]⊤ (4.69)
La fonction de taˆche e = Ce′ peut eˆtre calcule´e directement a` partir de la
matrice d’homographie estime´e. La partie rotation peut eˆtre calcule´e en utilisant
la de´composition de la matrice d’homographie de´crite dans le chapitre 2 et les
e´le´ments log(hk/h
∗
k) avec k = 1, 2, 3 peuvent eˆtre calcule´s en utilisant (3.56). La
matrice d’interaction Lω liant les variations de la partie rotation uθ est donne´e par
(4.33).
Calculons maintenant la matrice d’interaction liant les variations du vecteur
sp par rapport au mouvement du capteur catadioptrique. A partir de la de´rive´e
temporelle de la profondeur donne´e dans (4.55), on a h˙k = [(uk × hk)⊤ 01×3] τ ou`
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uk et hk sont respectivement les vecteurs directeur et normal au plan d’interpre´tation
associe´s a` la droite Lk. Nous obtenons :
d(log(hk))
dt
=
(
1
hk
(uk × hk)⊤ 01×3
)
τ (4.70)
La relation (4.70) montre que sp est invariant vis-a`-vis des mouvements de
rotation. Cette proprie´te´ implique que s de´fini ci-dessus permet de de´coupler la com-
mande des mouvements de translation de la commande des mouvements de rotation.
En calculant rhk = hk/h
∗
k a` partir de (3.56), il est possible de remonter a`
hk = rhkh
∗
k et donc seule l’estimation de h
∗
k a` la position de´sire´e durant la phase
d’apprentissage, est ne´cessaire. La matrice d’interaction Lsp liant les variations du
vecteur des primitives sp et le torseur cine´matique du capteur catadioptrique est
obtenue a` partir de (4.70) :
Lsp =
(
Lυ 03
)
(4.71)
ou`
Lυ =

1
rh1h
∗
1
(u1 × h1)⊤
1
rh2h
∗
2
(u2 × h2)⊤
1
rh3h
∗
3
(u3 × h3)⊤
 (4.72)
Le vecteur unitaire hk peut e´galement eˆtre calcule´ en utilisant l’e´quation (2.59) :
hk =
K⊤lik
‖K⊤lik‖ (4.73)
En utilisant la relation (4.73),la matrice d’interaction Lυ peut eˆtre e´crite de la
manie`re suivante :
Lυ =
 ‖K⊤li1‖rh1h∗1 0 00 ‖K⊤li2‖rh2h∗2 0
0 0 ‖K⊤li3‖rh3h∗3
−1 (u1 ×K⊤li1)⊤(u2 ×K⊤li2)⊤
(u3 ×K⊤li3)⊤

(4.74)
Il est clair que la matrice d’interaction Lυ, controˆlant les mouvements de
translation n’est singulie`re que si le centre du miroir du capteur catadioptrique
se trouve sur le plan de re´fe´rence (π). Cette configuration singulie`re n’est jamais
observe´e en pratique. La matrice d’interaction Lυ est donc inversible durant toute
la taˆche d’asservissement.
Comme on peut le constater dans (4.74), le calcul de la matrice d’interaction
Lυ ne´cessite l’estimation des profondeurs h
∗
k et des vecteurs directeurs uk de chaque
droite Lk utilise´e dans la construction de la fonction de taˆche e. Sachant que la droite
3D peut eˆtre de´finie par l’intersection des deux plans d’interpre´tation dans les posi-
tions courante et de´sire´e, repre´sente´s par les deux vecteurs hk et h
∗
k exprime´s dans
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le repe`re courant, il est possible, en utilisant (4.73), d’estimer le vecteur directeur
uk comme suit :
uk =
K⊤lik ×RK⊤l∗ik
‖K⊤lik ×RK⊤l∗ik‖
(4.75)
Enfin, la matrice d’interaction globale L liant les variations du vecteur s au torseur
cine´matique τ est :
L =
(
Lυ 03
03 Lω
)
(4.76)
4.2.3.5 Analyse de la robustesse vis-a`-vis des erreurs d’estimation de
profondeurs
Lorsque les parame`tres d’e´talonnage sont suppose´s exacts et les estimations ĥ∗k
sont utilise´es pour le calcul de la matrice Lυ, la matrice d’interaction approximative
L̂ utilise´e est :
L̂ =
(
L̂υ 03
03 I
)
(4.77)
Lorsque les erreurs sur l’estimation de la profondeur des droites 3D sont
conside´re´es, l’e´quation diffe´rentielle caracte´risant le syste`me en boucle ferme´e est :
e˙ = −λLL̂−1e = −λQ(e)e (4.78)
La matrice Q(e) caracte´risant la boucle ferme´e du syste`me est donne´e par :
Q(e) =
(
LυL̂
−1
υ 03
03 Lω
)
(4.79)
La condition ne´cessaire et suffisante pour assurer la stabilite´ asymptotique est
que la matrice Q(e) soit de´finie positive.
Notons que Lυ L̂
−1
υ est la matrice diagonale suivante :
Lυ L̂
−1
υ =

ĥ∗1
h1
0 0
0
ĥ∗2
h2
0
0 0
ĥ∗3
h3
 (4.80)
Ses valeurs propres sont donc les e´le´ments de sa diagonale. En outre, Lω = I
pre`s de la configuration de´sire´e. Donc le syste`me diffe´rentiel (4.78) caracte´rise´ par
la matrice (4.79) est asymptotiquement stable si est seulement si :
ĥ∗1
h1
> 0 ,
ĥ∗2
h2
> 0 et
ĥ∗3
h3
> 0 (4.81)
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4.3 Conclusion
Dans ce chapitre, le couplage entre vision omnidirectionnelle et commande a e´te´
discute´. Dans une premie`re partie, la cible observe´e a e´te´ conside´re´e comme com-
pose´e d’un ensemble de points. La matrice d’interaction relative aux coordonne´es de
la projection de points obtenue dans [Barreto 02b] a e´te´ revisite´e et une expression
valide pour tout capteur central est donne´e en Annexe A. Deux nouveaux sche´mas
d’asservissement visuel hybride ont ensuite e´te´ pre´sente´s. Le premier, extension de
l’asservissement visuel 2D 1/2 au cas englobant des came´ras catadioptriques cen-
trales, permet un de´couplage partiel entre les commandes des mouvements de trans-
lation et de rotation et assure un mouvement rectiligne dans l’image d’un point de
la cible. Le second sche´ma d’asservissement visuel hybride, plus innovant, permet
de de´coupler totalement ces mouvements. En effet, lorsqu’une came´ra omnidirec-
tionnelle est utilise´e, il n’est pas force´ment pertinent d’imposer une trajectoire glo-
balement rectiligne dans l’image, d’autant plus que la contrainte de visibilite´ est
naturellement ve´rifie´e, sauf cas pathologiques. Il est alors envisageable de choisir des
primitives assurant un de´couplage total des mouvements de rotation et translation
sans mettre en pe´ril le bon de´roulement de la taˆche, ce qui assure des mouvements
plus directs dans l’espace.
Dans une deuxie`me partie, la cible a e´te´ conside´re´e comme compose´e d’un en-
semble de droites et, par conse´quent, sa projection dans l’image est compose´e d’un
ensemble de coniques. Dans un premier temps, l’expression analytique de la matrice
d’interaction relative aux cinq coefficients de la forme quadratique associe´e a` chaque
conique a e´te´ pre´sente´e et ensuite re´duite a` une interaction minimale (deux lignes
pour les deux degre´s de liberte´ d’une droite projective). Cependant, cette interac-
tion minimale n’est pas de´finie dans le cas de´ge´ne´re´ ou` la conique image passe par
le point principal (et devient alors une droite). Pour inte´grer ce cas de´ge´ne´re´ dans
une commande globale, nous avons exploite´ dans un deuxie`me temps les droites po-
laires associe´es aux coniques par rapport au point principal afin de manipuler des
droites projectives plutoˆt que des coniques. Tous les sche´mas classiques d’asservis-
sement visuel a` partir de droites peuvent alors eˆtre utilise´s dans l’image perspective
e´quivalente. Une illustration est fournie en Annexe D dans le cas ou` les droites po-
laires sont repre´sente´es par les parame`tres (ρ,θ). Cependant, ces sche´mas classiques
contiennent tous un certain degre´ de couplage entre les commandes en rotation
et en translation. Finalement, un nouveau sche´ma d’asservissement visuel hybride
permettant de de´coupler totalement les mouvements de translation et de rotation
est donc propose´. Celui-ci repose sur les estimations du de´placement partiel de la
came´ra et de la profondeur relative des droites 3D a` partir des droites polaires.
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Chapitre 5
Re´sultats
Dans ce dernier chapitre, les re´sultats obtenus en simulation et sur site
expe´rimental sont pre´sente´s. Ces re´sultats concernent la totalite´ des techniques d’as-
servissement visuel catadioptrique a` partir de points et de droites, propose´es dans
le chapitre pre´ce´dent. Dans les deux premie`res sections, la taˆche re´alise´e est un
positionnement de came´ra catadioptrique par la commande de ses 6 degre´s de li-
berte´. La premie`re partie est consacre´e aux diffe´rents re´sultats de simulation. Nous
pre´sentons dans un premier temps les re´sultats relatifs aux primitives de type point,
puis les re´sultats consacre´s a` l’utilisation des droites. La seconde partie pre´sentera
les diffe´rents re´sultats obtenus sur le site expe´rimental.
5.1 Re´sultats de simulation
Dans cette premie`re partie, nous analyserons les diffe´rentes techniques d’asservis-
sement visuel pre´sente´es dans le chapitre pre´ce´dent. Nous nous attacherons a` mon-
trer les avantages et les limites de chacune d’elles. Pour cela, les diffe´rents sche´mas
d’asservissement visuel sont simule´s dans les cas ide´als (sans bruit de mesure et avec
un e´talonnage exact). Ensuite, nous montrons leurs limites lorsque des bruits de
mesure et des erreurs d’e´talonnage (intrinse`que et extrinse`que) sont introduits.
Les parame`tres de la came´ra catadioptrique utilise´s durant ces simulations cor-
respondent aux parame`tres re´els d’une came´ra para-catadioptrique (avec un mi-
roir parabolique) obtenus apre`s e´talonnage. La came´ra fournie des images de taille
640× 480 pixels, les focales sont fu = fv = 161, les coordonne´es du point principal
sont [300, 269] pixels et ξ = 1 (miroir parabolique).
Les simulations propose´es dans cette section sont re´alise´es sous le logiciel Matlab
et sont relatives a` la configuration eye-in-hand (came´ra embarque´e). Nous traitons
dans un premier temps le cas des primitives ge´ome´triques de type point, puis nous
pre´sentons les diffe´rents re´sultats et remarques pour le cas des droites.
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5.1.1 Asservissement visuel catadioptrique a` partir de
points
Nous avons conside´re´, dans ces simulations, une cible plane compose´e d’un en-
semble de 4 points. Leurs coordonne´es carte´siennes exprime´es en centime`tre dans le
repe`re miroir de´sire´ sont :
X∗1 = [−100 50 30]⊤
X∗2 = [−130 50 30]⊤
X∗3 = [−100 50 − 10]⊤
X∗4 = [−130 50 − 10]⊤
Les trois sche´mas de commande propose´s dans le chapitre 4 seront note´s par la
suite :
– asservissement visuel 2D : AV2D,
– asservissement visuel 2D1/2 : AV2D1/2,
– asservissement visuel de´couple´ : AVDe´coup.
Trois de´placements sont effectue´s durant ces simulations :
– le premier est un de´placement ge´ne´rique compose´ d’une translation t =
[100 110 40]⊤ cm et d’une rotation uθ = [−23 23 180]⊤ degre´s.
– le deuxie`me de´placement est une rotation pure uθ = [0 0 180]
⊤ degre´s (une
rotation de π autour de l’axe optique de la came´ra).
– le dernier de´placement est une translation pure de la came´ra catadioptrique
t = [100 110 40]⊤ cm.
Comme nous le constatons, les de´placements effectue´s sont importants. Lors-
qu’une came´ra conventionnelle est utilise´e, ces de´placements sont difficilement
re´alisables en raison du champ de vision limite´. En revanche, nous allons voir que
lorsqu’une came´ra omnidirectionnelle est utilise´e, des de´placements importants de
la came´ra sont permis.
Nous validons dans un premier temps les diffe´rents sche´mas de commande pour
un de´placement ge´ne´rique, puis nous verrons les avantages et les limites de chaque
approche. Nous nous inte´resserons plus spe´cialement au couplage des diffe´rentes
composantes du torseur cine´matique.
Dans ces simulations, trois matrices de combinaison sont conside´re´es :
– la matrice d’interaction calcule´e a` chaque ite´ration note´e L,
– la matrice d’interaction calcule´e a` l’e´quilibre note´e L∗,
– et la moyenne des deux matrices d’interaction (a` chaque ite´ration et a`
l’e´quilibre) note´e 1
2
(L+ L∗).
Le gain proportionnel utilise´ dans les diffe´rentes simulations est fixe´ a` 0.1.
5.1.1.1 AV2D : De´placement ge´ne´rique
Dans le cas ou` la matrice d’interaction est calcule´e a` chaque ite´ration, les re´sultats
sont donne´s par la figure 5.1. Comme attendu, les trajectoires des points dans l’es-
pace image sont rectilignes dans le cas parfait (sans bruits de mesure et sans erreur
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d’e´talonnage). Comme il est montre´ dans la figure 5.1, le vecteur d’erreur (dans
l’image) de´croˆıt exponentiellement.
Lorsque la matrice calcule´e a` l’e´quilibre est utilise´e, les re´sultats obtenus sont
illustre´s par la figure 5.2. Nous constatons que les trajectoires dans l’image ne sont
plus rectilignes. Evidemment, cela correspond e´galement a` un changement de profil
de la trajectoire de la came´ra.
Les re´sultats relatifs a` la matrice d’interaction 1
2
(L+ L∗) sont donne´s dans la
figure 5.3. Dans le cas d’un de´placement ge´ne´rique, l’ame´lioration des re´sultats n’est
pas e´vidente.
Les courbes associe´es aux diffe´rentes composantes des vitesses de translation et
de rotation montrent clairement le couplage entre elles. Cela est encore plus clair
lorsque des de´placements en rotation pure et en translation pure sont a` re´aliser.
Nous verrons dans la suite, que la somme des deux matrices d’interaction peut
eˆtre utile pour contourner les limites des nouvelles lois de commande propose´es.
5.1.1.2 AV2D : Rotation pure
Dans cette simulation, le de´placement est une rotation pure. Afin de mieux mon-
trer le proble`me du couplage de la rotation autour de l’axe optique et de la transla-
tion le long du meˆme axe, nous avons choisi une rotation importante de 180 degre´s
autour de l’axe optique. Comme la commande est re´alise´e dans l’espace image, cela
implique que l’ensemble des points images s’intersectent le long de leurs trajectoires,
au centre de l’image. Pour satisfaire cette configuration, la came´ra s’e´loigne de la
cible (a` l’infini). L’asservissement visuel 2D en utilisant une came´ra omnidirection-
nelle n’est donc pas exone´re´ du proble`me. Les re´sultats dans la figure 5.4 montrent
clairement la divergence de la came´ra et la concentration de l’ensemble des points
au centre de l’image. De toute manie`re, et comme le montre les trajectoires des
points dans l’image (voir figure 5.4), les points images pe´ne`trent la zone invisible.
Ces constatations sont valides e´galement dans le cas ou` la matrice d’interaction est
prise a` l’e´quilibre.
Nous avons effectue´ une simulation pour le meˆme de´placement mais en utilisant
cette fois-ci 1
2
(L+ L∗) comme matrice de combinaison. Les re´sultats de la figure 5.5
montrent que le positionnement est bien re´alise´. Cependant, la trajectoire 3D de la
came´ra est e´tonnante et le proble`me de passage par la zone invisible dans l’image
n’est pas re´solu. Cependant, en diminuant le´ge`rement la rotation a` effectuer, les
re´sultats deviennent satisfaisants. En effet, une rotation de 180 degre´s est un cas
particulier et extreˆme.
5.1.1.3 AV2D : Translation pure
Lorsqu’un de´placement en translation pure est conside´re´, l’ide´al est de comman-
der uniquement les vitesses de translation de la came´ra. Cependant, dans le cas d’un
asservissement AV2D, le couplage est ine´vitable. Les figures 5.6, 5.7 et 5.8 illustrent
les re´sultats obtenus respectivement pour L, L∗ et 1
2
(L+ L∗). Nous constatons que
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lorsque la cible est proche du bord de l’image omnidirectionnelle, il est possible que
celle-ci sorte du champ de vision durant l’asservissement. En effet, la visibilite´ est
garantie autour de l’axe optique. Des rotations importantes autour des axes X et
Y dues aux couplages peuvent amener la cible en dehors du champ de vue. Cepen-
dant, cela peut eˆtre e´vite´ en utilisant soit la matrice d’interaction L soit la moyenne
1
2
(L+ L∗).
5.1.1.4 Re´sume´
Nous avons valide´ dans cette premie`re partie les corrections que nous avons
apporte´es a` la forme analytique de la matrice d’interaction dans le cas des points.
Nous avons e´galement montre´ les limites de cette approche lorsque des de´placements
importants en rotation sont a` effectuer. Nous avons vu que l’utilisation de la matrice
a` l’e´quilibre peut eˆtre pe´nalisante pour la commande et que la moyenne 1
2
(L+ L∗)
peut annuler certains couplages. Cependant, il est souhaitable de comple`tement
de´coupler les composantes des vitesses de translation et de rotation de la came´ra.
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Fig. 5.1: AV2D cas des points, matrice d’interaction : a` chaque ite´ration, de´placement : ge´ne´rique.
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Fig. 5.2: AV2D cas des points, matrice d’interaction : a` l’e´quilibre, de´placement : ge´ne´rique.
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Fig. 5.3: AV2D cas des points, matrice de combinaison : demi-somme, de´placement : ge´ne´rique.
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Fig. 5.4: AV2D cas des points, matrice d’interaction : a` chaque ite´ration, de´placement : rotation
pure.
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Fig. 5.5: AV2D cas des points, matrice de combinaison : demi-somme, de´placement : rotation
pure.
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Fig. 5.6: AV2D cas des points, matrice d’interaction : a` chaque ite´ration, de´placement : transla-
tion pure.
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Fig. 5.7: AV2D cas des points, matrice d’interaction : a` l’e´quilibre, de´placement : translation.
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Fig. 5.8: AV2D cas des points, matrice de combinaison : demi-somme, de´placement : translation
pure.
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5.1.1.5 AV2D1/2 : De´placement ge´ne´rique
Dans ces simulations, la loi de commande 2D1/2 de´couplant partiellement les ro-
tations des translations est utilise´e. La premie`re simulation concerne un de´placement
ge´ne´rique. Dans le cas ou` la matrice d’interaction L est utilise´e, les re´sultats sont
donne´s par la figure 5.9. La trajectoire du point image choisi pour controˆler les
translations est trace´e en noir. Comme la simulation est re´alise´e dans le cas parfait,
cette trajectoire est rectiligne. Notons que le choix de ce point de controˆle n’est plus
soumis aux conditions de visibilite´ comme dans le cas conventionnel. En effet, les
proble`mes de visibilite´ de la cible sont tre`s peu pe´nalisants.
Lorsque L∗ et 1
2
(L+ L∗) sont utilise´es, les re´sultats obtenus sont illustre´s par les
figures 5.10 et 5.11 respectivement. Nous remarquons que l’utilisation de 1
2
(L+ L∗)
permet de re´duire les couplages entre les composantes des vitesses de translation.
5.1.1.6 AV2D1/2 : Rotation pure
Nous montrons dans cette simulation les limites potentielles de l’approche 2D1/2
lorsque le de´placement est une rotation pure de 180 degre´s autour de l’axe Z. Comme
dans le cas de l’AV2D, la contrainte de rectitude des trajectoires impose´e dans
l’image peut engendrer un passage par la zone invisible au centre de l’image omni-
directionnelle. Ce proble`me est e´galement pre´sent lorsque la matrice d’interaction
utilise´e est calcule´e a` chaque ite´ration. En effet, la trajectoire du point de controˆle
est une droite qui passe par le centre de l’image. Le point controˆlant les translations
se trouve alors dans la zone invisible ce qui ne permet pas la re´alisation de la taˆche
de positionnement. Ce proble`me est souligne´ par les re´sultats de la figure 5.12.
Les re´sultats obtenus dans le cas d’une matrice d’interaction calcule´e a` l’e´quilibre
sont donne´s par la figure 5.13. Une nouvelle fois, l’asservissement visuel peut e´chouer
car la cible sort de l’image omnidirectionnelle. Enfin, en utilisant 1
2
(L+ L∗), les
proble`mes de passage par la zone invisible et de sortie de l’image n’apparaissent pas
dans cette configuration. Cela est clairement montre´ par les re´sultats donne´s par la
figure 5.14. Cependant, et comme le montre la figure 5.15, les vitesses de translation
et de rotation sont alors couple´es.
5.1.1.7 AV2D1/2 : Translation pure
Lors d’une translation pure, les vitesses de rotation sont nulles puisque l’erreur
de rotation est nulle. Nous pre´sentons ici uniquement les re´sultats obtenus avec
une matrice d’interaction calcule´e a` chaque ite´ration (se reporter a` la figure 5.16).
Les re´sultats obtenus avec L∗ et 1
2
(L+ L∗) sont similaires (voir figure 5.17) meˆme
si les trajectoire 3D sont le´ge`rement diffe´rentes (plutoˆt ame´liore´es par rapport a`
l’utilisation de L) car la contrainte d’une trajectoire rectiligne du point de controˆle
n’est plus ve´rifie´e.
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5.1.1.8 Re´sume´
Nous avons tout d’abord valide´ l’extension du sche´ma d’asservissement visuel
2D1/2 pour les came´ras catadioptriques a` point central unique. Le couplage entre
les composantes de translation et de rotation est re´duit par rapport a` l’AV2D. Il
en de´coule que les trajectoires de la came´ra sont plus satisfaisantes. Cependant,
certaines limites subsistent (couplage partiel, passage par la zone invisible et sortie
de champ de vue pour les cas extreˆmes).
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Fig. 5.9: AV2D1/2 cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
ge´ne´rique.
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Fig. 5.10: AV2D1/2 cas des points, matrice d’interaction : a` l’e´quilibre, de´placement : ge´ne´rique.
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Fig. 5.11: AV2D1/2 cas des points, matrice de combinaison : demi-somme, de´placement :
ge´ne´rique.
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Fig. 5.12: AV2D1/2 cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
rotation pure.
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Fig. 5.13: AV2D1/2 cas des points, matrice d’interaction : a` l’e´quilibre, de´placement : rotation
pure.
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Fig. 5.14: AV2D1/2 cas des points, matrice de combinaison : demi-somme, de´placement : rotation
pure.
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Fig. 5.15: Trajectoire 3D (en me`tre) - AV2D1/2 cas des points, matrice de combinaison : demi-
somme, de´placement : rotation pure.
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Fig. 5.16: AV2D1/2 cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
translation pure.
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Fig. 5.17: Trajectoires 3D (en me`tre) - AV2D1/2 cas des points, de´placement : translation.
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5.1.1.9 AVDe´coup : De´placement ge´ne´rique
Nous pre´sentons ici les diffe´rents re´sultats de simulation de la loi de commande
propose´e dans le chapitre pre´ce´dent et permettant de de´coupler comple`tement les
vitesses de translation et de rotation. La figure 5.18 illustre les re´sultats obtenus
avec une matrice d’interaction calcule´e a` chaque ite´ration. Comme nous l’avons
souligne´ pre´ce´demment, le controˆle de la trajectoire d’un point dans l’image n’est pas
ne´cessaire car les proble`mes de visibilite´ n’apparaissent que faiblement (aucun point
n’est contraint a` suivre une ligne droite dans l’image). Dans le cas pre´sent, ce sont les
profondeurs relatives de 3 points qui sont contraintes a` de´croˆıtre exponentiellement.
Il s’ave`re alors que les trajectoires 3D sont tre`s satisfaisantes.
Dans le cas d’un de´placement ge´ne´rique, il est difficile de constater le de´couplage
complet entre les vitesses de translation et de rotation. Pour cela, nous pre´sentons
dans la suite des re´sultats illustrant clairement les avantages d’une telle loi de com-
mande.
5.1.1.10 AVDe´coup : Rotation pure
Nous allons voir maintenant que l’approche AVDe´coup permet de re´aliser des
mouvements de rotation importants. Pour une rotation de 180 degre´s autour de
l’axe optique de la came´ra (cas extreˆme ou` les commandes pre´ce´dentes e´chouent),
les re´sultats sont illustre´s par la figure 5.19. Les trajectoires des points dans l’image
restent dans les limites de l’image et elles sont cohe´rentes vis-a`-vis des mouve-
ments a` re´aliser. Comme le montre les vitesses de translation (nulles), elles sont
comple`tement de´couple´es des vitesses de rotation.
5.1.1.11 AVDe´coup : Translation pure
Dans le cas d’un translation pure, nous constatons une nouvelle fois le de´couplage
complet entre les vitesses de translation et de rotation (voir figure 5.20). Cepen-
dant, les diffe´rentes composantes des vitesses de translation sont couple´es. Comme
le montre la figure 5.21, l’utilisation de 1
2
(L+ L∗) permet de mieux de´coupler les
composantes des vitesses de translation et d’ame´liorer le profil de la trajectoire 3D
de la came´ra.
5.1.1.12 Re´sume´
Nous avons valide´ dans ces simulations la nouvelle approche propose´e. Nous
avons constate´ que les trajectoires des points dans l’image sont cohe´rentes vis-a`-vis
des mouvements de la came´ra a` re´aliser. Le de´couplage complet des commandes
en translation vis-a`-vis de celles en rotation permet donc d’obtenir des trajectoires
3D tre`s satisfaisantes. D’autre part, la taˆche de positionnement est correctement
re´alise´e pour le cas extreˆme d’une rotation de 180 degre´s autour de l’axe optique (ce
qui n’est pas le cas pour les sche´mas AV2D et AV2D1/2).
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P
P
P
P
P
P
P
P
P
variance
ρ̂k +0% +100% +200% +300% +400% +500% +600%
0 pixel O O O O O O N
1 pixel O O O O O O N
2 pixels O O O O O O N
Tab. 5.1: AV2D : Effet d’erreur d’estimation et de bruit de mesure, e´talonnage exact
5.1.2 Effets des bruits de mesure, des erreurs d’e´talonnage
et d’estimation des profondeurs
Nous allons a` pre´sent ve´rifier les limites de la robustesse des approches propose´es
en pre´sence de bruits de mesure, d’erreurs d’e´talonnage et d’e´ventuelles erreurs d’es-
timation des profondeurs des points (ρk). Pour chaque sche´ma de commande (AV2D,
AV2D1/2 et AVDe´coup), nous pre´sentons deux tableaux illustrant les limites de
convergence en fonction du bruit de mesure (bruit ale´atoire a` distribution uniforme
d’une variance de 0 a` 2 pixels) et de l’erreur sur l’estimation de la profondeur (toutes
les composantes subissent une meˆme erreur de 0% a` 600% de la valeur re´elle). Dans le
premier tableau associe´ a` chaque sche´ma de commande, les parame`tres d’e´talonnage
exacts sont utilise´s, tandis que dans le second tableau, des parame`tres errone´s sont
conside´re´s (+10% sur les focales fu et fv, ±2 pixels sur les coordonne´es du point
principal, et ξ est prise e´gale a` 0.9 au lieu de 1). Nous indiquons que l’asservis-
sement visuel a converge´ ou non par les deux caracte`res O (pour la convergence)
et N (pour la non convergence). Le de´placement a` effectuer durant ces simulations
est ge´ne´rique, compose´ d’une translation t = [100 110 40]⊤ cm et d’une rotation
uθ = [−23 23 180]⊤ degre´s.
5.1.2.1 AV2D
Comme attendu, l’asservissement visuel 2D est robuste aux bruits de mesure.
La taˆche de positionnement n’est pas correctement re´alise´e, avec ou sans bruits de
mesure, a` partir de profondeurs estime´es tre`s importantes (six fois les valeurs re´elles).
En pratique, une estimation a` vue des profondeurs initiales suivi par une estimation
en ligne (en utilisant le mode`le ge´ome´trique du robot par exemple) ne devrait pas
compromettre la re´ussite de la taˆche. En l’absence de bruits de mesure, la figure
5.22 illustre les trajectoires d’un point dans l’image lors de l’asservissement. Comme
nous le constatons, la trajectoire image n’est plus rectiligne lorsque les profondeurs
sont errone´es, ce qui entraˆıne un passage par la zone invisible au centre de l’image.
En pre´sence d’e´ventuelles erreurs d’e´talonnage, l’asservissement visuel 2D reste
robuste comme le montre le tableau 5.2 qui est quasi-identique au tableau 5.1.
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Fig. 5.18: AVDe´coup cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
ge´ne´rique.
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Fig. 5.19: AVDe´coup cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
rotation pure.
P
P
P
P
P
P
P
P
P
variance
ρ̂k +0% +100% +200% +300% +400% +500% +600%
0 pixel O O O O O O N
1 pixel O O O O O O N
2 pixels O O O O O N N
Tab. 5.2: AV2D : Effet d’erreur d’estimation et de bruit de mesure, e´talonnage
errone´
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Fig. 5.20: AVDe´coup cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
translation pure.
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Fig. 5.21: AVDe´coup cas des points, matrice d’interaction : a` chaque ite´ration, de´placement :
translation pure.
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Fig. 5.22: AV2D : trajectoire dans l’espace image.
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P
P
P
P
P
P
P
P
P
variance
ρ̂∗
+0% +100% +200% +300% +400% +500% +600%
0 pixel O O O O O O O
1 pixel O O O O O O N
2 pixels O O O O O N N
Tab. 5.3: AV2D1/2 : Effet d’erreur d’estimation et du bruit de mesure, e´talonnage
exact
P
P
P
P
P
P
P
P
P
variance
ρ̂∗
+0% +100% +200% +300% +400% +500% +600%
0 pixel O O O O O O O
1 pixel O O O O N N N
2 pixels O O N N N N N
Tab. 5.4: AV2D1/2 : Effet d’erreur d’estimation et de bruit de mesure, e´talonnage
errone´
5.1.2.2 AV2D1/2
Les donne´es des tableaux 5.3 et 5.4 montrent clairement que l’AV2D1/2 est moins
robuste que l’AV2D. Cela s’interpre`te aise´ment en rappelant que le de´placement
partiel de la came´ra est obtenu en utilisant une matrice d’homographie estime´e
line´airement. Ce proce´de´ s’ave`re peu robuste vis-a`-vis des erreurs d’e´talonnage et
de bruits de mesure. Comme nous le constatons sur ces deux tableaux, en l’absence
d’erreurs d’e´talonnage, la commande 2D1/2 quitte la zone de convergence au-dela`
de 6 fois la profondeur de´sire´e pour un bruit de mesure de variance 1 pixel et au-dela`
de 5 fois ρ∗ pour un bruit de variance e´gale a` 2 pixels.
En pre´sence d’erreurs d’e´talonnage, la commande 2D1/2 ne converge plus au-
dela` de 4× ρ∗ pour un bruit de variance 1 pixel. Au dela` d’une erreur de 100% sur
ρ∗, et d’un bruit de variance de 2 pixels, l’asservissement devient tre`s sensible aux
erreurs d’e´talonnage.
P
P
P
P
P
P
P
P
P
variance
ρ̂∗k +0% +100% +200% +300% +400% +500% +600%
0 pixel O O O O O O O
1 pixel O O O O O O N
2 pixels O O O N N N N
Tab. 5.5: AVDe´coup : Effet d’erreur d’estimation et de bruit de mesure, e´talonnage
exact
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P
P
P
P
P
P
P
P
P
variance
ρ̂∗k +0% +100% +200% +300% +400% +500% +600%
0 pixel O O O O O O O
1 pixel O O O N N N N
2 pixels O O N N N N N
Tab. 5.6: AVDe´coup : Effet d’erreur d’estimation et de bruit de mesure, e´talonnage
errone´
5.1.2.3 AVDe´coup
Les meˆmes conclusions que dans le cas de l’AV2D1/2 peuvent eˆtre tire´es dans
le cas de l’AVDe´coup puisque l’estimation partielle du de´placement s’effectue de
la meˆme manie`re. Les tableaux synthe´tisant les re´sultats avec ou sans erreurs
d’e´talonnage sont donne´s par 5.5 et 5.6 respectivement. Notons que sans bruit de me-
sure, la commande est toujours stable comme nous l’avons montre´ dans le chapitre
pre´ce´dent.
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5.1.3 Asservissement visuel catadioptrique a` partir des
droites
Nous conside´rons dans ces simulations, quatre droites appartenant a` une cible
plane. De la meˆme fac¸on que pour les points, nous analyserons les proprie´te´s des
deux approches propose´es dans le chapitre 4. Ensuite, nous ve´rifions leur robustesse
vis-a`-vis d’erreurs d’e´talonnage, d’erreurs d’estimation des parame`tres 3D utilise´s
dans le calcul de la matrice d’interaction, et des bruits de mesure.
Nous simulons les diffe´rentes taˆches de positionnement pour les meˆmes
de´placements que ceux utilise´s dans le cas des points :
– un de´placement ge´ne´rique compose´ d’une translation t = [100 110 40]⊤ cm et
d’une rotation uθ = [−23 23 180]⊤ degre´s.
– une rotation pure uθ = [0 0 180]
⊤ degre´s (une rotation de π autour de l’axe
optique de la came´ra).
– une translation pure de la came´ra catadioptrique t = [100 110 40]⊤ cm.
Nous validons dans un premier temps les diffe´rents sche´mas de commande pour
un de´placement ge´ne´rique, puis nous verrons les avantages et limites de chaque
approche en nous inte´ressant plus particulie`rement au couplage entre les vitesses de
translation et de rotation de la came´ra catadioptrique.
Nous utilisons e´galement les trois matrices de combinaison suivantes :
– la matrice d’interaction calcule´e a` chaque ite´ration note´e L,
– la matrice d’interaction calcule´e a` l’e´quilibre note´e L∗,
– la moyenne des deux matrices d’interaction (a` chaque ite´ration et a` l’e´quilibre)
note´e 1
2
(L+ L∗).
En ce qui concerne les me´thodes d’ajout de bruit et d’extraction des coniques,
nous proce´dons comme indique´ dans la section 5.1.4.
5.1.3.1 AV2D : De´placement ge´ne´rique
Les re´sultats de l’asservissement visuel 2D a` partir d’informations visuelles re-
latives a` des droites sont donne´es par les figures 5.23 et 5.24 pour L et 1
2
(L+ L∗)
respectivement. Lorsque la matrice d’interaction est prise a` l’e´quilibre L∗, la taˆche
de positionnement e´choue (voir la figure 5.25 des vitesses de translation et de rota-
tion). En effet, la matrice d’interaction a` l’e´quilibre n’est valide qu’au voisinage de
la position de´sire´e alors que le de´placement conside´re´ est tre`s important.
Comme nous le constatons, la trajectoire 3D de la came´ra dans le cas de
1
2
(L+ L∗) est plus satisfaisante que celle obtenue dans le cas de L. Cela est du
a` un de´couplage plus important des composantes du torseur cine´matique lorsque
1
2
(L+ L∗) est utilise´e.
Les trajectoires des coniques, issues de la projection des droites 3D, dans l’espace
image sont difficilement interpre´tables. Nous donnons, a` titre d’exemple, le profil de
ces trajectoires lorsque la matrice de combinaison 1
2
(L+ L∗) est utilise´e (voir figure
5.26).
Re´sultats 149
5.1.3.2 AV2D : Rotation pure
Les re´sultats obtenus pour L, L∗ et 1
2
(L+ L∗) sont donne´s par les figures 5.27,
5.28 et 5.29 respectivement. Dans le premier cas ou` la matrice d’interaction est
calcule´e a` chaque ite´ration, nous constatons un pic au niveau de la commande (vi-
tesses de translation et de rotation). La matrice d’interaction passe alors par une
configuration ou` son conditionnement chute. Ce proble`me peut eˆtre re´solu en utili-
sant la matrice d’interaction a` l’e´quilibre. Cependant, et comme nous l’avons montre´
pre´ce´demment, lors d’un grand de´placement, la matrice d’interaction a` l’e´quilibre ne
garantie plus la faisabilite´ de la taˆche de positionnement. La matrice de combinaison
1
2
(L+ L∗) peut alors eˆtre utilise´e pour contourner les proble`mes nume´riques. Notons
que pour ce de´placement (rotation pure de 180 degre´s autour de l’axe optique), la
taˆche de positionnement est bien re´alise´e, mais sans aucune garantie pour d’autres
de´placements.
5.1.3.3 AV2D : Translation pure
Quand le de´placement conside´re´ est une translation pure, les re´sultats sont
donne´s par les figures 5.30 et 5.31 pour L et L∗ respectivement. Cela peut s’ex-
pliquer par le choix des primitives. En effet, la matrice d’interaction relative aux
droites montrent un couplage moins importants des composantes de translation et
de rotation que celle relative aux points.
5.1.3.4 Re´sume´
Nous avons pre´sente´ les diffe´rents re´sultats de simulation pour le sche´ma d’asser-
vissement visuel 2D a` partir de droites. Les re´sultats obtenus confirment la validite´
de l’approche propose´e et montrent un de´couplage partiel entre les vitesses de trans-
lation et de rotation. Le choix des droites comme primitives visuelles s’ave`re donc
inte´ressant lorsque l’on cherche a` de´coupler les commandes des diffe´rents degre´s de
liberte´.
Dans la suite, nous pre´sentons les re´sultats de simulation concernant l’asservis-
sement visuel de´couple´.
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Fig. 5.23: AV2D cas des droites, matrice d’interaction : a` chaque ite´ration, de´placement :
ge´ne´rique.
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Fig. 5.24: AV2D cas des droites, matrice d’interaction : demi-somme, de´placement : ge´ne´rique.
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Fig. 5.25: AV2D cas des droites, matrice d’interaction : a` l’e´quilibre, de´placement : ge´ne´rique.
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Fig. 5.26: Trajectoire des coniques dans l’image pour un de´placement ge´ne´rique.
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Fig. 5.27: AV2D cas des droites, matrice d’interaction : a` chaque ite´ration, de´placement : rotation.
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Fig. 5.28: AV2D cas des droites, matrice d’interaction : a` l’e´quilibre, de´placement : rotation.
154 5.1 Re´sultats de simulation
0 50 100 150 200
−6
−4
−2
0
2
4
6
8
erreur dans l’image
0 50 100 150 200
−0.02
0
0.02
0.04
0.06
0.08
0.1
V
x
Vy
V
z
0 50 100 150 200
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
W
x
Wy
W
z
vitesses de translation (m/s) vitesses de rotation(rad/s)
Fig. 5.29: AV2D cas des droites, matrice d’interaction : demi-somme, de´placement : rotation.
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Fig. 5.30: AV2D cas des droites, matrice d’interaction : a` chaque ite´ration, de´placement : trans-
lation.
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Fig. 5.31: AV2D cas des droites, matrice d’interaction : demi-somme, de´placement : translation.
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5.1.3.5 AVDe´coup : De´placement ge´ne´rique
Dans le cas d’un de´placement ge´ne´rique, les re´sultats obtenus sont donne´es par la
figure 5.32. Comme il est montre´ sur les figures repre´sentant les erreurs, l’annulation
des erreurs des rapports de profondeur σk des droites et des erreurs d’orientation
uθ attestent la re´ussite de la taˆche. Cela est confirme´ par le profil de la trajectoire
3D de la came´ra. Les commandes des vitesses de translation et de rotation sont
comple`tement de´couple´es. Afin de mieux illustrer ce de´couplage, nous avons effectue´
des simulations pour des de´placement en rotation pure et en translation pure.
Notons que les vitesses de translation sont couple´es entre elles. Il est donc possible
d’utiliser la matrice d’interaction 1
2
(L+ L∗) afin de re´duire cet effet de couplage.
Cela est confirme´ par le profil de la trajectoire 3D de la came´ra et les vitesses de
translation (voir figure 5.33).
5.1.3.6 AVDe´coup : Rotation pure
Les re´sultats concernant un de´placement en rotation pure de 180 degre´s autour
de l’axe optique de la came´ra, sont donne´s par la figure 5.34. Comme le montrent
les profils des vitesses de translation et de rotation, le mouvement re´alise´ est une
rotation pure autour l’axe Z du repe`re came´ra (ou miroir). Aucune translation de
la came´ra n’est observe´e.
5.1.3.7 AVDe´coup : Translation pure
Nous pre´sentons maintenant les re´sultats de simulation pour un de´placement en
translation pure. Comme le montre les diffe´rentes courbes dans la figure 5.35, les
vitesses de translation sont comple`tement de´couple´es des vitesses de rotation. En
effet, comme attendu, les vitesses de rotation sont nulles. La trajectoire 3D montre
que la taˆche de positionnement est correctement re´alise´e.
Les mouvements en translation peuvent eˆtre ame´liore´s en utilisant la matrice
d’interaction 1
2
(L+ L∗). En effet, le couplage entre les composantes de translation
est re´duit. Cela est confirme´ par les profils des vitesses de translation et la trajectoire
3D de la came´ra (voir figure 5.36)
5.1.3.8 Re´sume´
Nous avons donc montre´ la validite´ et le de´couplage souhaite´ de la commande
en asservissement visuel a` partir de droites. Les re´sultats obtenus seront valide´s par
des expe´rimentations sur un robot carte´sien a` six degre´s de liberte´.
Nous pre´sentons dans la suite, les limites de la robustesse des deux techniques
AV2D et AVDe´coup vis-a`-vis d’erreurs d’e´talonnage, de bruits de mesure et d’erreurs
sur les parame`tres 3D utilise´s dans l’estimation des matrices d’interaction.
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Fig. 5.32: AVDe´coup cas des droites, matrice d’interaction : a` chaque ite´ration, de´placement :
ge´ne´rique.
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Fig. 5.33: AVDe´coup cas des droites, matrice d’interaction : demi-somme, de´placement :
ge´ne´rique.
5.1.4 Effets des bruits de mesure, d’erreurs d’e´talonnage et
des parame`tres 3D
Afin de ve´rifier la robustesse des approches propose´es lorsque des droites sont uti-
lise´es, vis-a`-vis des e´ventuelles erreurs d’e´talonnage, de bruits de mesure et d’erreurs
sur les parame`tres 3D estime´s et utilise´s pour le calcul des matrices d’interaction,
nous avons effectue´ plusieurs simulations dont les re´sultats sont re´capitule´s sous la
forme de tableaux indiquant si la taˆche a e´te´ ou pas re´alise´e avec succe`s.
Afin de simuler le bruit de mesure lorsque des droites 3D sont projete´es dans
l’image catadioptrique, nous avons conside´re´ des pixels carre´s, les images des droites
sont alors des cercles. Nous utilisons la meˆme strate´gie que dans les simulations
pre´sente´es dans le chapitre 3. Nous rappelons ici la proce´dure :
– le cercle Ωi issu de la projection para-catadioptrique d’une droite 3D sur
l’image catadioptrique est e´chantillonne´ avec un pas de 10 pixels, sur un angle
de π/4 radian par rapport au centre du cercle Ωi ;
– nous ajoutons un bruit ale´atoire de distribution uniforme et de variance com-
prise entre 0 et 2 pixels sur chaque point obtenu apre`s e´chantillonnage. Le
bruit est ajoute´ le long de la direction de la normale a` la tangente du cercle
au point conside´re´ ;
– nous appliquons un lissage 3D robuste sur les points bruite´s en utilisant les
parame`tres d’e´talonnage (exact K ou errone´s K̂) et le parame`tre ξ̂ (exact ou
errone´). La me´thode du lissage 3D est pre´sente´e dans l’annexe C. Le re´sultat
du lissage est un cercle bruite´.
Lorsqu’un calcul de la matrice d’homographie (ou de colline´ation en pixel) est
ne´cessaire, la droite polaire de chaque conique Ω̂i est obtenue en utilisant le point
principal estime´ avec trois droites (voir la section 3.4).
Il est clair que le calcul des matrices d’interaction dans les deux sche´mas de
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Fig. 5.34: AV2Dde´couple´ cas des droites, matrice d’interaction : a` chaque ite´ration, de´placement :
rotation.
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Fig. 5.35: AV2Dde´couple´ cas des droites, matrice d’interaction : a` chaque ite´ration, de´placement :
translation.
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Fig. 5.36: AVDe´coup cas des droites, matrice d’interaction : demi-somme, de´placement : trans-
lation pure.
commande propose´s dans le chapitre pre´ce´dent, ne´cessite une estimation des vecteurs
directeurs de chaque droite 3D conside´re´e. Afin de simuler cette estimation, nous
avons effectue´ des rotations sur ces directions. Dans ces simulations, nous avons
conside´re´ trois cas :
– des vecteurs directeurs exacts,
– une rotation de 3 degre´s sur chaque axe des vecteurs directeurs re´els,
– et enfin, une rotation de 7 degre´s sur chaque axe des vecteurs directeurs re´els.
Dans un premier temps, nous analyserons la robustesse de la commande 2D avec
une matrice d’interaction calcule´e a` chaque ite´ration. Dans ce cas, les profondeurs hk
ou` k est la keme droite (ou conique) dans l’image, sont estime´es a` chaque ite´ration.
Le premier tableau illustre les limites de convergence lorsque des bruits de mesure,
des erreurs de profondeur et des erreurs sur les directions des droites sont introduits.
L’e´talonnage dans ce cas est conside´re´ exact. Dans les tableaux pre´sente´s O indique
que la taˆche a converge´ et N indique que la taˆche n’a pas converge´e. Le premier
caracte`re correspond a` l’utilisation des vecteurs directeurs exacts, le deuxie`me et
le troisie`me correspondent aux cas ou` une rotation de 3 degre´s et 7 degre´s (resp.)
autour de chaque axe sont applique´es aux vecteurs directeurs re´els.
5.1.4.1 AV2D
Nous remarquons sur le tableau 5.7 que sans bruit de mesure, l’asservissement
visuel 2D converge malgre´ des erreurs importantes sur l’estimation des profondeurs
et sur les vecteurs directeurs des droites 3D. En revanche, lorsque les coniques sont
extraites en pre´sence de bruits de mesure, la tole´rance sur l’estimation des profon-
deurs hk diminue.
Lorsque les parame`tres d’e´talonnage de la came´ra catadioptrique sont errone´s
(+10% sur les focales re´elle fu et fv, ±2 pixels sur les coordonne´es du point principal
et ξ̂ = 0.9 au lieu de 1), le domaine de convergence reste acceptable (voir tableau
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P
P
P
P
P
P
P
P
P
variance
ĥk +0% +10% +20% +30% +50% +100% +150%
0 pixel O O O O O O O O O O O O O O O O O O O O O
1 pixel O O O O O O O O O O O O O O O O O O N N N
2 pixels O O O O O O O O O O O O O O N N N N N N N
Tab. 5.7: AV2D : Effet d’erreurs d’estimation et des bruits de mesure, e´talonnage
exact
P
P
P
P
P
P
P
P
P
variance
ĥk +0% +10% +20% +30% +50% +100% +150%
0 pixel O O O O O O O O O O O O O O O O O O O O O
1 pixel O O O O O O O O O O O O O O O O N N N N N
2 pixels O O O O O O O O O O O N O N N N N N N N N
Tab. 5.8: AV2D : Effet d’erreurs d’estimation et des bruits de mesure, e´talonnage
errone´
5.8). Nous constatons que lorsque le bruit de mesure est de variance e´gale a` 2 pixels
et les vecteurs directeurs sont errone´s, l’estimation des profondeurs doit eˆtre pre´cise
(moins de 30% des valeurs re´elles).
5.1.4.2 AVDe´coup
Dans le cas de la commande de´couple´e, les meˆmes conditions que pre´ce´demment
sont conside´re´es. Les re´sultats sont illustre´s dans les tableaux 5.9 et 5.10. Dans ce
cas, seules les profondeurs des droites a` l’e´quilibre sont a` estimer.
P
P
P
P
P
P
P
P
P
variance
ĥ∗k +0% +10% +20% +30% +50% +100% +150%
0 pixel O O O O O O O O O O O O O O O O O O O O O
1 pixel O O O O O O O O O O O O N N N N N N N N N
2 pixels O O O O O O O O O N N N N N N N N N N N N
Tab. 5.9: AV2Dde´couple´ : Effet d’erreurs d’estimation et des bruits de mesure,
e´talonnage exact
Nous constatons apre`s ces simulations que la commande est relativement sen-
sible aux bruits de mesure et aux erreurs sur les directions des droites 3D. Cela e´tait
pre´visible car l’estimation des rapports de profondeur utilise un produit vectoriel
entre le vecteur normal au plan de re´fe´rence et les droites polaires (voir e´quation
(3.57)) et l’estimation partiel du de´placement (a` travers la matrice d’homographie
estime´e line´airement). Enfin, ces re´sultats montrent que la convergence de la com-
mande de´couple´e et un bon comportement du syste`me de´pendent de la pre´cision de
l’e´talonnage et des estimations des parame`tres 3D.
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P
P
P
P
P
P
P
P
P
variance
ĥk +0% +10% +20% +30% +50% +100% +150%
0 pixel O O O O O O O O O O O O O O O O O O O O O
1 pixel O O O O O O O O O O N N N N N N N N N N N
2 pixels O O O O O O O N N N N N N N N N N N N N N
Tab. 5.10: AV2Dde´couple´ : Effet d’erreurs d’estimation et des bruits de mesure,
e´talonnage errone´
5.2 Re´sultats expe´rimentaux
Nous pre´sentons dans cette dernie`re partie les diffe´rents re´sultats expe´rimentaux
pour une taˆche de positionnement utilisant les lois de commande propose´es dans le
chapitre pre´ce´dent, et valide´es en simulation dans la premie`re partie de ce chapitre.
5.2.1 Conditions expe´rimentales
Les diffe´rentes techniques d’asservissement visuel que nous avons propose´es ont
e´te´ teste´es sur la plate-forme robotique du LASMEA, constitue´e d’un robot carte´sien
AFMA a` six degre´s de liberte´. Nous avons adopte´ la configuration came´ra de´porte´e
pour des raisons techniques (voir Figure 5.37). La came´ra utilise´e est une came´ra
para-catadioptrique qui fournit des images de taille 480 × 640 pixels (notons que
cette re´solution est relativement faible). Les parame`tres de cette came´ra ne sont
pas fournis par le constructeur. Nous avons donc e´talonne´ le capteur en utilisant
la librairie Omnidirectional Calibration Toolbox de´veloppe´e sous Matlab par Mei
et al. [Mei 06]. Les parame`tres obtenus sont alors : αu = αv = 161, αuv = 0 et
les coordonne´es du point principal sont [300 269]⊤ pixels. Comme le capteur est
para-catadioptrique, nous avons fixe´ le parame`tre ξ a` 1.
Pour toute implementation d’une commande de robot par asservissement visuel,
l’e´talonnage came´ra/effecteur (dans une configuration eye-in-hand), ou came´ra /
base du robot (dans une configuration eye-to-hand) s’ave`re indispensable. Dans nos
expe´rimentations, nous avons adopte´ la deuxie`me configuration (eye-to-hand). Dans
ce cas, la came´ra catadioptrique est rigidement lie´e a` la base du robot et observe une
cible rigidement lie´e a` l’effecteur (voir figure 5.37). Les lois de commande propose´es
dans le chapitre pre´ce´dent ont e´te´ de´finies dans le repe`re came´ra. Or, les commandes
envoye´es au robot doivent eˆtre de´finies dans un repe`re rigidement lie´ a` l’effecteur.
Un e´talonnage came´ra/base du robot est alors ne´cessaire.
Plusieurs me´thodes d’e´talonnage robot/came´ra sont propose´es dans la
litte´rature. A notre connaissance, aucune me´thode n’a e´te´ adapte´e au cas d’une
came´ra omnidirectionnelle. Pour cette raison, nous avons e´talonne´ le syste`me
robot/came´ra en effectuant des mesures approximatives a` la main. Comme nous
le verrons dans la suite, le succe`s des diffe´rentes taˆches de positionnement n’a pas
e´te´ compromis par cet e´talonnage tre`s grossier. Cependant, un couplage entre les
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diffe´rentes composantes du torseur cine´matique pourra eˆtre observe´ meˆme dans le
cas des AVDe´coup.
La cible observe´e par la came´ra catadioptrique est un plan compose´ d’un en-
semble de disques blancs imprime´s sur un fond noir. La cible est fixe´e sur l’effecteur
du robot (voir Figure 5.37). Lorsque des primitives visuelles de type point sont uti-
lise´es, le choix naturel est de conside´rer le centre de gravite´ de chaque disque de la
cible. Pour cela, nous avons utilise´ la librairie VISP (Visual Servoing Platform) de
l’e´quipe LAGADIC/IRISA, de´veloppe´e par Marchand et al. [Marchand 05] pour le
suivi et l’extraction du centre de gravite´ des disques.
Dans ce chapitre, nous nous limitons a` un de´placement important de l’effec-
teur par rapport a` la came´ra. Des re´sultats expe´rimentaux pour des de´placements
moins importants sont pre´sente´s dans l’annexe E. Le de´placement effectue´ dans ces
expe´rimentations est compose´ d’une translation t = [−10 − 80 60]⊤ cm et d’une
rotation uθ = [0 0 100]
⊤ degre´s. Nous avons conside´re´ ce de´placement afin de souli-
gner les limites des asservissements visuels 2D. En effet, le couplage entre les vitesses
de translation et de rotation peut eˆtre pe´nalisant lors de la taˆche de positionnement.
Par exemple, nous montrons qu’un tel de´placement ne´cessite des translations im-
portantes le long de l’axe Z du robot qui peut alors atteindre ses bute´es articulaires.
En revanche, nos approches de´couple´es permettent de contourner ce proble`me.
Les matrices d’interaction utilise´es sont calcule´es a` chaque ite´ration. Des re´sultats
utilisant la matrice d’interaction a` l’e´quilibre sont pre´sente´s dans l’annexe E.
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Fig. 5.37: Configuration expe´rimentale : came´ra de´porte´e.
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5.2.2 Asservissement visuel catadioptrique a` partir de
points
Nous conside´rons dans la premie`re partie, des primitives visuelles de type point.
Comme nous l’avons mentionne´ pre´ce´demment, les centres de gravite´ des disques
blancs de la cible sont extraits et suivis de l’image catadioptrique. Les coordonne´es
normalise´es des points sont obtenues a` partir de l’e´talonnage de la came´ra catadiop-
trique.
Dans le cas d’une commande AV2D a` partir des points, les re´sultats illustre´s dans
la figure 5.38 montrent que la commande conduit les points a` suivre des trajectoires
quasiment (en raison des erreurs sur les mode`les utilise´s) rectilignes. Cela induit des
mouvements le long de l’axe Z du robot. Ces de´placements inde´sirables ame`nent le
robot sur ses bute´es articulaires, ce qui stoppe la taˆche.
Nous remarquons le meˆme proble`me lorsque une commande AV2D1/2 est utilise´e.
En effet, le controˆle de la translation par un point image (la trajectoire de ce point
est trace´e en jaune sur la figure 5.39) engendre des de´placements du meˆme type que
ceux observe´s dans le cas de la commande AV2D. Comme le montre la figure 5.39,
l’asservissement est arreˆte´ lorsque le robot atteint une bute´e articulaire.
Enfin, ce type de de´placement peut eˆtre effectue´ avec succe`s en utilisant
l’AVDe´coup. Comme le montre la figure 5.40, les points dans l’image atteignent
leurs positions souhaite´es. Les erreurs de profondeurs des trois points choisis ainsi
que l’erreur d’orientation s’annulent. Cela confirme que la taˆche de positionnement
est bien re´alise´e.
5.2.3 Asservissement visuel catadioptrique a` partir de
droites
Dans cette partie, nous validons les approches de commande relatives a` des pri-
mitives de types droites. Afin de re´aliser correctement des commandes en asservis-
sement visuel a` partir de droites, il est ne´cessaire de suivre ces droites dans l’image.
Or, l’image catadioptrique d’une droite est une conique (ou un cercle dans le cas de
notre capteur omnidirectionnelle). Un suivi de conique dans l’image s’ave`re indis-
pensable. Cependant, les algorithmes de suivi de conique a` notre disposition sont
instables. Pour cette raison, nous avons conside´re´ des droites passant par les centres
de chaque disque de la cible utilise´e dans le cas des points. A partir de trois points
coline´aires, nous estimons la conique associe´e a` la droite contenant les trois points.
Cela nous permettra de valider nos approches.
Pour une commande AV2D en utilisant les droites, les re´sultats obtenus sont
donne´s par la figure 5.41. Notons que quatre droites sont utilise´es lors de l’asser-
vissement. Seules les trajectoires de deux droites sont pre´sente´es. L’annulation des
erreurs sur les coefficients des quatres coniques conside´re´es confirme que la taˆche
de positionnement est bien re´alise´e. Nous constatons que le couplage des vitesses de
translation et de rotation est plus faible que lorsque des points sont utilise´s. La taˆche
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est alors bien re´alise´e sans atteindre les bute´es articulaires du robot. Nous remar-
quons e´galement que les mouvements en rotation sont couple´s (seule une rotation
de 100 degre´s autour de l’axe Z de la came´ra est conside´re´e dans le de´placement
initial).
Les re´sultats obtenus avec l’AVDe´coup sont illustre´s par la figure 5.42. Pour
estimer les vecteurs directeurs des droites, nous avons simplement fixe´ une valeur
initiale approximative mise a` jour durant le de´placement en utilisant le mode`le
ge´ome´trique du robot. Les profondeurs h∗k ont e´galement e´te´ fixe´s approximativement
(notons que la convergence est peu sensible a` ce choix).
Comme nous le constatons, la composante de rotation autour de l’axe Z est plus
importante. On observe e´galement que les deux autres composantes apparaissent
faiblement. Cela peut-eˆtre explique´ par l’e´talonnage tre`s grossier du passage came´ra-
effecteur. Cependant, un de´couplage inte´ressant est tout de meˆme assure´.
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Fig. 5.38: AV2D point.
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Fig. 5.39: AV2D1/2 point.
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Fig. 5.40: AVDe´coup point.
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Fig. 5.41: AV2D droite.
Re´sultats 173
image initiale image de´sire´e et trajectoire
0 100 200 300 400 500
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
Vx
Vy
Vz
0 100 200 300 400 500
−0.05
0
0.05
0.1
0.15
0.2
Wx
Wy
Wz
vitesses de translation (m/s) vitesses de rotation (rad/s)
0 100 200 300 400 500
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0 100 200 300 400 500
−2
−1.5
−1
−0.5
0
0.5
log(hk/h
∗
k) erreur d’orientation uθ
Fig. 5.42: AV2Dde´couple´ droite.
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Dans ce chapitre, des re´sultats de simulation et expe´rimentaux ont e´te´ pre´sente´s.
Dans les deux premie`res section, les approches de commande 2D et hybride propose´es
dans le chapitre pre´ce´dent ont e´te´ valide´ en simulation et expe´rimentalement. Les
mouvements re´alise´s dans ce cadre ont de´libe´re´ment e´te´ choisis de tre`s grandes
amplitudes. Ensuite, une application de´die´e au suivi de droite par un robot mobile
non-holonome a e´te´ traite´e.
Nous nous sommes tout d’abord focalise´ sur les commandes utilisant des points
pour construire la fonction de taˆche. Les trois sche´mas d’asservissement visuel
pre´sente´s dans le chapitre pre´ce`dent (AV2D, AV2D1/2, AVDe´coup) ont e´te´ mis a`
l’e´preuve. Ensuite, les deux sche´mas d’asservissement visuel (AV2D et AVDe´coup)
concernant les droites ont e´te´ pre´sente´s. Les matrices d’interaction calcule´es a` chaque
ite´ration, a` l’e´quilibre et la moyenne des deux ont e´te´ utilise´es comme matrice de
combinaison pour les simulations. Ensuite, ces approches ont e´te´ valide´es sur un site
expe´rimental compose´ d’un robot a` six degre´s de liberte´ et d’une came´ra omnidirec-
tionnelle en configuration de´porte´e.
L’AV2D montre une robustesse tre`s satisfaisante vis-a`-vis des diffe´rentes
perturbations conside´re´es (bruits de mesure, e´talonnage, erreurs sur le 3D) pour
les trois matrices de combinaison. Cependant et comme attendu, les trajectoires
3D induites par le controˆle des trajectoires des primitives dans l’image s’ave`rent
inade´quates en particulier pour une matrice de combinaison prise e´gale a` la matrice
d’interaction calcule´e a` chaque ite´ration. Dans ce cas, une partie de la cible passe
par la zone non visible si un des segments liant un point dans ses positions initiale
et de´sire´e dans l’image intersecte la projection de cette zone dans l’image. Pour une
matrice de combinaison e´gale a` la matrice d’interaction a` l’e´quilibre, ce proble`me
subsiste et est absent pour la moyenne des deux matrices d’interaction (pour une
rotation autour de l’axe optique infe´rieure a` π). Dans ces deux derniers cas, les
trajectoires dans l’image sont moins contraintes. En particulier, dans le cas de la
moyenne des matrices d’interaction, la matrice de combinaison lie au second ordre
les de´placements des primitives dans l’image et ceux de la came´ra dans l’espace
de travail. Cela implique un comportement spatial plus ade´quat. Une solution
envisageable est d’utiliser la distance de chaque point dans l’image par rapport
au centre de la zone non visible. En effet, dans le cas d’un AV2D, cette distance
est limite´e par les deux cercles passants par le point conside´re´ dans ses positions
courante et de´sire´e et centre´s au centre de la zone non visible ; les points images
sont alors contraints a` rester dans les zones visibles. D’autre part l’AV2D pre´sente
des couplages tre`s importants des diffe´rentes composantes du torseur cine´matique
de la came´ra. Pour la raison cite´ pre´ce´demment, lorsque la matrice de combinaison
est prise e´gale a` la moyenne des matrices d’interaction, ce couplage est re´duit
(mais toujours pre´sent). Nous avons vu dans ce chapitre, que l’AV2D1/2 permet
de re´pondre partiellement a` ces difficulte´s car la matrice d’interaction pre´sente
un certain degre´s de de´couplage. Cependant, le controˆle de la translation via des
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coordonne´es e´tendues d’un point dans l’image peut e´galement conduire la cible a`
passer par la zone non visible (pour la meˆme raison que pour l’AV2D). D’autre
part, du fait de l’e´tape de reconstruction partielle du de´placement, l’AV2D1/2
montre une plus grande sensibilite´ aux bruits de mesures et erreurs de mode´lisation.
Lorsqu’une vue panoramique de la sce`ne est disponible, le controˆle de la trajectoire
d’un point dans l’image n’est pas une ne´cessite´ (la cible sort de l’image pour des
de´placements extreˆmes, ces de´placement e´tant par ailleurs limite´s par les bute´es
articulaires du robot). Cette dernie`re remarque a e´te´ exploite´e dans le chapitre
pre´ce´dent pour construire l’AV2De´coup. Les re´sultats de simulation ont confirme´
les avantages d’un de´couplage total des commandes en translation et rotation
(trajectoire de la came´ra, passage par la zone non visible). Cependant, pour les
meˆmes raisons que pour l’AV2D1/2, on observe une sensibilite´ importante vis-a`-vis
des bruits de mesure et des erreurs de mode´lisation. Les re´sultats expe´rimentaux
obtenus pour une taˆche de positionnement confirment les remarques pre´ce´dentes
lorsque le de´placement conside´re´ est important, et confirme les avantages du
de´couplage re´alise´ par la commande AVDe´coup.
L’AV2D utilisant les primitives visuelles de type droites a montre´ un de´couplage
partiel entre les vitesses de translation et de rotation a` travers les re´sultats
obtenus en simulation. Ce choix de droites comme primitives visuelles s’ave`re
donc inte´ressant pour de´coupler au mieux les commandes des diffe´rents degre´s de
liberte´. Cependant, il est souhaitable de de´coupler comple`tement les commandes
de translation et de rotation pour un bon comportement du syste`me a` commander.
Cela a e´te´ confirme´ par les re´sultats de simulation et expe´rimentaux. Cependant,
pour les meˆmes raison que pour les points (l’e´tape reconstruction partielle),
l’AVDe´coup reste relativement sensible vis-a`-vis des bruits de mesure et erreurs de
mode´lisation.
Notons que lorsqu’une commande AV2D est conside´re´e, il est souhaitable de
choisir des droites plutoˆt que des points comme informations visuelles. En effet, le
passage des points images par la zone non visible est absent lorsque des droites
sont conside´re´es (la de´croissance exponentielle acte sur le plan d’interpre´tation). De
plus, le choix de droites comme primitives visuelles permet naturellement d’assurer
un certain degre´ de de´couplage. Cependant, l’AVDe´coup semble plus sensible vis-a`-
vis des bruits de mesure et erreurs de mode´lisation dans le cas des droites.
Une application de suivi de droite par un robot mobile non holonome est de´crite
dans l’annexe F.
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Chapitre 6
Conclusion
Le travail que nous avons pre´sente´ dans ce me´moire avait comme premie`re
ambition de s’affranchir de la contrainte de visibilite´ en exploitant au mieux
le champ de vision important fourni par une came´ra omnidirectionnelle (plus
particulie`rement catadioptrique a` point central unique). Cette ambition nous a
amener a` proposer des outils de mode´lisation ge´ome´trique et cine´matique adapte´s
a` ce type de capteur afin de construire des lois de commande efficaces.
Contributions
Les droites de l’espace se projettent en des coniques dans le plan image
d’une came´ra catadioptrique a` point central unique. En effet, l’e´quation de
projection relative aux droites est une quadratique. Afin de surmonter cette
non-line´arite´ du mode`le de projection, nous avons introduit la notion de droites
polaires : toute conique issue de la projection catadioptrique de droite de l’es-
pace peut eˆtre transforme´e en une droite appele´e droite polaire caracte´risant
comple`tement le plan d’interpre´tation (la droite projective). D’autre part, la droite
polaire peut eˆtre obtenue en connaissant uniquement le point principal dans l’image.
Nous avons ensuite montre´ comment une transformation homographique entre
deux prises de vue d’une cible plane, compose´e d’un ensemble de points ou de
droites, pouvait eˆtre obtenue. Dans le cas des points, nous avons pre´sente´ cette
matrice d’homographie dans l’espace image normalise´ en utilisant des coordonne´es
de points images e´tendues incluant le parame`tre ξ du miroir afin de surmonter la
non line´arite´ du mode`le de projection. Nous avons propose´ une formulation line´aire
pour l’estimation de la matrice d’homographie en connaissant l’e´talonnage de la
came´ra catadioptrique. Dans le cas des droites, la non line´arite´ de la fonction de
projection est surmonte´e en utilisant la notion de droites polaires. La matrice d’ho-
mographie peut alors eˆtre estime´e line´airement ou non dans l’espace image en pixel
avec une connaissance faible de l’e´talonnage (seulement le point principal). Lorsque
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l’e´talonnage complet est connu, il est alors possible de de´duire la matrice d’homo-
graphie dans l’image normalise´e.
Nous avons exploite´ ces re´sultats sur le calcul de la matrice d’homographie
pour remonter a` une reconstruction euclidienne. Nous avons e´galement valide´ ces
re´sultats sur une technique de planification de trajectoires dans l’espace image.
Nous avons ensuite traite´ le couplage asservissement visuel et vision omnidirec-
tionnelle. Deux types de primitives visuelles ont e´te´ conside´re´s : points et droites.
Dans le cas des points, nous avons, dans un premier temps, revisite´ la matrice d’inter-
action liant les vitesses des coordonne´es de points dans l’image catadioptrique et les
vitesses de la came´ra, obtenue dans [Barreto 02a], puis nous avons fourni l’expression
d’une matrice d’interaction plus ge´ne´rale incluant tout capteur central (projection
sphe´rique inclue). Dans un second temps, nous avons pre´sente´ deux nouvelles tech-
niques de commande hybride en asservissement visuel. La premie`re technique est
une extension du sche´ma d’asservissement visuel 2D1/2 a` tout capteur catadiop-
trique central en conservant le de´couplage partiel entre les vitesses de translation et
de rotation et un controˆle partiel de la trajectoire dans image (une trajectoire recti-
ligne d’un point choisi dans l’image). Afin d’assurer un meilleur comportement de la
commande en asservissement visuel, nous avons propose´ une deuxie`me technique de
commande hybride, base´e sur le calcul de la matrice d’homographie et permettant de
de´coupler comple`tement les vitesses de translation et de rotation. En effet, puisque
la contrainte de visibilite´ est naturellement ve´rifie´e, sauf dans quelques cas tre`s par-
ticuliers, il n’est plus ne´cessaire d’imposer une trajectoire ge´ne´ralement rectiligne
d’un ou de plusieurs points dans l’image. Un choix judicieux des primitives permet
donc d’assurer une trajectoire plus directe dans l’espace sans que la cible quite le
champ de vue de la came´ra. Nous avons montre´ qu’il e´tait possible d’extraire ces
primitives de la matrice d’homographie et d’assurer un de´couplage total des vitesses
de translation et de rotation. Des re´sultats de simulation et expe´rimentaux ont per-
mis de valider l’ensemble des sche´mas de commande e´tudie´s. Une e´tude concernant
l’influence des erreurs de mode´lisation et des bruits de mesure a e´te´ mene´e. Comme
attendu, l’asservissement visuel 2D montre une plus grande robustesse a` ces per-
turbations que les sche´mas ne´cessitant une reconstruction partielle. Cependant les
asservissements visuels hybrides propose´s (en particulier la commande de´couplant
totalement les mouvements de rotation des mouvements de translation) permettent
de re´aliser des mouvements tre`s importants avec des trajectoires de la came´ra et des
primitives dans l’image tre`s satisfaisantes.
Dans le cas ou` la cible est compose´e d’un ensemble de droites, nous avons pre´sente´
l’expression analytique et ge´ne´rique de la matrice d’interaction associe´e aux cinq
coefficients de la forme quadratique. Par ailleurs, comme une droite projective n’a
que deux degre´s de liberte´, nous avons re´duit la matrice d’interaction en utilisant
uniquement deux coefficients de la quadratique repre´sentant comple`tement le plan
d’interpre´tation. Ne´anmoins, cette repre´sentation minimale est de´ge´ne´re´e lorsque la
conique dans l’image passe par le point principal (elle devient alors une droite).
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Afin de proposer une approche encore plus ge´ne´rique, nous avons une nouvelle fois
exploite´ les droites polaires associe´es aux coniques (coniques de´ge´ne´re´es inclues).
Ceci permet ainsi de manipuler des droites dans l’image plutoˆt que des coniques.
De cette manie`re, tous les sche´mas d’asservissement visuel classiques utilisent des
droites pour construire la fonction de taˆche peuvent alors eˆtre exploite´s avec une
came´ra catadioptrique. Cependant, tous ces sche´mas classiques contiennent un cer-
tain degre´s de couplage entre les vitesses de translation et de rotation. En effet, il
est en ge´ne´ral souhaitable de de´coupler ses vitesses. Dans cette optique, nous avons
propose´ un sche´ma d’asservissement visuel permettant de de´coupler comple`tement
les vitesses de translation et de rotation. Nous avons abouti a` ce re´sultat inte´ressant
grace aux droites polaires et a` l’estimation du de´placement partiel de la came´ra et
de la profondeur relative des droites de l’espace. Ces re´sultats ont e´galement e´te´
valide´s par une se´rie de simulations et d’expe´rimentations sur une cellule robotique
a` six degre´s de liberte´.
Perspectives
Dans le chapitre 3, nous avons vu qu’il e´tait possible d’obtenir une reconstruc-
tion projective en utilisant les projections d’un ensemble de droites coplanaires
dans deux images panoramiques. Cette reconstruction projective ne ne´cessite alors
qu’une connaissance faible de l’e´talonnage (les coordonne´es du point principal). Il
serait inte´ressant d’e´tendre nos re´sultats aux cas ou` les droites ne sont pas copla-
naires ; par exemple en utilisant au moins trois images panoramiques. En effet, les
algorithmes de reconstruction partielle a` partir de droites non coplanaires pour les
came´ras conventionnelles (par exemple via les tenseurs trifocaux) devraient pouvoir
s’adapter facilement aux droites polaires. Dans le cadre de l’asservissement visuel,
il est envisageable d’acque´rir la troisie`me image lors de la phase d’apprentissage de
la consigne ou d’utiliser plusieurs came´ras (par exemple une paire ste´re´ographique).
D’autre part, dans le cas des points, la relation fortement non line´aire (dans
des espaces projectifs) liant les points du monde et leurs projections dans l’image
panoramique pourrait eˆtre surmonte´e afin de proposer des algorithmes de recons-
truction projective. Dans le cas d’une came´ra combinant un miroir parabolique et
une came´ra orthographique, ce proble`me a e´te´ re´solu dans [Geyer 03] en exploitant
des coordonne´es e´tendues des points dans l’image. Nous sommes convaincu que ces
re´sultats peuvent eˆtre e´tendus a` toutes came´ras a` point central unique.
Dans le cadre de ce manuscrit, nous ne nous sommes pas inte´resse´ aux proble`mes
lie´s a` la re´solution faible et variable des came´ras catadioptriques centrales. Cepen-
dant, cela peut nuire a` la qualite´ des reconstructions projective et euclidienne. Une
comparaison des re´sultats obtenus avec des came´ras conventionnelle et catadiop-
trique serait inte´ressante a` mener. D’autre part, nous pourrions envisager de tenir
compte d’une re´solution non-uniforme dans la fonction de projection.
Les non line´arite´s et la re´solution non uniforme dans les images panoramiques
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sont tre`s souvent ne´glige´es dans les strate´gies de de´tection et de suivi de primitives
visuelles (les algorithmes de´die´s aux came´ras conventionnelles sont en ge´ne´ral
directement utilise´s). Il n’est alors pas e´tonnant que ceux-ci se montrent peu fiables.
Une adaptation tenant compte des particularite´s des came´ras catadioptriques
semble ne´cessaire. Notons e´galement qu’il est possible d’obtenir une re´solution plus
importante et parfois constante en conside´rant des came´ras omnidirectionnelles non
centrales. Il est clair que l’e´tude ge´ome´trique et les sche´mas de commande propose´s
dans ce manuscrit devront alors eˆtre revisite´s. Une perspective tre`s inte´ressante
serait de proposer une mode´lisation ge´ne´rique englobant l’ensemble des came´ras
panoramiques.
Dans le chapitre 4, nous avons vu que les matrices d’interaction pour les com-
mandes hybrides sont relativement simples (triangulaire par blocs dans le cas de
l’asservissement visuel 2D1/2, et diagonale par blocs dans le cas de l’asservissement
visuel de´couple´). Une analyse de stabilite´ comple`te (en conside´rant toutes les erreurs
de mode´lisation) semble possible. D’autre part, nous avons constate´ que les sche´mas
de commande 2D sont plus robustes vis-a`-vis des bruits de mesure mais re´ve`lent un
couplage important entre les composantes du torseur cine´matique. Par conse´quent,
les trajectoires spatiales de la came´ra sont parfois inade´quates. A contrario, les
sche´mas de commande hybride montrent un de´couplage partiel pour la commande
2D1/2 et un de´couplage total entre les commandes en translation et en rotation
pour l’AVDe´coup. Il en re´sulte que les trajectoires 3D sont en ge´ne´ral satisfaisantes.
Cependant, ces sche´mas sont relativement sensibles vis-a`-vis des bruits de mesure.
Afin de combiner les avantages des deux approches, les sche´mas de commande 2D et
hybride pourraient eˆtre couple´s. Par exemple pour une taˆche de positionnement, la
commande hybride peut eˆtre utilise´e pour se rapprocher de la configuration de´sire´e
et la commande 2D pour finaliser la taˆche. La commutation entre les deux lois de
commande doit alors eˆtre soigneusement e´tudie´e afin d’assurer la continuite´ de la
commande et donc un bon comportement global du syste`me. Une alternative consis-
terait a` n’utiliser qu’une commande de´couple´e mais en s’assurant de la qualite´ du
signal re´gule´. Ceci nous ame`nerait donc a` affiner le suivi dans les images et les calculs
d’homographie.
Les diffe´rentes expe´riences pre´sente´es dans ce manuscrit ont montre´ certaines
limites de l’asservissement visuel omnidirectionnel pour des de´placements a` re´aliser
importants (passage par la zone non visible, sortie du champ de vue pour des
de´placements extreˆmes). Pour reme´dier a` ces difficulte´s, il est possible d’introduire
une phase de planification de trajectoires dans l’espace omnidirectionnel (ou sur
la sphe`re unitaire e´quivalente) en imposant les contraintes de visibilite´. Notons
e´galement que les lois de commandes propose´es dans ce manuscrit peuvent eˆtre,
assez directement, applique´es au suivi de trajectoires.
L’asservissement visuel 2D a` partir de points impose une trajectoire rectiligne a` la
projection des points dans l’image. Ceci correspond e´videmment au chemin le plus
court dans le plan image. Lorsque une came´ra omnidirectionnelle est conside´re´e,
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(a) image omnidirectionnelle (b) image perspective
Fig. 6.1: Images des jambes d’un robot paralle`le.
imposer une ligne droite dans l’image panoramique n’a pas vraiment de sens.
Par exemple, un mouvement de translation du capteur correspond a` un segment
dans l’image d’une came´ra perspective et a` une portion de conique dans le cas
d’une came´ra catadioptrique. Nous pensons qu’il serait plus pertinent d’imposer des
contraintes sur la sphe`re unitaire e´quivalente plutoˆt que dans l’image brute. Une
premie`re solution consiste a` de´finir la fonction de taˆche a` partir de primitives pro-
jete´es sur la sphe`re (par exemple a` partir des coordonne´es e´tendues de´finies dans le
chapitre 3 section 3.3). Une seconde solution (plus attirante) consisterait a` modifier
le comportement en boucle ferme´e (classiquement une de´croissance exponentielle de
la fonction de taˆche) de manie`re a` imposer une trajectoire quadratique aux primi-
tives visuelles dans l’image brute.
Les applications en robotique mobile et paralle`le peuvent e´galement
be´ne´ficier d’une vue panoramique. Nous avons propose´ dans [HadjAbdelkader 05a,
HadjAbdelkader 05b, HadjAbdelkader 06] nos premiers re´sultats sur la commande
de robots mobiles non-holonomes par vision omnidirectionnelle. Ceux-ci concer-
naient le suivi d’une droite 3D. Les perspectives naturelles a` ces travaux sont d’une
part le suivi de trajectoires quelconques et la stabilisation du robot mobile et d’autre
part la planification de trajectoires dans l’image en tenant compte des contraintes
de non-holonomie. Par ailleurs, nous travaillons actuellement sur l’utilisation de la
came´ra omnidirectionnelle dans la boucle de commande des robots paralle`les. En
effet, il est possible d’identifier et de commander un robot paralle`le en observant
ses e´le´ments cine´matiques (par exemple : les jambes de la plate-forme de Gough
(voir figure 6.1(a))). Lorsque la vision perspective est utilise´e, une solution utilisant
un syste`me compose´ de plusieurs came´ras pour re´soudre les proble`mes d’occulta-
tion des jambes dans l’image (voir figure 6.1(b)) a e´te´ propose´e dans [Renaud 03].
Cependant, un e´talonnage pre´cis de la position relative des diffe´rentes came´ras est
ne´cessaire. Une solution, semblant plus adapte´e pour ce type de robot, est d’utiliser
un seul capteur omnidirectionnel en be´ne´ficiant de son champ de vision de 360o en
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azimut, qui permettrait d’observer en permanence et en entier toutes les jambes.
Des travaux sur l’e´talonnage sont pre´sente´s dans [Dallej 06], et des travaux sont en
cours sur la commande de la plate-forme de Gough.
Annexe A
Matrice d’interaction ge´ne´rique
pour les points
A.1 Mode`le de projection ge´ne´rique
La fonction de projection f(X, ξ), donne´e par l’expression (2.29) peut eˆtre
ge´ne´ralise´e en inte´grant la projection sphe´rique.
Soit X un point de P3 de coordonne´es homoge`nes X = [X⊤ 1]⊤ = [X Y Z 1]⊤
exprime´es dans le repe`re miroir Fm (voir Figure A.1). La projection sphe´rique de X
sur la surface de la sphe`re unitaire est un point Xs de coordonne´esXs = 1ρ [X Y Z]⊤.
En multipliant la composante Z de la fonction de projection f par un parame`tre
note´ ǫs, la projection sphe´rique apparaˆıt dans f en fixant εs = 1 et ξ = 0.
La nouvelle fonction de projection ge´ne´rique sera note´e dans la suite fg. On e´crit
donc :
fg(X, ξ, εs) =
[
X
εsZ+ξρ
Y
εsZ+ξρ
1
]⊤
(A.1)
A.2 Calcul de la matrice d’interaction associe´e au
mode`le de projection A.1
La matrice d’interaction Lx liant les vitesses du capteur catadioptrique et
les variations du vecteur des coordonne´es normalise´es x = fg(X, ξ, εs) peut eˆtre
de´compose´e comme Lx =
∂x
∂X
LX ou` LX est donne´e par (4.26).
Posons x = X
εsZ+ξρ
et y = Y
εsZ+ξρ
pour le calcul des de´rive´es de fg(X, ξ, εs).
Calculons tout d’abord les de´rive´es suivantes :
f˙g =

∂x
∂X
∂x
∂Y
∂x
∂Z
∂y
∂X
∂y
∂Y
∂y
∂Z
 X˙ = JxXX˙ (A.2)
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Fig. A.1: Projection sur la sphe`re unitaire.
les de´rive´es de x sont :
∂x
∂X
= 1
(εsZ+ξρ)2
(
εsZ + ξρ− ξX2ρ
)
= εsρZ+ξ(Y
2+Z2)
ρ(εsZ+ξρ)2
∂x
∂Y
= 1
(εsZ+ξρ)2
(
−ξXY
ρ
)
= − ξY Y
ρ(εsZ+ξρ)2
∂x
∂Z
= 1
(εsZ+ξρ)2
(
−X(εs + ξ Zρ )
)
= −X εsρ+ξZ
ρ(εsZ+ξρ)2
et les de´rive´es de y sont :
∂y
∂X
= 1
(εsZ+ξρ)2
(
−ξXY
ρ
)
= − ξY Y
ρ(εsZ+ξρ)2
∂y
∂Y
= 1
(εsZ+ξρ)2
(
εsZ + ξρ− ξ Y 2ρ
)
= εsρZ+ξ(X
2+Z2)
ρ(εsZ+ξρ)2
∂x
∂Z
= 1
(εsZ+ξρ)2
(
−Y (εs + ξ Zρ )
)
= −Y εsρ+ξZ
ρ(εsZ+ξρ)2
La matrice JxX est donc donne´e par :
JxX =
1
ρ(εsZ + ξρ)2
(
εsρZ + ξ(Y
2 + Z2) −ξXY −X(εsρ+ ξZ)
−ξXY εsρZ + ξ(X2 + Z2) −Y (εsρ+ ξZ)
)
(A.3)
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En utilisant les expressions de JxX et LX, la matrice Lx est obtenue :
Lx =
1
ρ(εsZ + ξρ)2
(
L1 L2
)
(A.4)
avec
L1 =
( −εsρZ − ξ(Y 2 + Z2) ξXY X(εsρ+ ξZ)
ξXY −εsρZ − ξ(X2 + Z2) Y (εsρ+ ξZ)
)
et
L2 =
(
εsρXY −εsρ(X2 + Z2)− ξZρ2 Y ρ(εsZ + ξρ)
εsρ(Y
2 + Z2) + ξZρ2 −εsρXY −Xρ(εsZ + ξρ)
)
Les expressions de L1 et L2 montrent clairement la de´pendance avec les pa-
rame`tres 3D. Nous allons, maintenant retravailler leur expression afin de re´duire
cette de´pendance au minimum.
A partir des expressions de x et y dans fg, il es possible d’e´crire :
x = X
εsZ+ξρ
=
X
Z
εs+ξ
ρ
Z
=
X
Z
εs+ξη
y = Y
εsZ+ξρ
=
Y
Z
εs+ξ
ρ
Z
=
Y
Z
εs+ξη
(A.5)
Nous e´crivons ainsi : 
X
Z
= (εs + ξη)x
Y
Z
= (εs + ξη)y
η = ρ
Z
= s‖X‖
|Z|
=
√
1 + X
2
Z2
+ Y
2
Z2
ou` s = sign(Z). Notons que η peut eˆtre e´crit en fonction des coordonne´es x et y :
η =
√
1 + (εs + ξη)2x2 + (εs + ξη)2y2
Afin de retrouver l’expression de η en fonction de x et y, nous re´solvons l’e´quation
du second degre´ suivante :
η2 = 1 + (εs + ξη)
2x2 + (εs + ξη)
2y2
(1− ξ2(x2 + y2))η2 − 2εsξ(x2 + y2)η − 1− ε2s(x2 + y2) = 0
Le discriminant est :
∆ = 4ε2sξ
2 (x2 + y2)
2 − 4 (1− ξ2 (x2 + y2)) (−1− ε2s (x2 + y2))
∆ = 4ε2sξ
2 (x2 + y2)
2
+ 4 (1− ξ2 (x2 + y2)) (1 + ε2s (x2 + y2))
∆ = 4ε2sξ
2 (x2 + y2)
2
+ 4
(
1− ξ2 (x2 + y2) + ε2s (x2 + y2)− ε2sξ2 (x2 + y2)2
)
∆ = 4 (1 + (ε2s − ξ2) (x2 + y2))
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Les solutions sont alors :
η =
εsξ (x
2 + y2)±
√
(1 + (ε2s − ξ2) (x2 + y2))
1− ξ2 (x2 + y2)
Finalement,
η =
εsξ (x
2 + y2)± γ
1− ξ2 (x2 + y2)
ou` γ =
√
(1 + (ε2s − ξ2) (x2 + y2)). Lorsque εs = 1, nous obtenons le re´sultat du
chapitre 3 :
η =
ξ (x2 + y2)± γ
1− ξ2 (x2 + y2)
avec γ =
√
(1 + (1− ξ2) (x2 + y2)). Parmi les deux solutions, la solution suivante
est retenue (ce re´fe´rer a` la fin de l’annexe pour la de´monstration) :
η =
ξ (x2 + y2) + γ
1− ξ2 (x2 + y2) (A.6)
Maintenant que l’on a l’expression liant les informations 3D ρ et Z aux infor-
mations images x et y, nous allons de´velopper les calculs afin de re´duire au mini-
mum la de´pendance aux parame`tres 3D, et faire apparaˆıtre les informations visuelles
concerne´es. Nous notons Lx(i, j) l’e´le´ment de la matrice Lx de la i
eme ligne et de la
jeme colonne. Nous commenc¸ons par les deux e´le´ments similaires Lx(1, 1) et Lx(2, 2).
Lx(1, 1) =
−εsρZ − ξ (Y 2 + Z2)
ρ (εsZ + ξρ)
2
Lx(2, 2) =
−εsρZ − ξ (X2 + Z2)
ρ (εsZ + ξρ)
2
Nous de´taillons ici le calcul de Lx(1, 1) (le calcul de Lx(2, 2) est similaire).
−εsρZ − ξ
(
Y 2 + Z2
)
ρ (εsZ + ξρ)
2 =
−εsρZ
ρ (εsZ + ξρ)
2 −
ξ (ρ2 −X2)
ρ (εsZ + ξρ)
2
=
−ρ
ρ (εsZ + ξρ)
− −ξx
2
ρ
= −
ρ
Z
ρ
(
εs + ξ
ρ
Z
) + ξx2ρ
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Quelques calculs interme´diaires :
ρ
Z
εs + ξ
ρ
Z
=
−γ − ξ (x2 + y2)
ξ2 (x2 + y2)− 1
εs + ξ
−γ − ξ (x2 + y2)
ξ2 (x2 + y2)− 1
=
−γ − ξ (x2 + y2)
εs
(
ξ2
(
x2 + y2
)− 1)+ ξ (−γ − ξ (x2 + y2))
=
−γ − ξ (x2 + y2)
−εs +
(
ξ2 (εs − 1)
(
x2 + y2
))− ξγ
=
γ + ξ
(
x2 + y2
)
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
ρ
Z
εs + ξ
ρ
Z
− ξx2 = γ + ξ
(
x2 + y2
)− ξx2 (εs − (ξ2 (1− εs) (x2 + y2))+ ξγ)
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
=
γ + ξ
(
x2 + y2
)− ξx2εs − ξ2x2γ + ξx2 ((ξ2 (1− εs) (x2 + y2)))
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
Cette expression pre´sente le cas ge´ne´ral. Lorsque εs = 1, elle devient :
ρ
Z
1 + ξ
ρ
Z
− ξx2 = γ + ξ
(
x2 + y2
)− ξx2 − ξ2x2γ
1 + ξγ
=
γ + ξy2 − ξ2x2nγ
1 + ξγ
Nous obtenons, dans le cas ge´ne´ral :
Lx(1, 1) =
γ + ξ
(
x2 + y2
)− ξx2εs − ξ2x2γ + ξx2 ((ξ2 (1− εs) (x2 + y2)))
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
et
Lx(2, 2) =
γ + ξ
(
x2 + y2
)− ξy2εs − ξ2y2γ + ξy2 ((ξ2 (1− εs) (x2 + y2)))
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
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A.2 Calcul de la matrice d’interaction associe´e au mode`le de projection
A.1
Dans le cas catadioptrique (εs = 1), nous obtenons :
Lx(1, 1) =
1
ρ
−γ − ξy2 + ξ2x2γ
1 + ξγ
et
Lx(2, 2) =
1
ρ
−γ − ξx2n + ξ2y2nγ
1 + ξγ
Les calculs de Lx(1, 2), Lx(2, 1), Lx(1, 4) et Lx(2, 5) sont simples.
Lx(1, 2) =
ξXY
ρ (εsZ + ξρ)
2 =
ξxy
ρ
Lx(2, 1) =
ξXY
ρ (εsZ + ξρ)
2 =
ξxy
ρ
Lx(1, 4) =
εsρXY
ρ (εsZ + ξρ)
2 = εsxy
Lx(2, 5) =
−εsρXY
ρ (εsZ + ξρ)
2 = −εsxy
Avant de calculer Lx(1, 3), Lx(2, 3), Lx(1, 6) et Lx(2, 6), nous faisons le calcul
suivant :
εsρ+ ξZ
εsZ + ξρ
=
√
(εsρ+ ξZ)
2
(εsZ + ξρ)
2
=
√
ε2sρ
2 + ξ2Z2 + 2εsρξZ
(εsZ + ξρ)
2
=
√
ε2sρ
2 + ξ2Z2 + 2εsρξZ + (εsZ + ξρ)
2 − (εsZ + ξρ)2
(εsZ + ξρ)
2
=
√
ε2sρ
2 + ξ2Z2 + 2εsρξZ + (εsZ + ξρ)
2 − (ε2sZ2 + ξ2ρ2 + 2εsZξρ)
(εsZ + ξρ)
2
=
√
ε2sρ
2 + ξ2Z2 − ε2sZ2 − ξ2ρ2 + (εsZ + ξρ)2
(εsZ + ξρ)
2
=
√(
ε2s − ξ2
) (
ρ2 − Z2)+ (εsZ + ξρ)2 + (εsZ + ξρ)2
(εsZ + ξρ)
2
=
√
1 + (ε2s − ξ2) (x2 + y2)
= γ
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Les expressions de Lx(1, 3), Lx(2, 3), Lx(1, 6) et Lx(2, 6) sont donc :
Lx(1, 3) =
X(εsρ+ξZ)
ρ(εsZ+ξρ)
2 =
γx
ρ
Lx(2, 3) =
Y (εsρ+ξZ)
ρ(εsZ+ξρ)
2 =
γy
ρ
Lx(1, 6) =
Y ρ(εsZ+ξρ)
ρ(εsZ+ξρ)
2 = y
Lx(2, 6) =
−Xρ(εsZ+ξρ)
ρ(εsZ+ξρ)
2 = −x
Nous calculons finalement les deux e´le´ments restants Lx(1, 5) et Lx(2, 4). Pour
cela, nous avons besoin de :
ρ
Z
εs + ξ
ρ
Z
=
γ + ξ
(
x2 + y2
)
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
Lx(1, 5) =
−εsρ
(
X2 + Z2
)− ξZρ2
ρ (εsZ + ξρ)
2
=
−εsρ
(
ρ2 − Y 2)− ξZρ2
ρ (εsZ + ξρ)
2
= −εs
(
ρ2 − Y 2)+ ξZρ
(εsZ + ξρ)
2
= −ρ (εsρ+ ξZ)
(εsZ + ξρ)
2 + εsy
2
= −γ ρ
(εsZ + ξρ)
+ εsy
2
= −γ
ρ
Z(
εs + ξ
ρ
Z
) + εsy2
= −γ
ρ
Z(
εs + ξ
ρ
Z
) + εsy2
= −γ γ + ξ
(
x2 + y2
)
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
+ εsy
2
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De la meˆme fac¸on, nous obtenons :
Lx(2, 4) = γ
ρ
Z(
εs + ξ
ρ
Z
) − εsx2
= γ
γ + ξ
(
x2 + y2
)
εs −
(
ξ2 (1− εs)
(
x2 + y2
))
+ ξγ
− εsx2
Les matrices d’interaction utilise´es dans le chapitre 4 sont obtenues en fixant la
valeur de εs = 1 :
Lx =
 1ρ(−γ+ξ(x2+y2)1+ξγ + ξx2) 1ρξxy 1ργx
1
ρ
ξxy 1
ρ
(−γ+ξ(x
2+y2)
1+ξγ
+ ξy2) 1
ρ
γy
xy −γ γ+ξ(x
2+y2)
1+ξγ
+ y2 y
γ
γ+ξ(x2+y2)
1+ξγ
− x2 −xy −x

Les matrices d’interaction dans [Barreto 02b], note´ Lbx apre`s quelques correc-
tions (essentiellement sur les signes) est :
Lbx =
 −
1+x2(1−ξ(γ+ξ))+y2
ρ(γ+ξ)
ξxy
ρ
γx
ρ
xy − (1+x2)γ−ξy2
γ+ξ
y
ξxy
ρ
−1+y2(1−ξ(γ+ξ))+x2
ρ(γ+ξ)
γy
ρ
(1+y2)γ−ξx2
γ+ξ
−xy −x

Nous avons de´montre´ apre`s quelques manipulation alge´briques, que les deux
matrices e´taient e´quivalentes.
A.3 Solution exacte de η
Dans cette partie, nous allons montrer ge´ome´triquement qu’une seule expression
pour la variable η est viable. Pour cela, nous prenons en compte le signe de Z.
D’apre`s l’e´quation (A.6) et
η = s
ρ
|Z|
η a le meˆme signe que Z si son de´nume´rateur est du signe de -s car son nume´rateur
est toujours positif.
Soient C+, C0 et C− trois sous espaces de E3, de´finis par
C+ : {X, Y Z} tel que Z > 0
C0 : {X, Y Z} tel que Z = 0
C− : {X, Y Z} tel que Z < 0
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Fig. A.2: Vue 2D d’un projection catadioptrique.
Tout point X de l’espace 3D se projette en un point de coordonne´es [x y 1]⊤
dans l’image catadioptrique normalise´e. Notons r =
√
x2 + y2 (voir figure A.2).
Les points 3D des sous-espaces C+, C0 et C− se projettent dans l’image catadiop-
trique normalise´e en points de coordonne´es [x+ y+ 1]
⊤, [x0 y0 1]
⊤ et [x− y− 1]
⊤
respectivement. Il est clair que r+ < r0 < r− ou` r+ =
√
x2+ + y
2
+, r0 =
√
x20 + y
2
0 et
r− =
√
x2− + y
2
−. Ge´ome´triquement, nous avons r0 =
1
ξ
, et il est facile de montrer
que
Si Z > 0 =⇒ r+ < r0
=⇒ r2+ < r20
=⇒ x2+ + y2+ < 1ξ2
=⇒ ξ2(x2+ + y2+)− 1 < 0
=⇒ η > 0
Si Z < 0 =⇒ r− > r0
=⇒ η < 0
Donc, η est du meˆme signe que Z.
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Annexe B
Singularite´s du mode`le de
projection
Dans cette annexe, nous traitons les singularite´s de la fonction de projection
(2.29), et nous montrons que ces singularite´s ne sont pas observable en pratique.
Le cas du capteur para-catadioptrique (miroir parabolique combine´ avec une
came´ra orthographique) est tout d’abord conside´re´. Puis, les autres cas sont aborde´s.
B.1 Cas d’une came´ra para-catadioptrique
Dans ce type de capteur, le parame`tre miroir ξ vaut 1. la fonction de projection
f(X) =
[
X
Z+ρ
Y
Z+ρ
1
]⊤
est singulie`re si Z = −ρ. Comme ρ = √X2 + Y 2 + Z2,
la singularite´ existe si a` la fois X = Y = 0 et Z < 0. L’ensemble des points ve´rifiant
cette singularite´ se trouve sur la partie ne´gative de l’axe optique Z. Ces points se
trouvent a` l’inte´rieur du miroir parabolique, et ne sont pas re´fle´chis sur la came´ra
orthographique (voir figure 2.20).
Lorsque le mode`le unifie´ est conside´re´, les projections de ces points sur la sphe`re
unitaire ont pour coordonne´es [0 0 1]⊤ dans le repe`re miroir. Ce qui correspond au
centre de projection de la came´ra perspective (voir figure 2.20). On se rame`ne alors
au cas singulier de la projection perspective.
B.2 Cas d’un capteur catadioptrique de pa-
rame`tre ξ < 1
Lorsque le parame`tre miroir ξ < 1, la singularite´ de (2.29) est donne´e par
Z + ξρ = 0
Cette e´galite´ peut eˆtre ve´rifie´e si Z = −ξρ. Nous cherchons donc les solutions de
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Fig. B.1: Espace singulier.
−|Z| = −ξ√X2 + Y 2 + Z2.
−|Z| = −ξ√X2 + Y 2 + Z2 =⇒ Z2 = ξ2(X2 + Y 2 + Z2)
=⇒ Z2 = ξ2
1−ξ2
(X2 + Y 2)
Les points singuliers de´finissent alors le coˆne donne´ par l’e´quation Z2 = ξ
2
1−ξ2
(X2 +
Y 2). (voir figure B.1).
La projection des points du coˆne sur la sphe`re unitaire est le cercle (l’intersection
entre la sphe`re et le coˆne), de rayon
√
1− ξ2, appartenant au plan (XY) du repe`re
came´ra perspective (le plan Z = −ξ dans le repe`re miroir). La projection perspective
de ce cercle sur l’image de la came´ra perspective est inde´finie.
Annexe C
Lissage 3D de conique
Il est connu que les algorithmes de lissage de conique directement dans l’image
sont tre`s instables. Cela est pe´nalisant lors de l’extraction des coniques dans l’image
catadioptrique issues de la projection de droites. Dans cette annexe, nous pre´sentons
une technique de lissage 3D de coniques issues de la projection de droites sur une
came´ra catadioptrique, lorsque cette dernie`re est e´talonne´e.
Soit L une droite 3D de´finie par les coordonne´es de Plu¨cker [u⊤ h⊤ h]⊤ exprime´es
dans le repe`re miroir Fm. La projection catadioptrique de la droite L est une conique
note´e Ωi exprime´e en pixel. La conique dans l’image normalise´e peut eˆtre obtenue
en utilisant la matrice d’e´talonnage K
Ω = K⊤ΩiK
Il est bien connu que la projection de la droite 3D L est comple`tement de´finie par
le plan d’interpre´tation (π). Le plan (π) est de´fini par le vecteur unitaire h. Soient N
points Xk (k = 1..N) appartenant a` la droite L, de coordonne´es Xk = [Xk Yk Zk]⊤
exprime´es dans le repe`re miroir. Le vecteur normal au plan d’interpre´tation (π) peut
eˆtre obtenu par le produit vectoriel normalise´ de deux points appartenant a` la droite
L :
h =
Xi ×Xj
‖Xi ×Xj‖
Soient N points xik extraits de l’image catadioptrique a` partir de la conique Ωi.
En absence de bruit de mesure, les N points xik appartiennent a` la conique Ωi. En
pratique, l’extraction de points de l’image est souvent entache´ d’erreurs de mesure.
Notons x̂ik l’ensemble de points de la conique Ωi obtenus par un algorithme de suivi
ou d’extraction de points de contour par exemple. En utilisant la transformation
projective inverse (voir chapitre 2), les rayons 3D correspondant aux points x̂ik sont
(voir e´quation (2.32)) :
X̂k = f
−1(x̂k, ξ)
ou`
x̂k = K
−1x̂ik
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A partir des rayons 3D X̂k, des vecteurs unitaires quasi-normaux au vrai plan
d’interpre´tation (π) peuvent eˆtre obtenus. Pour une meilleure estimation de ces
vecteurs, il est souhaitable de conside´rer des couplets de points e´loigne´s dans l’image.
En conside´rant les couplets de points (X̂k′ , X̂M+k′) avec M = N/2 pour N pair, et
M = around(N/2) − 1 pour N impair ou` k′ = 1..M , les vecteurs unitaires estime´s
sont :
ĥk′ =
X̂k′ × X̂M+k′
‖X̂k′ × X̂M+k′‖
Le vecteur solution ĥ le plus proche de h peut eˆtre obtenu par la re´solution du
syste`me d’e´quation des contraintes ĥk′ × ĥ = 0.
En construisant la matrice Â telle que :
Â =

[ĥ1]×
...[
ĥM
]
×

ou` [a]× est la matrice anti-syme´trique du vecteur a, la solution ĥ est le vecteur
propre associe´ a` la valeur singulie`re la plus petite de la matrice Â.
La conique estime´e Ω̂ peut alors eˆtre calcule´e en utilisant (2.47).
Notons qu’en absence de bruit de mesure, la plus petite valeur singulie`re de la
matrice A est nulle, et la solution obtenue est alors le vecteur exact h.
Annexe D
Asservissement visuel avec la
repre´sentation (ρ, θ)
Nous pre´sentons dans cette annexe le calcul de la matrice d’interaction associe´e
a` la repre´sentation (ρ, θ) de la droite polaire.
Conside´rons le vecteur s de dimension 2 contenant les deux parame`tres ρ et θ de
l’image virtuelle de la droite 3D L :
s = [ρi θi]
⊤ (D.1)
ou`
θi = arctan 2(ly, lx) et ρi = − lz√
l2x+l
2
y
(D.2)
avec lx, ly et lz sont les trois coordonne´es du vecteur li exprime´es en pixel.
En proce´dant de la meˆme fac¸on que dans le cas des coniques, la de´rive´e temporelle
du vecteur s est lie´e au torseur cine´matique du capteur catadioptrique (ou de la
came´ra virtuelle) par :
s˙ = Ls τ = Lsh Lh τ (D.3)
Dans la suite et pour simplifier les calculs, nous supposons que les pixels sont
carre´s, c’est-a`-dire que l’angle φ entre les axes du repe`re image est e´gale a` pi
2
et que
les facteurs d’e´chelles horizontal et vertical des pixels sont e´gaux (αu = αv = α). En
calculant la de´rive´e partielle du vecteur des observations s par rapport au vecteur
h, nous obtenons la matrice d’interaction Lsh :
Lsh =
√
µ2 + 1
( −ρi cos θi −ρ sin θi −f
− sin θi cos θi 0
)
(D.4)
ou` f = α(ψ − ξ) est la focale du syste`me combine´ miroir-came´ra conventionnelle et
µ = −ρi
f
(D.5)
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En combinant (D.3) et l’expression de la matrice Lh donne´e dans (4.55), nous
obtenons l’expression de la matrice d’interaction Ls :
Ls =
(
A B
)
(D.6)
ou`
A =
√
µ2 + 1
µh
(
βρ cos θiux + (βρ sin θi + fµ)uy −(δρ cos θi + fµ)ux − δρ sin θiuy
−ηθ cos θi −ηθ sin θi
µ(βρux − δρuy)
−ηθµ
)
(D.7)
et
B =
(
f sin θi − µβρ −f cos θi + µδρ 0
µ cos θi µ sin θi −1
)
(D.8)
avec
δρ = ρi cos θi
βρ = ρi sin θi
ηθ = ux cos θi + uy sin θi
(D.9)
Il est clair que le rang de la matrice d’interaction Ls est de 2. Il faut donc
au moins trois droites afin de controˆler les six degre´s de liberte´ du capteur
catadioptrique. Le calcul de la matrice d’interaction globale ne´cessite l’estimation
des parame`tres 3D ux/h et uy/h de chaque droite 3D observe´e intervenant dans
la commande des mouvements de translation du capteur catadioptrique. Dans
l’approche originale propose´e dans [Espiau 92], le signal d’erreur est de´fini dans
l’espace image normalise´. La matrice d’e´talonnage K intervient alors dans le vecteur
d’erreur (s− s∗) a` re´guler. Dans notre cas, l’e´talonnage n’apparaˆıtra que dans la
matrice d’interaction, ce qui fait que les erreurs d’e´talonnage n’affectent que la
phase transitoire et non le point de convergence.
Notons que la matrice d’interaction associe´e au vecteur d’observations
s˜ = g(K, s) =
[
ρ˜ θ˜
]⊤
de´fini dans l’espace image normalise´ (c’est-a`-dire apre`s la transformation plan-a`-plan
par la matrice K) peut facilement eˆtre obtenue en remplac¸ant dans Ls, la focale f
par la valeur 1. Nous obtenons alors :
Les =
(
λeρ cos θ˜ λeρ sin θ˜ −λeρρ˜ (ρ˜2 + 1) sin θ˜ −(ρ˜2 + 1) cos θ˜ 0
λeθ cos θ˜ λeθ sin θ˜ −λeθρ˜ −ρ˜ cos θ˜ −ρ˜ sin θ˜ −1
)
(D.10)
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ou`
λeρ =
√
eρ2+1
h
(− sin θ˜ux + cos θ˜uy)
λeθ =
√
eρ2+1
eρ h
(cos θ˜ux + sin θ˜uy)
(D.11)
Naturellement, nous retrouvons alors la matrice d’interaction obtenue avec une
came´ra conventionnelle utilise´e dans [Espiau 92].
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Annexe E
Quelques re´sultats expe´rimentaux
sur le robot carte´sien AFMA
Nous pre´sentons dans cette annexe les diffe´rents re´sultats expe´rimentaux d’une
taˆche de positionnement utilisant les lois de commande propose´es dans le chapitre
4.
E.1 Asservissement visuel catadioptrique a` partir
de points
Nous conside´rons ici des primitives visuelles de type point. Nous avons conside´re´
trois de´placements diffe´rents :
– le premier est un de´placement ge´ne´rique compose´ d’une translation t = [−20 −
30 20]⊤ cm et d’une rotation uθ = [2 35 31]
⊤ degre´s.
– le deuxie`me de´placement est une rotation pure uθ = [2 35 31]
⊤ degre´s.
– le dernier de´placement est une translation pure t = [30 − 40 10]⊤ cm.
Les re´sultats relatifs a` ces expe´riences sont illustre´s par des figures organise´es de
la manie`re suivante :
– l’image catadioptrique correspondant a` la position initiale du robot est donne´e
par la figure (a).
– la consigne ainsi que les trajectoires des points re´alise´es dans l’espace image
catadioptrique sont illustre´s par la figure (b).
– les vitesses de translation et de rotation sont donne´es par les figures (c) et (d)
respectivement.
– sur la figure (e) sont repre´sente´es les la convergence de l’erreurs conside´re´es.
E.1.1 AV2D
Les re´sultats donne´es par les figures E.1 et E.2 correspondent a` l’utilisation de
la matrice d’interaction pour les points, calcule´e respectivement a` chaque ite´ration
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et a` l’e´quilibre. Une estimation grossie`re des profondeurs des points est conside´re´e.
Comme nous le constatons sur les figures E.1(e) et E.2(e), les erreurs sur les coor-
donne´es des points conside´re´s s’annulent et donc la taˆche de positionnement est bien
re´alise´e. Cela peut eˆtre aussi ve´rifie´e a` partir des trajectoires images ou` les points
rejoignent leurs positions de´sire´es dans l’image catadioptrique.
Les de´placements en rotation pure et en translation pure font apparaˆıtre ce
couplage. Les re´sultats pour ces deux de´placements sont donne´s par les figure E.3 et
E.4 pour une rotation pure et une translation pure respectivement. Comme nous le
constatons sur les figures E.3(c)-(d) et E.4(c)-(d), le couplage entre les commandes
de translation et de rotation existe.
Quelques re´sultats expe´rimentaux sur le robot carte´sien
AFMA 203
(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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(c) vitesses de translation (m/s) (d) vitesses de rotation (rad/s)
0 50 100 150 200 250 300 350 400
−1
−0.5
0
0.5
(e) erreur sur les coordonne´es des points
Fig. E.1: Re´sultats de l’asservissement visuel 2D avec des points et en utilisant la matrice
d’interaction calcule´e a` chaque ite´ration.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
0 100 200 300 400 500
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
0.02
0.025
0 100 200 300 400 500
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
(c) vitesses de translation (m/s) (d) vitesses de rotation (rad/s)
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(e) erreur sur les coordonne´es des points
Fig. E.2: Re´sultats de l’asservissement visuel 2D avec des points et en utilisant la matrice
d’interaction calcule´e a` l’e´quilibre.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.3: Re´sultats de l’asservissement visuel 2D avec des points et en utilisant la matrice
d’interaction calcule´e a` chaque ite´ration.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.4: Re´sultats de l’asservissement visuel 2D avec des points et en utilisant la matrice
d’interaction calcule´e a` l’e´quilibre.
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E.1.2 AV2D1/2
Les re´sultats donne´es par les figures E.5 et E.6 correspondent a` la taˆche de po-
sitionnement lorsque le de´placement ge´ne´rique est effectue´, pour une matrice d’in-
teraction calcule´e a` chaque ite´ration et a` l’e´quilibre respectivement. Comme nous
pouvons le constater a` partir de ces figures, la taˆche de positionnement est re´alise´e
avec succe`s. Ces re´sultats confirme la bonne estimation de l’orientation et du rap-
port des profondeurs aux positions courante et de´sire´e, et donc de l’estimation de la
matrice d’homographie.
Comme attendu, les vitesses de rotation sont de´couple´es des vitesses de trans-
lation. En effet, la commande de l’orientation ω = −λûθ est inde´pendante des
mouvements de translation. Les vitesses de translation sont au contraire couple´es
aux mouvements de rotation.
Les de´placements en rotation pure et translation pure montrent mieux ce cou-
plage partiel. Les re´sultats sont donne´s par les figures E.7 et E.8 pour une rotation
pure et une translation pure respectivement. Comme nous le constatons a` travers
les figures E.7(c)-(d) et E.8(c)-(d), la translation est affecte´e par les mouvements de
rotation comme le montre le sche´ma de la commande 2D1/2. En revanche, la rota-
tion est inde´pendante des mouvement de translation. Ce qui fait que la commande
2D1/2 n’est de´couple´e que partiellement.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.5: Re´sultats de l’asservissement visuel 2D1/2 avec des points et en utilisant la matrice
d’interaction calcule´e a` chaque ite´ration.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.6: Re´sultats de l’asservissement visuel 2D1/2 avec des points et en utilisant la matrice
d’interaction calcule´e a` l’e´quilibre.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.7: Re´sultats de l’asservissement visuel 2D1/2 avec des points et en utilisant la matrice
d’interaction calcule´e a` chaque ite´ration.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.8: Re´sultats de l’asservissement visuel 2D1/2 avec des points et en utilisant la matrice
d’interaction calcule´e a` chaque ite´ration.
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E.1.3 AVDe´coup
Nous avons effectue´ dans premier temps, deux taˆches de positionnement pour un
de´placement ge´ne´rique, en calculant la matrice d’interaction a` chaque ite´ration et
a` l’e´quilibre. Les re´sultats sont montre´s par les figures E.9 et E.10 (matrice d’inter-
action a` chaque ite´ration et a` l’e´quilibre respectivement). Ces re´sultats confirment
donc la validite´ de la loi de commande de´couple´e propose´e. Cependant, lors d’un
de´placement ge´ne´rique conside´re´, il est difficile de remarquer le de´couplage propose´.
Notons que le de´placement en rotation seule (ou en translation seule) de´fini dans
le repe`re came´ra n’est pas pur. En effet, cela est lie´ aux erreurs d’e´talonnage du
syste`me robot/came´ra.
Comme nous le remarquons par les re´sultats dans la figure E.11, des vitesses de
translation ne sont pas nulles. Cela est vrai pour le cas ou` le mouvement est suppose´
eˆtre une rotation pure.
E.2 Asservissement visuel catadioptrique a` partir
de droites
Des re´sultats pour un de´placement ge´ne´rique en utilisant un AV2D a` partir des
droite sont illustre´s dans la figure E.13.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.9: Re´sultats de l’asservissement visuel 2D de´couple´ avec des points et en utilisant la
matrice d’interaction calcule´e a` chaque ite´ration.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.10: Re´sultats de l’asservissement visuel 2D de´couple´ avec des points et en utilisant la
matrice d’interaction calcule´e a` l’e´quilibre.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
0 50 100 150 200 250 300
−20
−15
−10
−5
0
5
x 10−3
Vx
Vy
Vz
0 50 100 150 200 250 300
−0.045
−0.04
−0.035
−0.03
−0.025
−0.02
−0.015
−0.01
−0.005
0
0.005
(c) vitesses de translation (m/s) (d) vitesses de rotation (rad/s)
0 50 100 150 200 250 300
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
(e) erreur sur les coordonne´es des points
Fig. E.11: Re´sultats de l’asservissement visuel 2D de´couple´ avec des points et en utilisant la
matrice d’interaction calcule´e a` chaque ite´ration.
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(a) trajectoire dans l’espace image (b) trajectoire de la came´ra dans l’espace 3D
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Fig. E.12: Re´sultats de l’asservissement visuel 2D de´couple´ avec des points et en utilisant la
matrice d’interaction calcule´e a` chaque ite´ration.
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(a) image initiale (b) image de´sire´e et trajectoire
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Fig. E.13: Re´sultats de l’asservissement visuel 2D avec des droites en utilisant la matrice d’in-
teraction calcule´e a` chaque ite´ration.
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Annexe F
Application d’un suivi de droite
par un robot mobile non holonome
Dans cette partie, nous montrons comment utiliser des informations fournies
par une came´ra catadioptrique pour le suivi de droites 3D par un robot mobile
non-holonome. Nous pre´sentons dans un premier temps l’objectif de la commande
dans l’espace de travail du robot. Nous reformulons ensuite le proble`me dans l’espace
image de la came´ra catadioptrique. Cette dernie`re formulation est alors exploite´ pour
construire une loi de commande base´ sur la the´orie des syste`mes chaine´s. L’approche
est finalement valide´ a` travers des simulations et des re´sultats expe´rimentaux sur un
syste`me re´el robot mobile / came´ra catadioptrique.
F.0.1 Proble´matique
Soient Fr et Fm les repe`res attache´s au robot mobile et a` la came´ra catadiop-
trique respectivement. Comme nous l’avons pre´cise´ pre´ce´demment, la came´ra cata-
dioptrique est embarque´e sur le robot mobile. Afin de simplifier les transformations
entre les repe`res Fr et Fm, l’axe optique de la came´ra (l’axe Z du repe`re Fm)
est suppose´ approximativement confondu avec l’axe de rotation du robot mobile
(ge´ne´ralement l’axe Z du repe`re Fr). La matrice de rotation entre Fm et Fr est
prise e´gale a` l’identite´. Dans ce cas, les repe`res Fr et Fm sont lie´s par une simple
translation le long de l’axe Z. Le robot mobile se de´place avec une vitesse longitudi-
nale v le long de l’axe X du repe`re Fm et d’une vitesse angulaire ω autour de l’axe
optique de la came´ra.
Soit L une droite 3D de l’espace de´finie par ses coordonne´es de Plu¨cker
[u⊤ h⊤ h]⊤ exprime´es dans le repe`re miroir de la came´ra catadioptrique. Nous sup-
posons que L est paralle`le au plan XY du repe`re Fr. Cette droite se projette en une
conique Ω dans l’image catadioptrique normalise´e.
L’objectif est de construire une loi de commande permettant de re´aliser une taˆche
de suivi de la droite 3D par un robot mobile a` une distance fixe´e (voir Figure F.1).
219
220
Application d’un suivi de droite par un robot mobile non
holonome
L’e´tat du robot peut eˆtre exprime´ par le vecteur
m =
[
xr yr θr
]⊤
(F.1)
ou` xr et yr sont les coordonne´es du centre du repe`re Fm (et Fr) par rapport a` un
repe`re 2D de re´fe´rence attache´ au sole, et θr est l’e´cart angulaire du robot mobile
par rapport a` L (l’e´cart angulaire entre l’axe X et le vecteur directeur u de la droite
L). La taˆche de suivi est re´alise´e lorsque l’e´cart late´rale yr atteint sa valeur de´sire´e
y∗r , et que l’e´cart angulaire θr est nulle (c’est-a`-dire que les vecteurs ν et u sont
paralle`les). Le vecteur d’e´tat (F.1) du robot peut alors eˆtre re´duit a` :
mr =
[
yr θr
]⊤
(F.2)
F.0.2 Formulation du proble`me dans l’espace image
Nous avons vu que l’image catadioptrique d’une droite 3D est de´finie
comple`tement par le vecteur h normal au plan d’interpre´tation. Ce plan d’in-
terpre´tation peut eˆtre obtenu a` partir du vecteur directeur u de la droite et d’un
point quelconque appartenant a` L. Notons que le vecteur directeur u∗ exprime´ dans
le repe`re de la came´ra dans sa configuration de´sire´e F∗m (c’est-a`-dire lorsque la direc-
tion de de´placement du robot est paralle`le a` la droite L) est donne´ par u∗ = [1 0 0]⊤
(voir figure F.2). Lorsque le robot n’est pas aligne´ avec la droite L, le vecteur di-
recteur u exprime´ dans le repe`re came´ra ne depend que de l’orientation θr. Par
conse´quent, u peut s’e´crire :
u =
 cos(θr)− sin(θr)
0
 (F.3)
Conside´rons un point P appartenant a` L et de coordonne´es P =
[yr sin(θr) yr cos(θr) g]
⊤ exprime´es dans le repe`re came´ra, ou` g est la hauteur de
la droite L par rapport au plan (XY ) du repe`re came´ra. Le vecteur normal au plan
d’interpre´tation peut eˆtre obtenue par h ∝ P× u et peut donc s’e´crire :
h ∝
 −g sin(θr)−g cos(θr)
yr
 (F.4)
Soit le vecteur de mesure s = [B3 B4]
⊤ contenant les deux coefficients B3 et B4
permettant de de´finir comple`tement la projection catadioptrique d’une droite 3D.
Les expressions de ces coefficients sont (se re´fe´rer a` (4.52)) : B3 =
hx
hz
B4 =
hy
hz
(F.5)
Application d’un suivi de droite par un robot mobile non
holonome 221
Fig. F.1: Taˆche de suivi
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Fig. F.2: Mode`le du robot mobile char
En utilisant (F.5) et (F.4), nous obtenons :
yr =
g√
B23 +B
2
4
(F.6)
Notons que l’expression (F.6) n’est singulie`re que lorsque B23 + B
2
4 = 0. Ceci n’est
vrai que lorsque la droite L appartient au plan (XY ) du repe`re Fm (c’est-a`-dire
que la projection catadioptrique de la droite dans l’image normalise´e est un cercle
centre´ en [0 0]⊤). En combinant les e´quations (F.5) et (F.4), l’e´cart angulaire peut
eˆtre re´e´crit en fonction des mesures images B3 et B4 :
θr = arctan2(B3, B4) (F.7)
Apre`s avoir exprime´ le vecteur d’e´tat re´duit du robot mobile dans l’espace image
normalise´e par (F.6) et (F.7), nous montrons comment construire une loi de com-
mande permettant au robot mobile non-holonome a` suivre une droite 3D.
F.0.3 Loi de commande
L’objectif est de construire une loi de commande permettant de corriger la tra-
jectoire du robot mobile pour suivre la droite 3D a` une distance donne´e. La taˆche
de suivie est alors re´alise´e lorsque la distance late´rale yr est e´gale a` une distance
souhaite´e y∗r soit lorsque ye = yr − y∗r = 0, et l’e´cart angulaire θr est e´gale a` zero.
Afin de re´aliser cette taˆche de suivi, nous avons utilise´ le formalisme des syste`mes
chaˆıne´s [Samson 95, Thuilot 02a]. Soit un robot mobile non holonome de mode`le
cine´matique tricycle. Le robot mobile est suppose´ sde de´placer sur un sol plat sans
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glissement. Le mode`le cine´matique liant l’e´tat du robot mobile et sont vecteur de
commande uc = [v ω]
⊤ s’e´crit sous la forme suivante :
x˙r = v cos θr
y˙r = v sin θr
θ˙r = ω
(F.8)
Notons que le mode`le cine´matique (F.8) peut eˆtre exprime´ directement dans
l’espace image normalise´e en utilisant la matrice d’interaction. Afin de simplifier le
calcul de la loi de commande, nous exploitons le mode`le cine´matique dans l’espace
carte´sien et nous utilisons ensuite les e´quations (F.6) et (F.7) pour exprimer la loi
de commande dans l’espace image.
La structure ge´ne´rale d’un syste`me chaˆıne´ de dimension 3 de vecteur d’e´tat
a = [a1 a2 a3]
⊤ et de vecteur de commande m = [m1 m2]
⊤ de dimension 2 s’e´crit
[Samson 91] : 
a˙1 = m1
a˙2 = a3m1
a˙3 = m2
(F.9)
En remplac¸ant la de´rive´ temporelle par une de´rive´ par rapport a` l’e´tat a1 et
utilisant les notation :
dai
da1
= a´i and m3 =
m2
m1
le syste`me chaˆıne´ (F.9) s’e´crit : 
a´1 = 1
a´2 = a3
a´3 = m3
(F.10)
Les deux dernie`res e´quations du syste`me (F.10) forment alors un sous-syste`me
line´aire. Pour que la commande late´rale puisse eˆtre inde´pendante de la vitesse v, il
faut que la variable a1, qui de´finit le changement d’e´chelle des temps, soit homoge`ne
a` la distance parcourue par le ve´hicule. Dans cette optique, il est inte´ressant de
choisir :
a1 = x (F.11)
Par souci de simplicite´, nous choisissons e´galement :
a2 = ye (F.12)
A partir des choix (F.11) et (F.12), le mode`le non line´aire (F.8) peut eˆtre converti
en un syste`me chaˆıne´ (F.9) et (F.10). Plus pre´cise´ment, on peut montrer successi-
vement que a˙1 = m1 = x˙ = v cos θr, a˙2 = v sin θr = a3m1 et donc :
a3 =
a˙2
m1
= tan θ (F.13)
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Par conse´quent, la variable a3 n’est pas de´finie pour θr =
pi
2
[π]. Enfin, a` partir
de (F.8), la variable de commande m2 est donne´e par :
m2 =
ω
cos2 θ
(F.14)
En conside´rant l’expression (F.10), on note que l’e´volution des deux variables
a2 et a3 est lie´e et consiste simplement en un double inte´grateur pilote´ par la seule
commande virtuelle m3 :
m3 = −Kda3 −Kpa2 avec (Kp, Kd) ∈ R2 (F.15)
ou` m3 =
m2
m1
= ω
v cos3 θ
.
En effet, en reportant (F.15) dans (F.10), il est obtenu :
´´a2 +Kda´2 +Kpa2 = 0 (F.16)
Si les constantes Kp et Kd sont choisies strictement positives, alors (F.16) impose
que a2 et a3 convergent vers ze´ro. Puisque a2 = ye et a3 = tan θr, ye et θr convergent
vers ze´ro e´galement et on obtient la loi de commande :
ω = −v cos3 θr(Kd tan θr +Kpye) (F.17)
Comme a1 = xr, les gains Kp et Kd imposent une distance et non plus un temps
d’e´tablissement. Ainsi, pour une meˆme configuration initiale, le chemin parcouru
par le robot mobile reste identique, quelle que soit sa vitesse line´aire. L’e´tude de
l’e´quation diffe´rentielle du second ordre (F.16) permet de fixer les gains Kp et Kd
en fonction des performances souhaite´es pour la commande late´rale.
En introduisant (F.6) et (F.7) dans l’e´quation (F.17), nous obtenons :
ω = −v cos3(tan−1 B3
B4
)
(
Kd
B3
B4
+Kp
g√
B23 +B
2
4
)
(F.18)
La loi de commande (F.18) est exprime´e en fonction des mesures images B3 et
B4, et du parame`tre 3D g. En expe´rimentation, l’estimation ĝ = ∆g · g est utilise´e.
Cependant, la loi de commande (F.18) peut s’e´crire :
ω = −v cos3(tan−1 B3
B4
)
(
Kd
B3
B4
+K ′p
g√
B23 +B
2
4
)
(F.19)
avec K ′p = Kp ·∆g. Ce qui implique qu’une mauvaise estimation de g agit sur le gain
proportionnel Kp comme un facteur multiplicateur et donc modifie les performances
souhaite´es de la loi de commande. En pratique, △g est surestime´e pour calculer les
gains de commande.
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Fig. F.3: Configuration du syste`me et trajectoire du robot
F.0.4 Re´sultats de simulation
Dans cette partie, nous pre´sentons des re´sultats de simulation de la loi de com-
mande (F.19) pour le suivi de droite 3D par un robot mobile non-holonome. Deux
types de capteur catadioptrique sont conside´re´s, un para-catadioptrique (miroir pa-
rabolique associe´ a` une came´ra orthographique) et un hyper-catadioptrique (miroir
hyperbolique associe´ a` une came´ra perspective). Nous avons conside´re´ ; pour les
deux simulations, le meˆme robot mobile (meˆme mode`le cine´matique) et la meˆme
distance souhaite´e y∗r . La vitesse longitudinale du robot mobile est fixe´e a` 0.1ms
−1
et les gains Kp et Kd sont choisis e´gaux a` 1 et 2. Les configurations spatiale de la
droite 3D a` suivre et initiale du repe`re miroir (ou robot mobile) sont donne´es par
la figure F.3. Nous avons utilise´ des parame`tres d’e´talonnage errone´s K̂ (un bruit
additif d’une valeur de ±10% sur les focales re´elles et d’une valeur de ±5 pixels
sur les coordonne´es exactes du point principal). La hauteur g est fixe´e a` 1.2 m au
lieu de sa valeur re´elle de 1 m. Un bruit de mesure, d’une amplitude de ±5 pixels,
est introduit lors de l’extraction des parame`tres B3 et B4. Comme nous pouvons le
constater sur les figures F.4 et F.5, les erreurs angulaire et late´rale sont bien re´gule´es
a` zero dans les deux cas. Notons que la convergence de ces erreurs est similaire dans
les deux cas. La trajectoire du robot mobile est donne´e par la figure F.3. Dans le cas
ou` un capteur hyper-catadioptrique est utilise´, la figure F.6 montre a` la fois l’image
initiale de la projection catadioptrique de la droite 3D (en bleu), l’image de´sire´e (en
rouge) et la trajectoire dans l’image (en vert). Des re´sultats similaires sont obtenus
lorsqu’un capteur para-catadioptrique est utilise´.
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Fig. F.4: Simulation avec un capteur para-catadioptrique
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Fig. F.5: Simulation avec un capteur hyper-catadioptrique
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Fig. F.6: Trajectoires des coniques dans l’image catadioptrique
F.0.5 Re´sultats expe´rimentaux
Dans cette partie, nous validons l’approche de suivi de droite par un robot mobile
avec une expe´rimentation re´elle. Le syste`me came´ra/robot est compose´ d’un capteur
para-catadioptrique, grossie`rement e´talonne´, monte´ sur le robot mobile Pioneer 2.
Le capteur catadioptrique est place´ de manie`re a` ce que l’axe de rotation du robot
et l’axe optique de la came´ra soient grossie`rement aligne´s (voir figure F.7). Le but
de la taˆche, comme nous l’avons de´crit pre´ce´demment, consiste a` amener le robot
paralle`lement a` une droite 3D de re´fe´rence a` une distance souhaite´e. La droite de
re´fe´rence est repre´sente´e par les plinthes (voir figure F.7). La projection catadiop-
trique des plinthes a` la position initiale du robot, est un cercle donne´e par la figure
F.8(a) en vert. Lorsque la taˆche de suivi est re´alise´e, l’image des plinthes co¨ıncide
avec le cercle, issu de la projection des plinthes a` la configuration de´sire´e du robot,
donne´e par la figure F.8(b) en rouge. La hauteur g utilise´e dans la loi de commande
(F.19) est mesure´e a` l’œil nu (ĝ = 1.5 m). Pour une distance d’e´tablissement choisie
e´gale a` 1 m, les gains de commande Kp et Kd sont e´gales a` 20 et 9. Comme nous
l’avons pre´cise´ dans les expe´riences pre´ce´dentes, le suivi des coniques dans l’image ca-
tadioptrique a` partir des portions de conique n’est pas trivial. Cependant, les images
de droite obtenues par le capteur utilise´ sont des cercles. Dans ce cas, des algorithmes
stable pour l’extraction de cercle peuvent eˆtre utilise´ [Barreto 03a, Fitzgibbon 99].
Dans cette expe´rimentation, le cercle (image de plinthes) est suivi en utilisant VISP
[Marchand 05]. Les parame`tres du cercle sont donc utilise´s pour calculer la loi de
commande (F.19). Les figures F.9(a) et F.9(b) correspondant aux erreurs late´rale et
angulaire confirment que la taˆche de suivi est correctement re´alise´e.
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Fig. F.7: Robot mobile Pioneer 2 e´quipe´ d’une came´ra catadioptrique
(a) (b)
Fig. F.8: (a) Image initiale, (b) image de´sire´e
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Asservissement visuel en vision omnidirectionnelle
Ce travail de the`se s’inscrit dans le domaine de la vision pour la robotique. Plus pre´cise´ment, nous
nous sommes inte´resse´s a` l’exploitation du champ de vu des came´ras panoramiques dans le cadre
de l’asservissement visuel. En effet, l’asservissement visuel consiste a` inte´grer des informations
issues d’une ou de plusieurs came´ras, dans la boucle de commande des syste`mes robotiques.
Les approches classiques d’asservissement visuel sont base´es sur la re´gulation a` ze´ro du signal
d’erreur entre les mesures visuelles courantes et de´sire´es. Lorsque la configuration souhaite´e est
tre`s e´loigne´e de la configuration initiale, les informations visuelles peuvent sortir du champ de
vu de la came´ra. L’utilisation d’une came´ra panoramique permet naturellement de re´duire les
sorties de champ de vu. Nous proposons, a` cette fin, des outils ade´quats pour la mode´lisation
ge´ome´trique et cine´matique des informations extraites de l’image panoramique. Nous pre´sentons
dans un premier temps les me´thodologies pour obtenir une transformation homographique a`
partir des images panoramiques d’un ensemble d’informations visuelles de types point et droite.
Nous montrons e´galement qu’il est possible d’utiliser les droites polaires associe´es aux droites
projete´es (des coniques) pour proce´der a` une simple estimation du point principal et de la` a`
une reconstruction projective. Ensuite, nous pre´sentons des sche´mas de commande qui utilisent
des informations visuelles de natures 2D (asservissement visuel 2D) et mixte (asservissement
visuel hybride). Les nouvelles approches hybrides que nous proposons permettent de de´coupler
comple`tement les vitesses de translation de celles de rotation. Les sche´mas de commande propose´s
(2D et hybrides) ont e´te´ valide´s en simulation et sur un robot carte´sien a` 6 degre´s de liberte´. Nous
pre´sentons e´galement une approche de commande de robot mobile non holonome pour le suivi de
droite a` partir des mesures extraites des images panoramiques.
Mots-Clefs : Vision panoramique, Asservissement visuel, Ge´ome´trie de deux vues, Primitives
point et droite
Visual servoing with omnidirectional vision
This thesis is concerned with robot vision. More precisely, we are interested in the integration of
panoramic camera in visual servoing. Visual servoing consists in controlling a robotic system by
using information extracted from images acquired by one or more cameras. Classical approaches
are based on the regulation to zeros of an error function computed from the current and desired
measurements. Using such approaches, it is not obvious to insure that the object of interest remains
in the camera field of view. To resolve this dificiency, we propose to couple omnidirectional cameras
to visual servoing. In order to design suitable control schemes, appropriate tools for geometrical
and kinematical modelling of features extracted from the panoramic images have been developped.
Dealing with geometrical modelling, relationships between imaged points and/or lines in two views
have been exploited to estimate a generic homography matrix valid for the entire class of central
cameras. The homography matrix can then be decomposed to achieve partial 3D reconstruction.
Two class of visual servoing schemes with omnidirectional cameras have been explored, namely
2D visual servoing and hybrid visual servoing. In particular, a new hybrid approach allow to fully
decouple rotational motions from translational motions. The proposed control schemes (2D and
hybrid) had been validated throught extensive simulations as well as experimental results obtained
with a mobile robot and a 6 -DOF robotic arm in eye-in-hand configuration.
Keywords : Panoramic Vision, Visual servoing, Two views geometry, Point and line features
