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Abstract-A Toeplitz transformation of a class of sequences is considered, in which the 
coeflicients are multiples of shifted Jacobi polynomials, and depend upon a parameter. When 
the parameter is equal to + 1, the transformation is not regular and is best applied to monotonic 
sequences [6]. When the parameter is equal to - 1, the transformation is regular, and best applied 
to alternating sequences. In general, the transformation yields rational approximations. In the 
particular case of a logarithmic series, the rational approximations are precisely the [n, n] Padt 
approximants; a particular case of a result of Luke 121. Numerical examples are given, and errors 
estimated. 
1. INTRODUCTION AND SUMMARY 
We consider a sequence {sn(x)), where 
Oc Ck(X) 
s,(x) = s(x) +xn c -, 
k=l In +Ylk 
and its Toeplitz transformation (t,(x)}, where 
f,(X) = f P”k(X)Sk(X), 
k=O 
the ,.&k(x) being chosen so that. 
fo--S(X)=o[[n +;,.,,l. 
(1.1) 
(1.2) 
(1.3) 
To this transformation we assign the name Jacobi, the coefficients being multiples of the 
coefficients of the shifted Jacobi polynomials P,*(y-‘~o)(t). 
In Section 2, we consider the case x = 1 (called type A), when the transformation is most 
suited to monotonic sequences. This case has been considered by Wimp [6], who showed that 
the transformation is not regular, and found a bound for the error It, - s/ when /c,,l5 p”m, 
where {m,} is a non-increasing positive sequence. 
The method is then applied in Section 3 to the example {s, = xi,, l/k*}, whose 
coefficients do not satisfy the inequality just mentioned; and an estimate of the error 
obtained. It is found, in general, that a sequence of form (1. l), with x = 1, which is 
eventually monotonic, is transformed into a sequence which is eventually alternating. 
In Section 4, the case x = - 1 is considered. The transformation (called type B) carries 
a sequence which is eventua!ly alternating into one which is eventually monotonic. Further- 
more it is totally regular. A numerical example is considered in Section 5. 
In section 6, we considere the transformation in general (type X), and show how it may 
be used to obtain rational approximations. As an example, a logarithmic series is considered 
in Section 7, and it is found that the Jacobi transformations are precisely the [n, n] Pade 
approximants; a special case of a result of Luke ([2], Chap. XIII). The value of the error is 
also obtained by direct calculation when 1x1 < 1. 
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2. MONOTONIC SEQUENCES 
Let 
s,=a+ f_ A 
k=l b +Ylk 
(2.1) 
be the nth member of a real bounded sequence (s,,}, n = 0, 1,2,3,. . .; where y > 0, and 
[nJk = n(n + l)(n + 2) . . . (n + k - 1). When n is sufficiently large, the sequence becomes 
monotonic. Let I&), where 
61 = i &ksk, 
k=O 
(2.2) 
be a Toeplitr transformation of the sequence {s”}, where the coefficients j+,, satisfy the 
following equations: 
k,,&=’ 
wherep=1,2,3 ,..., n;andp,,=O,k>n. 
The coefficients p, have been chosen so that 
&=a +o(,n +;I.,,). 
Equations (2.3) reduce to 
wherep=0,1,2,... i (n - 1); end .k 5 n. It follows that 
p"k = 
(- lYek[k + ~1, n 
n! 
0 
k 
where k = 0, 1,2, . . , n, whence it is easily seen that 
n 
1 &kt 
k=O 
k+Y-1 =_+,“(~“t’-‘(r - 1)“) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
where 
pn*(=Jyt) = PF@(2t - 1) (2.8) 
and Plp.B’(x) is the Jacobi polynomial of degree n. 
Thus the fink are the coefficients of a shifted Jacobi polynomial. In particular, when 
y = 1, the polynomial P,+(‘-‘) (t) is the shifted Legendre polynomial P,(2t - I). 
The transformation defined by (2.6) has been applied to sequences of the form (2.1) 
by Wimp (161, p. 4) when (ckl I p kmk, where {mk} is a non-increasing sequences, from which 
a bound for It,, - al is obtained. 
In Section 3, a particular example will be considered in which the c, increase more 
rapidly, and an estimate of the error obtained. 
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We shall refer to the transformation defined by (2.2) and (2.6) as a Toeplitz-Jacobi 
transformation of type A, and denote it by writing 
t, = JAG Y ). (2.9) 
Substituting (2.6) in (2.2), and using (2.1) and (2.3), it is found that 
&=a+(-1)” f Cn+p+l n+P ( > p=Ob+dz+,+~ P . (2.10) 
When n is sufficiently large, the sequence {f,,} becomes alternating. In particular if 
ck > 0, k = 1,2, 3, . . . , the sequence {t”} is alternating from the beginning. 
A transformation is called (totally) regular ([l], p. 43; [7], p. 184) if it carries every 
convergent sequence onto a convergent sequence with the same limit. One of the necessary 
and sufficient conditions is the lim ,!‘,,k = 0 for each value of k. But 
n-a0 
pn, = (- l)“([y + l],)/n!)n, whence it follows that the Jacobi transformation of type A is not 
regular. 
The value of some of the coefficients pPq of type A are shown in Table 1 for y = 1. These 
are the coefficients of the shifted Legendre potynomial P,(2t - 1). The negative signs 
(shown in brackets) should be employed. When calculating transforms for large values of 
n, care must be exercised in retaining as many digits as possible, as has been pointed out 
by Wimp (PI, P. 5). 
3. EXAMPLE OF A MONOTONIC SEQUENCE 
Let 
s,= f l/r*. 
--s,= l/(n l)*. 
. 
1. Values Jacobi coefficients (types A and B) y = 1 
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Expanding l/(n + l>* as a series of inverse factorials, we obtain (by induction) 
1 -7=$o[n +,yii2. (n + 1) 
Using the result 
-k 
[n + Ilk+, 
we find that 
s, = a - If (k -*)! 
k=, [n + ll&’ (3.5) 
(3.3) 
(3.4) 
Comparing (3.5) and (2.1), it follows that 
y = 1 and c, = (k - l)!/k, k = 1,2,3, . . . (3.6) 
The convergence of the series (3.3) and (3.5) follow from the ratio test. Substituting (3.6) in 
(2.10) it is found that 
tn-- =(-l)“i$Jn + l].i”,+~~‘l,  l)(n p’q 
Again the convergence of the series follows from the ratio test. 
The values of s,, - a and t, - a may be estimated as follows: 
I 
[ 
1 
1+- 
2! 1 
Ct-S”=- 
n+l 2(n + 2) + 3(n + 2)(n + 3) + f . . < - n+l [ 
I,;+;+ 
Thus 
A 
a--s,=A. 
n+l 
where 1 < A, < rc2/6. 
Again 
. . 
(3.7) 
. . 1 
(3.8) 
(3.9) 
1 (n!)Z 
(-1)n+‘(tn-a)=(2n+1)! [ 
1 (n + l)* (n + l)*(n + 2)’ 
n+l+(n+2)(2n+2)+(n+3)(2n+2)(2n+3)2!+ .“I 
whence 
t, - a (3.10) 
for large values of n, where Stirling’s formula has been used. Numerical results are shown 
in Table 2. 
It is possible, of course, to estimate a using the series (3.5), and giving n particular values. 
Indeed this is the method employed by Nicole (17 17) and Stirling (1730) (see [4], p. 368; [5], 
p. 142). For example, when n = 4, and seven terms of the series (3.5) are used, it is found 
that c1 = 1.644889. However, in the application of the method outlined here, it may not be 
convenient o find all the coefficients in (3.5), nor is it necessary to do so. 
It should be added that while (3,) is given in Table 2 from n = 1 to 6, the transform t, 
has been obtained by applying the coefficients pRk from Table 1 with n = 0 to 5. 
One-parameter Jacobi transformations of sequences 725 
Table 2. s, = i l/r2+z2/6 = 1.644934 = CI 
,=, 
‘I sn-a/a0 6 n srl 53 ltn-alObs~*10 61 It,-+106 
est. from (3.10) 
11 1 
2 1.25 1.5 283823 21733 53232 
3 1.361111 1.666667 221323 6045 11943 
4 1.423611 1.638889 181323 2288 3197 
5 1.463611 1.647222 153545 1045 943 
6 1.491389 1.643889 133137 542 296 
Notes 
1. The 'nk from Table 1 have been applied to {s,j as though the 
sequence ran from so to s5 . 
2. Ihe value of a can be obtained from (3.5). For example when 
n-4 , it IS found that a - 1.644889, where w terms of the 
series have been taken into account. 
A comparison of Table 2 with ([3], Table 3, p. 165) shows that Wynn’s p-algorithm 
gives the best approximations in this example, followed by Salzer’s method (Method A of 
[3]), and the Jacobi method of type A, in that order. 
As has been indicated, the resulting sequence {t,} is an alternating sequence (omitting 
the first term). When the A2-method is applied to the last three values in the column t, 
(Table 2) the result is 1.644 841; the Euler (Bernoulli) method yields 1.644 306. In virtue 
of (2.10) and (3.7) it would appear that the A2-method is to be preferred in this case. 
Let 
4. ALTERNATING SEQUENCE 
n (-1)’ 
Table 3. s, = 1 -=+-h2=0.693147 
,,ok+l 
n 9 t 
n n 
0 1 1 
1 0.5 0.666 667 
2 0.833 333 92 308 
3 0.583 333 3 122 
4 0.783 333 46 
5 0.616 667 0.693 147 
(4.1) 
Note:. Once a digit has arcained a stationary 
vslue, it is omitted until the last line. 
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be the nth member of a real bounded sequence, n = 0, 1,2,3, . . .; y B 0. When n is 
sufficiently large the sequence becomes alternating; if ck > 0 for all values of k, the sequence 
alternates from the beginning. Let 
n 
tn = c &ksk, 
k=O 
where 
and 
Equations (4.3), reduce to 
whence we find that 
i (-l)kbk=o 
k=O [k+ylp ’ 
p = 1,2,3, . . . , n. 
2 (-l)k/&k =. 
k=o@ +Y +P) ’ 
p=o,1,2 ,...) (n-l), 
= 0 k > n, 
where 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
Thus we can write 
i &ktk = p~-LO)(1 + 2t) = p;cY-LOyt) (4.7) 
k=O 
where PzCy - ‘*O)(x) is a shifted Jacobi polynomial. In particular, when y = 1, 
P*(O*O)(x) = P,,(l + 2t); a shifted Legendre polynomial. We may call the transformation 
dkned by (4.2) and (4.5) a (Toeplitz) Jacobi transformation of type B, by writing 
t, = J&.; Y). 
To show that the transformation is (totally) regular, it suffices to show that lim pnk = 0 
n-m 
for each k ([8], p. 184; [3], p. 43); for the condition Xix0 j&k = 1 is satisfied. Let 
. 
(4.8) 
Then 
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lirn R”+,(k’ ’ ---=- 
n-co R,(k) 4 
whence 
lim R,(k) = 0. 
n-m 
But 
c(nk = /1,&(k) < R,(k), 
in virtue of (4.3),. 
Thus 
lim &k = 0. 
n-ao 
This result also follows from Lemma 2 of Wimp ([l/1; p. 3). 
The rate of convergence of {f,,> may be obtained by substituting (4.5) and (4.6) in (4.2), 
and using (4.1). 
It is found that 
?“-a =A.pzorn ;;;y n+p ( > np+l P (4.9) 
Thus the transformation carries sequences of the form (4.1) which are eventually 
alternating, into sequences which are eventually monotonic. 
That the rate of convergence of the transform of an alternating sequence (4.2) is 
considerably greater that that of the corresponding monotonic sequence, (2.1), may be seen 
by comparing (2.10) and (4.7). The ratio of the rates is A,, which in the case y = 1 is given 
by 
n 2 
=nQnmkm , 
0 k b m 
where k, is the integer satisfying 
n- d n+l sk,<------ 
J J-2-UP 2+1 
(4.10) 
(4.11) 
and 2 c b c 4, when n 2 4. 
The result in (4. 1O)2 is obtained by taking out the greatest erm in (4. lo), and noting that 
the remaining terms converge more rapidly than two geometric series with common ratio i. 
The values of the coefficients P,,~, for the case 7 = 1, are shown in Table 1. All coefficients 
are positive, and each row must be divided by its sum, C,. 
A numerical example will be considered in the next section. 
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5. EXAMPLE OF AN ALTERNATING SEQUENCE 
Let 
n (-1)’ 
s,= I- 
p=oP + 1 
(5.1) 
whence 
S”_S”_, =s. 
Let 
u, = (- I)?,. 
Then 
1 
u,+u,_,=-~ 
n+l 
Let 
m b, vn = E, [nlk. 
After some calculation we find that 
1 3 1 3 
v”=2n-4n(n+l)+4n(n+l)(n+2)-8n(n+l)(n+2)(n+3)+ “” (5.2) 
whence 
3 1 2 
4n(n+1)+4n(n+l)(n+2)-8n(n+l)(n+2)(n+3)”’ ’ 1 
(5.3) 
The results are shown in Table 3. The sequence {a> is monotonic and converges rapidly. 
Comparing Table 3 with ([3], Table 4, p. 165) it appears that in this example the Jacobi 
method.of type B is comparable to Method B of [3], and that both are slightly superior to 
Chebyshev’s method and markedly superior to all the other methods mentioned. 
At first sight, it may seem appropriate to use a combination of transformations of type 
A and B. For example, the sequence {f”}, t, = J,&,; y), in the example of Section 3 (Table 
2) is alternating. However, when the transformation of type B is applied to (f”>, the resulting 
sequence converges less rapidly; a consequence of the fact that (3.7) is not of the form of 
(4.1). 
6. SEQUENCES WITH A PARAMETER 
Consider a sequence of which the n th member is 
m Ck(X) 
sn=a +X’k;, [n +y]k’ 
where ck(x) is independent of n. 
Let 
(6.1) 
6, = f &kSkt 
k=O 
(6.2) 
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where 
i i&k= 19 
k=O 
k 
k$ofi=o. 
where 
and 
P =1,2,3 ,..., n; 
i&k = O, k > n. 
The second set of equations of (6.3) reduces to 
where 
whence we find that 
p=O,1,2 ,..., (n-l) 
pk_w-k 
n - X[Y + kin An(x) 
where 
,, (- l>“-k[r +kl, 
Mx)l-’ = c 0 ; 
k=O xkn! 
[ 
D/b Y+n-‘O, - I)“] = 
n!yY-’ I 1 =- x 
= p,*“-Lyl/x)= pj;i-LO) ( > 1-2 . 
Substituting (6.5) and (6.6) in (6.2) we obtain 
t,-u = 
(- lJyfo [:y;;“:’ (” cp) 
n+ +I 
per-1.0) 
2 . 
” ( > 1 __ X 
(6.3) 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
When S,(X) is a polynomial of degree n in x, it follows from (6.2), (6.5) and (6.6) that the 
sequence (t,(x)} provides rational approximations to s,,(x). An example will be considered 
in the next section. 
The transformation defined by (6.2) (6.5) and (6.6) may be called a (Toeplitz) Jacobi 
transformation of type X. We write 
t,(x) = J&,(x); y). (6.8) 
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Clearly, when x = 1, we obtain the Jacobi transformation of type A suitable for 
application to monotonic sequences, as considered in Sections 2 and 3; and when x = - 1, 
the transformation of type B, suitable for alternating sequences, as considered in Sections 
3 and 4. 
7. THE PAD6 APROXIMANT 
Padt approximants for a generalised exponential function 
E(x) = *F, 1, a; p + 1; -f 
> 
have been found by Luke ([2], Chapt. XIII) using the r-method. Here we consider a 
particular case, logarithmic series, and show directly that the [n, n] Pad& approximant is 
given by J&,(x); y). The error term is also found by direct calculation. 
Let 
s,_,(x)= i: -x- 
I= IY+’ 
where we may call 
L,(x) = -5 + - x2 x3 + - 
y+l y+2+y+3 
. . . a, logarithmic series. (7.2) 
(7.1) 
When 0 < x < 1, it is easily verified, comparing with’j? x’/(r + t) dt, and integrating succes- 
sively by parts, that 
s,(x) = a + x” 
[ 
a,(x) a*(x) - 
y+n+(y+n)(y+n+l)+ **. 1 * 
Let 
where 
t,(x) = i P”k(Xbk(X) 
k-0 
where p&(x) are defined in (6.5). 
Now let 
PkXk 
[n, n] = q- 
c qkxk 
k-0 
(7.3) 
(7.4) 
(7.5) 
(7.6) 
is the (n, n) Padi approximant to L,(x). 
Equating the coefficients of corresponding powers of x in (7.5) we see that 
PI =o 
----------- 
(7.7a) 
p, =40 
Y+l 
(7.7b) 
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% 91 p*=- - 
y+2+q+1 
-_------------ 
% 91 
P” = - y+n+y+n-1 
qn-1 
+ ... +--. 
Y+l 
()= % 41 - 
y+n+1+p+n 
+ . . . ; qn-1 ; qf# 
y+2 y+l 
(7.7c) 
o= q” 41 
y+n+2+y+n+1 
+ . . . ..+4n_1+& 
y+3 y+2 
--______________ 
ll$&+;;_l+ . . . +,,“lr;,+&. 
The n homogeneous equations (7.7~) satisfied by qo, ql, . . . , q,,, are precisely those of (6.4) 
satisfied by P,,~x~. Thus we can write 
qn-k = B(xhwk 
= B(x)[y + k + 11, 
0 
; (- l)k. 
(7.8) 
The constant of proportionality B(x) is determined by the condition (6.2),, namely 
ZiEo p,k = 1, yielding 
B(x) = k=O. 
X" 
Now 
h = kio &ksk 
X 
= Pno- 
Y+l 
------------------- 
[ 
-% + 
X2 xr+l 
+ Pm -+ . . . + 
y+l y+2 y+r+l I ------------------- 
[ 
X+- x2 + 
X”+l 
+ Pm y+l y+2 
. . . + 1 y+n+l . 
Summing the r.h.s. of (7.10) diagonally, we obtain 
(7.9) 
(7.10) 
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+ + PnIX I Pn2-Y2 I . . . ) Pd” 
[ ;1+1 7+2 ;‘+n 1 
1 /J"2X2 +- [ P"Pn h-Y3I . +x S’+1+y+2 g+n-1 1 
1 Pu,3X2 +-- - [ x y+l + /44x4 + y+2 ...+,:s,] 
------------------ 
1 P""X" +--. 
X [ 1 n-’ y+l 
It follows from (7.8) and (7.9) that 
Substituting (7.12) in (7.7b), and comparing with (7.1 l), it follows at once tha 
(7.11) 
(7.12) 
f PkXk 
t, = + = [n, n]. (7.13) 
c qkXk 
k=O 
Thus we have shown that the Jacobi transform of type X of the logarithmic series (7.2) 
is precisely the corresponding (n, n) Pad& approximant. 
The error may be obtained by writing 
where L,(x) = s(x). 
Then 
b(X) = i &kSk(X) 
k=O 
=s(x)_ f p i hxq 
p=2 q=oY +P +q 
(7.14) 
(7.15) 
‘S(X) - f x” i hXP 
p=n+2 q=oY +P +q 
in virtue of (6.4), provided that 1x1 < 1. 
Substituting (6.5) in (7.15),, and summing the coefficients of like powers of x, it is found 
after a short calculation that 
s(x) = t,(x) + 
x”+2;o[y .6pzp21.*, 
WY - 19 o),,,.l, 
(7.16) 
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