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Big Data and Supply Chain Management: A Review and Bibliometric Analysis  
  
Abstract  
As Big Data has undergone a transition from being an emerging topic to a growing research area, it 
has become necessary to classify the different types of research and examine the general trends  
10 of this research area. This should allow the potential research areas that for future investigation to 11  
 12  be identified. This paper reviews the literature on ‘Big Data and supply chain management (SCM)’,  
13  
 14  dating back to 2006 and provides a thorough insight into the field by using the techniques of  
15  
 16  bibliometric and network analyses. We evaluate 286 articles published in the past 10 years and  
17  
18 identify the top contributing authors, countries and key research topics. Furthermore, we obtain  
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19 and compare the most influential works based on citations and PageRank. Finally, we identify and 20  
21 propose six research clusters in which scholars could be encouraged to expand Big Data research 22  
 23  in SCM. We contribute to the literature on Big Data by discussing the challenges of current  
24  
25 research, but more importantly, by identifying and proposing these six research clusters and future  
26 research directions. Finally, we offer to managers different schools of thought to enable them to 27  
 28  harness the benefits from using Big Data and analytics for SCM in their everyday work.  
29  
30  
 31  Keywords: Big Data; Supply chain management; Bibliometric analysis; Network analysis  
32  
 33    
34  1. Introduction 35  
 36  What is Big Data? And why is it significant for academics and professionals to study this concept?  
37  
 38  There are several definitions of Big Data which might not be universally accepted (Mayer- 
39  
 40  Schonberger and Cukier 2013; Song et al. 2016). As the name itself suggests, ‘size’ was conceived  
41  
42 as its main characteristic. But later on, Gartner Inc. observed that size may not be the only criterion  
43 to adjudge ‘data’ as ‘Big Data’. Big Data has been identified by both Gobble (2013) and Strawn 44  
45 (2012) as being very important for innovation the “fourth paradigm of science” (p.34) respectively. 46  
 47  According to McKinsey & Co., Big Data is “the next frontier for innovation, competition and  
48  
49 productivity”. McAfee and Brynjolfsson (2012) viewed Big Data as an approach that transforms  
50 decision making processes by enhancing the visibility of firms’ operations and improving the 51  
52 performance measurement mechanisms. In this regard, Brown et al. (2011) claimed that the logic 53  
 54  behind these facts lies in the capability of ‘Big Data’ to change competition by “transforming  
processes, altering corporate ecosystems, and facilitating innovation” (p.3). Not only does Big Data  
influence competition and growth for individual companies, but it also enhances productivity, 
innovation, and competitiveness for different sectors and economies.   
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Hence, the study of Big Data is significant because Big Data has the ability to transform entire 
business processes. A firm’s competitive advantage could depend on its ability to extract Big Data 
and analyse it to gain business insights (Wong 2012) and outperform its competitors (Oh et al.  
2012). In this regard, McKinsey and Company claimed that “collecting, storing, and mining Big  
10 Data for insights can create significant value for the world economy, enhancing the productivity  
11 and competitiveness of companies and the public sector and creating a substantial economic 12  
13 surplus for consumers ” (Manyika et al. 2011: p. 1). It has also been pointed out (Bozarth et al 14  
 15  1998; Tsai et al 2013) that firms can identify the preferences and needs of customers by taking  
16  
 17  advantage of Big Data derived from loyalty cards and social media. With regards to social media,  
18  
19 a leading eyeglasses manufacturer, SPEC, collects and analyses Big Data from social media (i.e.,  
20 tweets, Google, Facebook, etc.) to generate new product ideas (Tan et al., 2015). Further, Thibeault 
21  
22 and Wadsworth (2014) noted that on Facebook, around 10 billion messages including photos and 23  
 24  videos are sent per day, the “share” button is clicked 4.5 billion times and 350 million new pictures  
25  
26 are uploaded each and every day. By utilizing the hidden value of Big Data, retailers can increase  
27 their operating margins by 60 percent (Werdigier 2009). While huge assets and time are invested 28  
29 in creating Big Data platforms and technologies, it offers extensive long-term benefits related to 30  
 31  the achievement of competitive advantage (Terziovski 2010).  
32  
33  
34 Big Data has potential value that is yet to be explored. In 2011, research by Oxford Economics  
35 found that only 25% of industry executives were of the belief that in the next five years the 36  
37 manufacturing sector would be highly impacted by digital transformation. Nonetheless, it has been 38  
 39  observed that “every manufacturer has an unbelievable amount of data that is never put to use.  
40  
41 They are literally drowning in it, and when they begin to gather it, analyse it and tie it to business  
42 outcomes, they are amazed by what comes out” (Records and Fisher 2014: p. 2). Manyika et al. 43  
44 (2011) estimated that US health care may benefit by 300 billion dollars a year by using Big Data 45  
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46 creatively and effectively to drive efficiency and quality.  Exploitation of personal location data 47  
 48  across the world can generate a commercial value of 600 billion dollars annually (Davenport and  
49  
50 Harris 2007; LaValle et al. 2011). The significance of Big Data can be realized from the fact that it  
51 was regarded as the national priority task in supporting healthcare and national security by the 52  
 53  White House in 2010 (Mervis 2012).  
54  
Applications of Big Data have been seen in diverse fields including medicine, retail, finance, 
manufacturing, logistics, and telecommunications (Feng et al. 2013).  Researchers (Chen et al. 2012; 
Fosso-Wamba et al. 2015; Dubey et al. 2015; Wang et al. 2016; Song et al. 2016) have endeavoured 
to explore different dimensions of Big Data and capture the potential benefits to supply chain 
management (SCM). It is important for supply chain managers to understand the role of Big Data 
in enhancing the efficiency and profitability of a firm. The senior solutions principals for HCL 
Retail and CPG Consulting Practice claim the information provided by Big Data can maximize 
productivity, collaboration, speed and visibility and improve relationships with supply chain  
stakeholders (SC Digital, 2014). Schoenherr and Speier-Pero (2015) have identified several benefits  
10  
11  of Big Data and predictive analytics on supply chain performance.  12  
13 In recent years, scholars (Sagiroglu and Sinanc 2013; Fosso-Wamba et al. 2015; Gandomi and 14  
 15  Haider 2015; Khorheh et al. 2015; Wang et al. 2016; Mishra et al. 2016a, 2016b) have reviewed the  
16  
 17  literature on Big Data. While these studies have been able to provide insight into the field through  
18  
19 structured reviews and classification into future research themes, apart from Mishra et al. (2016a;  
20 2016b), they have not used additional analyses such as bibliometric and network analyses that could 
21  
22 help in identifying the established and emerging areas of research. The papers by Mishra and 23  
 24  colleagues have used bibliographic and network analyses, but focused on either Internet of Things  
25  
26 applications or concepts, trends and challenges of Big Data, rather than upon SCM applications,  
27 which is the focus of this paper. Therefore, the analyses in this work are important – no matter if  
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28  
29 Big Data is still in its infancy – to provide the reader (i.e. academician and/or practitioner) with an 30  
 31  overview of the current state of the field with regards to authors, countries, and topics and areas;  
32  
 33  and to suggest emerging clusters and encourage researchers towards collaborating and further  
34  
 35  expansion of the knowledge of the field.    
36  
37 Therefore, to address the SCM area, this paper (i) reviews the literature on ‘Big Data and supply 38  
 39  chain management’, dating back to 2006; (ii) provides a thorough insight into the field by using  
40  
41 the technique of bibliometric and network analysis and by evaluating 286 articles published in past  
42 10 years, and identifies top contributing authors, countries and key research topics related to the 43  
44 field; (iv) obtains and compares the most influential works based on citations and PageRank; and 45  
 46  (v) identifies and proposes six established and emerging research clusters which would encourage  
47  
 48  scholars to expand research on Big Data and SCM.  
49  
50 In this study, bibliometric tools were used to thoroughly review the publications on Big Data and 51  
52 SCM. Initially, we obtained 7868 articles which were further filtered to obtain 286 articles 53  
 54  containing the most influential works and researchers.  The findings of this study offer additional  
insights on the current state of the field and highlight potential future research directions. In the next 
section, we review the literature on Big Data and SCM followed by the research methodology.  
Then, we present a thorough analysis using rigorous bibliometric tools. The paper ends with conclusion, 
limitations and future research directions.   
  
2. Review of the literature on Big Data and supply chain management  
In this section we report on the literature by discussing Big Data and its characteristics followed  
10  by its role and applications in SCM.  11  
 12    
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 13  2.1 Big Data  
14  
15 Although the term ‘Big Data’ is ubiquitous these days, its origin dates back to mid-1990s.  Diebold 16  
 17  (2012) noted that the term “Big Data . . . probably originated in lunch-table conversations at Silicon  
18  
 19  Graphics Inc. (SGI) in the mid-1990s, in which John Mashey figured prominently” (p. 5).  The  
20  
21 popularity of Big Data can be attributed to the fact that this topic was Google-searched 252,000  
22 times in November 2011 (Flory 2012) and then reached the impressive number of 801,000,000 23  
 24  hits in October 2015 (Mishra et al. 2016b). McKinsey Global Institute (2011) defined Big Data as  
25  
 26  the “datasets whose size is beyond the ability of typical database software tools to capture, store,  
27  
28 manage and analyse” (p. 1). This definition is not confined to data size, since data sets will increase  
29 in the future. It highlights the necessity of technology to cope up with the rapid growth in available 
30  
 31  data. Other characteristics have been put forward to define the Big Data concept (Mishra et al.  
32  
 33  2016b) and these will be reviewed below.   
34  
 35    
36  
 37  2.2 Big Data characteristics  
38  
39 Volume reflects the magnitude of data, which has increased drastically in the past few years. The 40  
41 size of Big Data may vary from multiple terabytes to petabytes. Fosso-Wamba et al. (2015) 42  
 43  provided a definition of volume as “the large amount of data that either consume huge storage or  
44  
45 entail of large number of records data” (p. 3). As the amount of data crossing the internet per  
46 second has increased tremendously, firms have an opportunity to work with many petabytes of 47  
48 data in a single dataset. In SCM, high volume data may relate to, for example, data from RFID and 49  
50 other types of sensors used for identification and transportation of products/components, cell 51  
 52  phone GPS signals, and purchase transaction records.  For example, in Walmart it is estimated that  
53  
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54 more than 2.5 petabytes of data every hour is collected from customer transactions (McAfee and Brynjolfsson 2012).   
Variety refers to the “structural heterogeneity in a dataset” (Gandomi and Haider 2015: p. 138). In the 
work of Russom (2011a, b), variety in Big Data is defined as when the “data generated from greater 
variety of sources and formats contain multidimensional data fields” (Fosso-Wamba et al., 2015: p. 3). 
Firms are using various types of data; structured, semi-structured, and unstructured. Structured data 
refers to the tabular data available in spreadsheets and amounts to only 5% of all the existing data 
(Cukier 2010) whereas, unstructured data is more plentiful in the form of text, images, audio, and 
video. A continuum between these two types of data is referred as semi- 
structured data which does not follow any particular standards. A classic example of semi- 
10  
11 structured data is Extensible Mark-up Language (XML) which is used for exchanging data on the  
12 internet. As an example in SCM, Tata motors analyses around 4 million text messages every month 
13  
14 ranging from product complaints and service appointment reminders to new product 15  
 16  announcements and customer satisfaction surveys (Fosso-Wamba et al. 2015).  
17  
18  
19 Velocity refers to the “rate at which data are generated and the speed at which it should be analysed  
20 and acted upon” (Gandomi and Haider 2015: p. 138). Owing to the rapid growth in digitalization, 21  
22 data is getting generated at an exceptional rate which drives the need for real time analytics and 23  
 24  evidence based planning. Since conventional data management systems are inefficient to handle  
25  
26 large data sets, Big Data technologies act as a safeguard by helping firms in creating real-time  
27 intelligence from high volumes of perishable data (Gandomi and Haider 2015). An SCM example 28  
29 is Amazon that manages every day a constant flux of products, suppliers, customers, and 30  
 31  promotions while being dependable at the same time (Fosso-Wamba et al. 2015).  
32  
33  
34 Besides the “3Vs”, three other characteristics, that is, veracity, variability and value have been  
35 introduced. Veracity, known as the fourth V, reflects the “unreliability inherent in some sources of 36  
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 37  data” (Gandomi and Haider 2015: p. 139). White (2012) suggests that veracity deals with data  
38  
 39  quality and its importance, as well as the level of trust accorded to a source of data.   
40  
41 Variability (and Complexity) are the two dimensions of Big Data which were introduced by Statistical 42  
43 Analysis Software (SAS). Usually, the velocity of Big Data is inconsistent and has variation in data 44  
 45  flow rates, termed as ‘variability’ of Big Data (Gandomi and Haider 2015). Related to this,  
46  
 47  Complexity arises when the Big Data comes from innumerable sources. Thus, there exists a need  
48  
49 to connect, match, cleanse and transform data received from these sources (Gandomi and Haider  
50 2015). For instance, in the previous example of Amazon, the company needs to understand (in 51  
52 order to deal with veracity) and cleanse the data (in order to deal with variability) in order to make 53  
 54  sense out of it. IBM has also reported that data quality is important for Big Data since the inherent  
unpredictability and complexity of data cannot be removed by even the best data cleansing methods.   
Value reflects the economic benefits from Big Data (Forrester 2012; Oracle 2012). It is important 
for firms to acknowledge the substantial amount of data and from this data, what is meaningful to 
be extracted for further analysis. In an SCM example, Tesco has increased their operating margins 
while analysing Big Data that related to temperature and weather patterns, thereby conducting 
better forecasts of temperatures and associated changes in consumer demand (Patil, 2014).   
 10    
11  
 12  2.3 Big Data and supply chain management  
13  
14 Big Data in forms such as data from social media and networking applications, is widely used in  
15 business and marketing. However, research evaluating its role, usage, and potential in SCM seems 16  
17 to be lagging behind (Casemore 2012; O’Leary 2011). Several studies (Chae and Olson 2013; 18  
 19  Hazen et al. 2014; Trkman et al. 2010) have been conducted on the use of data and analytical  
20  
 21  capabilities for SCM, focusing mainly on the application and impact of traditional data sources and  
22  
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23 analytical techniques in supply chain planning and execution. There have also been calls for  
24 researchers to consider the use of Big Data in the field of SCM (Huang et al. 2014; Waller and 25  
 26  Fawcett 2013).  
27  
28  
29 The significance of data analytics for SCM was highlighted by Waller and Fawcett (2013) who  
30 defined ‘SCM data science’ as the “application of quantitative and qualitative methods from a 31  
32 variety of disciplines in combination with SCM theory to solve relevant SCM problems and predict 33  
 34  outcomes, taking into account data quality and availability issues” (p. 79). In their study on Big  
35  
 36  Data analytics (BDA), Bi and Cochran (2014) discussed the impact of Big Data on manufacturing  
37  
38 information systems and identified BDA as critical to data acquisition, storage, and analytics in  
39 modern manufacturing. In addition, the problem of data quality in SCM was studied by Hazen et 40  
41 al. (2014) who emphasized that it is crucial to monitor and control the quality of data in supply 42  
 43  chain processes. They also noted that “supply chain professionals are inundated with data,  
44  
45 motivating new ways of thinking about how data are produced, organized, and analysed. This has  
46 provided an impetus for organizations to adopt and perfect data analytic functions (e.g. data 47  
48 science, predictive analytics, and Big Data) in order to enhance supply chain processes and, 49  
50 ultimately, performance” (p. 72). Recently, Chae (2015) noted that Big Data and social media have 51  
 52  not been thoroughly examined in the field of SCM. Hence, Chae proposed an analytical framework  
53  
 54  through which supply chain tweets can be analysed, the current usage of Twitter in the context of  
supply chain can be examined and the potential role of Twitter in supply chain research can be explored.  
It has also been argued that the competition is no longer between firms, but between entire supply 
chains (see for example Craighead et al. 2009; Ketchen and Hult 2007; Slone 2004; Whipple and 
Frankel 2000). As an outcome of this increasing attention on SCM, managers are now forced to 
reassess their competitive strategies (Zacharia et al. 2011). Since both technology and data are 
available, it is important for companies to decide how to use them to win (Hopkins et al. 2010).  
Supply chain managers are getting increasingly dependent upon data for gaining visibility on 10  
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11 expenditure, identifying trends in costs and performance, and for supporting process control,  
12 inventory monitoring, production optimization, and process improvement efforts. As a matter of 13  
14 fact, there are several companies that are flooded with data and try to capitalize on data analysis in 15  
16 an attempt to gain competitive advantage (Davenport 2006). Having an ability to exploit data, 17  
 18  firms such as Google, Amazon outperform their competitors by developing potential business  
19  
20 models. Barton and Court (2012) highlighted that through Big Data, firms can change the way they  
21 do business and deliver performance gains similar to the ones achieved in 1990s when companies 22  
23 redesigned their core processes. They also pointed out that the adoption of data-driven strategies 24  
 25  will soon become a significant point of competitive differentiation. McAfee and Brynjolfsson  
26  
 27  (2012) observed that productivity rates and profitability of companies can be enhanced by 5% to  
28  
 29  6%, if they incorporate Big Data and analytics into their operations.   
30  
 31    
32  
 33  3. Research methodology and data statistics  
34  
35 Rowley and Slack (2004) proposed a five step methodology to carry out a literature review, which 36  
37 includes scanning documents, making notes, structuring the literature review, writing the literature 38  
 39  review, and building the bibliography.  In this study, we adopted a similar five step literature review  
40  
 41  process to identify the influential works, ascertain the recent areas of research and offer insights  
42  
 43  into current research interests and directions for future research in the field.  
44  
 45    
46  
 47  3.1 Defining keywords  
48  
49  
50 While selecting keywords for this study and to ensure that the topic of the study was fully captured,  
51 we used Big Data and supply chain as the two major keywords for data collection. Two 52  
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3.2 Initial results  
The data was collected from Scopus database only since it is the largest abstract and citation 
database of over 20,000 peer-reviewed journals belonging to publishing houses, namely, Elsevier, Emerald, 
Informs, Taylor and Francis, Springer and Inderscience, and covering fields of science, technology, medicine, 
social sciences, and arts and humanities (Fahimnia et al. 2015). On comparing Scopus and Web-of-Science 
(WoS) databases, Yong-Hak (2013) observed that Scopus 10  
11 database is the more comprehensive since WoS includes only ISI indexed journals, only 12,000 12  
 13  titles.   
14  
15  
16 We searched for the aforementioned keywords in “title, abstract, keywords” of articles belonging  
17 to Scopus database. The initial search resulted in 7868 articles. When using “Big Data” as a 18  
19 keyword, the research yielded 6534 articles, whereas when using “Big Data and supply chain” 1334 20  
 21  articles. These results contain information about the title of the paper, author names and  
22  
 23  affiliations, abstract, keywords and references which were then saved in RIS format.  
24  
 25    
26  
 27  3.3 Refining the initial results  
28  
29  
 30  To refine our search results, we removed the duplicates as few papers may be present in more than  
31  
32 one combination of keywords. On eliminating them, 5486 papers were left. Since Rodriguez and  
33 Navarro(2004) categorised articles and reviews as certified knowledge, we restricted ourselves to 34  
35 only scientific publications (articles and reviews) which appeared in peer-reviewed journals (p. 982) 36  
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 37  Unpublished articles, working papers and magazine articles were excluded during the data  
38  
 39  purification process.  This search resulted in 2564 relevant documents, published during a 10-year  
40  
41 period i.e. 2006-2016. For using “Big Data”, the search yielded 1659 articles, whereas for “Big  
42 Data and supply chain” 905 articles. These refinements in the RIS file were made by using Endnote 
43  
 44  bibliography software, and the final RIS data file was stored for future analysis.  
45  
 46    
47  
 48  3.4 Initial data statistics  
49  
50  
51 In order to understand the role of the different journals, we identified the top 20 journals appearing  
52 in the data, and it was found that these journals have published 286 articles in this field of research. 
53  
54 Table 1 shows the number of articles published in each of these journals during the time period 2006-
2016. It also depicts the total number of articles published in each year (Please see Table 1A in the 
Appendix for a list of all abbreviations).   
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21 Figure 1 demonstrates the changing pattern of publications in the selected journals in each year 22  
 23  from 2006 until the beginning of 2016. It can be clearly seen from the figure that the number of  
24  
 25  publications on Big Data increased slowly from 2006 to 2013, but since then it has been increasing  
26  
 27  dramatically. This indicates that the field of Big Data in SCM is gaining increasing attention.  
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47 48   
49  
 50  Figure 1: 
Distribution of articles 
published  
51  
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53  
 54  3.5 Data 
analysis  
We performed data analysis in two steps. In the first step, bibliometric analysis was performed 
using BibExcel software and in the second, network analysis was conducted using Gephi. BibExcel 
provides data statistics containing author, affiliation and keyword statistics. We decided to use this 
software because of its flexibility and ability to handle big amounts of data, as well as because of 
its compatibility with applications such as Excel, Pajek and Gephi (Persson et al. 2009). The data 
prepared in BibExcel software was then transferred to Gephi for further analysis. We chose Gephi 
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over other software such as Pajek (Batagelj and Mrvar 2011) and VOSviewer (van Eck and 
Waltman 2013) as it has the ability to handle large data sets efficiently and can produce a range of  
innovative visualization, analysis and investigation options.  
10  
 11    
12  
13  
 14  4. Bibliometric analysis  
15  
16 Bibliometric analysis can be conducted by using different software packages, such as Publish or 17  
 18  Perish, HistCite, and BibExcel. Since other software packages have their own capabilities and  
19  
 20  limitations, we chose BibExcel in this study because it is highly flexible in handling data from  
21  
22 different databases like Scopus and WoS. Another advantage of using BibExcel is its ability to  
23 offer an extensive data analysis which can be further used by network analysis tools, namely, Gephi, 
24  
25 VOSviewer and Pajek. However, HistCite can only work with data imported from WoS, while 26  
 27  Publish or Perish works with Google Scholar and Microsoft Academic Search. It is worth  
28  
 29  mentioning that apart from BibExcel these tools do not generate data for network analysis.   
30  
31 The data entered in BibExcel is in RIS format and contains all the necessary bibliographic 32  
 33  information related to the papers. In our analysis, we focussed on information regarding authors,  
34  
 35  title, journal, publication year, keywords, affiliations, and references. During these analyses, the  
36  
37 RIS file is converted into different formats and, as a result, various file types are produced. To get  
38 thorough knowledge about the processes and applications of BibExcel, readers may refer to 39  
40 Paloviita (2009) and Persson et al. (2009). In the forthcoming sub-sections, we present statistics 41  
42  on author, affiliation and keyword obtained from BibExcel analysis.  43  
 44    
45  
46  
 47  4.1 Author influence  
48  
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49 To analyse the influence of authors using BibExcel, the author field was extracted from the RIS 50  
 51  data file and the frequency of occurrence of these authors was noted. Table 2 shows the top ten  
52  
53 contributing authors along with their number of publications. It can be clearly observed that Wang 54 with 
6 publications dominates the list, and is followed by Li and Wang each with 5 publications.   
  
  













22  4.2 Affiliation statistics 23  
24 In a similar manner, we used BibExcel to extract the affiliation of authors from the RIS data file. 25  
26 Then, corresponding to each affiliation, the country in which the institution is situated was taken 27  
 28  out for further analysis. From Table 3 it can be seen that institutions in United States, China and  
29  
30 United Kingdom are the major contributors.  In fact, researchers across the world are attracted  
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 52  4.3 Keyword statistics  
53  
 54  In this section we present the results of our keyword analysis. Such a discussion assists in revealing  
the intellectual core and identity construction of the discipline by looking into keywords used by research 
papers (and top-cited authors) and their aggregation (Scott and Lane 2000; Sidorova et al.  
2008).   
Table  3 : Top 20 contributing countries  
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We adopted a similar approach to identify the most commonly used words in the paper titles and 4 
the list of keywords. The top 20 keywords used in the paper titles and most popular keywords 5 
from the list of keywords are shown in Tables 4 and 5 respectively. By comparing these two tables 6 
it can be seen that there is a uniformity in the use of keywords in the title and the list of keywords. 7 
For instance, in both tables the top keywords include a combination of Big Data, supply chain 8 
management, data mining and privacy. It is to be noted here that the most popular keywords which 9 
occur in Table 4 are the actual search keywords used for this study.  10 
  11 
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Table 5: Top 20 commonly used words in paper titles  14 
 15 
  16 
  17 
5. Network Analysis   18 
For conducting network analysis, the most widely used software packages are Pajek, VOSviewer, 19 
HistCite Graph Maker, and Gephi. In this paper we used Gephi as it provides flexible visual aids, 20 
powerful filtering techniques, an inherent toolkit for network analysis and capability to handle 21 
different data formats (Mishra et al. 2016a). Due to the flexibility provided by its multi-task  22 
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architecture, Gephi can deal with complicated datasets and generate purposeful visualisations 
(Gephi, 2013). As input to Gephi we could not use the bibliographic data we obtained from 
Scopus, which was saved in RIS format. To deal with this problem, we used BibExcel to reformat 
the data to a graph dataset or .NET file. This file was saved for future network analysis.  
    
10  5.1 Citation analysis  
11  
12 Citation analysis evaluates the citation frequency and subsequently is used to rank (i) journals in 13  
14  terms of their significance in a particular area of research (Garfield, 1972), and (ii) scholars and  
15  
16 indicate their scientific research impact (Sharplin and Marby 1985; Culnan 1986). Therefore,  
17 citation analysis can provide insights regarding the popularity of articles over time (Pilkington and 
18  
19  Meredith 2009). Despite the criticisms, it is still used for analysing literature and identifying  
20  
21  influential authors, journals, or articles within a research area (Mac Roberts and Mac Roberts 1989,  
22  
23  2010; Vokurka 1996).  
24  
25 Figure 2 demonstrates the top ten most influential works published between 2006 and 2016. The 26  
27 most influential article during this period, having received 804 citations, is the work published by 28  
29  Chiu et al. (2006). The paper integrates the Social Cognitive Theory and the Social Capital Theory  
30  
31 to construct a model for investigating the motivations behind people's knowledge sharing in virtual  
32 communities. Another important contribution was made by Boyd and Crawfold (2012) who 33  
34 offered six provocations to spark conversations about the issues of Big Data: a cultural, 35  
36 technological, and scholarly phenomenon that rests on the interplay of technology, analysis, and 37  
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38  mythology that provokes extensive utopian and dystopian rhetoric. This work received 351  
39  
40 citations which reflects the significance of the article in this field. Furthermore, the article by  
41 McAfee and Brynjolfsson (2012), cited 153 times, highlighted the significance of Big Data by 42  
43 stating that it allows the managers to measure and thus, acquire thorough knowledge of the 44  
45  business which can be used to improve decision making and performance. Authors also claimed  
46  
47  that Big Data enables firms to take decisions based on evidence rather depending upon instinct  
48  
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20  Figure 2: Frequency distribution of top 10 cited articles.  
21  
22  
23    
24  
25  5.2 PageRank analysis  
26  
27 The most widely used method for measuring the importance of a paper is citation analysis (Cronin  
28 and Ding 2011), which has been discussed in the previous section. However, the popularity of an 
29  
30 article can also be assessed by the number of times it is cited by other highly cited articles (Ding et 31  
32 al. 2009). To ensure that popularity and prestige are correlated, PageRank was introduced by Brin 33  
34  and Page (1998) to measure these concepts and prioritise the results of web keyword searches  
35  
36  (Mishra et al. 2016a; 2016b).   
37  
38 Assume that paper A has been cited by papers𝑇1, …, 𝑇𝑛. Define a parameter d as the damping 39  
40 factor, which represents the fraction of random walks that continue to propagate along the 41  
42  citations. The value of parameter d is fixed between 0 and 1. Now, define C (𝑇𝑖) as the number of  
43  
44  times paper 𝑇𝑖 has cited other papers.  The PageRank of paper A, denoted by PR (A), in a network  
45  
46  of N papers is calculated as follows:  
47  
48  
49   
50  
51  
52 It is important to note that if C(𝑇𝑖) = 0, then PR(𝑇𝑖) will be divided to the number of papers instead 53  
54 of C(𝑇𝑖). The value of parameter d has been the subject of debate, with scholars suggesting a value 55  
56  of 0.85 (Brin and Page 1998) while others a value of 0.5 (Chen et al. 2007).  











The top 10 papers using PageRank analysis are shown in Table 6. When comparing Table 5 and  
1  
 2  Table 6, it is observed that the topmost paper based on citations, Chiu et al. (2006) is not present  
 3  
4 in this list whereas McAfee and Brynjolfsson (2012) which was at third position in Table 5 is at  
5 second position in Table 6. The second highly cited paper, Boyd and Crawford (2012), is in sixth  
6  
 7  position, and Jacobs (2009), not present in Table 5, dominates the list in Table 6.  
 8  
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27    
28  
29  
30  5.3 Co-citation analysis  
31  
32 Co-citation analysis can be used in authors and/or publications order to track and study the  
33 relationship between authors, topics, journals or keywords (Small 1973; Pilkington and Liston 34  
35 Heyes 1999). If applied on authors, co-citation analysis reveals the structure of the social 36  
37  relationships between authors, while if applied on publications the intellectual structure of a field  
38  
39  (Chen et al. 2010) as well as the evolution and variation of research over time (Pilkington and  
40  
41  Meredith 2009) can be seen.  
42  
43 To conduct co-citation analysis: (i) We opened the .NET file for 286 articles in Gephi and a 44  
Table  6 : Top 10 articles based on PageRank  
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45  random map was generated in Gephi with no visible pattern. (ii) To restore visibility, we used the  
46  
47 algorithm ‘Force Atlas’ provided by Gephi and created networks of co-cited articles. The structure  
48 of the network allowed strongly connected nodes to be centralised while loosely connected nodes 
49  
50  were located in the boundaries of the network.  
51  
52  
53 The Force Atlas layout node co-citation map is shown in Figure 3. The co-cited articles are  
54 connected with each other while the poorly connected nodes shift away from the centre.  The 55  
56 nodes that are isolated from rest of the 
network, termed ‘outliers’, are excluded for 
the purpose of 57  
58  data clustering that takes place in the 
next section. On excluding these outliers 
we are left with a  
59  
 network having 233 nodes and 60 
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22  
23  Figure 3: Force Atlas layout of 233 connected nodes  
24  
25  
26    
27  
28  5.3.1 Data clustering  
29  
30 Data clustering aims at placing together sets of articles that share same characteristics (Radicchi et 31  
32  al. 2004). To conduct data clustering (i) we placed nodes so that links of nodes within the same  
33  
34 cluster are dense compared to the nodes belonging in different clusters (Clauset et al. 2004;  
35 Leydesdorff 2011; Radicchi et al. 2004). To measure the density of the links, we used the concept 
36  
37 of Modularity (Blondel et al. 2008) which was further measured in Gephi with the Louvain 38  
39  algorithm, where the value of modularity index varies between -1 and +1. The formula for  
40  
41  modularity index was provided by Blondel et al. (2008) and used in other studies (e.g. Mishra et al.  
42  
43  2016a):  
44  
45  




50  where 𝐴𝑖𝑗represents the weight of the edge between nodes i and j, 𝑘𝑖 is the sum of the weights of  
51  
52 the edges attached to node i (𝑘𝑖 = ∑𝑗 
𝐴𝑖𝑗), 𝑐𝑖is the community to which 
vertex i is assigned, 𝛿(u,  
53 1⁄2) ∑𝑖𝑗 𝐴𝑖𝑗.  
54 v) is equal to 1 if u = v and 0 otherwise, 
and finally 𝑚 = ( 
In this study, this algorithm was applied to 233-node network (see previous section) thereby 
creating six major clusters; their positioning and interaction is extrapolated in Figure 4, and the 
value of the modularity index was calculated as 0.19. This means that within each cluster there  
 1  
 2  
 3  
 4  
 5  
 6  
 7  
 8  








   





exists a strong relationship among nodes. Furthermore, from Figure 4 we infer different levels of 1 
thickness between the nodes. This is because of the difference in the frequency for co-occurrence 2 
of any two papers in the reference list of other papers (Mishra et al. 2016a; 2016b).  3 
 4 
  5 
Hjørland (2013) noted that the papers that are often cited together are more likely to share same 6 
area of interest. Therefore, the research area of a cluster can be identified by a thorough analysis 7 
of the papers belonging to that cluster. Since the number of papers in each cluster is high, we 8 
considered only the top publications of each cluster which were identified on the basis of their 9 
cocitation PageRank (Mishra et al. 2016a). Table 7 shows the top publications of each cluster based 10 
on PageRank.  11 
The contents and research areas of the leading papers were carefully examined to find out the 12 
research focus area of each of the six clusters. It was found that researchers belonging to cluster 1 13 
  
  
Figure 4: Structure of six clusters  
 28  
  
have contributed by giving theoretical and conceptual studies on Big Data. They suggest that the 14 
era of Big Data is growing rapidly, and more importantly, advanced analytic tools must be 15 
developed to operate on such data sets. Hence, cluster 1 was targeted to study the concept of Big 16 
Data and analytics. Research in cluster 2 mainly revolved around the application of Big Data in 17 
SCM, the problems associated with data quality and how this concept can be used to resolve the 18 
problems of supply chains. Studies in this cluster also analysed that how data generated from social 19 
networking sites and especially Twitter can be used for predicting stock markets, in mass 20 
convergence and emergency events; these studies have also proposed frameworks for social media  21 
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analytics in political contexts. Next, cluster 3 mainly concentrated on developing architectures, 
algorithms and models for processing and generating large data sets, such as MapReduce, S4, 
among others, while researchers in cluster 4 investigated the utilization of data in hospitals, i.e. for 
studying productivity developments and for comparing quality of care measurements.  
  

























35   
36  
37    
38  
39 Studies in cluster 5 were concerned with developing methods and models that can be used in  
40 forecasting election results or social science problems with a main focus on Bayes formula, and in 
41  
 30  
  
42 improving these forecasts by using specific predictors. Lastly, data mining and its applications were 43  
44  the main topic of interest for researchers in cluster 6. In this cluster scholars were also interested  
45  
46  in developing algorithms and models for maximizing the spread of influence through a social  
47  
48 network. It can be observed that cluster 1 is the most popular one, clusters 2 to 5 have received  
49 considerable attention from researchers while there is a scope of future work in cluster 6.  
50  
51 The proposed six cluster classification is extrapolated in Table 8, where the different clusters, 52  
53 current research and suggestions for future research for each of the clusters are extrapolated. We 54 note 
that the clusters would need to be seen in relation to each other. In particular, conceptualising Big Data (Cluster 
1) is the first step to building applications for Big Data analytics focusing on  
SCM (in Cluster 2) and healthcare (Cluster 4). Furthermore, in order to build applications for SCM  
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and healthcare, clusters 3, 5, and 6 are needed to build robust optimised applied tools for Big Data 1 
and data mining.  2 
  3 
Table 8: Proposed cluster classification with current and future research per cluster  4 
Cluster number and 
label  
Current research  Future research 
suggestions  
Cluster 1:  
Conceptualisation of 
Big Data and analytics  
Theoretical and conceptual studies on 
Big Data.   
  
Advanced analytic tools to 
operate on such data sets.  
Cluster 2:   
Big Data and SCM  
Data quality and related challenges and 
how Big Data can be used to resolve 
SCM challenges.   
Social media data analysis for 
predicting stock markets, in mass 
convergence and emergency events.  
Frameworks for social media 
analytics and SCM.  
  
Cluster 3:  
Big Data tools and 
algorithms  
Architectures, algorithms and models 
for processing and generating large data 
sets.  
Applied tools for Big Data 
analysis in SCM.  
Capacity building.  
Cluster 4:  
Big Data applications 
in healthcare  
Applications of Big Data in healthcare.   Big Data analytics for 
productivity and care quality 
provision.  
Cluster 5:  
Big Data and  
forecasting  
Forecasting election results or social 
science problems.  
Main focus on Bayes formula.  
Improve forecasts by using 
predictors.  
Cluster 6:  
Data mining and 
applications  
Developing data mining techniques, 
algorithms and models.  
  
Predictive science using large 
data sets.  
Optimisation of algorithms 
for faster analytics.   
   5 
  6 
 32  
  
6. Discussion  7 
6.1 Contributions to theory  8 
The current study contributes to the literature on Big Data and extends current reviews (Sagiroglu 9 
and Sinanc 2013; Fosso-Wamba et al. 2015; Gandomi and Haider 2015; Wang et al. 2016; Khorheh 10 
et al. 2015; Mishra et al. 2016a; 2016b) in that: (i) it goes beyond a mere systematic literature review 11 
of the field since it proposes and applies the techniques of bibliometric and network analysis to 12 
obtain and compare the most influential works (based on citations, co-citations and PageRank), 13 
(ii) through the aforementioned it analyses, identifies and proposes six clusters (‘Conceptualisation 14 
of Big Data and analytics’, ‘Big Data and SCM’, ‘Big Data tools and algorithms’, ‘Big Data  15 
 1  
 2  
 3  
 4  
 5  
 6  
 7  
 8  









   





applications in healthcare’, ‘Big Data and forecasting’, and ‘Data mining and applications’) that 
focus on particular areas of Big Data, from conceptualisation to methods and tools and 
applications in SCM and healthcare; and (iii) it illustrates the relationships between the clusters and 
argues that better conceptualisation and consensus of Big Data and use of particular tools and 
techniques will result in better applications of Big Data in SCM (and healthcare), and therefore  
future research should include all these clusters, starting from Cluster 1 (conceptualisations) to 3,5,  
10  
11  and 6 (tools and techniques), to 2 and 4 (applications in different fields and SCM).  
12  
13 We further argue that Big Data and SCM has attracted significant attention from scholars but the 14  
15  Big Data research is in nascent stage and there is urgent need for research to delineate high quality  
16  
17  data sets from poor quality data sets (Hazen et al. 2014). Furthermore, while analysing Big Data  
18  
19 and SCM related research using the perspective of Waller and Fawcett (2013a), we noted that there  
20 are gaps in the literature and in particular on machine learning techniques for SCM applications. 
21  
22 Understanding the role of BDA in improving SCM is extremely valuable since integration of BDA 23  
24  in operations and supply chains aids firms in realizing their customers in a better way, minimizing  
25  
26 cost to serve, managing risk efficiently, and in generating new and unexpected sources of revenue  
27 (Sanders and Ganesan, 2015). Thus, future research should assess the ability of BDA to improve 
28  
29 intra- and inter- firm efficiency and effectiveness (e.g., identification of bottlenecks, improved 30  
31  predictive maintenance, and scenario building for improved quality control) (Fosso-Wamba and  
32  
33  Akter, 2015). Therefore further research is required in this field.  
34  
35    
36  
37  
38  6.2 Contributions to Managerial Practice  
39  
 34  
  
40 Our study offers multiple opportunities to the practitioners and consulting firms that are engaged  
41 in leveraging benefits from supply chains using Big Data. Our study can equip managers with 42  
43 different schools of thought that enable them to harness the benefits from using Big Data and 44  
45  analytics for SCM in their everyday work. Furthermore, through our proposed six cluster  
46  
47 classification of the literature, managers can: (i) assess the current state of their Big Data in terms  
48 of conceptualisation, tools and techniques, and different applications and (ii) identify their future 
49  
50 needs in the relevant ‘clusters’ in order to take appropriate decisions on whether to invest and 51  
52  improve current tools/techniques and/or further re-think the conceptualisation of Big Data, as  
53  
54  well as the implications for the realisation of their business strategy through Big Data.    
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6.3 Limitations of the study  
The limitations of the study are as follows:  
1. Our review was based on the review of the literature on Big Data and SCM using 286 articles 
published in past 10 years. We have used particular keywords for this research, and it may be 
that the use of other keywords may have yielded different results.  
10 2. We used the bibliometric and network analysis for reviewing the literature based on Pilkington 11  
12  and Meredith (2009). Other methods may be used for such an analysis.   
13  
14  3. We have used classified the literature in six research clusters. Other methods may result in  
15  
16  other classifications.  
17     
18  
19  7. Conclusion  
20  
21  Drawing on bibliometric and network analysis we presented an extensive review of literature on  
22  
23  Big Data and SCM over the period of 10 years (2006-2016). We offered insights regarding the  
24  
25 contributions of scientific journals towards advancing Big Data related research and the  
26 contributions of researchers to the emerging field of Big Data. To the best of our knowledge this 
27  
28 is the first study attempting to identify the top contributing authors, countries and key research 29  
30  topics related to this field. Despite the limitations, we believe that our study provides food for  
31  
32  thought and encouragement for researchers to further investigate the field of Big Data and SCM.  
33  
34    
35  
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