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Abstract
Recent influential work by Jacot et al. (2018) has shown that training a neural
network of any kind with gradient descent in parameter space is strongly related
to kernel gradient descent in function space with respect to the Neural Tangent
Kernel (NTK). Lee et al. (2019) built on this result by establishing that the output
of a neural network trained using gradient descent can be approximated by a linear
model for wide networks. In parallel, a recent line of studies (Schoenholz et al.,
2017; Hayou et al., 2019) has suggested that a special initialization known as the
Edge of Chaos improves training. In this paper, we bridge the gap between these
two concepts by quantifying the impact of the initialization and the activation
function on the NTK when the network depth becomes large. In particular, we
show that the performance of wide deep neural networks cannot be explained by
the NTK regime and we provide experiments illustrating our theoretical results.
1 Introduction
Deep neural networks (DNN) have achieved state-of-the-art results on numerous tasks. There are
numerous works trying to explain theoretically their remarkable performance; see, e.g., Du et al.
(2018); Nguyen and Hein (2018); Zhang et al. (2017); Zou et al. (2018).
Neural tangent kernel. Jacot et al. (2018) showed that training a neural network (NN) with GD in
parameter space is equivalent to a GD in a function space with respect to the NTK. Du et al. (2019)
used a similar approach to prove that full batch GD converges to global minima for shallow neural
networks and Karakida et al. (2018) linked the Fisher information matrix to the NTK and studied its
spectral distribution for infinite width NN. The infinite width limit for different architectures was
studied by Yang (2019) who introduced a tensor formalism that can express the NN computations.
Lee et al. (2019) studied a linear approximation of the full batch GD dynamics based on the NTK
and gave a method to approximate the NTK for different architectures. Finally, Arora et al. (2019)
proposed an efficient algorithm to compute the NTK for convolutional architectures (Convolutional
NTK). In all of these papers, the authors only studied the effect of the infinite width limit (NTK
regime) with relatively shallow networks.
Information propagation. In parallel, information propagation in wide DNNs has been studied
in Hayou et al. (2019); Lee et al. (2018); Schoenholz et al. (2017); Yang and Schoenholz (2017).
These works provide an analysis of the signal propagation at the initial step as a function of the
initialization hyper-parameters (i.e. variances of the initial random weights and biases). They identify
a set of hyper-parameters known as the Edge of Chaos (EOC) and activation functions ensuring a
deep propagation of the information.
Contributions. The aim of this paper is to study the large depth limit of NTK by leveraging the
techniques developed for information propagation. Our contributions are the following:
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Table 1: Summary of our findings
Init on the Edge of Chaos Other Initalization
At initialization (t = 0)
DNN close to the NTK regime
(a ‘close to trivial’ regime
with invertible NTK)
DNN close to the NTK
regime (a trivial regime
with non invertible NTK)
During training (t > 0) DNN escapes theNTK regime
DNN is stuck in the
NTK trivial regime
• For fully connected FeedForward Neural Networks (FFNN) and Convolutional Neural Networks
(CNN), a wide enough DNN is close at initialization to ‘the NTK Regime’ i.e. the infinite width
regime (see Jacot et al. (2018) and Arora et al. (2019)). We prove that this NTK regime is always
trivial in the limit of large depth, as the limiting kernel is data-independent. However, the convergence
rate to this trivial regime (w.r.t the depth) is controlled by the initialization hyper-parameters.
•We prove that only an EOC initialization provides a sub-exponential convergence rate to this trivial
regime while other initialization yield an exponential rate. For the same depth, the NTK regime is
thus ‘less’ trivial for an EOC initialization than when using other initialization hyper-parameters.
Moreover, even in the infinite depth limit, the trivial NTK given by an EOC initialization is invertible,
while it is not so for other initialization hyper-parameters. As a consequence, the DNN can escape
the NTK regime after the first training step when initialized with the EOC, while it remains stuck at
the trivial NTK regime with other initializations.
• We identify a class of smooth activation functions which can further slow this convergence and are
thus more suitable for training DNNs.
• For ResNets, we also have convergence to a trivial NTK regime but this always occurs at a
polynomial rate, whatever being the initialization. ResNets are thus better suited to escape the trivial
NTK regime. This could partially explain their success. To further slow down the NTK convergence
rate, we introduce a new re-parameterization that helps deep ResNets escape the NTK regime.
Table 1 summarizes our findings. We illustrate our theoretical results through simulations. All the
proofs are detailed in the appendix which also includes additional results.
2 Neural Networks and Neural Tangent Kernel
2.1 Setup and notations
Consider a neural network model consisting of L layers (yl)1≤l≤L, with yl : Rnl−1 → Rnl , n0 = d
and let θ = (θl)1≤l≤L be the flattened vector of weights and bias indexed by the layer’s index
and p be the dimension of θ. The output f of the neural network is given by some transformation
s : RnL → Ro of the last layer yL(x); o being the dimension of the output (e.g. number of classes for
a classification problem). For any input x ∈ Rd, we thus have f(x, θ) = s(yL(x)) ∈ Ro. As we train
the model, θ changes with time t and we denote by θt the value of θ at time t and ft(x) = f(x, θt) =
(fj(x, θt), j ≤ o). Let D = (xi, yi)1≤i≤N be the data set and let X = (xi)1≤i≤N , Y = (yj)1≤j≤N
be the matrices of input and output respectively, with dimension d×N and o×N .
The NTK KLθ is defined as the o× o dimensional kernel satisfying for all x, x′ ∈ Rd
KLθt(x, x
′) = ∇θf(x, θt)∇θf(x′, θt)T =
L∑
l=1
∇θlf(x, θt)∇θlf(x′, θt)T ∈ Ro×o. (1)
• The NTK regime (Infinite width) : In the case of a FeedForward Neural Network (FFNN), Jacot
et al. (2018) proved that, with GD, the kernel KLθt converges to a kernel K
L which depends only on
L (number of layers) for all t < T when n1, n2, ..., nL → ∞, where T is an upper bound on the
training time. The infinite width limit of the training dynamics with a quadratic loss is given by the
linear model
ft(X ) = e− tN KˆLf0(X ) + (I − e− tN KˆL)Y, KˆL = KL(X ,X ). (2)
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For general input x ∈ Rd, we have
ft(x) = f0(x) + γ(x,X )(I − e− 1N KˆLt)(Y − f0(X )), γ(x,X ) = KL(x,X )(KˆL)−1. (3)
• Role of the NTK in training error : We prove in the next lemma that, in the NTK regime, the
model is trainable only if KˆL is invertible.
Lemma 1. Assume the network is initialized with Gaussian weights and the mapping s is such that
s(RnL) is not a subset in any hyperplane of Ro. Then, with dynamics (15) we have
• ||ft(X )− Y|| converges almost surely to 0 as t→∞ if KˆL is non-singular.
• If KˆL is singular, then almost surely, there exists a constant C > 0 such that for all t > 0,
||ft(X )− Y|| ≥ C.
Lemma 1 shows that an invertible NTK is crucial in order for ft(X ) to converge to Y . More generally,
Du et al. (2019) show that the training speed is given by the smallest eigenvalue of KˆL. Ensuring
that the NTK remains invertible in the large depth limit is thus crucial for controlling the training
error in the NTK regime.
• Generalization error and the NTK : From equation 16, the term γ plays a crucial role in the
generalization power of the linear model. More precisely, different works (Du et al., 2019; Aroroa
et al., 2019) showed that the inverse NTK plays a crucial role in the generalization error of wide
shallow NN. Cao and Gu (2019) proved that training a FeedForward NN of depth L with SGD gives
a generalization bound of the form O(L
√
yT (KˆL)−1y/N) where y is the training label. This shows
that KˆL is useful to control this bound. We define the ‘NTK regime’ generalization error by
RL,N = Ex,y,D[(f∞(x)− y)2].
where f∞ is the limit of the function in (16) as t → ∞. We will show here that this error grows
arbitrarily w.r.t to L and N which proves that the NTK regime cannot explain the performance of
DNNs in the limit of large depth.
3 Large depth behaviour of the Neural Tangent Kernel
In this section, we study the behaviour of KL as L → ∞. We prove that only an initialization
known as the EOC leads to an invertible NTK. However, in all cases, the limiting KL is trivial so
NTK cannot explain the generalization power of DNNs. However, with EOC initialization, this
convergence is slow, which gives the DNN the ability to escape the trivial NTK regime.
3.1 NTK parameterization and the Edge of Chaos
Let φ be the activation function. We consider the following architectures:
• FeedForward Fully-Connected Neural Network (FFNN) Consider a FFNN of depth L, widths
(nl)1≤l≤L, weights wl and bias bl. For some input x ∈ Rd, the forward propagation using the NTK
parameterization is given by
y1i (x) =
σw√
d
d∑
j=1
w1ijxj + σbb
1
i , y
l
i(x) =
σw√
nl−1
nl−1∑
j=1
wlijφ(y
l−1
j (x)) + σbb
l
i, l ≥ 2. (4)
• Convolutional Neural Network (CNN/ConvNet) Consider a 1D convolutional neural network of
depth L, denoting by [|m,n|] the set of integers {m,m+1, ..., n} for n ≤ m, the forward propagation
is given by
y1i,α(x) =
σw√
v1
n0∑
j=1
∑
β∈ker1
w1i,j,βxj,α+β+σbb
1
i , y
l
i,α(x) =
σw√
vl
nl−1∑
j=1
∑
β∈kerl
wli,j,βφ(y
l−1
j,α+β(x))+σbb
l
i,
(5)
where i ∈ [|1, nl|] is the channel number, α ∈ [|0,M − 1|] is the neuron location in the channel,
nl is the number of channels in the lth layer and M is the number of neurons in each channel,
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kerl = [| − k, k|] is a filter with size 2k + 1 and vl = nl−1(2k + 1). Here, wl ∈ Rnl×nl−1×(2k+1).
We assume periodic boundary conditions, which results in having yli,α = y
l
i,α+M = y
l
i,α−M and
similarly for l = 0, xi,α+M0 = xi,α = xi,α−M0 .
For the sake of simplification, we consider only the case of 1D CNN, the generalization to a mD
CNN for m ∈ N is straightforward.
We initialize the model randomly with wlij , b
l
i
iid∼ N (0, 1), where N (µ, σ2) denotes the normal
distribution of mean µ and variance σ2. Jacot et al. (2018) established the following infinite width
limit of the NTK of a FFNN when σw = 1. We generalize the result to any σw > 0.
Lemma 2 (Generalization of Theorem 1 in Jacot et al. (2018)). Consider a FFNN of the form (17).
Then, as n1, n2, ..., nL−1 →∞, we have for all x, x′ ∈ Rd, i, i′ ≤ nL, KLii′(x, x′) = δii′KL(x, x′),
where KL(x, x′) is given by the recursive formula
KL(x, x′) = Σ˙L(x, x′)KL−1(x, x′) + ΣL(x, x′),
Σl(x, x′) = σ2b + σ
2
wE[φ(y
l−1
1 (x))φ(y
l−1
1 (x
′))], Σ˙l(x, x′) = σ2wE[φ′(y
l−1
1 (x))φ
′(yl−11 (x
′))].
We also generalize this result to CNNs in the next proposition.
Proposition 1 (Infinite width dynamics of the NTK of a CNN). Consider a CNN of the form (18),
then we have that for all x, x′ ∈ Rd, i, i′ ≤ n1 and α, α′ ∈ [|0,M − 1|]
K1(i,α),(i′,α′)(x, x
′) = δii′
( σ2w
n0(2k + 1)
[x, x′]α,α′ + σ2b
)
,
where [x, x′]α,α′ =
∑n0
j=1
∑
β∈ker0 xj,α+βxj,α′+β .
For l ≥ 2, as n1, n2, ..., nl−1 → ∞ recursively, we have for all i, i′ ≤ nl, α, α′ ∈ [|0,M − 1|],
Kl(i,α),(i′,α′)(x, x
′) = δii′Klα,α′(x, x
′), where Klα,α′ is given by the recursive formula
Klα,α′ =
1
2k + 1
∑
β∈kerl
[
Σ˙lα+β,α′+βK
l−1
α+β,α′+β + Σ
l
α+β,α′+β
]
,
where Σlα,α, Σ˙
l
α,α′ are defined in Lemma 2, with y
l−1
1,α (x), y
l−1
1,α′(x
′) in place of yl−11 (x), y
l−1
1 (x
′).
The NTK of a CNN differs from that of a FFNN in the sense that it is an average over the NTK values
of the previous layer. This is due to the fact that neurons in the same channel are not independent at
initialization. Using the above recursive formulas for the NTK, we can develop its theory of the EOC
to better understand its dynamics as L goes to infinity.
Edge of Chaos: For some input x, we denote by ql(x) the variance of yl(x). The convergence of ql(x)
as l increases is studied in Lee et al. (2018), Schoenholz et al. (2017) and Hayou et al. (2019). Under
some regularity conditions, it is proved that ql(x) converges to a point q(σb, σw) > 0 independent
of x as l→∞. The asymptotic behaviour of the correlations between yl(x) and yl(x′) for any two
inputs x and x′ is also driven by (σb, σw); the authors define the EOC as the set of parameters (σb, σw)
such that σ2wE[φ′(
√
q(σb, σw)Z)
2] = 1 where Z ∼ N (0, 1). Similarly the Ordered, resp. Chaotic,
phase is defined by σ2wE[φ′(
√
q(σb, σw)Z)
2] < 1, resp. σ2wE[φ′(
√
q(σb, σw)Z)
2] > 1; more details
can be found in Section 2 of the Supplementary. Let cl(x, x′) be the correlation between yl1(x) and
yl1(x
′). In Schoenholz et al. (2017), the authors showed that an initialization on the Ordered/Chaotic
phase leads to the convergence, at an exponential rate, of cl to a limiting value c independent of x, x′,
whereas in Hayou et al. (2019), it is shown that an initialization on the EOC leads to polynomial
convergence rates (O(l−2) for ReLU and O(l−1) for a class of smooth activation functions). It turns
out that the EOC also has a crucial impact on the NTK. Let us first define two classes of activation
functions.
Definition 1. Let φ be an activation function. Then
1. φ is said to be ReLU-like if there exist λ, β ∈ R such that φ(x) = λx for x > 0 and
φ(x) = βx for x ≤ 0.
2. φ is said to be in S if φ(0) = 0, φ is twice differentiable, and there exist n ≥ 1, a
partition (Ai)1≤i≤n of R and infinitely differentiable functions g1, g2, ..., gn such that
φ(2) =
∑n
i=1 1Aigi, where φ
(2) is the second derivative of φ.
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The class of ReLU-like activations includes ReLU and Leaky-ReLU, whereas the S class includes,
among others, Tanh, ELU and SiLU (Swish).
To alleviate notations, we use hereafter the notation KL for the NTK of both FFNN and CNN. For
FFNN, it represents KL given by Lemma 2, whereas for CNN, it represents KLα,α′ for any α, α
′,
i.e. all results that follow are true for any α, α′. The following proposition establishes that any
initialization on the Ordered or Chaotic phase, leads to a trivial limiting NTK as the number of layers
L becomes large.
Proposition 2 (NTK with Ordered/Chaotic Initialization). Let (σb, σw) be either in the ordered or in
the chaotic phase. Then, there exist λ, γ > 0 such that
sup
x,x′∈Rd
|KL(x, x′)− λ| ≤ e−γL.
As a result, we have RL,N & N2e2γL.
As L goes to infinity, we thus have KˆL ≈ λ1oN where 1oN is the oN × oN matrix whose elements
are equal to one, i.e. KˆL is degenerate and asymptotically (in L) non invertible, making the training
impossible by Lemma 1. The exponential convergence rate implies that even with a small number of
layers the kernel KLθt is close to being degenerate at the beginning of the GD algorithm, which slows
down significantly the GD algorithm. We refer to this as the algorithm being trapped in the NTK
trivial regime. Moreover, the generalization error RL,N explodes exponentially in L which indicates
that the NTK regime cannot generalize well, and therefore cannot explain the performance of DNNs.
An initialization on the EOC gives better results for the generalization bound as shown in the next
proposition. Hereafter, we define the average NTK by AKL = KL/L. The notation g(x) =
Θ(m(x)) means there exist two constants A,B > 0 such that Am(x) ≤ g(x) ≤ Bm(x).
Theorem 1 (NTK on the EOC). Let φ be a non-linear activation function, (σb, σw) ∈ EOC and
AKL = KL/L.
• If φ is ReLU-like, then for all x ∈ Rd, AKL(x, x) = AK∞(x, x) + Θ(L−1). Moreover, there
exists λ ∈ (0, 1) such that
sup
x 6=x′∈Rd
∣∣AKL(x, x′)−AK∞(x, x′)∣∣ = Θ(L−1) where AK∞(x, x′) = σ2w‖x‖ ‖x′‖
d
(1−(1−λ)1x 6=x′).
• If φ is in S, then, there exists q > 0 such that AKL(x, x) = AK∞(x, x) + Θ(L−1) → q.
Moreover, there exists λ ∈ (0, 1) such that
sup
x 6=x′∈Rd
∣∣AKL(x, x′)−AK∞(x, x′)∣∣ = Θ(log(L)L−1) where AK∞(x, x′) = q(1−(1−λ)1x 6=x′).
As a result, in both cases, we have that RL,N = Θ(N2).
Since 0 < λ < 1, on the EOC there exists an invertible matrix J such that KˆL = L× J(1 + o(1))
as L→∞, so that KˆL remains asymptotically invertible and thus makes the training possible, see
Lemma 1. Hence initializing on the EOC has a double effect: it leaves the NTK invertible and it
slows down significantly the convergence (in L) to the limiting AK∞. This is of importance since
AK∞ is trivial and brings hardly any information on x. Indeed the convergence rate of the ANTK to
AK∞ is O(L−1) for ReLU-like activation functions and O(log(L)L−1) for activation functions of
type S). This means that as L grows, the NTK with EOC is still much further from the trivial kernel
AK∞ compared to the NTK with the Ordered/Chaotic initialization. This allows the DNN to escape
the NTK trivial regime. The log(L) gain obtained when using smooth activation functions of type S
means we can expect to train deeper NN with this kind of activation functions. This could explain
why ELU and Tanh tend to perform better than ReLU and Leaky-ReLU, see Section 4. Moreover,
the generalization error RL,N , although stable w.r.t to L, it grows w.r.t to the sample size, since the
limiting kernel is trivial and cannot explain the performance of DNNs.
3.2 Residual Neural Networks (ResNet)
Another important feature of DNN which is known to be highly influential is their architecture. For
residual networks, the NTK has also a simple recursive formula in the infinite width limit. The
residual term appears clearly in the formula.
5
Lemma 3 (NTK of a ResNet with fully connected layers in the infinite width limit). Let Kres,1 be
the exact NTK for the ResNet with 1 layer. Then
• For the first layer (without residual connections), we have for all x, x′ ∈ Rd
Kres,1ii′ (x, x
′) = δii′
(
σ2b +
σ2w
d
x · x′
)
, x · x′ =
d∑
j=1
xjx
′
j .
• For l ≥ 2, as n1, n2, ..., nl−1 →∞ recursively, we have for all i, i′ ∈ [|1, nl|], Kres,lii′ = δii′Klres,
where Klres is given by the recursive formula for all x, x
′ ∈ Rd
Klres(x, x
′) = Kl−1res (x, x
′)(Σ˙l(x, x′) + 1) + Σl(x, x′).
For residual networks with convolutional layers, the formula is very similar to the non residual case.
Only an additional residual term appears in the recursive formula.
Lemma 4 (NTK of a ResNet with convolutional layers in the infinite width limit). Let Kres,1 be the
exact NTK for the ResNet with 1 layer. Then
• For the first layer (without residual connections), we have for all x, x′ ∈ Rd
K1,res(i,α),(i′,α′)(x, x
′) = δii′
( σ2w
n0(2k + 1)
[x, x′]α,α′ + σ2b
)
, [x, x′]α,α′ =
∑
j
∑
β
xj,α+βxj,α′+β .
• For l ≥ 2, as n1, n2, ..., nl−1 →∞ recursively, we have for all i, i′ ∈ [|1, nl|], α, α′ ∈ [|0,M−1|],
Kres,l(i,α),(i′,α′)(x, x
′) = δii′K
res,l
α,α′ (x, x
′), where Kres,lα,α′ is given by the recursive formula for all
x, x′ ∈ Rd, using the same notations as in Proposition 1,
Kres,lα,α′ = K
res,l−1
α,α′ +
1
2k + 1
∑
β
[
Σ˙lα+β,α′+βK
res,l−1
α+β,α′+β + Σ
l
α+β,α′+β
]
.
The additional terms Kl−1res (x, x
′) (resp. Kres,l−1α,α′ ) in the recursive formulas of Lemma 3 (resp.
Lemma 4) is due to the ResNet architecture. It turns out that this term helps slowing down the
convergence rate of the NTK. The next proposition shows that for any σw > 0, the NTK of a ResNet
will always have a subexponential convergence rate to a limiting AK∞res. This means that ResNet
can escape the NTK regime for any initialization. We say that ResNet ‘live’ on the EOC.
Theorem 2 (NTK for ResNet). Consider a ResNet satisfying
yl(x) = yl−1(x) + F(wl, yl−1(x)), l ≥ 2, (6)
where F is either a convolutional or dense layer (equations (17) and (18)) with ReLU activation.
Let KLres be the corresponding NTK. Then for all x ∈ Rd, K
L
res(x,x)
αL
= AK∞res(x, x) + Θ(L
−1) and
there exists λ ∈ (0, 1) such that
sup
x6=x′∈Rd
∣∣KLres(x, x′)
αL
− ||x|| ||x
′||
d
λ
∣∣ = Θ(L−1),
where AK∞res(x, x
′) = σ
2
w‖x‖ ‖x′‖
d (1− (1− λ)1x6=x′), and αL = L(1 + σ
2
w
2 )
L−1.
As a result, we have that RL,N = Θ(N2)
Theorem 2 shows that the NTK of a ReLU ResNet explodes exponentially with L. However, the
normalized kernel KLres(x, x
′)/αL where x 6= x′ converges to a limiting kernel AK∞res at the slow
rate O(L−1) for all σw > 0. This helps deep ResNets escape the trivial NTK regime, similarly to
the EOC initialization for the FFNN or the CNN networks. Moreover, the generalization error RL,N
grows with the sample size N since the limiting kernel is trivial. This limiting trivial regime cannot
explain the performance of deep ResNets.
The exponential exploding term αL in the residual NTK might cause a stability issue (NTK is directly
linked to the gradients); it turns out that a simple re-parameterization of the ResNet architecture,
which we name Scaled ResNet, can solve this issue and further improve the convergence rate.
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(a) EOC (b) Ordered phase (c) ResNet wit FFNN blocks
Figure 1: Convergence rates for different initializations and architectures. (a) Edge of Chaos. (b)
Ordered phase. (c) Adding residual connections.
Proposition 3 (Scaled ResNet). Consider a ResNet satisfying
yl(x) = yl−1(x) +
1√
l
F(wl, yl−1(x)), l ≥ 2, (7)
where F is either a convolutional or dense layer ((17) and (18)) with ReLU activation. Then the
rsults of Theorem 2 apply with αL = L1+σ
2
w/2 and the convergence rate Θ(log(L)−1).
Proposition 3 shows that scaling the residual blocks by 1/
√
l has two important effects on the NTK:
first it stabilizes the NTK which only grows polynomially (as opposed to exponentially) and also it
slows down dramatically the convergence to the limiting (trivial) AK∞res. Both properties are highly
desirable. The second in particular means that Scaled ResNets escape the trivial NTK regime more
easily than the standard ResNets, which in turns should imply a higher test accuracy. We illustrate
the effectiveness of Scaled ResNet in section 4.
4 Experiments
We illustrate empirically the theoretical results obtained in the previous sections. We confirm these
results on MNIST, CIFAR10 and CIFAR100 datasets.
4.1 Convergence rate of KL as L goes to infinity
Proposition 2 and Theorems 1 and 2 give theoretical convergence rates for quantities of the form∣∣KL
αL
− AK∞|. We illustrate these results in Figure 1. Figure 1(a) shows a convergence rate
approximately of order L−1 for ReLU and ELU. Recall that for ELU the exact rate is O(log(L)L−1)
but one cannot observe experimentally the logarithmic factor. However, ELU performs indeed better
than ReLU (see Table 2) which might be partially explained by this log(L) factor. Figure 1(b)
demonstrates that this convergence occurs at an exponential convergence rate in the Ordered phase
for both ReLU and ELU, and Figure 1(c) shows the convergence rate in the case of FFNN with
residual connections. As predicted by Theorem 2, the convergence rate O(L−1) is independent of
the parameter σw in that case.
4.2 Impact of the initialization and smoothness of the activation function
Our goal here is to confirm that the EOC init helps the DNN escape the NTK trivial regime. We
train FFNNs of width 300 and depths 300 with SGD with a batchsize of 128 and a learning rate
10−2 (this learning rate was found by a grid search of exponential step size 10; note that the
optimal learning rate with NTK parameterization is usually bigger than the optimal learning rate
with standard parameterization). For the EOC initialization, we use (σb, σw) = (0,
√
2) for ReLU,
(σb, σw) = (0.2, 1.225) for ELU and (σb, σw) = (0.2, 1.298) for Tanh. For the Ordered phase
initialization, we use (σb, σw) = (1, 0.1) for both ReLU and ELU (see Appendix for more details).
Table 2 displays the test accuracy for different activation functions on MNIST and CIFAR10 after 10
and 100 training epochs for depth 300 and width 300. The results confirm that the EOC initialization
allows DNNs to escape the NTK trivial regime, while an Ordered phase initialization keeps the DNN
stuck in that regime (the training algorithm is stuck at a low test accuracy ∼ 10% which is the test
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Table 2: Test accuracy for a FFNN with width 300 and depth 300 for different activation functions on
MNIST and CIFAR10. We show test accuracy after 10 epochs and 100 epochs. With EOC init, the
DNN escapes the trivial NTK regime and generalize well, while in the Ordered phase, the DNN is
stuck in the low accuracy NTK regime.
MNIST CIFAR10
Epoch 10 Epoch 100 Epoch 10 Epoch 100
EOC Init (escaped NTK regime)
ReLU 44.53± 12.01 83.75± 1.32 18.15± 3.21 36.62± 1.66
Leaky-ReLU0.01 48.01± 4.33 84.35± 3.26 19.62± 1.13 37.43± 3.35
ELU 75.11 ± 2.21 97.13 ± 0.13 31.78 ± 1.55 48.10 ± 1.21
Tanh 71.13± 1.53 94.11± 0.33 30.11± 2.01 47.73± 1.02
Ordered Init (stuck in NTK regime)
ReLu 9.95± 0.07 9.63± 0.35 10.01± 0.78 10.33± 0.56
ELU 9.85± 0.17 10.17± 0.47 9.73± 0.39 10.15± 0.55
Table 3: Test accuracy on CIFAR100 for ResNet with varying depths
Epoch 10 Epoch 160
ResNet32 standard 54.18±1.21 72.49±0.18scaled 53.89±2.32 74.07±0.22
ResNet50 standard 51.09±1.73 73.63±1.51scaled 55.39±1.52 75.02±0.44
ResNet104 standard 47.02±3.23 74.77±0.29scaled 56.38±2.54 76.14±0.98
accuracy of a uniform random classifier with 10 classes). Moreover, functions in class S (ELU and
Tanh) display higher test accuracy compared to ReLU-like activation functions (ReLU, Leaky ReLU
with parameter α = 0.01) which confirms the findings of Theorem 1. The test accuracies in table 2
are not State of the art accuracies, we are only illustrating the ’stuck/escape’ behaviour.
4.3 ResNet and Scaled ResNet
We train ResNet with depths 32, 50 and 104 on CIFAR100 with SGD. We use a decaying learning
rate schedule; we start with 0.1 and divide by 10 after ne/2 epochs where ne is the total number of
epochs, we scale again by 10 after ne/4 epochs. We use a batch size of 128 and we train the model
with 160 epochs. Theorem 2 shows that ResNet can always escape the NTK trivial regime, and
Proposition 3 shows that Scaled ResNet escapes the NTK trivial regime more easily compared to the
standard ResNet. Table 3 displays test accuracy for standard ResNet and scaled ResNet after 10 and
160 epochs. Although both architectures escape the NTK trivial regime, Scaled ResNet converges
faster than standard ResNet for depths 50 and 104 which confirms our result.
5 Conclusion
In this paper, we have shown that the infinite depth limit of the NTK regime is trivial and cannot
explain the performance of DNNs. However, with an initialization on the EOC, the DNN can escape
this trivial regime making the training possible. These findings add to a recent line of research which
shows that the infinite width approximation of the NTK does not fully capture the training dynamics
of DNNs. Indeed, recent work have shown that the NTK for finite width neural networks changes
with time and might even be random (Chizat and Bach (2018), Ghorbani et al. (2019), Huang and
Yau (2019), Arora et al. (2019)).
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We provide the proofs for theoretical results. Results named "Appendix Lemma" or "Appendix
Proposition" are results that are in the appendix but not in the main paper.
A Setup and notations
A.1 Neural Tangent Kernel
Consider a neural network model consisting of L layers (yl)1≤l≤L, with yl : Rnl−1 → Rnl , n0 = d
and let θ = (θl)1≤l≤L be the flattened vector of weights and bias indexed by the layer’s index and p
be the dimension of θ. Recall that θl has dimension nl + 1. The output f of the neural network is
given by some transformation s : RnL → Ro of the last layer yL(x); o being the dimension of the
output (e.g. number of classes for a classification problem). For any input x ∈ Rd, we thus have
f(x, θ) = s(yL(x)) ∈ Ro. As we train the model, θ changes with time t and we denote by θt the
value of θ at time t and ft(x) = f(x, θt) = (fj(x, θt), j ≤ o). Let D = (xi, yi)1≤i≤N be the data
set and let X = (xi)1≤i≤N , Y = (yj)1≤j≤N be the matrices of input and output respectively, with
dimension d×N and o×N . For any function g : Rd×o → Rk, k ≥ 1, we denote by g(X ,Y) the
matrix (g(xi, yi))1≤i≤N of dimension k ×N .
Jacot et al. (2018) studied the behaviour of the output of the neural network as a function of the
training time t when the network is trained using a gradient descent algorithm. Lee et al. (2019) built
on this result to linearize the training dynamics. We recall hereafter some of these results.
For a given θ, the empirical loss is given by L(θ) = 1N
∑N
i=1 `(f(xi, θ), yi). The full batch GD
algorithm is given by
θˆt+1 = θˆt − η∇θL(θˆt), (8)
where η > 0 is the learning rate.
Let T > 0 be the training time and Ns = T/η be the number of steps of the discrete GD (8). The
continuous time system equivalent to (8) with step ∆t = η is given by
dθt = −∇θL(θt)dt. (9)
This differs from the result by Lee et al. (2019) since we use a discretization step of ∆t = η. It is
well known that this discretization scheme leads to an error of order O(η) (see Appendix). Equation
(9) can be re-written as
dθt = − 1
N
∇θf(X , θt)T∇z`(f(X , θt),Y)dt.
where∇θf(X , θt) is a matrix of dimension oN × p and∇z`(f(X , θt),Y) is the flattened vector of
dimension oN constructed from the concatenation of the vectors ∇z`(z, yi)|z=f(xi,θt), i ≤ N . As a
result, the output function ft(x) = f(x, θt) ∈ Ro satisfies the following ODE
dft(x) = − 1
N
∇θf(x, θt)∇θf(X , θt)T∇z`(ft(X ),Y)dt. (10)
The Neural Tangent Kernel (NTK) KLθ is defined as the o× o dimensional kernel satisfying: for all
x, x′ ∈ Rd,
KLθt(x, x
′) = ∇θf(x, θt)∇θf(x′, θt)T ∈ Ro×o
=
L∑
l=1
∇θlf(x, θt)∇θlf(x′, θt)T .
(11)
We also define KLθt(X ,X ) as the oN × oN matrix defined blockwise by
KLθt(X ,X ) =

KLθt(x1, x1) · · · KLθt(x1, xN )
KLθt(x2, x1) · · · KLθt(x2, xN )
...
. . .
...
KLθt(xN , x1) · · · KLθt(xN , xN )
 .
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By applying (10) to the vector X , one obtains
dft(X ) = − 1
N
KLθt(X ,X )∇z`(ft(X ),Y)dt, (12)
meaning that for all j ≤ N
dft(xj) = − 1
N
KLθt(xj ,X )∇z`(ft(X ),Y)dt.
Infinite width dynamics : In the case of a FFNN, Jacot et al. (2018) proved that, with GD, the
kernel KLθt converges to a kernel K
L which depends only on L (number of layers) for all t < T when
n1, n2, ..., nL →∞, where T is an upper bound on the training time, under the technical assumption∫ T
0
||∇z`(ft(X ,Y))||2dt <∞ a.s. with respect to the initialization weights. The infinite width limit
of the training dynamics is given by
dft(X ) = − 1
N
KL(X ,X )∇z`(ft(X ),Y)dt, (13)
We note hereafter KˆL = KL(X ,X ). As an example, with the quadratic loss `(z, y) = 12 ||z − y||2,
(13) is equivalent to
dft(X ) = − 1
N
KˆL(ft(X )− Y)dt, (14)
which is a simple linear model that has a closed-form solution given by
ft(X ) = e− 1N KˆLtf0(X ) + (I − e− 1N KˆLt)Y. (15)
For general input x ∈ Rd, we have
ft(x) = f0(x) + γ(x,X )(I − e− 1N KˆLt)(Y − f0(X )). (16)
where γ(x) = KL(x,X )KL(X ,X )−1.
A.2 Edge of Chaos
Let φ be the activation function. We consider the following architectures (FFNN and CNN)
• FeedForward Fully-Connected Neural Network (FFNN)
FFNN of depth L, widths (nl)1≤l≤L, weights wl and bias bl. For some input x ∈ Rd, the
forward propagation using the NTK parameterization (introduced in Jacot et al. (2018)) is
given by
y1i (x) =
σw√
d
d∑
j=1
w1ijxj + σbb
1
i
yli(x) =
σw√
nl−1
nl−1∑
j=1
wlijφ(y
l−1
j (x)) + σbb
l
i, l ≥ 2
(17)
• Convolutional Neural Network (CNN/ConvNet)
1D convolutional neural network of depth L, For some input x, the forward propagation is
given by
yli,α(x) =
σw√
vl
nl−1∑
j=1
∑
β∈kerl
wli,j,βφ(y
l−1
j,α+β(x)) + σbb
l
i (18)
where i ∈ [|1, nl|] is the channel number, α ∈ [|0, Nl − 1|] is the neuron index in the
channel, nl is the number of channels in the lth layer, kerl = [| − kl, kl|] is a filter with
size 2kl + 1 and vl = nl−1(2kl + 1). Here, wl ∈ Rnl×nl−1×(2kl+1). We assume periodic
boundary conditions, which results in having yli,α = y
l
i,α+Nl
= yli,α−Nl .
For the sake of simplification, we consider only the case of 1D CNN, the generalization for
a m×D CNN is straightforward.
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We summarize the results obtained in Lee et al. (2018), Schoenholz et al. (2017) and Hayou et al.
(2019) and Xiao et al. (2018) where the impact of the EOC (Edge of Chaos) on the initialization is
studied.
We initialize the model with wlij , b
l
i
iid∼ N (0, 1), where N (µ, σ2) denotes the normal distribution
of mean µ and variance σ2. For some x, we denote by ql(x) the variance of yl(x) where yl is
some neuron in the lth layer. In general, ql(x) converges exponentially to a point q(σb, σw) > 0
independent of x and the neuron index as l → ∞ (see Schoenholz et al. (2017) for FFNN and
Xiao et al. (2018) for CNN) . The EOC is defined by the set of parameters (σb, σw) such that
σ2wE[φ′(
√
q(σb, σw)Z)
2] = 1 where Z ∼ N (0, 1). Similarly the Ordered, resp. Chaotic, phase is de-
fined by σ2wE[φ′(
√
q(σb, σw)Z)
2] < 1, resp. σ2wE[φ′(
√
q(σb, σw)Z)
2] > 1 (see Hayou et al. (2019)
for more details). For two inputs x, x′ ∈ Rd, define Σl(x, x′) = E[yl(x)yl(x′)] and let cl(x, x′)
be the corresponding correlation. Let f be the correlation function defined implicitly by cl+1 = f(cl).
In the remainder of this paper, we assume the following conditions are satisfied :
• The input data is a subset of a compact set of Rd, and no two inputs are colinear.
• All calculations are done in the limit of infinitely wide networks (Mean Field Approximation)
Assumption 1 : Mean Field Approximation
The mean-field approximation is the infinite width, resp. number of channels, limit of FFNN, resp.
CNN. Let x, x ∈ Rd. In this limit, we have the following preliminary results from Hayou et al. (2019)
:
• Σl(x, x′) = σ2b + σ2wEz∼N (0,Σl−1)[φ(z(x))φ(z(x′))].
• There exist q, λ > 0 such that, for all supx∈Rd |Σl(x, x)− q| ≤ e−λl.
• On the Ordered phase, there exists γ > 0 such that supx,x′∈Rd |cl(x, x′)− 1| ≤ e−γl.
• On the chaotic phase, there exist γ > 0 and c < 1 such that supx 6=x′∈Rd |cl(x, x′)− c| ≤
e−γl.
• For ReLU network on the EOC, we have that Σl(x, x) = σ2wd ||x||2 for all l ≥ 1. Moreover,
we have
f(x) =
x→1−
x+
2
√
2
3pi
(1− x)3/2 +O((1− x)5/2)
More precisely,
f(x) =
x→1−
x+
2
√
2
3pi
(1− x)3/2 +
∑
k=2
αk(1− x)k+1/2
where αk > 0.
• When the activation function φ is smooth, we have
f(x) =
σ2b + σ
2
wE[φ(
√
qZ1)φ(
√
qZ(x))]
q
where Z(x) = xZ1 +
√
1− x2Z2 and Z1, Z2 are iid standard Gaussian variables.
We also have on the EOC
f(x) = x+ α(1− x)2 + ζ(1− x)3 +O((x− 1)4).
where α = f
′′(1)
2 and ζ ∈ R.
• On the EOC, we have f ′(1) = 1
• For non-linear activation functions, f is strictly convex and f(1) = 1.
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• If f is infinitely differentiable, then for all j ≥ 1, we have f (j)(x) =
σ2wq
j−1E[φ(j)(Z1)φ(j)(Z(x))]. Moreover, since f (j)(1) = σ2wqj−1E[φ(j)(Z1)2] > 0, then
Taylor expansion of f near 1 has coefficients that are all positive.
Assumption 2 : Gradient Independence
In Yang (2019), authors show that we can assume that the weights used for forward propagation are
independent of those used for backpropagation for usual architectures. We use this assumption in our
proofs.
B Proofs of Section 2: Neural Networks and Neural Tangent Kernel
Lemma 1 (Trainability of the Neural Network and Invertibility of the NTK). Assume the network
is initialized with Gaussian weights and the mapping s is such that s(RnL) is not a subset of any
hyperplane of Ro. Then, with dynamics (15) we have
1. ||ft(X )− Y|| converges almost surely to 0 as t→∞ if KˆL is non-singular.
2. If KL is singular, then almost surely, there exists a constant C > 0 such that for all t > 0,
||ft(X )− Y|| ≥ C
Proof. The infinite width NTK KL (i.e. the limiting NTK as n1, n2, .., nL−1 →∞) is deterministic
(see Section B for proofs). Let KˆL = QTDQ be the spectral decomposition of the empirical NTK;
i.e. Q is an orthogonal matrix and D is a diagonal matrix. Since KL is deterministic, Q and D are
also deterministic.
We have that e−
1
N Kˆ
Lt = QT e−
1
NDtQ = QTDiag(e−
di
N t)1≤i≤oNQ where (di)1≤i≤oN are the
eigenvalues. We also have ||ft(X ) − Y|| = ||e− 1N KˆLt(f0(X ) − Y)||. Therefore, if KL is
non-singular, then ||ft(X )− Y|| converges to 0 almost surely (using Slutsky’s theorem).
Assume KˆL is singular. Let Zt = Q(ft(X )− Y)QT . We have that Zt = e− 1NDtZ0. Since D has at
least one zero diagonal value, then there exists j ∈ {1, 2, ..., oN} such that for all t, (Zt)j = (Z0)j ,
and we have
||ft(X )− Y|| = ||Zt||
≥ |(Zt)j| = |(Z0)j|
Now we prove that |(Z0)j| > 0 almost surely. We do it in two steps : first we prove that for any input
x, the distribution of the random variable f0(x) is not supported by any hyperplane in Ro; Second,
we prove that for any input x, the random variable f0(x) is not measurable in the sigma algebra
generated by the set of random variables {s(yL(x′)), x′ 6= x, x′ ∈ X}.
Lee et al. (2018) proved that for all i ∈ [|1, nL|], (yLi (x))x∈Rd is a Gaussian process in the limit of
infinite width, and that random variables yLi (x) and y
L
j (x
′) are independent for j 6= i. Therefore, the
support of the distribution of the multidimensional random variable yL(x) is RnL for any input x.
Using the condition on s, for all x, the support of the variable f0(x) is not a subset of any hyperplane
in Ro. Moreover (see Preliminary results below for more details), for i ∈ [|1, nL|] and two different
inputs x, x′, the random variables yLi (x) and y
L
i (x
′) have correlation |cL(x, x′)| < 1. This proves
that for any input x, s(yL(x)) is not measurable in the sigma algebra generated by the set of random
variables {s(yL(x′)), x′ 6= x, x′ ∈ X}. Therefore, the support of the distribution of the random
variable f0(X ) is not a subset of any hyperplane of Ro×N .
We conclude that the support of the distribution of Z0 is not included in any hyperplane, which proves
that, almost surely, we have |(Z0)j| > 0.
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C Proofs of Section 3: Impact of the Initialization and the Activation
function on the Neural Tangent Kernel
C.1 Preliminary results
For CNNs, the mean field approximation is considered in the limit of infinite number of channels. We
define Σlα,α′(x, x
′) = σ2b + σ
2
wE[φ(y
l−1
1,α (x))φ(y
l−1
1,α′(x
′))] and qlα,α′(x, x
′) = E[yli,α(x)yli,α′(x′)].
From Xiao et al. (2018), there exist q, λ > 0 such that, for all α, α′ supx∈Rd |qlα,α′(x, x)−q| ≤ e−λl.
Unlike FFNN, neurons in the same channel are correlated since we use the same filters for all of them.
Let x, x′ be two inputs and α, α′ two nodes in the same channel i. Using Central Limit Theorem in
the limit of large nl (number of channels), we have
qlα,α′(x, x
′) = E[yli,α(x)yli,α′(x′)] =
σ2w
2k + 1
∑
β∈ker
E[φ(yl−11,α+β(x))φ(y
l−1
1,α′+β(x
′))] + σ2b
Let clα,α′(x, x
′) be the corresponding correlation. As in Xiao et al. (2018) and Hayou et al. (2019),
authors show that the the variance of each node for some input x ∈ Rd, qlα,α(x, x) converges
exponentially to a limiting value q that does not depend on x and α. Therefore, the mean-field
correlation is given by
clα,α′(x, x
′) =
1
2k + 1
∑
β∈ker
f(cl−1α+β,α′+β(x, x
′))
where f(c) = σ
2
wE[φ(
√
qZ1)φ(
√
q(cZ1+
√
1−c2Z2))]+σ2b
q and Z1, Z2 are independent standard normal
variables.
In Xiao et al. (2018), authors studied only the limiting behaviour of correlations clα,α′(x, x) (same
input x). These correlations describe how features are correlated for the same input, however, they do
not capture the behaviour of these features for different inputs (ie clα,α′(x, x
′) where x 6= x′).
Before moving to the proof, recall the definition of two classes of activation functions.
Definition 1. Let φ : R→ R be a measurable function. Then
1. φ is said to be ReLU-like if there exist λ, β ∈ R such that φ(x) = λx for x > 0 and
φ(x) = βx for x ≤ 0.
2. φ is said to be in S if φ(0) = 0, φ is twice differentiable, and there exist n ≥ 1, a
partition (Ai)1≤i≤n of R and infinitely differentiable functions g1, g2, ..., gn such that
φ(2) =
∑n
i=1 1Aigi, where φ
(2) is the second derivative of φ.
Now we prove some lemmas that will be usefull in the proofs of the main results. In the next lemma,
we provide a theoretical analysis of the limiting behaviour of cross-correlations.
Appendix Lemma 1 (Asymptotic behaviour of the correlation in CNN with smooth activation
functions). We consider a CNN with an activation function from class S . Let (σb, σw) ∈ (R+)2 and
x, x′ be two inputs. The following statements hold
1. If (σb, σw) are either on the Ordered or Chaotic phase, then there exists β > 0 such that
sup
α,α′
|clα,α′(x, x′)− c| = O(e−βl)
where c = 1 if (σb, σw) is in the Ordered phase, and c ∈ (0, 1) if (σb, σw) is in the Chaotic
phase.
2. If (σb, σw) ∈ EOC, then there exists constant κ, ζ > 0 such that for all α, α′
clα,α′(x, x
′) = 1− κ
l
+ β
log(l)
l2
+O(l−2)
where κ = 2f ′′(1) and β > 0.
14
Proof. Recall that
clα,α′(x, x
′) =
1
2k + 1
∑
β∈ker
f(cl−1α+β,α′+β(x, x
′))
we write this in a matrix form
Cl =
1
2k + 1
Uf(Cl−1)
where Cl = ((clα,α+β)α∈[|0,N−1|])β∈[|0,N−1] is a vector in RN
2
, U is a convolution matrix and f is
applied entry-wise. As an example, for k = 1, U given by
U =

1 1 0 ... 0 1
1 1 1 0
. . . 0
0 1 1 1
. . . 0
0 0 1 1
. . . 0
. . . . . . . . . . . .
1 0 . . . 0 1 1

U is a Circulant symmetric matrix with eigenvalues λ1 > λ2 ≥ λ3... ≥ λN2 . The largest eigenvalue
of U is given by λ1 = 2k + 1 and its equivalent eigenspace is generated by the vector e1 =
1
N (1, 1, ..., 1) ∈ RN
2
. This yields
(1 + 2k)−lU l = e1eT1 +O(e
−βl)
where β = log(λ1λ2 )
1. We deal with the Ordered phase, the proof in Chaotic phase is similar. Let (σb, σw) be in the
Ordered phase and clm = minα,α′ c
l
α,α′(x, x
′). Using the fact that f is non-decreasing, we
have that clα,α′(x, x
′) ≥ 12k+1
∑
β∈ker c
l−1
α+β,α′+β(x, x
′)) ≥ f(cl−1m ). Taking the min again
over α, α′, we have clm ≥ f(cl−1m ), therefore clm is non-decreasing and converges to a stable
fixed point of f . By the convexity of f , the limit is c = 1. Moreover, the convergence is
exponential using the fact that 0 < f ′(1) < 1. Since for all α, α′, clm ≤ clα,α′(x, x′) ≤ 1,
then supα,α′ |clα,α′(x,x′) − 1| = 1 − clm which concludes the proof. In the chaotic phase,
the only difference is the limit c = c1 < 1.
2. On the EOC, recall that (Preliminary results)
f(x) = x+ α(1− x)2 + ζ(1− x)3 +O((x− 1)4).
where α = f
′′(1)
2 and ζ ∈ R. therefore, applying this entry-wise, we obtain
Cl =
1
2k + 1
U(Cl−1 + α(1− Cl−1)2 + ζ(1− Cl−1)3 +O((1− Cl−1)4))
Let Al = ((2k + 1)−1U)−l and Λl = AlCl, then we have
Λl = Λl−1 − αA−1l Λ2l−1 − ζA−2l Λ3l−1 +O(A−3l Λ4l−1)
Using Taylor expansion similar to the way we did with FFNN entry-wise, and using
A−ml = e1e
T
1 +O(e
−βl) for all m ≥ 1 we obtain
Λl ∼ (α−1l−1 − α−1ζ log(l)
l2
+O(l−2))e1
This yields
Cl = (1− α−1l−1 + α−1ζ log(l)
l2
)e1 +O(l
−2)
which concludes the proof.
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We prove a similar result for ReLU-like activation functions
Appendix Lemma 2 (Asymptotic behaviour of the correlation in CNN with ReLU-like activation
functions). We consider a CNN with ReLU activation. Let (σb, σw) ∈ (R+)2 and x, x′ be two inputs.
The following statements hold
1. If (σb, σw) are either on the Ordered or Chaotic phase, then there exists β > 0 such that
sup
α,α′
|clα,α′(x, x′)− c| = O(e−βl)
where c = 1 if (σb, σw) is in the Ordered phase, and c ∈ (0, 1) if (σb, σw) is in the Chaotic
phase.
2. If (σb, σw) ∈ EOC, then for all α, α′
clα,α′(x, x
′) = 1− s
l2
+ Θ(l−2)
where s = 9pi
2
2
Proof. The proof is similar to the case of smooth activation functions (appendix lemma 1). The only
difference is in the correlation function f . For ReLU, we have that (see Hayou et al. (2019) for more
details)
f(x) = x+ s(1− x)3/2 + b(1− x)5/2 +O((1− x)7/2
where s = 2
√
2
3pi and b > 0. using the same analysis with Taylor expansion as in the proof of appendix
lemma 1, we conclude.
C.2 Proofs
In this section, we provide proofs for results in the paper. The next lemma is a generalization of
Theorem 1 in Jacot et al. (2018).
Lemma 2. Consider a FFNN of the form (17). Then, as n1, n2, ..., nL−1 → ∞, we have for all
x, x′ ∈ Rd, i, i′ ≤ nL, KLii′(x, x′) = δii′KL(x, x′), where KL(x, x′) is given by the recursive
formula
KL(x, x′) = Σ˙L(x, x′)KL−1(x, x′) + ΣL(x, x′),
Σl(x, x′) = σ2b + σ
2
wE[φ(y
l−1
1 (x))φ(y
l−1
1 (x
′))], Σ˙l(x, x′) = σ2wE[φ′(y
l−1
1 (x))φ
′(yl−11 (x
′))].
Proof. The proof for general σw is similar to when σw = 1 (Jacot et al. (2018)) which is a proof by
induction.
For l ≥ 2 and i ∈ [|1, nl|]
∂θ1:ly
l+1
i (x) =
σw√
nl
nl∑
j=1
wl+1ij φ
′(ylj(x))∂θ1:ly
l
j(x).
Therefore,
(∂θ1:ly
l+1
i (x))(∂θ1:ly
l+1
i (x
′))t =
σ2w
nl
nl∑
j,j′
wl+1ij w
l+1
ij′ φ
′(ylj(x))φ
′(ylj′(x
′))∂θ1:ly
l
j(x)(∂θ1:ly
l
j′(x
′))t
Using the induction hypothesis, as n0, n1, ..., nl−1 →∞, we have that
σ2w
nl
nl∑
j,j′
wl+1ij w
l+1
ij′ φ
′(ylj(x))φ
′(ylj′(x
′))∂θ1:ly
l
j(x)(∂θ1:ly
l
j′(x
′))t
σ2w
nl
nl∑
j
(wl+1ij )
2φ′(ylj(x))φ
′(ylj(x
′))Kl(x, x′)
16
As nl →∞, we have that I ′ → 0. Using the law of large numbers, as nl →∞
σ2w
nl
nl∑
j
(wl+1ij )
2φ′(ylj(x))φ
′(ylj(x
′))Klres(x, x
′)→ Σ˙l+1(x, x′)Klres(x, x′).
Moreover, we have that
(∂wl+1y
l+1
i (x))(∂wl+1y
l+1
i (x
′))t + (∂bl+1y
l+1
i (x))(∂bl+1y
l+1
i (x
′))t =
σ2w
nl
∑
j
φ(ylj(x))φ(y
l
j(x
′)) + σ2b
→
nl→∞
σ2wE[φ(y
l+1
i (x))φ(y
l+1
i (x
′))] + σ2b = Σ
l+1(x, x′).
which ends the proof.
We start with the by generalizing the result of Jacot et al. (2018) on the NTK for FFNN. We give a
recursive formula satisfied by the NTK of a CNN.
Proposition 1 (Infinite width dynamics of the NTK of a CNN). Let x, x′ ∈ Rd. Consider a CNN of
the form 18. In the limit of infinite number of channels n1, n2, ..., nl →∞ recursively, we have that
K1(i,α),(i′,α′)(x, x
′) = δii′
( σ2w
n0(2k + 1)
[x, x′]α,α′ + σ2b
)
where [x, x′]α,α′ =
∑
j,β xj,α+βxj,α′+β
and for l > 1, there exists a sequence (Klα,α′(x, x
′))l such that for all i, i′, α, α′
Kl(i,α),(i′,α′)(x, x
′) = δii′Klα,α′(x, x
′). By noting Klα,α′ := K
l
α,α′(x, x
′) we have that
Klα,α′ =
1
2kl + 1
∑
β
[
Σ˙lα+β,α′+βK
l−1
α+β,α′+β + Σ
l
α+β,α′+β
]
where Σlα,α′ = σ
2
b + σ
2
wE[φ(y
l−1
1,α (x))φ(y
l−1
1,α′(x
′))] and Σ˙lα,α′ = σ
2
wE[φ′(y
l−1
1,α (x))φ
′(yl−11,α′(x
′))].
Proof. Let x, x′ be two inputs. We have that
y1i,α(x) =
σw√
v1
n0∑
j=1
∑
β∈ker1
w1i,j,βxj,α+β + σbb
1
i
yli,α(x) =
σw√
vl
nl−1∑
j=1
∑
β∈kerl
wli,j,βφ(y
l−1
j,α+β(x)) + σbb
l
i
therefore
K1(i,α),(i′,α′)(x, x
′) =
∑
k
(
∑
j
∑
β
∂y1i,α(x)
∂w1k,j,β
∂y1i′,α′(x)
∂w1k,j,β
) +
∂y1i,α(x)
∂b1k
∂y1i′,α′(x)
∂b1k
= δii′
( σ2w
n0(2k + 1)
∑
j
∑
β
xj,α+βxj,α′+β + σ
2
b
)
Assume the result is true for l − 1, let us prove it for l. Let θ1:l−1 be model weights and bias in the
layers 1 to l − 1. Let ∂θ1:l−1yli,α(x) = ∂y
l
i,α(x)
∂θ1:l−1
. We have that
∂θ1:l−1y
l
i,α(x) =
σw√
nl−1(2k + 1)
∑
j
∑
β
wli,j,βφ
′(yl−1j,α+β)∂θ1:l−1y
l−1
i,α+β(x)
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this yields
∂θ1:l−1y
l
i,α(x)∂θ1:l−1y
l
i′,α′(x)
T =
σ2w
nl−1(2k + 1)
∑
j,j′
∑
β,β′
wli,j,βw
l
i′,j′,β′φ
′(yl−1j,α+β)φ
′(yl−1j′,α′+β)∂θ1:l−1y
l−1
j,α+β(x)∂θ1:l−1y
l−1
j′,α′+β(x)
T
as n1, n2, ..., nl−2 →∞ and using the induction hypothesis, we have
∂θ1:l−1y
l
i,α(x)∂θ1:l−1y
l
i′,α′(x)
T →
σ2w
nl−1(2k + 1)
∑
j
∑
β,β′
wli,j,βw
l
i′,j,β′φ
′(yl−1j,α+β)φ
′(yl−1j,α′+β)K
l−1
(j,α+β),(j,α′+β)(x, x
′)
note that Kl−1(j,α+β),(j,α′+β)(x, x
′) = Kl−1(1,α+β),(1,α′+β)(x, x
′) for all j since the variables are iid
across the channel index j.
Now letting nl−1 →∞, we have that
∂θ1:l−1y
l
i,α(x)∂θ1:l−1y
l
i′,α′(x)
T →
δii′
( 1
(2k + 1)
∑
β,β′
f ′(cl−1α+β,α′+β(x, x
′))Kl−1(1,α+β),(1,α′+β)(x, x
′)
)
where f ′(cl−1α+β,α′+β(x, x
′)) = σ2wE[φ′(y
l−1
j,α+β)φ
′(yl−1j,α′+β)].
We conclude using the fact that
∂θly
l
i,α(x)∂θly
l
i′,α′(x)
T → δii′( σ
2
w
2k + 1
∑
β
E[φ(yl−1α+β(x))φ(y
l−1
α′+β(x
′))] + σ2b )
To alleviate notations, we use hereafter the notation KL for both the NTK of FFNN and CNN. For
FFNN, it represents the recursive kernel KL given by lemma 2, whereas for CNN, it represents the
recursive kernel KLα,α′ for any α, α
′, which means all results that follow are true for any α, α′.
The following proposition establishes that any initialization on the Ordered or Chaotic phase, leads to
a trivial limiting NTK as the number of layers L becomes large.
Proposition 2 (Limiting Neural Tangent Kernel with Ordered/Chaotic Initialization). Let (σb, σw)
be either in the ordered or in the chaotic phase. Then, there exist λ, γ > 0 such that
sup
x,x′∈Rd
|KL(x, x′)− λ| ≤ e−γL.
As a result, we have RL,N & N2e2γL (There was a typo in the main paper. However, it does not
change the conclusion).
We will use the next lemma in the proof of proposition 2.
Appendix Lemma 3. Let (al) be a sequence of non-negative real numbers such that ∀l ≥ 0, al+1 ≤
αal + ke
−βl, where α ∈ (0, 1) and k, β > 0. Then there exists γ > 0 such that ∀l ≥ 0, al ≤ e−γl.
Proof. Using the inequality on al, we can easily see that
al ≤ a0αl + k
l−1∑
j=0
αje−β(l−j)
≤ a0αl + k l
2
e−βl/2 + k
l
2
αl/2
where we divided the sum into two parts separated by index l/2 and upper-bounded each part. The
existence of γ is straightforward.
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Now we prove Proposition 2
Proof. We prove the result for FFNN first. Let x, x′ be two inputs. From lemma 2, we have that
Kl(x, x′) = Kl−1(x, x′)Σ˙l(x, x′) + Σl(x, x′)
where Σ1(x, x′) = σ2b +
σ2w
d x
Tx′ and Σl(x, x′) = σ2b + σ
2
wEf∼N (0,Σl−1)[φ(f(x))φ(f(x′))] and
Σ˙l(x, x′) = Ef∼N (0,Σl−1)[φ′(f(x))φ′(f(x′))]. Using preliminary results of the Mean Field Theory,
in the ordered/chaotic phase, there exist k, β, η, l0 > 0 and α ∈ (0, 1) such that for all l ≥ l0 we have
sup
x,x′∈Rd
|Σl(x, x′)− k| ≤ e−βl
and
sup
x,x′∈Rd
|Σ˙l(x, x′)− α| ≤ e−ηl.
Therefore, there exists M > 0 such that for any l ≥ l0 and x, x′ ∈ Rd
Kl(x, x′) ≤M.
Letting rl = supx,x′ |Kl(x, x′)− k1−α |, we have
rl ≤ αrl−1 +Me−ηl + e−βl
We conclude using Lemma 3. For CNN, the proof is similar using appendix lemma 1.
We now show that RL,N = Θ(N2e2γL). Recall the dynamics of the NTK regime
ft(x) = f0(x) + γ(x,X )(I − e− 1N KˆLt)(Y − f0(X )), γ(x,X ) = KL(x,X )(KˆL)−1.
Although KˆL is non invertible in the limit of infinite depth, it is invertible in general for fixed L when
no two inputs are colinear (Jacot et al. (2018)). Therefore, we have that
f∞(x) = f0(x) + γ(x,X )(Y − f0(X ))
In this limit, the only term that controls the generalization function is γ(x,X ). In the limit of large L,
we have that
γ(x,X ) & eγle1
where e1 = (1, ..., 1) ∈ RN and the symbol ’greater or similar’ is taken element-wise. Therefore
there exist a constant a > 0 such that
RL,N ≥ Ex,y[(f0(x)− y)2] + a2e2γLED[(
N∑
i=1
f0(xi)− yi)2]
+ aeγLEx,y[(f0(x)− y)]ED[
N∑
i=1
(f0(xi)− yi)]
≥ a2e2γLED[(
N∑
i=1
f0(xi)− yi)2] = a2N2e2γLEx,y[(f0(x)− y)2]
which conludes the proof.
Now, we show that the Initialization on the EOC leads to an invertible NTK even if the number of
layers L goes to infinity. We first prove two preliminary lemmas that will be useful for the proof
of the next proposition. Hereafter, the notation g(x) = Θ(m(x)) means there exist two constants
A,B > 0 such that Am(x) ≤ g(x) ≤ Bm(x).
The following lemmas will be usefull in the proof of Theorem 1.
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Appendix Lemma 4. Let (al), (bl), (λl) be three sequences of non-negative real numbers such that
al = al−1λl + bl,
λl = 1− α
l
+ Θ(l−2),
bl = q + o(l
−1),
where α ∈ N∗, q ∈ R+.
Then, we have
al
l
=
q
1 + α
+ Θ(l−1).
Proof. It is easy to see that there exists a constant G > 0 |al| ≤ G× l + |a0| for all l ≥ 0, therefore
(al/l) is bounded. Let rl = all . We have
rl = rl−1(1− 1
l
)(1− α
l
+ Θ(l−2)) +
q
l
+ o(l−2)
= rl−1(1− 1 + α
l
) +
q
l
+ Θ(l−2).
Letting xl = rl − q1+α , there is exist two constants M,K > 0 such that
xl−1(1− 1 + α
l
) +
K
l2
≤ xl ≤ xl−1(1− 1 + α
l
) +
M
l2
.
Let us deal with the right hand inequality first. Using the recursive form, We have
xl ≤ x0
l∏
k=1
(1− 1 + α
k
) +M
l∑
k=1
l∏
j=k+1
(1− 1 + α
j
)
1
k2
.
By taking the logarithm of the first term in the right hand side and using the fact that
∑l
k=1
1
k ∼ log(l),
we have
l∏
k=1
(1− 1 + α
k
) ∼ l−1−α.
For the second part, observe that
l∏
j=k+1
(1− 1 + α
j
) =
(l − α− 1)!
l!
k!
(k − α− 1)!
and
k!
(k − α− 1)!
1
k2
∼k→∞ kα−1.
Hence, we have
l∑
k=1
k!
(k − α− 1)!
1
k2
∼
l∑
k=1
kα−1
∼
∫ l
1
tα−1dt
∼ 1
α
lα.
Therefore, it follows that
l∑
k=1
l∏
j=k+1
(1− 1 + α
j
)
1
k2
=
(l − α− 1)!
l!
l∑
k=1
k!
(k − α− 1)!
1
k2
∼ 1
α
l−1.
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This proves that
xl ≤ M
α
l−1 + o(l−1).
Using the same approach for the left-hand inequality, we prove that
xl ≥ K
α
l−1 + o(l−1).
This concludes the proof.
The next lemma is a different version of the previous lemma which will be useful for other applica-
tions.
Appendix Lemma 5. Let (al), (bl), (λl) be three sequences of non-negative real numbers such that
al = al−1λl + bl,
λl = 1− α
l
+ κ
log(l)
l2
+O(l−1−β),
bl = q +O(l
−1),
where α ∈ N∗, β, q ∈ R+ and α > β − 1, β ≥ 1.
Then, there exists A,B > 0 such that
A
log(l)
l
≤ al
l
− q
1 + α
≤ B log(l)
l
.
Proof. It is easy to see that there exists a constant G > 0 |al| ≤ G× l + |a0| for all l ≥ 0, therefore
(al/l) is bounded. Let rl = all . We have
rl = rl−1(1− 1
l
)(1− α
l
+ κ
log(l)
l2
+O(l−1−β)) +
q
l
+O(l−2)
= rl−1(1− 1 + α
l
) + rl−1κ
log(l)
l2
+
q
l
+O(l−2).
Let xl = rl − q1+α . It is clear that λl = 1− α/l + O(l−3/2). Therefore, using appendix lemma 4
with β = 1/2, we have rl → q1+α . Thus, there exists κ1, κ2,M, l0 > 0 such that for all l ≥ l0
xl−1(1− 1 + α
l
) + κ1
log(l)
l2
− M
l2
≤ xl ≤ xl−1(1− 1 + α
l
) + κ2
log(l)
l2
+
M
l2
.
Similarly to the proof of appendix lemma 4, it follows that
xl ≤ xl0
l∏
k=l0
(1− 1 + α
k
) +
l∑
k=l0
l∏
j=k+1
(1− 1 + α
j
)
κ2 log(k) +M
k2
and
xl ≥ x0
l∏
k=0
(1− 1 + α
k
) +
l∑
k=l0
l∏
j=k+1
(1− 1 + α
j
)
κ1 log(k)−M
k2
.
Recall that we have
l∏
k=1
(1− 1 + α
k
) ∼ l−1−α
and
l∏
j=k+1
(1− 1 + α
j
) =
(l − α− 1)!
l!
k!
(k − α− 1)!
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so that
k!
(k − α− 1)!
κ1 log(k)−M
k2
∼k→∞ log(k)kα−1.
Therefore, we obtain
l∑
k=1
k!
(k − α− 1)!
κ1 log(k)−M
k2
∼
l∑
k=1
log(k)kα−1
∼
∫ l
1
log(t)tα−1dt
∼ C1lα log(l),
where C1 > 0 is a constant. Similarly, there exists a constant C2 > 0 such that
l∑
k=1
k!
(k − α− 1)!
κ2 log(k) +M
k2
∼ C2lα log(l).
We conclude using the fact that (l−α−1)!l! ∼ l−1−α.
Theorem 1 (Neural Tangent Kernel on the Edge of Chaos). Let φ be a non-linear activation function
and (σb, σw) ∈ EOC.
1. If φ is ReLU-like, then for all x ∈ Rd, KL(x,x)L = AK∞(x, x) + Θ(L−1). Moreover, there
exists λ ∈ (0, 1) such that
sup
x 6=x′∈Rd
∣∣KL(x, x′)
L
−AK∞(x, x′)∣∣ = Θ(L−1),
where AK∞(x, x′) = σ
2
w‖x‖‖x′‖
d (1− (1− λ)1x 6=x′).
2. If φ is in S, then, there exists q > 0 such that KL(x,x)L = AK∞(x, x) + Θ(L−1) → q.
Moreover, there exists λ ∈ (0, 1) such that
sup
x 6=x′∈Rd
∣∣KL(x, x′)
L
−AK∞(x, x′)∣∣ = Θ(log(L)L−1),
where AK∞(x, x′) = q(1− (1− λ)1x 6=x′).
As a result, in both cases, we have that RL,N = Θ(N2).
Proof. We start by proving the result for FFNN, then we generalize the results to CNN.
Case 1 : FFNN
1. We use some results from Hayou et al. (2019) in this proof. Let x, x′ ∈ Rd and clx,x′ =
Σ(x,x′)√
Σ(x,x)Σ(x′,x′)
. Let γl := 1 − clx,x′ and f be the correlation function defined by the
recursive equation cl+1 = f(xl). From the preliminary results, we know that Σl(x, x) =
σ2w
d ||x||2 and that Kl(x, x′) = Kl−1(x, x′)Σ˙l(x, x′) + Σl(x, x′). This concludes the proof
for KL(x, x). We denote s = 2
√
2
3pi . From Hayou et al. (2019), we have on the EOC
γl+1 = γl − sγ3/2l − κγ5/2l +O(γ7/2l ) where κ > 0, this yields
γ
−1/2
l+1 = γ
−1/2
l +
s
2
+
κ
2
γl +O(γ
2
l ).
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Thus, as l goes to infinity
γ
−1/2
l+1 − γ−1/2l ∼
s
2
,
and by summing and equivalence of positive divergent series
γ
−1/2
l ∼
s
2
l.
Moreover, since γ−1/2l+1 = γ
−1/2
l +
s
2 +
κ
2γl + O(γ
2
l ), summing again and inversing the
formula, we obtain clx,x′ = 1− 9pi
2
2l2 + Θ(l
−3).
We also have
f ′(x) =
1
pi
arcsin(x) +
1
2
= 1−
√
2
pi
(1− x)1/2 +O((1− x)3/2).
Thus, it follows that
f ′(clx,x′) = 1−
3
l
+ Θ(l−2).
Moreover, qlx,x′ = q +O(l
−2) where q is the limiting variance of yl.
Using appendix lemma 4, we conclude that K
l(x,x′)
l =
1
4
σ2w
d ||x||||x′|| + O(l−1). Since
cx,x
′
is bounded, this result is uniform in x, x′. Therefore, we can take the supremum over
x, x′ ∈ Rd.
2. We prove the result when φ(2)(x) = 1x<0g1(x) + 1x≥0g2(x). The generalization to the
whole class is straightforward. Let f be the correlation function. We first show that for all
k ≥ 3 f (k)(x) = 1
(1−x2)(k−2)/2 gk(x) where gk ∈ C∞.
We have
f ′′(x) = σ2wqE[φ′′(
√
qZ1)φ
′′(
√
qU2(x))]
= σ2wqE[φ′′(
√
qZ1)1U2(x)<0g1(
√
qU2(x))] + σ
2
wqE[φ′′(
√
qZ1)1U2(x)>0g2(
√
qU2(x))].
Let G(x) = E[φ′′(√qZ1)1U2(x)<0g1(
√
qU2(x))] then
G′(x) = E[φ′′(
√
qZ1)(Z1 − x√
1− x2Z2)δU2(x)=0
1√
1− x2 g1(
√
qU2(x))]
+ E[φ′′(
√
qZ1)1U2(x)<0
√
q(Z1 − x√
1− x2Z2)g
′
1(
√
qU2(x))].
It is easy to see that G′(x) = 1√
1−x2G1(x) where G1 ∈ C1. A similar analysis can
be applied to the second term of f ′′. We conclude that there exists g3 ∈ C∞ such that
f (3)(x) = 1√
1−x2 g(x). We obtain the result by induction.
Since f (k) are potentially not defined at 1, we use the change of variable x = 1 − t2 to
obtain a Taylor expansion near 1. Simple algebra shows that the function t→ f(1− t2) has
a Taylor expansion near 0:
f(1− t2) = 1− t2f ′(1) + t
4
2
f ′′(1) +
t6
6
f (3)(1) +O(t8).
Therefore,
f(x) = 1 + (x− 1)f ′(1) + (x− 1)
2
2
f ′′(1) +
(1− x)3
6
f (3)(1) +O((x− 1)4).
Letting λl := 1− cl, there exist α, β > 0 such that
λl+1 = λl − αλ2l − βλ3l +O(λ4l )
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therefore,
λ−1l+1 = λ
−1
l (1− αλl − βλ2 +O(λ3l ))−1
= λ−1l (1 + αλl + βλ
2
l +O(λ
3
l ))
= λ−1l + α+ βλl +O(λ
2
l ).
By summing (divergent series), we have that λ−1l ∼ lβq . Therefore,
λ−1l+1 − λ−1l − α = βα−1l−1 +O(l−2)
By summing a second time, we obtain
λ−1l = αl + βα
−1 log(l) +O(1),
so that λl = α−1l−1 − α−1β log(l)l2 +O(l−2).
Using the fact that f ′(x) = 1 + (x − 1)f ′′(1) + O((x − 1)2), we have f ′(clx,x′) =
1− 2l + κ log(l)l2 +O(l−2). We can now conclude using appendix lemma 5. Using again the
argument of the boundedness of c1x,x′ , we can take the supremum.
Case 2 : CNN
Now let us go back to the proof of the limiting behaviour of NTK for CNN on the EOC. To
simplify the notation, let Klα,α′ = K
l
(1,α),(1,α′). The choice of the channel 1 is not important since
Kl(i,α),(i,α′) = K
l
(1,α),(1,α′). We do not consider the values of the NTK for i 6= i′ since they are
always zero.
• For smooth activation function belonging to the class S.
Recall that on the EOC (appendix lemma 1) there exists constant κ, ζ > 0 such that for all
α, α′
clα,α′(x, x
′) = 1− κ
l
+ β
log(l)
l2
+O(l−2)
Using the fact that f ′(x) = 1 + (x − 1)f ′′(1) + O((x − 1)2), we have
f ′(clα,α′(x, x
′)) = 1− 2l + κ log(l)l2 +O(l−2) for all α, α′.
Moreover, we have that Σlα,α′(x, x
′) = qf(clα,α′(x, x
′)) = q +O(l−1) for all α, α′. There-
fore, using this result with the recursive formula of the NTK from Lemma 1 we have
that
Klα,α′(x, x
′) = λl
1
2k + 1
∑
β
Kl−1α+β,α′+β(x, x
′) + bl, (19)
where λl = 1− 2l + κ log(l)l2 +O(l−2) and bl = q +O(l−1).
Let Kl = ((Klα,α+β(x, x
′))α∈[|0,N−1|])β∈[|0,N−1] is a vector in RN
2
. Writing (19) in
matrix form, we have
Kl = λl
1
2k + 1
UKl−1 + blz1,
where z1 = (1, 1, ..., 1) ∈ RN2 .
Let Al = ((2k + 1)−1U)−l and Γl = AlKl, and using the fact that Alz1 = z1, we have
Γl = λlΓl−1 + blz1.
Using appendix lemma 5 element-wise, we obtain for all α, α′,
L−1ΓL − q
1 + α
z1 = Θ(log(L)L
−1).
We conclude using A−1L = e1e
T
1 +O(e
−βL).
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• For ReLU, recall that on the EOC (appendix lemma 2), for all α, α′
clα,α′(x, x
′) = 1− s
l2
+ Θ(l−2)
where s = 9pi
2
3 . As in the smooth activation case, we obtain the system
Γl = λlΓl−1 + blz1
with λl = 1− 1l + Θ(l−2)and bl = q +O(l−2) with appendix lemma 2 and the form of f ′
for ReLU. We conclude using appendix lemma 4.
Let us prove now that RL,N = Θ(N2). There two cases depending on the activation function
(ReLU-like or S-smooth), however, the proof is similar. Let us prove the result for smooth activation
functions belonging to class S. Recall that
f∞(x) = f0(x) + γ(x,X )(Y − f0(X ))
In this limit, the only term that controls the generalization function is γ(x,X ). In the limit of large L,
we have that
γ(x,X ) = λeT1 J−1 + Θ(log(L)L−1)
where e1 = (1, ..., 1) ∈ RN . This yields
RL,N = Ex,y[(f0(x)− y)2] + a2ED[(
N∑
i=1
f0(xi)− yi)2]
+ 2aEx,y[(f0(x)− y)]ED[
N∑
i=1
(f0(xi)− yi)] + Θ(N log(L)L−1)
= (1 + a2N2 + 2aN)Ex,y[(f0(x)− y)2] + Θ((N log(L)L−1) = Θ(N2)
which concludes the proof.
C.3 Proofs for ResNets
In this section, we provide proofs for the results on ResNets. The next lemma gives the recursive
formula for the mean-field NTK of a ResNet with Fully Connected blocks.
Lemma 3 (NTK of a ResNet with Fully Connected layers in the infinite width limit). Let x, x′ be
two inputs and Kres,1 be the exact NTK for the Residual Network with 1 layer. Then, we have
• For the first layer (without residual connections), we have for all x, x′ ∈ Rd
Kres,1ii′ (x, x
′) = δii′(σ2b +
σ2w
d
x · x′),
where x · x′ is the inner product in Rd.
• For l ≥ 2, as n1, n2, ..., nL−1 → ∞, we have for all i, i′ ∈ [|1, nl|], Kres,lii′ (x, x′) =
δii′K
l
res(x, x
′), where Klres(x, x
′) is given by the recursive formula have for all x, x′ ∈ Rd
and l ≥ 2, as n1, n2, ..., nl →∞ recursively, we have
Klres(x, x
′) = Kl−1res (x, x
′)(Σ˙l(x, x′) + 1) + Σl(x, x′).
Proof. The first result is the same as in the FFNN case since we assume there is no residual
connections between the first layer and the input. We prove the second result by induction.
• Let x, x′ ∈ Rd. We have
K1res(x, x
′) =
∑
j
∂y11(x)
∂w11j
∂y11(x)
∂w11j
+
∂y11(x)
∂b11
∂y11(x)
∂b11
=
σ2w
d
x · x′ + σ2b .
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• The proof is similar to the FeedForward network NTK. For l ≥ 2 and i ∈ [|1, nl|]
∂θ1:ly
l+1
i (x) = ∂θ1:ly
l
i(x) +
σw√
nl
nl∑
j=1
wl+1ij φ
′(ylj(x))∂θ1:ly
l
j(x).
Therefore, we obtain
(∂θ1:ly
l+1
i (x))(∂θ1:ly
l+1
i (x
′))t = (∂θ1:ly
l
i(x))(∂θ1:ly
l
i(x
′))t
+
σ2w
nl
nl∑
j,j′
wl+1ij w
l+1
ij′ φ
′(ylj(x))φ
′(ylj′(x
′))∂θ1:ly
l
j(x)(∂θ1:ly
l
j′(x
′))t + I
where
I =
σw√
nl
nl∑
j=1
wl+1ij (φ
′(ylj(x))∂θ1:ly
l
i(x)(∂θ1:ly
l
j(x
′))t+φ′(ylj(x
′))∂θ1:ly
l
j(x)(∂θ1:ly
l
i(x
′))t).
Using the induction hypothesis, as n0, n1, ..., nl−1 →∞, we have that
(∂θ1:ly
l+1
i (x))(∂θ1:ly
l+1
i (x
′))t +
σ2w
nl
nl∑
j,j′
wl+1ij w
l+1
ij′ φ
′(ylj(x))φ
′(ylj′(x
′))∂θ1:ly
l
j(x)(∂θ1:ly
l
j′(x
′))t + I
→ Klres(x, x′) +
σ2w
nl
nl∑
j
(wl+1ij )
2φ′(ylj(x))φ
′(ylj(x
′))Klres(x, x
′) + I ′,
where I ′ = σ
2
w
nl
wl+1ii (φ
′(yli(x)) + φ
′(yli(x
′)))Klres(x, x
′).
As nl →∞, we have that I ′ → 0. Using the law of large numbers, as nl →∞
σ2w
nl
nl∑
j
(wl+1ij )
2φ′(ylj(x))φ
′(ylj(x
′))Klres(x, x
′)→ Σ˙l+1(x, x′)Klres(x, x′).
Moreover, we have that
(∂wl+1y
l+1
i (x))(∂wl+1y
l+1
i (x
′))t + (∂bl+1y
l+1
i (x))(∂bl+1y
l+1
i (x
′))t =
σ2w
nl
∑
j
φ(ylj(x))φ(y
l
j(x
′)) + σ2b
→
nl→∞
σ2wE[φ(y
l+1
i (x))φ(y
l+1
i (x
′))] + σ2b = Σ
l+1(x, x′).
Now we proof the recursive formula for ResNets with Convolutional layers.
Lemma 4 (NTK of a ResNet with Convolutional layers in the infinite width limit). Let x, x′ be two
inputs and Kres,1 be the exact NTK for the Residual Network with 1 layer. Then, we have
• For the first layer (without residual connections), we have for all x, x′ ∈ Rd
K1,res(i,α),(i′,α′)(x, x
′) = δii′
( σ2w
n0(2k + 1)
[x, x′]α,α′ + σ2b
)
,
where [x, x′]α,α′ =
∑
j
∑
β xj,α+βxj,α′+β .
• For l ≥ 2, as n1, n2, ..., nL−1 →∞, we have for all i, i′ ∈ [|1, nl|], Kres,l(i,α),(i′,α′)(x, x′) =
δii′K
res,l
α,α′ (x, x
′), where Kres,lα,α′ is given by the recursive formula
Kres,lα,α′ = K
res,l−1
α,α′ +
1
2kl + 1
∑
β
[
Σ˙lα+β,α′+βK
l−1
α+β,α′+β + Σ
l
α+β,α′+β
]
where Σlα,α′ = σ
2
b + σ
2
wE[φ(y
l−1
1,α (x))φ(y
l−1
1,α′(x
′))] and Σ˙lα,α′ =
σ2wE[φ′(y
l−1
1,α (x))φ
′(yl−11,α′(x
′))].
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Proof. Let x, x′ be two inputs. We have that
K1(i,α),(i′,α′)(x, x
′) =
∑
j
(
∑
β
∂y1i,α(x)
∂w1i,j,β
∂y1i′,α′(x)
∂w1i′,j,β
+
∂y1i,α(x)
∂b1j
∂y1i′,α′(x)
∂b1j
)
= δii′
( σ2w
n0(2k + 1)
∑
j
∑
β
xj,α+βxj,α′+β + σ
2
b
)
.
Assume the result is true for l − 1, let us prove it for l. Let θ1:l−1 be model weights and bias in the
layers 1 to l − 1. Let ∂θ1:l−1yli,α(x) = ∂y
l
i,α(x)
∂θ1:l−1
. We have that
∂θ1:l−1y
l
i,α(x) = ∂θ1:l−1y
l−1
i,α (x) +
σw√
nl−1(2k + 1)
∑
j
∑
β
wli,j,βφ
′(yl−1j,α+β)∂θ1:l−1y
l−1
i,α+β(x)
this yields
∂θ1:l−1y
l
i,α(x)∂θ1:l−1y
l
i′,α′(x)
T = ∂θ1:l−1y
l−1
i,α (x)∂θ1:l−1y
l−1
i′,α′(x)
T+
σ2w
nl−1(2k + 1)
∑
j,j′
∑
β,β′
wli,j,βw
l
i′,j′,β′φ
′(yl−1j,α+β)φ
′(yl−1j′,α′+β)∂θ1:l−1y
l−1
j,α+β(x)∂θ1:l−1y
l−1
j′,α′+β(x)
T + I,
where
I =
σw√
nl−1(2k + 1)
∑
j,β
wli,j,βφ
′(yl−1j,α+β)(∂θ1:l−1y
l−1
i,α (x)∂θ1:l−1y
l−1
i,α+β(x)
T+∂θ1:l−1y
l−1
i,α+β(x)∂θ1:l−1y
l−1
i,α (x)
T ).
As n1, n2, ..., nl−2 →∞ and using the induction hypothesis, we have
∂θ1:l−1y
l
i,α(x)∂θ1:l−1y
l
i′,α′(x)
T → δii′Kl−1α,α′(x, x′)+
σ2w
nl−1(2k + 1)
∑
j
∑
β,β′
wli,j,βw
l
i′,j,β′φ
′(yl−1j,α+β)φ
′(yl−1j,α′+β)K
l−1
(j,α+β),(j,α′+β)(x, x
′).
Note that Kl−1(j,α+β),(j,α′+β)(x, x
′) = Kl−1(1,α+β),(1,α′+β)(x, x
′) for all j since the variables are iid
across the channel index j. Now letting nl−1 →∞, we have that
∂θ1:l−1y
l
i,α(x)∂θ1:l−1y
l
i′,α′(x)
T →
δii′K
l−1
α,α′(x, x
′) + δii′
( 1
(2k + 1)
∑
β,β′
f ′(cl−1α+β,α′+β(x, x
′))Kl−1(1,α+β),(1,α′+β)(x, x
′)
)
,
where f ′(cl−1α+β,α′+β(x, x
′)) = σ2wE[φ′(y
l−1
j,α+β)φ
′(yl−1j,α′+β)].
We conclude using the fact that
∂θly
l
i,α(x)∂θly
l
i′,α′(x)
T → δii′( σ
2
w
2k + 1
∑
β
E[φ(yl−1α+β(x))φ(y
l−1
α′+β(x
′))] + σ2b ).
Before moving to the main theorem on ResNets, We first prove a Lemma on the asymptotic behaviour
of cl for ResNet.
Appendix Lemma 6 (Asymptotic expansion of cl for ResNet). Let x 6= x′ ∈ Rd. We have for FFNN
cl(x, x′) = 1− δl−2 + ζl−3 + o(l−3),
and for CNN
∀α, α′, clα,α′(x, x′) = 1− δl−2 + ζα,α′ l−3 + o(l−3),
where δ = 9pi
2(1+
σ2w
2 )
2
2(
σ2w
2 )
2
and ζ, ζα,α′ > 0.
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Proof. We first prove the result for ResNet with fully connected layers, we generalize the result to
convolutional layers after.
• Let x 6= x′ be two inputs and cl := cl(x, x′). Using the fact that Σl(x, x) = Σl−1(x, x) +
σ2w/2Σ
l−1(x, x) = (1 + σ2w/2)
l−1Σ1(x, x), we have
cl+1 =
1
1 + α
cl +
α
1 + α
f(cl),
where f(x) = 2E[(Z1)+(xZ1 +
√
1− x2Z2)+] and α = σ
2
w
2 . It was shown in Hayou et al.
(2019) that
f(x) =
1
pi
x arcsin(x) +
1
pi
√
1− x2 + 1
2
x.
Using a Taylor expansion near 1 yields
f(x) =
x→1−
x+
2
√
2
3pi
(1− x)3/2 + κ(1− x)5/2 +O((1− x)7/2) (20)
where κ > 0. We obtain
cl+1 = cl + s(1− cl)3/2 + κ′(1− cl)5/2 +O((1− cl)7/2),
where s = 2λ
√
2
3(1+α)pi and κ
′ > 0. Letting γl = 1− cl, we have
γl+1 = γl − sγ3/2l − κ′γ5/2l +O(γ7/5l ).
which leads to
γ
−1/2
l+1 = γ
−1/2
l +
s
2
+
κ′
2
γl +O(γ
2
l ). (21)
Therefore one has
γ
−1/2
l ∼
s
2
l.
Summing again in equation (21), we obtain a more precise expansion
γ
−1/2
l =
s
2
l + β + o(1)
where β > 0 because all coefficients of Taylor of Expansion of f near 1 are positive
(Preliminary resutls). Therefore, one has
γl =
4
s2
l−2(1− βl−1 + o(l−1)).
This concludes the proof for FFNN.
• For convolutional layers, let qlα(x) = qlα,α(x, x). We first prove that for all x, there exists
β > 0 such that for all x ∈ Rd and α,
qlα(x) = (1 +
σ2w
2
)lq0,x +O((1 + σ
2
w
2
)le−βl))
where q0,x is a constant that depends on x.
To see this, recall that
qlα(x) = q
l−1
α (x) +
σ2w
2k + 1
∑
β∈ker
ql−1α+β(x)
2
.
We write this expression in a matrix form
Al = (I +
σ2w
2(2k + 1)
U)Al−1,
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where Al = (qlα(x))α is a vector in RN and U is defined in the proof of appendix lemma 1.
Let δ = σ
2
w
2(2k+1) . The largest eigenvalue of I+
σ2w
2(2k+1)U is given by λ1 = 1 + (2k+ 1)δ =
1 +
σ2w
2 and its equivalent eigenspace is generated by the vector e1 = (1, 1, ..., 1) ∈ RN .
This yields
(1 +
σ2w
2
)−l(I +
σ2w
2(2k + 1)
U)l = e1e
T
1 +O(e
−βl)
where β = log(λ1λ2 ). It follows that
λ−l1 Al = (λ
−l
1 (I +
σ2w
2(2k + 1)
U)l)A0 = e1e
T
1 A0 +O(e
−βl).
This shows that the quantities (qlα(x))α become similar (at an exponential rate) as l grows.
With this result, let us first prove the result of lemma 6 assuming q0α(x) = q
0
1(x) for all α
and x. Using the recursive formula of qlα(x), we obtain q
l
α(x) = q
l
1(x) = (1 +
σ2w
2 )
lq0,x for
all l, α, x. Now recall that
qlα,α′(x, x
′) = ql−1α,α′(x, x
′) +
σ2w
2k + 1
∑
β∈ker
E[φ(yl−11,α+β(x))φ(y
l−1
1,α′+β(x
′))].
To simplify notation, write clα,α′ = c
l
α,α′(x, x
′) and α = σ
2
w
2 . This yields
clα,α′ =
1
1 + α
cl−1α,α′ +
α
(1 + α)(2k + 1)
∑
β∈ker
f(cl−1α+β,α′+β).
In a matrix form, we have
Cl =
1
1 + α
Cl−1 +
α
(1 + α)(2k + 1)
Uf(Cl−1),
whereCl = ((clα,α+β)α∈[|0,N−1|])β∈[|0,N−1] is a vector inRN
2
, U is the convolution matrix
introduced in the proof of appendix lemma 1 and f is applied element-wise. Recall the
following Taylor expansion of f
f(x) =
x→1−
x+
2
√
2
3pi
(1− x)3/2 + κ(1− x)5/2 +O((1− x)7/2). (22)
This yields
Cl = (
1
1 + α
I +
α
(1 + α)(2k + 1)
U)Cl−1
+
α
(1 + α)(2k + 1)
U(
2
√
2
3pi
(1− Cl−1)3/2 + κ(1− Cl−1)5/2 +O((1− Cl−1)7/2).
As in the in the proof of appendix lemma 1, letting Al = ( 11+αI +
α
(1+α)(2k+1)U)
−l and
Γl = 1−AlCl yields
Γl = Γl−1 − ElΓ3/2l−1 − FlΓ5/2l−1 +O(GlΓ7/2l−1)),
where El = 2
√
2α
3pi(1+α)(2k+1)AlUA
−3/2
l−1 , Fl = κ
α
(1+α)(2k+1)A
lUA
−5/2
l−1 and
Gl =
α
(1+α)(2k+1)A
lUA
−7/2
l−1 . Since A
−1
l = e1e
T
1 + O(e
−βl), we have that
Fl = γ(e1e
T
1 + O(e
−βl)) and Gl = ρ(e1eT1 + O(e
−βl)) where γ, ρ ∈ R are posi-
tive constants.
Using another Taylor expansion, we obtain
Γ
−1/2
l = Γ
−1/2
l−1 +
1
2
Ele1 +
1
2
FlΓl−1 +O(GlΓ2l−1).
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As e1 is an eigenvector of U with eigenvalue 2k + 1, we have Ele1 = 2
√
2α
3pi(1+α)e1, therefore
Γ
−1/2
l ∼
√
2α
3pi(1 + α)
le1.
Summing again in the Taylor expansion, we get
Γ
−1/2
l = (
√
2α
3pi(1 + α)
l + Z + o(1))e1,
where Z is a constant vector of the same size as Cl with positive entries. We conclude the
proof knowing that A−1l = e1e
T
1 +O(e
−βl).
The next theorem shows that no matter what the choice of σw > 0, the scaled NTK of a ResNet will
always have a subexponential convergence rate to a limiting AK∞res. We say that ResNet ‘live’ on the
Edge of Chaos.
Theorem 2 (NTK for ResNet). Consider a Residual Neural Network with the following forward
propagation equations
yl(x) = yl−1(x) + F(wl, yl−1(x)), l ≥ 2. (23)
where F is either a convolutional or dense layer (equations 17 and 18) and φ is the ReLU activation
function. Let KLres be the corresponding NTK. Then for all x ∈ Rd, K
L
res(x,x)
αL
= AK∞res(x, x) +
Θ(L−1) and there exists λ ∈ (0, 1) such that
sup
x6=x′∈Rd
∣∣KLres(x, x′)
αL
− ||x|| × ||x
′||
d
λ
∣∣ = Θ(L−1),
where AK∞res(x, x
′) = σ
2
w‖x‖‖x′‖
d (1− (1− λ)1x 6=x′), and αL = L(1 + σ
2
w
2 )
L−1.
As a result, we have that RL,N = Θ(N2)
Proof. Case 1 : ResNet with Fully Connected layers
Let x, x′ be two inputs. We first prove the result for the diagonal term KLres(x, x) then K
L
res(x, x
′).
• Using the preliminary results, it is easy to see that Σ˙l(x, x) = σ2w2 f(1) = σ
2
w
2 . Moreover,
we have Σl(x, x) = Σl−1(x, x) + σ2w/2Σ
l−1(x, x) = (1 + σ2w/2)
l−1 σ2w
d ||d||.
• Recall that (Lemma 3)
Klres(x, x
′) = Kl−1res (x, x
′)(Σ˙l(x, x′) + 1) + Σl(x, x′)
Let α = σ
2
w
2 . From appendix lemma 6 we have that
cl(x, x′) = 1− δl−2 + ζl−3 + o(l−3)
δ = 9pi
2(1+α)2
2(α)2 and ζ > 0.
We also have Σ˙l(x, x′) = αf ′(cl(x, x′)) where f(x) = 1pix arcsin(x) +
1
pi
√
1− x2 + 12x.
As in the proof of Theorem 1, we have that
f ′(x) = 1−
√
2
pi
(1− x)1/2 +O((1− x)3/2).
it follows that
f ′(cl(x, x′)) = 1−
√
2
pi
δ1/2l−1 +
δ−1/2ζ
2
l−2 +O(l−3)
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and we obtain
1 + Σ˙l(x, x′) = (1 + α)(1− 3l−1 + κl−2 +O(l−3))
Now let al =
Klres(x,x
′)
(1+α)l−1 . Using the recursive formula of the NTK, we obtain
al = λlal−1 + bl
where λl = 1 − 3l−1 + κl−2 + O(l−3), bl =
√
Σ1(x, x)
√
Σ1(x, x)f(cl(x, x′)) =
q+O(l−2) with q =
√
Σ1(x, x)
√
Σ1(x, x) and where we used the fact that cl = 1+O(l−2).
We conclude using appendix lemma 4.
Case 2 : ResNet with Convolutional layers
Let x, x′ be two inputs. Using lemma 4, we have that for all α, α′
Kres,lα,α′ = K
res,l−1
α,α′ +
1
2k + 1
∑
β
[
Σ˙lα+β,α′+βK
l−1
α+β,α′+β + Σ
l
α+β,α′+β
]
where we have 12k+1
∑
β Σ
l
α+β,α′+β = (1 + α)
l−1(q + O(l−2)) by appendix lemma 6,
where q > 0 is a constant.
Writing this with Hadamard product
Kres,l = (1 + αf ′(Cl−1)) ◦Kres,l−1 + (1 + α)l−1(q +O(l−2))e1
Letting Θl = Kres,l/(1 + α)l−1, we have that
Θl =
1 + αf ′(Cl−1)
1 + α
◦Θl−1 + (q +O(l−2))e1
we apply appendix lemma 6 to get
1 + αf ′(Cl−1)
1 + α
= (1− 3l−1)e1 + ζl−2 +O(l−3))
where ζ = (ζα,α′). from here the proof is similar to the Fully connected layers case, we
apply appendix lemma 4 element-wise which concludes the proof for Convolutional layers.
The proof for the RL,N is exactly the same as in theorem 1.
Now let prove the the Scaled Resnet result. Before that, we prove the following Lemma
Appendix Lemma 7. Consider a Residual Neural Network with the following forward propagation
equations
yl(x) = yl−1(x) +
1√
l
F(wl, yl−1(x)), l ≥ 2. (24)
where F is either a convolutional or dense layer (equations 17 and 18) with ReLU activation. Let
cl(x, x′) be either the correlation between yli(x) and y
l
i(x
′) for dense layers (choice of i is not
important since they’re iid) or the correlation between yli,α(x) and y
l
i,α′(x
′) for convolutional layers
for some α, α′. Then there exists κ, ζ > 0 such that
1− cl = κ
log(l)2
− ζ
log(l)3
+ o(
1
log(l)3
)
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Proof. We first start with the dense layer case. Let x, x′ be two inputs and denote by cl = cl(x, x′).
With the same approach as in the proof of appendix lemma 6,we have that
cl =
1
1 + αl
cl−1 +
αl
1 + αl
f(cl−1)
where αl =
σ2w
2l . Since f is non-decreasing, we have that c
l ≥ cl−1, therefore cl converges to a fixed
point c. Let us prove that c = 1. By contradiction, suppose c < 1 so that f(c)− c > 0. This yields
cl − c = cl−1 − c+ f(c)− c
l
+O(
cl − c
l
) +O(l−2)
by summing, this leads to cl − c ∼ (f(c)− c) log(l) which is absurd. We conclude that c = 1.
Now let us find the asymptotic expansion of 1− cl. Using a Taylor expansion of f near 1 yields
f(x) =
x→1−
x+
2
√
2
3pi
(1− x)3/2 + κ(1− x)5/2 +O((1− x)7/2) (25)
where κ > 0. We obtain
cl = cl−1 + δl(s(1− cl−1)3/2 + κ′(1− cl−1)5/2 +O((1− cl−1)7/2)),
where s = 2
√
2
3pi and κ
′ > 0 and δl = αl1+αl . Letting γl = 1− cl, we have
γl = γl−1 − sδlγ3/2l−1 − κ′δlγ5/2l−1 +O(δlγ7/5l−1).
which leads to
γ
−1/2
l = γ
−1/2
l−1 +
s
2
δl +
κ′
2
δlγl−1 +O(δlγ2l−1). (26)
therefore, we have that
γ
−1/2
l ∼
sσ2w
4
log(l)
and 1− cl ∼ κlog(l)2 where κ = 16/s2σ4w.
we can further expand the asymptotic approximation using the same approach as in the proof of
appendix lemma 6, we have that
1− cl = κ
log(l)2
− ζ
log(l)3
+ o(
1
log(l)3
)
the proof with convolutional layers is similar also to the proof of appendix lemma 6.
Proposition 3 (Scaled Resnet). Consider a Residual Neural Network with the following forward
propagation equations
yl(x) = yl−1(x) +
1√
l
F(wl, yl−1(x)), l ≥ 2. (27)
where F is either a convolutional or dense layer (equations 17 and 18) with ReLU activation.
Then the scaling factor αL in Theorem 2 becomes αL = L1+σ
2
w/2 and the convergence rate is
Θ(log(L)−1).
Proof. We use the same techniques as in the non scaled case. Let us prove the result for dense layers,
the proof for convolutional layers follows the same analysis. Let x, x′ be two inputs. We first prove
the result for KLres(x, x) then K
L
res(x, x
′). All the constants are independent of x and x′ which
allows us to take the supremum over x and x′ to conclude.
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• We have that Σ˙l(x, x) = σ2w2l f(1) = σ
2
w
2l . Moreover, we have Σ
l(x, x) = Σl−1(x, x) +
σ2w/2l × Σl−1(x, x) = [
∏l
k=1(1 + σ
2
w/2k)]
σ2w
d ‖x‖2. Recall that
Klres(x, x) = K
l−1
res (x, x)(1 +
σ2w
2l
) + Σl(x, x)
letting k′l =
Klres(x,x
′)∏l
k=1(1+σ
2
w/2k)
,we have that
k′l = k
′
l−1 +
σ2w
d
‖x‖
using the fact that
∏l
k=1(1 + σ
2
w/2k) ∼ lσ
2
w/2, we conclude for Klres(x, x
′).
• Recall that
Klres(x, x
′) = Kl−1res (x, x
′)(Σ˙l(x, x′) + 1) + Σl(x, x′)
From appendix lemma 7 we have that
1− cl = κ
log(l)2
− ζ
log(l)3
+ o(
1
log(l)3
)
κ = 16s2σ4w
and ζ > 0. Using the expression of f ′ from the proof of Theorem 2, it follows
that
f ′(cl(x, x′)) = 1− 6
σ2w
log(l)−1 + ζ ′ log(l)−2 +O(log(l)−3)
and we obtain
1 + Σ˙l(x, x′) = 1 +
σ2w
2l
− 3l−1 log(l)−1 + ζ ′′l−1 log(l)−2 +O(l−1 log(l)−3)
Letting al =
Klres(x,x
′)∏l
k=1(1+σ
2
w/2k)
, we obtain
al = λlal−1 + bl
where λl = 1 − l−1 − 3l−1 log(l)−1 + O(l−1 log(l)−2), bl =√
Σ1(x, x)
√
Σ1(x, x)f(cl(x, x′)) = q + O(log(l)−2) with q =
√
Σ1(x, x)
√
Σ1(x, x)
and where we used the fact that cl = 1 +O(log(l)−2).
Now we proceed in the same way as in the proof of appendix lemma 5. Let xl = all − q,
then there exists A,B > 0 such that
xl−1(1− 1
l
)−Al−1 log(l)−1 ≤ xl ≤ xl−1(1− 1
l
)−Bl−1 log(l)−1
therefore, there exists l0 such that
xl ≤ xl0
l∏
k=l0
(1− 1
k
)−B
l∑
k=l0
l∏
j=k+1
(1− 1
j
)k−1 log(k)−1
and
xl ≥ xl0
l∏
k=l0
(1− 1
k
)−A
l∑
k=l0
l∏
j=k+1
(1− 1
j
)k−1 log(k)−1
after simplification, we have that
l∑
k=l0
l∏
j=k+1
(1− 1
j
)k−1 ∼ 1
l
∫ l 1
log(t)
dt = log(l)−1
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where we have used the asymptotic approximation of the Logarithmic Intergal function
Li(x) =
∫ t 1
log(t) ∼x→∞ xlog(x)
we conclude that αL = L×
∏l
k=1(1 + σ
2
w/2k) ∼ L1+
σ2w
2 and the convergence rate of the
NTK is now Θ(log(L)−1) which is better than Θ(L−1).
In the limit of large L, the matrix NTK of the scaled resnet has the following form
AˆK
l
res = qU + log(L)
−1Θ(ML)
where U is the matrix of ones, and ML has all elements but the diagonal equal to 1 and the
diagonal has L−1 log(L)→ 0. Therefore, ML is inversible for large L which makes Kˆlres
also inversible. Moreover, observe that the convergence rate for scaled resnet is log(L)−1
which means that for the same depth L, the NTK remains far more expressive for scaled
resnet compared to standard resnet, this is particularly important for the generalization.
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