We consider here the problem of scheduling tasks in the imprecise computation model to minimize the maximum error. Given a task system and a schedule of it, the maximum error of the task system is equal to the error of the task that has the largest error when the task system is executed according to the schedule. We describe two preemptive algorithms for scheduling on a processor n dependent tasks with rational ready times, deadlines, and processing times. Each schedule found by our algorithms is an optimal schedule with the minimum total error, and according to this schedule the maximum error is minimized. The run times of our algorithms are O ( n 3 ) and O ( n 2 ).
Introduction
In a hard real-time system, every ( real-time ) task must complete by its deadline; otherwise, the result produced by it is of little use. For many applications, approximate results are acceptable, but some penalties may apply. The imprecise computation model [1] [2] [3] [4] was introduced to characterize these applications. In this model, each task T i is characterized by its ready time, deadline and processing time as in the classical models. The ready time of T i , denoted by r i , is the time instant at which it becomes ready for execution. Its deadline, denoted by d i , is the time by which it must complete. Its processing time, denoted by p i , is the amount of processor time required to execute T i to completion. We call the interval ( r i , d i ) the feasible interval of T i . In the imprecise computation model, the task is partitioned into two subtasks: the mandatory subtask M i and the optional subtask O i . The optional subtask is dependent on the mandatory subtask; the mandatory subtask executes before the optional subtask. The ready time and the deadline of these subtasks are the same as those of the task. The processing times of mandatory subtask and optional subtask are m i and o i respectively. The processing time p i of the task is the sum of m i and o i .
In a valid schedule of a task system in the imprecise computation model, the amount of processor time assigned to every task T i is at least equal to m i and at most equal to p i . A valid schedule is feasible if m i or more units of processor time are assigned to every task T i by its deadline. In other words, in a feasible schedule, every mandatory subtask completes by its deadline. Let σ i denote the amount of processor time assigned to the optional subtask O i . If σ i < o i , the optional subtask is terminated prematurely before it is completed. We say that the last portion of this optional subtask with processing time o i − σ i is skipped in this schedule. The difference o i − σ i is the error of the task T i . This task produces an approximate result. We assume that the accuracy of this result is a non-increasing function of the error of the task. The total error of the task system is the sum of the errors of all the tasks in the system. When the accuracy of the approximate result produced by every prematurely terminated task is a linear function of its error, the total error is proportional to the average accuracy of all the results. A valid schedule is a precise schedule if the total error of the task system is zero according to the schedule.
The problem of scheduling a task system in the imprecise computation model preemptively on a uniprocessor system to minimize the total error of the task system was studied in our previous paper [4] . That paper describes an algorithm, called Algorithm F, which can be used to find a feasible schedule with the minimum total error E t , whenever the task system has feasible schedules. We call such a schedule an optimal schedule. Unfortunately, according to the schedule produced by Algorithm F, the total error may be distributed unevenly among the tasks. The errors of some tasks may be large while the errors of some other tasks are small. Such a schedule is not desirable when the accuracy of the result of each task T i is a concave decreasing function of its error. In other words, the accuracy of its result increases faster for smaller values of σ i , and the rate of increase in accuracy decreases as σ i increases. Many iterative algorithms, such as the Newton's method for finding roots of polynomials, used to implement imprecise computations have this behavior. In this case, the average accuracy of all results is maximized when the total error is distributed among all tasks as evenly as possible. Given a fixed total error, the smaller the largest error of all the tasks, the more evenly distributed the error.
In this paper, we are concerned with the error distribution. A task system usually has more than one optimal schedule with the minimum total error. Different optimal schedules may have different error distributions among tasks. Our goal is to find an optimal schedule in which the largest error of all tasks, called the maximum error, is minimum among all optimal schedules. Given a task system, we begin by finding an optimal schedule using Algorithm F. The algorithms described in the following sections transform this optimal schedule into one with the minimum maximum error.
Following this introduction, Section 2 formally defines the problem solved in this paper. Section 3 starts with the simplest case where all the optional subtasks have equal processing times. We describe a slower but cleaner algorithm to solve this problem. The time complexity of this algorithm is O ( n 3 ). In Section 4, we modify this slow algorithm and reduce the time complexity from O ( n 3 ) to O ( n 2 ).
Section 5 discusses a way to generalize the slow algorithm to handle the more general case where the optional subtasks have arbitrary processing times. Section 6 gives a summary and discusses the future work.
Definitions and Terminology
Again, for given a schedule S of a task system T, the total error E t of the schedule is the sum max (e i ). We say that a schedule S has the minimum maximum normalized error if its maximum normalized error N m is the smallest among all optimal schedules of the task system T. Given a task system T that has feasible schedules, our goal is to find an optimal schedule that has the minimum maximum normalized error N m o among optimal schedules of T.
We note that finding an optimal schedule with the minimum maximum normalized error is essentially the same as finding from T a task system T o which is such that (1) it has a feasible and precise schedule, (2) the total processing time of all the tasks in T o is E t units less than the total processing time of all the tasks in T, and (3) the difference between the processing times of every task T i in T and the corresponding task
Our algorithms first find the task system T o . They then modify the given task system T by keeping the processing time of every task T i fixed but replacing every mandatory subtask M i by a new mandatory subtask whose processing time is equal to that of the corresponding task T i o in T o . Therefore, in this modified task system, the processing time of every optional subtask O i is equal to or less than o i N m o . The modified task system has feasible schedules because T o is feasible. Algorithm F is used again to find a schedule of this modified task system. This schedule is an optimal schedule of the given task system with the minimum maximum normalized error
Algorithm F is used repeatedly in the algorithms described here. When given a task system, Algorithm F first finds a schedule S m of all the mandatory subtasks by scheduling them alone on the earliest-deadline-first basis. It proceeds to find an optimal schedule only when every mandatory subtask completes by its deadline in S m and, therefore, the given task system is feasible. In the next step, it schedules all the tasks on the earliest-deadline-first basis, treating all tasks as if they were entirely optional and terminating every task at its deadline if it is not completed at the time. The schedule S l thus produced has the minimum total error but may not be a valid schedule of the given task system. In the third step, the schedule S m is used as a template and the amount of the processor time assigned to each task T i in S l is adjusted so that S l is transformed into a valid, feasible schedule. We have shown in [4] that this adjustment can always be done in such a way that no additional error is introduced in the process.
In the descriptions of our algorithms, we will use the notation E m to mean the largest error of all tasks, that is, E m = Ti ∈ T max (o i − σ i ). We distinguish saturated tasks from unsaturated tasks. These terms are defined as follows: A task T i in a task system, whose minimum total error is nonzero, is said to be saturated if decreasing the processing time of its optional subtask by a small amount gives us a new task system that has the same minimum total error as the original task system. A task is said to be unsaturated if it is not saturated.
The Slow Algorithm
Our slow algorithm assumes that all optional subtasks have the same processing time δ. Property (1): Let T′ be the task system which is produced by decreasing the processing time of every optional subtask O i in T by E m o units of time. The minimum total error of T′ must be zero.
Property (2): Let T′′ be the task system which is produced by decreasing the processing time of every optional subtask by E m ′ units and E m ′ < E m o . The minimum total error of T′′ is greater than zero.
The slow algorithm repeatedly tries to guess the value of E m o . After it chooses a guessed value E , it constructs a new task system, denoted by T′, by shortening the optional subtask of every task in T by E and applies Algorithm F to find the minimum total error of T′. If the minimum total error of T′ is equal to zero, the guessed value is larger than or equal to the minimum maximum error of T. If the minimum total error of T′ is not equal to zero, the guessed value is less than the minimum maximum error. In the latter case, it increases this guessed value and repeats this checking process. The guessed value is increased in such a way that this value will never be larger than the minimum maximum error. The algorithm terminates when it finds a guessed value that gives a task system T′ with zero minimum total error. This guessed value is equal to the minimum maximum error.
Specifically, let T be the given task system with n tasks. The slow algorithm repeats Steps (1), (2) and (3) until E m o is found. It then carries out Step (4) to construct the optimal schedule of T with the minimum maximum error.
(1) Set T′ and T c to T initially. Set the count of unsaturated tasks, denoted by c , to n ; E m to zero; and the processing time o i ′ of every optional subtask O i ′ in T′ to o i . Use Algorithm F to find the minimum total error of T′. Call this minimum total error E t . (i) decrease the processing time o i ′ of the optional subtask of the examined task T i by a sufficiently small amount ε to obtain a modified task system T′′, and
(ii) use Algorithm F to determine whether the minimum total error of T′′ is smaller than E t . If the answer is no, decrease c by one, and mark T i .
After all the tasks in T c have been thus examined, remove all the marked tasks from T c . Go to
Step (2).
(4) Generate a new task system T′ from the given task system T by replacing each mandatory subtask Figure 1 shows an illustrative example. In this example, we have four tasks. The processing times of their optional subtasks are equal to 8 units. The feasibility of this task system is tested by scheduling the mandatory subtasks only, and a feasible schedule is found in this test. According to the slow algorithm, we first use Algorithm F to find an optimal schedule S for this task system. This schedule is shown in Figure 1(a) . The total error is 22, and the maximum error of this schedule is 8 because the entire optional subtask O 4 is skipped. We are not satisfied with this schedule; so we carry out Step (2) . At this point, T c contains all the tasks in T. Hence, E m = 0 + 22 / 4 = 5.5. We subtract 5.5 units from the processing time of every optional subtask to obtain the modified task system T′ and use Algorithm F to find the schedule in Figure 1(b) . The minimum total error of T′ is equal to one. It means that the minimum maximum error must be greater than 5.5. Now, we go to Step (3) . In this step, we check tasks in T c one at a time. When the checking is finished, we find that T 1 and T 2 are saturated. These two tasks are marked and deleted from T c . The number of unsaturated task is down to two. Next, we carry out
Step (2) to recompute E m . Because the minimum total error is one and the number of unsaturated task is two, E m is equal to 5.5 + 1 / 2 = 6. We construct a new T′ by subtracting 0.5 units from the processing times of O ′ 3 and O ′ 4 and use Algorithm F again to schedule this new T′. The minimum error of this task system is zero as shown in Figure 1(c) . This result indicates that the minimum maximum error of the original task system is 6. In Step (4), the portions of the tasks that are scheduled in the schedule in Figure  1 (c) are treated as mandatory subtasks. Algorithm F is used once more to find an optimal schedule of the modified task system. The resultant schedule is shown in Figure 1(d) . Its total error is 22, the minimum possible. Its maximum error and normalized maximum error are 6 and 0.75, respectively, also the minimum possible.
If we can prove that we can find at least one saturated task each time Step (3) is carried out, we can guarantee that this algorithm will terminate. This is stated in the following lemma.
Lemma 1 : Each time
Step (3) is carried out, at least one saturated task is removed from T c .
Proof : We begin by showing that at least one saturated task T i is removed from T c the first time
Step (3) is carried out when T c contains n tasks. From its definition, we observe that a saturated task T i is scheduled in its entirety in an optimal schedule and hence has zero error. Otherwise, shortening the processing time of the subtask O i would lead to a reduction of the minimum total error. Moreover, the last portion of this optional subtask must be scheduled in a time interval where no other task can be scheduled to reduce its error.
Let S i denote the schedule that is the input of Step (2). The total amount of time during which the processor is busy in S i is E t units less than the total processing time of all the tasks in T′ before it is modified. In
Step (2), we reduce the processing times of all the tasks by a total of E t when we modify T′. Let S f be the optimal schedule of the modified T′ constructed in Step (2) . The fact that the total error of S f is non-zero indicates that there is at least an interval I during which the processor is idle in S f but is busy in S i . Since no intentional idle time is introduced in S f , the interval I must begin either at an instant when a task completes or at the deadline of some incomplete task. The latter is not possible because an idle interval in S f that begins at a deadline and ends at a ready time must also be an idle interval in S i . We can conclude that at least one task is scheduled entirely and is followed by an idle interval in S f . This task is a saturated task.
During subsequent times when Steps (2) and (3) are carried out, the schedule S i contains one or more segment of unsaturated tasks and segment(s) of saturated tasks and idle intervals. We can consider each segment that contains only unsaturated tasks independently from the other segments and use the same argument as the one given above to show that at least one saturated task is removed from T c when
Step (3) is carried out.
Lemma 2 : In
Step (2), E m is less than or equal to the minimum maximum error of T.
Proof : We compute E m in Step (2) according to the formula is E m = E m + E /c . Here c is the number of unsaturated tasks in T′. The total error E is distributed among c unsaturated tasks because the total error of T′ cannot be reduced further by decreasing the processing time of any saturated task. Among the c unsaturated tasks, there exists a task whose error in the schedule constructed in
Step (2) is no less than E /c . This task can absorb at least E / c units of errors. Hence, the error of this task must be larger than or equal to E m in any optimal schedule of T that has the minimum maximum error.
Theorem 1 :
The final value of E m o produced by the slow algorithm is the minimum maximum error of T and the schedule produced by it is one with the minimum total error and minimum maximum (normalized) error.
Proof : By property (1), we know that the final value of E m o is larger than or equal to the minimum maximum error of T. By Lemma 2, we know that the value of E m o is always less than or equal to the minimum maximum error of T. We can conclude that the final value of E m o is equal to the minimum maximum error of T.
Because T o is feasible, Step (4) always produces a feasible schedule. That this feasible schedule has the minimum total error follows from the fact that it is produced according to Algorithm F. Because all tasks in T o are treated as mandatory, the error of every task is at most equal to E m o .
Both
Step (2) and Step (3) are executed at most n times. The run time of
Step (2) is O ( n log n ). The run time of
Step (3) is O ( n 2 ). Therefore, the total run time of this algorithm is O ( n 3 ).
The Speed-up modification
The slow algorithm can be made more efficient; the result is a faster algorithm. The faster algorithm is the same as the slow algorithm except for Step (3). In Step (3) of the fast algorithm, the number c of tasks in T c is decreased by one each time this step is carried out. After updating the value of c , Step (2) is carried out again as in the slow algorithm.
Theorem 2:
The fast algorithm is correct. In other words, it terminates, the final value of E m o produced by it is the minimum maximum error of T, and the schedule produced by it is an optimal schedule with the minimum maximum error.
Proof : By Lemma 1, we know that there exists at least one saturated task in T′ each time
Step (2) is carried out. Therefore, the number of unsaturated tasks is decreased by at least one, and we decrease c by 1 in
Step (3) . The fact that the number of unsaturated tasks is less than c -1 will not cause any problem. Therefore, the correctness of this algorithm is preserved.
The number of iterations in this fast algorithm can be larger than that of the slow algorithm. The run time of
Step (2) is O ( n log n ) the first time it is carried out, but is O ( n ) in subsequent times. The run time of
Step (3) is reduced to O ( 1 ) . There are at most n iterations of Step (2) and Step (3), so the overall run time of this fast algorithm is O ( n 2 ).
Generalization to Arbitrary processing times of Optional subtasks.
We now consider the case when the processing times of the optional subtasks are not equal. Again, the normalized error e i of a task T i in a schedule is equal to ( o i − σ i ) / o i when its optional subtask is assigned σ i units of processor time. We need to modify the algorithms described in earlier sections to solve the more general problem of minimizing the maximum normalized error. In particular, Step (2) of our slow algorithm must be modified so that the total error is distributed among the unsaturated tasks according to their processing times: the ratio between the processing time of the skipped portion of O i and the processing time of O i is the same for every unsaturated task T i . The general algorithm described below is a modified version of our slow algorithm. It can find an optimal schedule with minimum maximum normalized error for a task system whose optional subtasks have arbitrary processing times. Unfortunately, The speed-up technique described in Section 3 cannot be applied in here.
Our general algorithm, called Algorithm G, carries out the following steps until N m o is found. (i) decrease the processing time o i ′ of the optional subtask of the examined task T i by a sufficiently small amount ε to obtain a modified task system T′′, and
(4) Generate a new task system T′ from the given task system T by replacing each mandatory subtask Figure 2(a) shows an optimal schedule with the minimum total error of 30. Since none of O 4 is scheduled, the maximum normalized error is 1. All tasks are in the set T c . W is equal to 40. Therefore, in
Step (2), we reduce the processing times of the tasks O 1 , O 2 , O 3 , and O 4 by 6 (8×30/40), 6, 7.5 (10×30/40), and 10.5 (14×30/40), respectively. In the modified task set T′, the processing times of the four optional tasks are 2, 2, 2.5, and 3.5. Figure 2(b) shows an optimal schedule of the modified task set. The minimum total error is 2. After
Step (3) is carried out, the set of unsaturated tasks contains only T 3 and T 4 . We return to Step (2) . This time, W is equal to 24. We reduce the processing time of T 3 by 20/24 and the processing time of T 4 by 28/24. The schedule produced by Algorithm F of this newly modified task set is shown in Figure 3 (c) and has zero total error. We now compute the normalized errors of the four tasks: they are 0.75, 0.75, 0.833 and 0.833. The optimal schedule, with the minimum maximum normalized error of 0.833, is shown in Figure 2 (d).
Theorem 3:
Algorithm G terminates and always finds an optimal schedule with the minimum maximum normalized error.
Proof:
The proof of this theorem follows straightforwardly from the proof of Theorem 1.
Summary
We present here algorithms for finding preemptive, feasible schedules of n tasks with rational ready times, deadlines and processing times. There are two algorithms for the case where the processing times of all optional subtasks are the same. One is slower but can be extended to solve the general case where optional subtasks have arbitrary processing times. The second one is a speed-up version of the first one. Unfortunately, the speed-up technique does not work for the general case. In order to improve the efficiency of our algorithm, another technique must be explored.
