Nearest-neighbour analysis is commonly used to calculate indices of aggregation in groups of animals. It has several problems, however, including lack of data independence and, when studying groups of animals penned at high densities, the difficulty of determining a given individual's nearest neighbour. We describe an entropy-based method to assess the degree of association (or segregation) of groups of animals. We show that this method gives more information and is more sensitive than the nearestneighbour technique. An example with a particular experimental situation (mixing groups of lambs) is presented.
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There are several methods for calculating indices of 'aggregation' in groups of animals. One of the commonest is the nearest-neighbour analysis, in which the distances from each individual to its nearest neighbour are recorded: this gives a measure of the cohesiveness of the group (Clark & Evans 1954) . This method can be used to measure the degree of association of groups of animals (i.e. the degree to which two or more groups of animals keep their identity) by using the mean distances of each individual to familiar and to unfamiliar animals. However, there is a problem with this method when groups of animals are penned at high stocking densities, conditions commonly found in livestock: distances between individuals may then be shorter than the minimum distance measurable (i.e. lower than the sensitivity of the method).
Another possibility is to record the mean percentage of observations in which every individual's nearest neighbour is another of its same group. However, this method has two disadvantages. First, if a value for each animal is required to calculate a mean, several observation periods of a given duration should be used, whereas the percentage of individuals whose nearest neighbour is another of their same group could be recorded instantaneously. This percentage can then be compared to that expected by chance by using a chi-square test. However, in each observation period, the data may not be independent, that is, if animal A's nearest neighbour is animal B, there is a high probability that A is B's nearest neighbour. Second, an individual's nearest neighbour may not be easy to define, especially when stocking densities are high.
In this paper we suggest an alternative method for studying the degree of association (or segregation) between groups of animals that is based upon the concept of entropy. The method was originally used in sociological studies (Theil 1972) and we have modified it to suit our purposes (Puig 1998). After describing the method, we present an example for applying it in an experimental situation.
DESCRIPTION OF METHOD
The study area is divided into k virtual divisions (virtual divisions should have similar probabilities of being used by the individuals studied; Puig 1998) and the number of animals of each group located in each division is recorded (see Fig. 1 ). The degree of entropy or homogeneity is obtained by using the following equation:
n i being the number of animals belonging to group A in division i, m i the number of animals belonging to group B in division i, and N and M the total number of animals belonging to each flock.
