Abstract-This paper presents the application of an efficient shuffled frog leaping algorithm (SFLA) to solve the optimal generation expansion planning (GEP) problem. The SFLA is a meta-heuristic search method inspired by natural memetics. It combines the advantages of both genetic-based memetic algorithms and social behavior based algorithm of particle swarm optimization. Least-cost GEP is concerned with a highly constrained non-linear discrete dynamic optimization problem. In this paper the proposed formulation of problem, determines the optimal investment plan for adding power plants over a planning horizon to meet the demand criteria, fuel mix ratio, and the reliability criteria. To test the proposed SFLA method, it is simulated for two test systems in a time horizon of 10 and 20 years respectively. The obtained results show that compared to the traditional methods, the SFLA method can provide better solutions for the GEP problem, especially for a longer time horizon.
I. INTRODUCTION
The Generation Expansion Planning (GEP) is a problem to determine when, where, what type and how much capacity of new power plants should be constructed over a long-term planning horizon to meet forecasted demand according to a pre-specified reliability criteria. GEP is an important decision-making activity for utility companies. The main objective of GEP is to minimize the total investment, operating, and outage (energy-not-served) costs of power system.
There are generally two deterministic and stochastic approaches to solve the GEP problem. The Stochastic approach takes into account uncertainties associated with the input data, such as forecasted demand, fuel prices, economic and technical characteristics of new evolving generating technologies, construction lead times, and governmental regulations [1] . The deterministic approach solves the problem under different scenarios. In this case a fast and efficient method is required because of great number of simulations needed to be run under different scenarios.
Least-cost GEP is concerned with a highly constrained non-linear discrete dynamic optimization problem. The high non-linearity of a GEP problem originates from the nature of the production cost and the set of non-linear constraints. The dynamic programming (DP) approach is one of the most used that minimizes total cost including investment, operation, and, outage (energy-not-served) costs under several constraints introduced as follows.
A. Cost Function
Similar to WASP mathematical formulation [2] , the cost (objective) function of the GEP problem can be represented by the following expression:
where, C is the total cost ($), t is the time stage (1,2,...,T), T is the length of the study period (total number of stages), U t is the capacity vector of all candidate unit types in stage t (MW), X t is the cumulative capacity vector of all existing and candidate units in stage t (MW), and
The bar over the symbols has the meaning of discounted values to a reference date at a given discount rate i. Equation (2) is state equation for dynamic planning problem.
In order to calculate the present values of the cost components of (1), it is assumed that the capital investment for a candidate unit added by the expansion plan is made at the beginning of the stage in which it goes into service. Salvage value is assumed to occur at the end of the planning horizon. All the other costs including fix and variable, operation and maintenance (O&M) costs, and outage cost are assumed to occur in the middle of the corresponding year. Therefore, the cost components of (1) are calculated as follow: δt,k salvage factor of kth unit added in stage t.
B. Constraints
In this paper four types of defined constraints are represented by the following expressions:
. 0 (12) Equation (9) reflects the construction capability limits in each stage, in which U max,t is the maximum construction capacity of units at stage t. Equation (10) Equation (12) is reliability criterion of the power system where ε is the reliability criterion for maximum value of loss of load probability (LOLP).
Probabilistic production simulation is done using the Equivalent Energy Function (EEF) method [12] . Simulating production system at each stage of planning horizon calculates the expected energy produced by each unit in every stage of planning (Gt,k,) to be used in variable O&M cost calculation of (4). The reliability criterion of loss of load probability (LOLP), used in (12) , and the expected energy not served (EENS) used in the outage cost calculation by (5) are also determined by the used simulation procedure.
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III. IMPLEMENTATION OF SFLA TO SOLVE THE LEAST COST GEP PROBLEM
A. An Overview of SFLA The SFL algorithm is a memetic meta-heuristic method that is derived from a virtual population of frogs in which each frog represents a set of feasible solutions. Each frog is distributed to a different subset of the whole population described as memeplexes. The different memeplexes are considered as different culture of frogs that are positioned at different places in the solution space (i.e. global search). A simultaneous independent deep local search is performed in each memeplex using a particle swarm optimization like method. To ensure global exploration, a shuffled information exchange will occur between memeplexes after a defined number of evolution steps. Infection of a memeplex's frogs by the frogs from other memeplexes ensures the improvement of frog ideas quality and that the cultural evolution towards any particular interest is unbiased. Moreover, if the local search cannot find better solutions, random virtual frogs are generated and substituted in the population. Then local search and shuffling processes (global relocation) will continue until defined convergence criteria are satisfied. The flowchart diagram of the SFLA is shown in Fig. 1 . The SFLA begins with an initial population of -N‖ frogs P={X 1 , X 2 ,..., X N } which are created randomly within the feasible space Ω. For S-dimensional problems (S variables), the position of the ith frog is represented as
to evaluate the frog's position, a fitness function is defined.
Then the performance of each frog is computed based on its position. The frogs are sorted in a descending order regarding to their fitness. Then, the entire population is divided into m memeplexes, each of which consisting of n frogs (i.e. N=n×m). The division is done by distributing the frogs one by one and in order between the m existing memeplexes. Within each memeplex, the position of frog ith (D i ) is adjusted according to the difference between the frog with the worst fitness (X w ) and the frog with the best fitness (X b ) as shown in (13), where rand () is a random number in the range of [0,1]. During memeplex evolution, the worst frog X w leaps toward the best frog X b . According to the original frog leaping rule, the position of the worst frog is updated as follow:
).
where D max is the maximum allowed change of frog's position in a single jump. If a frog with a better fitness value is produced in this process, it replaces the worst frog, otherwise, the calculation in (13) and (14) are repeated with respect to the global best frog (X g ), (i.e. X g replaces X b ). If no improvement becomes possible in this case, then a new frog is randomly generated to replace the worst frog. The evolution process will continue for a specific number of iterations [6] .
B. String Encoding and Mapping Procedure
In this study, integer string structure and mapping procedure used in [5] were applied to encode a solution of the problem so that, both SFLA and GA methods can be implemented. State vector, Xt, and decision vector, Ut, have dimension of MW, but it can be converted into vectors which have information on the number of units in each unit type. This mapping procedure is very useful for SFLA and GA implementation of a GEP problem such as encoding and treatment of inequality (9) .
The length of a string is equal to the product of the number of planning stages and the number of candidate unit's types. Fig. 2 illustrates a five type, three stage example of a string in which each string position represents the number of candidate units in each type to be constructed in each stage of planning horizon. For instance, the first three numbers, in this case, 2, 5 and 0 represents the number of candidate units of type1 in stages 1 through 3 of planning horizon. 
C. Generation of Initial String Population
An initial population is randomly generated so that inequality (9) is satisfied. Therefore, for each string position, values representing the number of candidate units in each stage for every particular type, is randomly generated using a uniform distribution between [0, Umax], where Umax is the upper construction limit of candidate units.
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D. Evaluation of fitness function
The fitness function used here is the total cost over the planning horizon represented by objective function (1) plus penalized cost of infeasibility. Before evaluation, all strings are checked for feasibility by constraints (10) and (11) . If any string violates over (10) and (11) , only the parts of the string that violate the constraints in stage t are regenerated at random until they satisfy the constraints. The concept of penalty function is used to penalize strings which fail to satisfy reliability criteria of (12) . The penalty function for nth string is set as follows:
The penalty factor, p is a large value. Consequently, using (1), the fitness value of string n is:
The best string is the one that has the minimum fitness value.
IV. TEST RESULTS
The SFLA and GA were implemented using MATLAB code. The test system's description, parameters of GEP and SFLA and the results for each case study are presented in the following sections respectively.
A. Test System Description
The forecasted peak load and other data of a test system with 15 existing power plants and five types of candidate options are taken from [5] . The SFLA and GA methods have been applied to this system with 2 planning horizons: case 1 with a 10-year planning period and case 2 for a real-scale system with a 20-year planning period. Each planning horizon consists of two-year stages, making them to be five and ten stages in case1 and case 2, respectively. Number of years between the reference date of cost calculations and the first year of study (t0) is assumed to be 2 years. The forecasted peak demand over the study period is shown in Table I . Technical and economical data of existing and candidate plant options for future addition is given in Tables II and III, respectively.
B. Parameter for GEP and SFLA
In this paper, we use 8.5% as discount rate, 1 day per year (0.27%) as LOLP criteria in each stage, and the lower and upper bounds for reserve margin are set at 20% and 50% respectively. EENS cost is assumed to be 0.05 $/kWh. The lower and upper bounds of capacity mixes by fuel types are 0% and 30% for oil-fired power plants, 0% and 40% for LNG-fired, 20% and 60% for coal-fired, and 30% and 60% for nuclear, respectively. Salvage factor (δ) is calculated by sinking fund depreciation method [2] .
Since the SFLA parameters have significant effect on the quality of solution, they were evaluated before commencing this experiment for the suitable parameter values of population size, number of iterations, number of memeplexes, and Dmax. As a result, in Table IV their selected values to be used in our SFLA experiment are shown. Moreover, based on many trials, the penalty factor, p of 1,000,000 is used to ensure that the infeasible solutions are penalized. 
C. Numerical Results
Since the SFLA method is random-based, each run may yield a different solution. Therefore, each case study is solved in ten runs and the best solution is then chosen between them. This solution for each case study is shown in Table V . For comparison, each case study is similarly solved by GA method and its results are also reported in Table V. Comparing the results shows the solution quality and accuracy in SFLA are better than GA in both cases. In case 1 and case 2, SFLA has achieved a 0.031% and 0.15% improvement in costs over GA, respectively. It should be noted that, the results of the GA method are obtained over 500 iterations. In case 2, performance of SFLA is more evident with increment of decision variables.
Since a long-term GEP problem deal with a great amount of investment, a slight improvement in expansion plan cost by the proposed SFLA method can result in considerable cost saving for electric utilities. Fig. 3 and Fig. 4 , illustrate the convergence characteristics of SFLA and GA methods in case 1 and case 2, respectively. In these figures, the mean values of 10 run characteristics are depicted for 100 iterations for both methods. The SFLA shows better performance than GA in both cases. Table VI summarizes the optimal results obtained by SFLA method for generation expansion plans of case 1 and case 2 which are the number of each type of power plants in each stage of planning periods. The results obtained by GA are shown in Table VII for comparison.
V. CONCLUSIONS
This paper proposed a new approach based on the shuffled frog leaping algorithm (SFLA) to solve long-term least-cost generation expansion planning problem in power systems. Incorporation of integer encoding, mapping procedure and penalty factor approach improved the proposed method. Integer encoding and mapping procedure made easier implementation of SFLA to the GEP problem especially for construction capability limits to be taken into account. Also, the penalty factor approach, improved effectiveness and efficiency of the SFLA searches where inequality constraints are involved.
The SFLA has been successfully applied to long-term GEP problem with results that outperform GA in term of success rate and solution quality. The proposed SFLA could also achieve an order of magnitude of improvement, especially in larger scale GEP problems. Therefore, it can be employed as a planning tool for long-term generation expansion planning in a real-system scale. I  II  III IV V VI VII VIII IX 
