Various methods have been proposed to construct Latin hypercube designs with small correlations. Orthogonal arrays have been used to construct Latin hypercube designs with multidimensional stratification. To integrate these two ideas, we propose a method to construct Latin hypercube designs with both controlled correlations and multi-dimensional stratification. For numerical integration, the constructed designs not only filter out lower-dimensional variance components as effectively as ordinary orthogonal array-based Latin hypercube designs, but also filter out bilinear terms more effectively. The proposed construction method entails no iterative searches. Sampling properties of the constructed designs are derived. Examples are given to illustrate the proposed construction method and the theoretical results.
INTRODUCTION
Numerical integration appears frequently in statistics. For example, one may be interested in estimating the expected output of a computer code (McKay et al., 1979; Tang, 1993) . Another example is estimation of the functional main effects in a prediction model by integrating out all other factors, which is common in functional analysis of variance (Owen, 1994a) . Also, in uncertainty quantification, an important issue is to estimate the expected output of a fitted surrogate model given a random distribution of inputs. All of these problems involve numerical integration. We consider the estimation of μ = E{ f (X )} for a deterministic function f (X ) ∈ R with inputs X = (X 1 , . . . , X m ). Without loss of generality, assume that X is uniformly distributed on the unit cube (0, 1] m (Loh, 1996) . For k = 1, . . . , m, let F j denote the uniform distribution for X k , and let F = m k=1 F j . The issue is to generate n runs X 1 , . . . , X n from F and to estimate μ bŷ
One solution is to use a Latin hypercube design (McKay et al., 1979) , which achieves only one-dimensional stratification. To achieve stratification in higher dimensions, Tang (1993) proposed orthogonal array-based Latin hypercube designs, referred to as U designs hereinafter. Such designs are closely related to randomized orthogonal arrays (Owen, 1992) and lattice sampling (Patterson, 1954) . Another improvement of ordinary Latin hypercube designs is to control columnwise correlations (Iman & Conover, 1982; Owen, 1994a; Tang, 1998; Ye, 1998; Steinberg & Lin, 2006; Bingham et al., 2009) . To combine these ideas, we propose a method to construct new Latin hypercube designs with both controlled correlations and multi-dimensional stratification. Section 4 shows that the constructed designs not only filter out lower-dimensional variance components as effectively as U designs, but also filter out bilinear terms more effectively. Joseph & Hung (2008) proposed a simulated annealing type algorithm to search for optimal Latin hypercube designs by simultaneously optimizing columnwise correlations (Owen, 1994a) and maximin distance (Morris & Mitchell, 1995) . The designs constructed in their paper were proposed for prediction, but not for numerical integration, as their sampling properties cannot easily be derived. Here we focus on constructing designs for numerical integration, as in McKay et al. (1979) and Tang (1993) .
NOTATION AND DEFINITIONS

2·1. Construction of U designs
For an integer p 1, let Z p denote the set {1, . . . , p}, and for an integer a, let Z p ⊕ a denote the set {a + 1, a + 2, . . . , a + p}. For a number x, let x denote the smallest integer no less than x. Two vectors are orthogonal if all level combinations appear equally often in their concatenation. Drawing a uniform permutation on a set of p integers means randomly taking a permutation on the set, with all p! possible permutations being equally probable.
We consider design construction for m factors, X = (X 1 , . . . , X m ) as defined in § 1, with the uniform measure
Latin hypercube design where X 1 , . . . , X n denote the n runs in (1) and X k i denotes the level of factor k on the ith run. Let A = (a ik ) n×m be a random Latin hypercube where each column is a uniform permutation on Z n , and all the columns are generated independently. Using A, an n × m ordinary Latin hypercube design E is obtained through
where the η ik are U n [0, 1) random variables, and the a ik and the η ik are mutually independent. An orthogonal array OA(n, d, s, t) is an n × d matrix whose entries take values in Z s , and, for every n × t submatrix, each level combination occurs λ times, with n = λs t (Hedayat et al., 1999) . Let q = n/s. An n × m U design E is constructed in three steps (Tang, 1993) .
Step 1. Randomize the rows, columns and symbols of an OA (n, m, s, t) to get an array A = (a ik ) n×m with columns a 1 , . . . , a m .
Step 2. Construct an array B = (b ik ) n×m = A with columns b 1 , . . . , b m . Replace all the es in b k by a uniform permutation on Z q for e = 1, . . . , s.
Step
where the η ik are U n [0, 1) random variables that are mutually independent of the d ik . Owen (1994b) introduced the functional analysis of variance decomposition to evaluate the variance reduction for randomized orthogonal arrays. Let D = {1, . . . , m} represent the axes of
2·2. Functional analysis of variance decomposition
where dF D−u = k / ∈u dF k integrates out all components except those included in u, and
is the bivariate interaction function between factors k and l.
Using the main effect functions and bivariate interaction functions, write
where r (X ) is the residual function. Expressμ in (1) aŝ
We use the subscripts IID, LH and U to denote Monte Carlo sampling, sampling with respect to ordinary Latin hypercube designs and sampling with respect to U designs, respectively. Note that
which consists of the variance components from the main effects, the bivariate interactions and the residual r (X ) in (4). Stein (1987) showed that
where the variance components due to the main effect functions are filtered out. For U sampling based on a strength-two orthogonal array, Tang (1993) showed that
which outperforms (6), as the main effects and bivariate interactions are filtered out. Another way to improve (6) is to control columnwise correlations (Iman & Conover, 1982; Owen, 1994a; Tang, 1998) . Decompose the bivariate interactions
where m k<l γ kl (X k − 1/2)(X l − 1/2) denotes the bilinear parts with bilinear coefficients
and r (X ) in (8) is the bivariate residual from the bilinear parts. The γ kl are chosen such that r (X ) is orthogonal to all Owen, 1994a) . Clearly, the m(m − 1)/2 + 1 terms in (8), the m main effects functions and the residual r (X ) in (4) are pairwise orthogonal in that the product of any two terms has expectation zero.
Define
which differs from the sample covariance between X k and X l as the sample mean of
If all the ρ kl are controlled to be o p (n −1/2 ), the means of r (X i ) and r (X i ) in (11) will dominate and the bilinear parts are filtered out. As ρ kl = O p {var(ρ kl ) 1/2 } by Chebyshev's inequality, we will use var(ρ kl ) as the correlation criterion. In § 3, we propose a new type of design that reduces the order of var(ρ kl ), for every k | = l of ordinary U designs.
CONSTRUCTION OF U DESIGNS WITH CONTROLLED CORRELATIONS
We now detail the proposed method for constructing a new type of orthogonal array-based Latin hypercube design with controlled columnwise correlations, called correlation-controlled U designs. An n × m correlation-controlled U design E is generated as follows.
Step 1. Randomize the rows, columns and symbols of an OA(n, m + 1, s, t) with n = λs t to get an array A = (a ik ) n×(m+1) with columns a 1 , . . . , a m+1 .
Step 2. Construct an auxiliary array
Step 3. For e = 1, . . . , s, select the rows in A with a ik = e, replace all h of b k in the selected rows by independent random permutations on
where the η ik are U n [0, 1) random variables mutually independent of d ik . For an n × m design E constructed as a correlation-controlled U design in (12), generate an array C = (c ik ) n×m with columns c 1 , . . . , c m , where c ik = b ik s/q . Note that C is identical to the array B constructed in Step 2 and the c k are selected based on a symbol permutation of a m+1 . The orthogonality of two columns in an orthogonal array will remain unchanged after symbol permutations on either column (Hedayat et al., 1999) . Thus, for k, l = 1, . . . , m, c l is orthogonal to a k in the construction of a correlation-controlled U design. For an n × m U design E in (3), we can generate C in the same way, where c l is not guaranteed to be orthogonal to a k for
PROPOSITION 1. The design E thus constructed achieves uniformity up to t dimensions.
The orthogonality between a k and c l can reduce columnwise correlations. Decompose X k i in (3) and (12) as
where
where if E is a correlation-controlled U design, the first two terms are zero while if E is a U design, only the first term is zero. Proposition 2 makes this more rigorous. 
Proposition 2 indicates that correlation-controlled U designs can result in smaller columnwise correlations. The exact orders of the var(ρ kl ) for U and correlation-controlled U designs are studied in § 4. Example 1. Let n = 8, m = 5, s = 2, t = 2 and λ = 2. In Table 1 , A is a randomized OA(8, 5, 2, 2), C is equivalent to B in Step 2, B and D are constructed in Steps 3 and 4, respectively. Here, C is constructed based on four independent uniform permutations on Z 2 given as π 1 = {2, 1}, π 2 = {2, 1}, π 3 = {1, 2}, π 4 = {1, 2}. Figure 1 displays the bivariate projections of the final design E. In any one dimension, each of the eight equally-spaced intervals of (0, 1] contains exactly one point and in any two dimensions, each of the four 4 × 4 square bins contains precisely two points by construction, as λ = 2. In the concatenation of a k and c l for k, l = 1, . . . , 4, each level combination occurs exactly twice.
SAMPLING PROPERTIES
We derive sampling properties of correlation-controlled U designs constructed in § 3 based on an OA(s 2 , m + 1, s, 2) and provide some new results for U designs based on an OA(s 2 , m, s, 2) where m s. The orthogonal arrays involved have the most economical run size with s levels (Tang, 1993) and guarantee that the array C is identical to the array B from Step 3 in the construction of correlation-controlled U designs. The message of our results should be carried over to more general cases, but higher strengths or index λ 2 will make the proof significantly more complicated. 
Theorem 1 follows from Propositions 3 and 4.
THEOREM 1. Supposeμ in (1) is based on a correlation-controlled U design in (12). Then (i)μ is an unbiased estimator for μ; (ii) if f is Lipschitz continuous on (0, 1] m , then as n → ∞,
Compared with the variance formula (7) for a U design, Theorem 1 indicates that a correlation-controlled U design achieves a similar degree of variance reduction from one-and two-dimensional stratification and additional permutations on the b k s do no harm in this regard. Numerical results are provided in the next section to support this observation. (ii) for any specific l = 1, . . . , m and l | = k, the joint conditional probability mass function for a ik and a jk given a il = a jl is
(iii) the joint conditional probability mass function for b ik and b jk given a ik | = a jk is pr(b ik = y, b jk = z | a ik | = a jk ) = n −1 ; (iv) the joint conditional probability mass function for b ik and b jk given a ik = a jk is
Lemma 1 follows from Proposition 5.
, where a ik = s X k i , and b ik = n X k i − s(a ik − 1). Then for columns k | = l, we have that
Lemma 1(i) shows var( n i=1ā ikbil ) in var(ρ kl ) is not zero for a U design while it is zero for a correlation-controlled U design by Proposition 2(ii). This difference leads to Theorem 2, which shows that correlation-controlled U designs can reduce var(μ) for the bilinear parts to a lower order compared with U designs.
THEOREM 2. Suppose that f (X ) is a function of bilinear parts in
(8) so that f (X ) = m k<l γ kl (X k − 1/2)(X l − 1/2) with the γ kl in (9). Then forμ in (1), as n → ∞, (i) var(μ) = n −2 m k<l γ 2 kl /72 + O(n −5/2 ) ifμ is based on a U design in (3); (ii) var(μ) = n −5/2 m k<l γ 2 kl /144 + O(n −3 ) ifμ
is based on a correlation-controlled U design in (12).
Corollary 1 indicates the correlation-controlled U design results in smaller columnwise correlations.
in (12).
NUMERICAL ILLUSTRATION
We use examples to compare three types of designs, correlation-controlled Latin hypercube designs by the ranked Gram-Schmidt algorithm (Owen, 1994a) , U designs from (3) and correlation-controlled U designs from (12), for numerical integration. Unless otherwise stated, both U and correlation-controlled U designs are based on the same OA(s 2 , m + 1, s, 2), but the former uses only the first m columns of the orthogonal array. For each example, each of the three methods is replicated 100 000 times to obtain a table of sample standard deviations ofμ. 3·12  1·78  0·80  0·59  0·45  0·29  UD  15·14  8·26  5·19  2·57  1·96  1·53  1·02  CUD  7·27  3·37  1·85  0·76  0·54  0·39 0·23
CLHD, correlation-controlled Latin hypercube design; UD, U design; CUD, correlation-controlled U design. Example 2. Consider f (x) = 1000(x 1 − 1/2)(x 2 − 1/2), which contains only purely bilinear bivariate interactions. The difference between U and correlation-controlled U designs is significant as shown in Table 3 . In Fig. 2 , the slopes for U and correlation-controlled U designs are −2 and −5/2, respectively, which agrees with Theorem 2. Moreover, the variance reduction of the correlation-controlled U design is comparable to that of the correlation-controlled Latin hypercube design.
Example 3. Consider f (x) = 1000(x 1 − 1/2) 2 (x 2 − 1/2) 2 . This function contains bivariate interactions but no bilinear parts. As shown in Table 3 and Fig. 2 , the U and correlation-controlled U designs perform similarly; and both outperform the correlation-controlled Latin hypercube design, which supports Theorem 1.
Example 6. Consider a trilinear function f (x) = 10 000(x 1 − 1/2)(x 2 − 1/2)(x 3 − 1/2). Both U and correlation-controlled U designs are based on the same OA(s 3 , 4, s, 3) but the former uses only the first three columns of the orthogonal array. Notice that E{ f (X )} is estimated by 10 000ρ 123 . Table 3 indicates that the variance of the trilinear term is substantially reduced by correlation-controlled U designs.
Example 7. Consider the function in (14). Both U and correlation-controlled U designs are based on the same OA(s 3 , 9, s, 3) but the former uses only the first eight columns of the orthogonal array. Table 3 shows that correlation-controlled U designs reduce the variances ofμ due to bivariate and trivariate interactions as U designs, but also improve the accuracy by controlling the variance components of the bilinear and trilinear terms.
We conclude that correlation-controlled U designs do no harm relative to U designs for estimating the mean output, but can do significantly better for outputs with substantial variance explained by bilinear, trilinear, etc. terms. When orthogonal arrays are not available for desired run sizes, one can use nearly-orthogonal arrays (Wang & Wu, 1992; Nguyen, 1996) to construct correlation-controlled U designs by slightly modifying the procedure in § 3. Instead of using the last column of array A to generate array B in Step 2, we randomly select a column that is orthogonal to all other columns as a m+1 . The constructed design will achieve one-dimensional stratification and Proposition 2(ii) holds for columns that are orthogonal to each other in the underlying nearly orthogonal array.
As suggested by one referee, we compared the proposed designs with scrambled Sobol sequences (Niederreiter, 1992; Owen, 1995) and sparse grids (Gerstner & Griebel, 1998) to estimate the expected output μ of the function in (14). These scrambled Sobol sequences are generated by MATLAB functions sobolset and scramble with the option MatousekAffineOwen and sparse grids are generated by the MATLAB function nwspgr from http://www.sparse-grids.de with the option GQU. For the scrambled Sobol sequences with n = 256 runs, the estimated standard error ofμ is 1·27, which is larger than 0·66, achieved under the proposed method with the same run size. The error under sparse grids with n = 145 runs is only 0·03, which is lower than 0·85, the estimated standard error under correlation-controlled U designs with n = 169 runs. Sparse grids are based on sophisticated polynomial function approximations and the function in this example may be well approximated by a combination of polynomials. But they can perform poorly for functions of higher dimensions. Consider the function
where h k = 10/2 2+k . When dimension m = 15, the error under sparse grids with n = 481 runs is 5·43 while the estimated standard error under controlled correlation U designs with n = 381 runs is only 0·39. 
which holds as the runs X i are exchangeable. Let u denote a subset of axes in D, according to the functional analysis of variance decomposition defined in § 2·2,
where X u i denotes a vector consisting of X k i for k ∈ u. More details can be found in Theorem 1 of Owen (1994b) . For any |u| = 1, Proposition 3(ii), (2) and the continuity of f together imply that
For any |u| 2, we have
By Proposition 4,
As s → ∞, the set H C 4 becomes the unit cube (0, 1] |u| . Thus, w has density 1 + o(1) with respect to the Lebesgue measure on
The last term in (A5) does not appear in the proof of Theorem 1 of U designs in Tang (1993) . This term is due to the special permutations for the auxiliary array B in Step 2 of the construction of correlation-controlled U designs. To complete the proof, it suffices to show that Given a 1k for k ∈ u, simplify the inner conditional expectation in (A6) as
where the Lipschitz continuity of f establishes (A7), and (A8) holds since
using the fact that f u (x u ) dF k = 0 for any k ∈ u. Substituting (A5), (A6) and (A9) into (A4), we have that for any u ⊂ D with |u| 2,
Substituting ( 
Here, (A11) holds due to the continuity of f . By substituting (A11) in (A1), Theorem 1 follows as n = s 2 .
Proof of Theorem 2 It suffices to show that var(ρ kl ) = n −2 /72 + O(n −5/2 ) in part (i) and var = n −5/2 /144 + O(n −3 ) in part (ii) for any 1 k < l m. 
