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Multifractal characterization and modeling of magnetic storms 
 
 J. A. Wanliss, V. V. Anh, Z.-G. Yu, and S. Watson 
1. Introduction 
 
In the standard model for magnetic storms a drift of charged particles creates a symmetric 
ring of westward current circling the Earth. Enhancements of this current are a strong 
feature of a magnetic storm. When this happens magnetic perturbations from the ring 
current reduce the strength of the magnetic field at the Earth's surface and are used as a 
measure of the strength of a magnetic storm. This is typically done through the use of a 
statistical descriptor of magnetic storm activity at low-latitudes, such as the Dst index. 
Magnetic storm studies frequently utilise Dst because it is supposed to reflect variations in 
the intensity of the symmetric part of the ring current that circles Earth at altitudes 
ranging from about 3-8 earth radii (RE), and can be used to estimate the global ring 
current energy [Greenspan and Hamilton, 2000]. The situation is somewhat more 
complicated because a substantial portion of Dst  may be a result of electromagnetic 
induction effects or other magnetospheric currents [Burton et al., 1975; Langel and Estes, 
1985; Turner et al., 2001]. Dst is calculated as an hourly index from the horizontal 
magnetic field component at four observatories, namely, Hermanus (33.3° south, 80.3° in 
magnetic dipole latitude and longitude), Kakioka (26.0° north, 206.0°), Honolulu (21.0° 
north, 266.4°), and San Juan (29.9° north, 3.2°). These four observatories were chosen 
because they are close to the magnetic equator and thus are not strongly influenced by 
auroral current systems, and are therefore more likely to be an accurate gauge of the 
strength of the ring current perturbation. 
 
Recent research [Wanliss, 2004ab] has found that Dst shows certain patterns that give rise 
to the assumptions of autocorrelation, heteroscedasticity, and long range dependence 
(LRD) which enhances the need for a refinement of models applied so far. These studies 
found that Dst displays monofractal behaviour in patches along the time series, related to 
magnetospheric activity. Since it may be that the fractal dimension changes in patches 
over the series, Dst may be multifractal. Unlike monofractals, which can be characterized 
by a single scaling exponent, multifractals have different scaling properties in different 
subsets of their supports, and a different fractal dimension characterizes each such subset. 
In theory, there may possibly be an infinite number of different exponents [Lichtenberg 
and Lieberman, 1992; Stanley et al., 1999]. Heavy-tailed Lévy-type behaviour, 
particularly that of stable distributions, has also been observed in the interplanetary 
magnetic field and the magnetosphere [Burlaga, 1991, 2001, 2003; Kabin, 1998; Lui et 
al., 2000, 2003]. It has been established that, apart from Brownian motion and Poisson 
processes, all other Lévy processes are multifractal [Jaffard, 1999]. Fractal and 
multifractal statistical physics approaches have been quite successful in extracting salient 
features regarding physical processes responsible for the near-Earth magnetospheric 
phenomena [Lui, 2002]. Although it would be preferable to use deterministic models (e.g. 
MHD), models based on the statistical approaches are well-suited for the study of 
magnetospheric phenomena due to a wide spectrum of variations in observables such as 
magnetic field [Ohtani et al., 1995]. 
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Figure 1. The Dst time series from 1981-2002. 
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Figure 2. Probability density function of DST for 1963-2002. The solid circles refer to the distribution function 
completed from the raw Dst data, and the best-fit sum of two log-normal distributions is shown as the solid line. The 
individual log-normal distributions are shown as the dashed and dashed-dot curves. 
 
This paper emphasises the description of Dst fluctuations in terms of a statistical physics 
approach. The dataset used in this work comes from the world data centre (WDC-Kyoto) 
where an uninterrupted time series is available from 1963 to present. One data point is 
available for every hour of time. Analysis of such a long period provides excellent 
statistics for the long-term behaviour over several solar cycles. The physical pattern of 
the Dst time series from 1981 through 2002 is shown in Figure 1. The time series is 
nonstationary and the striking feature are the large, apparently intermittent (bursty), 
negative excursions corresponding to magnetic storms. Intermittency is a phenomenon in 
which regular motion of varying lengths is interspersed with bursts of motion that may 
appear chaotic. The relative abundance of multifractals in nature, along with this 
intermittent appearing behaviour, suggests that Dst might be another example of a series 
generated by a multifractal mechanism, and thus amenable to prediction via techniques 
that utilize these ideas. Multifractality in this series can arise from two general features in 
the data, viz., (1) due to a broad probability density function for the values of the time 
series, or (2) due to different long-range correlations of the small and large fluctuations. 
The time series apparently displays long-range dependence and its intermittent nature is 
evident from the bursty, strongly negative, pulses in Figure 1. The preponderance of 
magnetic storms, with large negative values for long periods of time, generate a heavy-
tailed probability distribution function, shown in Figure 2 by the solid circles. Two 
different dynamical phases are apparent from the bi-modal character of the Dst probability 
distribution function, shown as the dotted curve in Figure 2. This overall distribution 
function was fitted using a superposition of two log-normal distributions, shown as the 
dashed and dashed-dotted lines. The solid line shows the superposition of the two 
individual log-normal distributions. The prospect of a multifractal Dst time series is 
immediately suggested by the distribution function (point 1 mentioned above), and also 
by the long-range dependence behaviour (point 2) [Wanliss, 2004ab]. It is reasonable to 
suspect that one scaling exponent is not sufficient to describe the high variability of the 
signal.  
 
The ultimate goal of this work will be to use multifractal analysis to characterise the time 
series, and then to establish a modeling framework for the variability of the Dst data. The 
modelling framework developed in this paper will then be used in the future to generate a 
predictive tool. In the following sections, we will explore these issues, beginning with the 
multifractal analysis of these data in Section 2. Our multifractal characterisation of the Dst 
series is based on its measure representation, described in detail in Section 3. This is 
given in the form of the probability density function of the measure, which is related to 
the approach of Consolini et al. [1996]. In the following sections we will explain the 
generation of a measure representation of a time series, as well as our method of 
multifractal analysis. Representation of multifractal phenomena is usually based on a 
cascade model such as that used by Lui et al. [2000]. We show that the given measure for 
Dst is, in fact, a multifractal-like measure. Finally, we model the measure representation 
defined previously for Dst by a recurrent IFS (RIFS). These models are described in 
Section 4. Section 5 presents a comparison of our analysis and modeling results. The 
paper ends with a discussion of the results, and a short description of how it will be 
possible to leverage these results to predict Dst in the future, so that it will be possible to 
determine whether there will be an intense storm more than a day before it occurs at the 
Earth. 
 
2. Multifractal models 
 
Numerous studies have considered the fractal and multifractal structure of space physics 
data (e.g., Burlaga and Klein [1986], Burlaga [1991], Ohtani et al. [1995], Price and 
Newman [2001], Wanliss and Reynolds [2003], Burlaga et al. [2003], Abramenko et al. 
[2003], Wanliss [2004ab]). The most common algorithms of multifractal analysis are the 
so-called fixed-size box-counting algorithms [Halsey et al., 1986; Lichtenberg and 
Lieberman, 1992]. In the one-dimensional case, for a given measure μ  with support 
ℜ⊂E , we consider the partition sum 
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 The generalised fractal dimensions are estimated through a linear regression of 
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against εln  for ,1≠q  and similarly through a linear regression of ε,1Z  against εln  for 
.1=q 1D  is called the information dimension and 2D  is called the correlation dimension. 
The qD  of the positive values of q give relevance to the regions where the measure is 
large, i.e., to the k-strings with high probability. The qD  of the negative values of q deal 
with the structure and the properties of the most rarefied regions of the measure. If 
qD curve is non-linear, the original series is multifractal. This provides a clear criterion to 
explore the (multi)fractal nature of Dst.  
 
Once the qD  curve is computed, we will model the measure representation of Dst in the 
fashion described in detail by Yu et al. [2001].  
 
 
3. Measure representation 
 
Because of its fundamental nature, in this section, we will describe the technique to 
compute a measure representation in detail. We use the method of Yu et al. [2001] in 
deriving the measure representation of the Dst time series. This is essentially a 
representation of the Dst time series in the form of a probability measure of k-strings. The 
traditional way of calculating a probability density function is to sum all occurrences of a 
particular value in a time series. The measure representation essentially generalises this 
process by considering not just one value, but a string of values of length k. The 
probability that this string occurs in the entire time series is then computed in a method 
analogous to that of the ordinary density function. For our purposes, we have considered 
the Dst series to consist of data representing two types of behaviours, namely, quiet (Q) or 
active (A).  
 
We use the storm classification of Gonzalez et al. [1994], but only use two choices of 
data subsets, viz. non-storm time and storm time. Storm times are represented by the 
letter A for Dst values less than -50 nT, and non-storm times have larger values, and are 
represented by the letter Q. The storm times thus include all data considered to be 
characteristic of moderate and intense storms, as defined by Gonzalez et al. [1994]. Small 
storms, with Dst values above -50 nT, were placed in the non-storm subset since these are 
considered to be substorms [Gonzalez et al., 1994]. A second justification for this choice 
is provided by the probability distribution function shown in Figure 2. Here, it is apparent 
that the Dst probability distribution is well fitted by the superposition of two log-normal 
distributions. These clearly divide the distribution of Dst into two distinct regions. The 
crossover of the distribution functions occurs at Dst ~ -46 nT, thus suggesting a natural 
break for analysis between Q and A behaviours. Each data point in the time series is then 
classified according to one of these two possible behaviours (letters). A new time series 
can then be computed from Dst . Strings of length k, of consecutive Q or A values, can be 
computed. We call any string made up of k letters from the set {Q,A} a k-string. 
 
For a given integer number k there are a total of 2k different k strings. In other words, in 
order to count the number of each kind of k strings in the Dst time series, 2k counters are 
needed. The interval [0,1) is divided into 2k disjoint subintervals, and each subinterval is 
used to represent a counter. Let ,,...,1 },,{ ,,...,1 kiAQssss ik =∈=  be a substring with 
length k, we define 
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Next we use the subinterval ))(),([ sxsx rl  to represent the substring s. Let N(s) be the 
number of  times substring s appears in the Dst time series. We define 
kLsNsF /)()( =                                                   (11) 
to be the frequency of substring s. It follows that .1)(
}{
=∑ s sF  It is now possible to 
view F(s) as a function of x and define a measure kμ  on [0,1] by 
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In this case we now have 1))1,0([ =kμ  and ).()))(),([(k sFsxsx krl =μ  We will call )(xkμ  
the measure representation of Dst, which is shown in Figure 3. Here we include the 
measure representation of Dst for different values of k=6, 8, 10, 12. Self-similarity is 
apparent in the measures.  
 
        
        
Figure 3. Histograms of substrings with different lengths.  
 
4. Modelling method 
 
Now that we have computed the measure representation of Dst, shown in Figure 3, we 
propose to model it by an iterated function system (IFS) and recurrent IFS (RIFS). This 
method has been used previously in other fields [Anh et al., 2002], and recommends itself 
as a suitable framework to model fractal-like objects and measures in nature. For 
completeness, we will describe the method in detail below.  
 
Consider a system of contractive maps }.,...,,{ 21 NSSSS =  Let E0 be a compact interval of 
,ℜ  )(... 0... 2121 ESSSE nN σσσσσσ ooo=  and ....},...,2,1{,..., 211 nn EE Nn σσσσσ ∈= U  Then nn EE ∞== 1I  
is the attractor of the IFS. Given a set of probabilities ∑= => Ni ii pp 1 ,1 ,0  we select an 
Ex ∈0  and define iteratively the sequence  
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Where the indices nσ  are chosen randomly and independently from the set },...,2,1{ N  
with probabilities .)( in piP ==σ  Then every orbit }{ nx  is dense in the attractor 
[Barnsley and Demko, 1985; Vrscay, 1991]. For large n, one can view the orbit 
},...,,{ 10 nxxx  as an approximation of E. This iterative process is called a chaos game 
[Anh et al., 2002]. 
 
Given the system of contractive maps },...,,{ 21 NSSSS = , as above, on a compact  metric 
space *E , we associate with these maps a matrix of probabilities P )( ijp=  such that 
=∑ j ijp 1, .,...,2,1 Ni =  Consider a random sequence generated by a chaos game, 
 
,...,2,1,0 ),(1 ==+ nxSx nn nσ                                  (15) 
 
where 0x  is any starting point and nσ  is chosen with a probability dependent on the 
previous index :1−nσ  
.,1 )( in npiP σσ ==+                                               (16) 
The choices of nσ  as prescribed by Eq. (16) indicate that this iterative process is quite 
different from the usual chaos game defined in Eq. (14). We call ,,( * SE P) a recurrent 
IFS [Anh et al., 2002]. The flexibility of RIFS permits the construction of more general 
sets and measures which do not have to exhibit district self-similarity of IFS. Accordingly, 
and this would offer a more suitable framework to model fractal-like objects and 
measures in nature. 
 
Let μ  be the invariant measure of the attractor E of an IFS or RIFS and bχ  the 
characteristic function for the Borel subset ,EB ⊂  then from the ergodic theorem for IFS 
or RIFS [Barnsley and Demko, 1985], 
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In other words, )(Bμ  is the relative visitation frequency of B during the chaos game. A 
histogram approximation of the invariant measure may then be obtained by counting the 
number of visits made to each pixel on the computer screen. The coefficients in the 
contract of maps and the probabilities in the IFS and RIFS model of a parameters to be 
estimated for a given measure which we want to simulate. We will use the method 
introduced by Vrscay [1991] to perform this task. If μ  is the invariant measure and E the 
attractor of the IFS or RIFS in ℜ , the moments of μ  are 
∫∫ ===
EE
i
i dgdxg .1, 0 μμ                                    (18) 
If ,,...,1 ,)( NidxcxS iii =+=  then the following well-known recursion relations hold for 
the IFS model: 
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Thus, setting ,10 =g  the moments ,1 , ≥ngn  May be computed recursively from the 
knowledge of 10 ,..., −ngg  [Vrscay, 1991]. 
 
For the RIFS model, we have 
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where ,,...,1 ,)( Njg jn =  are given by the solution of the following system of linear 
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For n=0, we set  ,)(0 i
i mg = where mi are given by the solution of the linear equations 
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If we denote by kG  the moments obtained directly from a given measure using Eq. (18), 
and kg the formal expression of moments obtained from Eq. (19) for the IFS model or 
from Eqs. (20)-(22) for the RIFS model, the through solving the optimal problem 
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for some chosen n, we can obtain the estimates of the parameters in the IFS or RIFS 
model. Based on the estimated values of the probabilities, we can use the chaos game to 
generate a histogram approximation of the invariant measure of the IFS or RIFS, which 
can then be compared with the measure of the Dst data. 
 
5. Results 
 
Now that the theoretical preliminaries are well developed, we turn to analysis of the 
observed Dst time series, shown in Figure 1. Previous analyses, e.g., Wanliss [2004ab], 
assumed a monofractal nature to the overall Dst time series. Figure 4 shows the power 
spectrum and its slope for the of the whole dataset. The negative of its slope is given by 
,12 −= Hβ  where H is the Hurst scaling exponent. The slope for the entire dataset is 
about 0.71, thus a monofractal analysis would yield H≈0.86. Positive scaling exponents 
above 0.5 imply a long-range dependence, and thus predictability in these data. 
 
 
Figure 4. Power spectrum and slope for the Dst time series from 1981-2002. 
  
The ultimate goal of this work is to establish a modeling framework such that the Dst data 
can be characterized with sufficient resolution to be able to use models to distinguish 
between storm time and non-storm time periods. For this reason, in the measure 
representation it is necessary to use large k-values; for small k, there are only a few 
different k-strings, so there is not enough information for any clear-cut differentiation 
between quiet and active magnetospheric intervals. Accordingly, we use the 10-string 
measure (Figure 3) for multifractal modeling and comparison with the IFS and RIFS 
models. 
 
5.1 Multifractal Modelling 
 
For k=10, we use the multifractal analysis to calculate qD  of the measure 
representation of the SYM-H time series. Figure 5 shows how to calculate qD  from a 
plot of )1/())((ln −qqZε  versus .lnε  Several values of q are used, and it is clear that the 
plots are linear.  
 
After analysing the curves in Figure 5, we are able to plot the multifractal qD curve 
for the Dst measure, as shown in Figure 6. Several interesting results are immediately 
apparent. We can see that the data displays multifractal-like behavior from Figure 6. We 
are able to detect long-range dependence, and find the Hurst index is about H=0.86 for 
this stationary time series. This is comparable to the value obtained through the power 
spectral analysis (Figure 4), as should be the case for a monofractal signal. 
 
 
Figure 5. )1/())((ln −qqZε versus εln  for q=-10, -6, -2, 2, 6, 10. The points fall on  
straight-lines indicating scaling behavior. 
 
 
Figure 6. The values of qD versus q for Dst from 1981-2002. 
 
5.2. Iterated function models 
 
We used the IFS and RIFS model to simulate the measure representation. In particular, 
the RIFS simulation fits the Dst measure very well. We show the RIFS simulation in 
Figure 7. 
 
 
Figure 7. Simulation of the measure representation (10-strings) of Dst using the RIFS model. 
 
The goodness of fit between the simulations and the 10-strings measure representation of 
Dst can be represented via its walk representation [Anh et al., 2002]. The walk 
representation allows one to clarify how close the simulated measure is to the original 
measure. We denote by }2,...,2,1 ,{ kj jt =  the density of a measure and avet  its average, 
then define the walk .2,...,2,1;)(
1
kj
k avekj
jttT =−=∑ =  The two walks of the given 
measure and the measure generated by the chaos game of an IFS or RIFS are then plotted 
in the same figure for comparison. We found that RIFS is a better model to simulate the 
Dst measure. The "goodness" of the fit between the measure simulated from the models 
relative to the original measure is based on the following relative standard error, 
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1)( =jjt  and 
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1)ˆ( =jjt  being the densities of the original measure and the simulated measure 
respectively. The goodness of fit is indicated by the result e<1. The walk representation 
for the Dst measure, and the RIFS simulations is shown in Figure 8. For the measure of 
hourly Dst , 0271.0,00058233.0 21 == ee . So e=0.0215<1, and it is seen that the RIFS 
simulation fits the original measure very well. 
 
 
Figure 9. Walk comparison for the measure representation (10 strings) of Dst (solid line), and its RIFS (dotted line).  
 
 
6. Discussion and Conclusions 
 
We have analyzed the large-scale fluctuations of the H-component magnetic field at 
Earth's equator during the period from 1981-2002. Although fractal statistical analysis 
performed directly on Dst has yielded some success [Wanliss, 2004ab] in terms of 
classification, and perhaps also in prediction, there is some indication that the methods 
are not powerful enough to distinguish the behaviour of the time series in greater detail. 
Accordingly, we computed, analysed, and modeled, a measure representation of the Dst 
data, which has proven useful in biological classification and modeling [Yu et al., 2001; 
Anh et al., 2001, 2002]. Our over all goal was not simply classification, but also to 
establish the utility of the multifractal and iterated function models introduced here, with 
a future view to prediction of magnetic storm activity. 
 
To compute the measure representation the original time series was broken into 
subintervals to represent substrings with different lengths, k. Each data point in the 
substring was classified according to whether it is part of an interval defined as quiet (Dst 
> -50 nT) or active (Dst < -50 nT). Small storms, with Dst values above -50 nT, were 
placed in the non-storm subset since these are actually considered to be substorms 
[Gonzalez et al., 1994]. It was thus possible to obtain an accurate histogram of the 
substrings in the complete Dst time series. This measure representation can be viewed as a 
probability measure that gives a precise compression of the Dst series. The measure 
representation allows one to know exactly the frequencies of all the k-strings appearing in 
the complete Dst time series. In a future paper we will show how this can be used in 
prediction studies. When we applied a multifractal analysis we found that the probability 
measures display a single fractal dimension as in the case of a self-similar process. This is 
a rather surprising result since it means that there is globally no intrinsic scale in the Dst 
series. The ring current is understood to be a primary source of Dst fluctuations, and is a 
highly complex system comprising effects from many different processes. The raw time 
series clearly shows intermittency, which is reflective of large magnetic storms. However, 
the monofractality result that we have obtained implies that the intermittency is not the 
main feature of the Dst series. This observation is borne out by the probability distribution 
function of Dst (Figure 2). We attempted several different fits of common distribution 
functions, such as those of Gauss, Rayleigh, Maxwell, as well as the normal and log-
normal distribution functions. The best fit we obtained was from the convolution of two 
log-normal distributions. These distributions are clearly separated in Dst space; one 
appears to be reflective of quiet behaviour, and is centred around -8 nT, and the other is 
reflective of more active behaviour and is centred around -38 nT. The amplitudes of these 
individual distributions are very different, with the majority of the distribution function 
being classified as quiet. The results from multifractal analysis suggest that the ring 
current is out of equilibrium. 
 
The modeling attempts were quite successful and provide strong momentum for further 
studies geared towards prediction of storm events. The RIFS model, in particular, 
provides an excellent fit to the Dst 10-string measure representation. Note also that we 
attempted analysis for a three letter representation, i.e., in grouping the original time 
series on the basis of three different Dst intervals (Dst > -30 nT, -50 nT < Dst ≤ -30 nT, Dst 
≤ -50 nT). In this case the RIFS model was not successful. This could be a reflection of 
the necessity of considering Dst to be a bimodal time series, as is indicated by the 
probability distribution function (Figure 2). Due to these results it can be concluded that 
RIFS models for the description of space weather will certainly play a greater role in the 
future. Our results demonstrate that the techniques considered in this paper work in 
several aspects: 
 
(i) Detection of memory: the Hurst index is about H=0.86 for this stationary time series; 
(ii) The data displays multifractal-like scaling inferred from the shape of the qD  curve; 
(iii) The parameters of the RIFS model (with excellent fit) can be used to characterize the 
Dst data; 
 
In our next paper, we will further consider the recognition of the different subsets of Dst, 
namely quiet and active intervals. The modelling through the use of IFS and RIFS will be 
extended to predictions. On the basis of the present analysis and modeling, it appears 
possible to predict whether there is storm (Dst < -50 nT) or not a few days prior to the 
event. 
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