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Manipulation of quantum systems is the basis for many promising quantum technologies. However,
how quantum mechanical principles can be used to manipulate the dynamics of quantum dissipative
systems remains unanswered because of strong decoherence effects arising from interaction with the
surrounding environment. In this work, we demonstrate that electron transfer dynamics in molecular
loop structures can be manipulated with the use of Floquet engineering by applying a laser field.
Despite strong dephasing, the system’s dynamics spontaneously breaks the chiral symmetry of the
loop in a controllable fashion, followed by the generation of a robust steady-state electronic current
without an external voltage. A novel exponential scaling law that relates the magnitude of the
current to the system-environment coupling strength is revealed numerically. The breaking of chiral
symmetry and the consequent controllable unidirectional flow of electrons could be employed to
construct functional molecular electronic circuits.
I. INTRODUCTION
Quantum manipulation of different degrees of free-
dom in various types of physical systems has recently
attracted growing attention as an indispensable ingre-
dient at the heart of the quantum revolution. Exam-
ples include the manipulation of numerous sorts of qubit
platforms such as photons, trapped ions, and supercon-
ducting qubits for quantum computation and quantum
communication1–5, the utilization of highly controllable
and precisely measurable systems of ultracold atoms and
molecules for quantum simulation6–8, and the exploita-
tion of unique features of systems of nitrogen-vacancy
defect centers in diamond as well as of exotic quan-
tum states such as the spin-squeezing state and entan-
gled states for quantum sensing and quantum metrology
purposes9–11. As a tool of quantum manipulation, Flo-
quet engineering has been employed to investigate vari-
ous aspects of nonequilibrium dynamics in well-isolated
quantum systems such as ultracold atoms12–17. In Flo-
quet engineering, a system parameter is temporally mod-
ulated in a periodic manner. Floquet engineering has
been employed to control the superfluid-Mott-insulator
phase transition in an atomic cloud of 87Rb18, to sim-
ulate frustrated classical magnetism in triangular opti-
cal lattices19, to generate artificial magnetic fields for
charge-neutral particles20–23, and to realize topologically
nontrivial band structures24. However, because quantum
mechanical effects are often vulnerable to decoherence
originating from interaction with the numerous dynamic
degrees of freedom in the surrounding environment, it
has been believed that nearly perfect isolation of the sys-
tem from the environment, e.g., ultracold atomic gases,
is a prerequisite for quantum manipulations such as Flo-
quet engineering12. Unlike well-isolated quantum sys-
tems, molecules in condensed phases are often embedded
in a high density of environmental particles, leading to
moderate-to-strong system-environment coupling. Con-
sequently, the question of how quantum mechanical prin-
ciples can be harnessed to manipulate the dynamics of
condensed-phase molecular systems is nontrivial. Never-
theless, the present authors have recently demonstrated
that Floquet engineering can significantly accelerate elec-
tronic excitation transfer between two molecules25. The
key is that time periodic modulation of the Franck-
Condon transition energy of photoactive molecules leads
to minimization of the decoherence effect in a similar
manner to the decoherence-free subspace26. A similar
mechanism can be applied to other important dynamical
processes including charge and spin transfers (e.g., the
spin-singlet fission) in molecular systems. In this work,
we show that Floquet engineering can be employed to
manipulate not only the amplitude but also the phase
associated with inter-site coupling, namely the Peierls
phase, which is irrelevant in the case of two-site systems25
but can dramatically influence electron transfer (ET) in
molecular networks.
Investigations of quantum dynamics in various types
of network structures27 are significant in understanding
fundamental processes such as energy and charge trans-
fers in chemical and biological systems28, the physics
of quantum-walk-related phenomena29, and practical
applications using artificial materials such as photo-
voltaics30,31 and photonic circuits32,33. However, in the
regime of moderate-to-strong system-environment cou-
pling, quantum coherence, i.e., relative phases between
electronic states at different sites in the network, can
be rapidly destroyed. It is also noteworthy that despite
quantum transport properties of various types of driven
dissipative systems34–36 including two-level systems37,
periodic tight-binding systems38, and double-well poten-
tials39 having been theoretically studied, up to date no
attention has been paid to the control of quantum trans-
port in periodically driven network structures via the ma-
nipulation of Peierls phase of inter-site couplings, espe-
cially in strong dissipative systems because of the effect
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2of decoherence. Therefore, we need a new mechanism to
protect effects of quantum manipulation on driven quan-
tum transport in network structures under such strong
decoherence, which is shown to be possible by exploit-
ing the topological loop structure in molecular systems.
In particular, we show that ET dynamics spontaneously
break the chiral symmetry of the loop in a controllable
fashion and in turn generate a robust steady-state elec-
tronic current without an external voltage that remains
non-vanishing even when the system-environment inter-
action is stronger than the characteristic energy scale
of the system. By numerically investigating the depen-
dence of the magnitude of the current on the system-
environment coupling strength, we derive a new expo-
nential scaling law relating these two quantities.
II. ELECTRON TRANSFER IN MOLECULAR
NETWORKS
To demonstrate the manipulation of ET dynamics in
molecular networks using Floquet engineering, we con-
sider ET in a triangular loop made of three sites as il-
lustrated in Fig. 1. Examples of molecular loop struc-
tures include ring-shaped cyclic compounds40–43, donor-
acceptor triads44,45, and the spatial arrangement of bac-
teriochlorophyll a molecules in the light-harvesting 2
(LH2) complex of purple bacteria46. The molecular
loop structure possesses a chiral symmetry, i.e., there is
equality between transports in the clockwise and anti-
clockwise directions.
The Hamiltonian to describe ET dynamics in con-
densed phases can be expressed as Hˆ = Hˆel+Hˆenv +Hˆ int
with the Hamiltonian of the ET given by47
Hˆel =
3∑
m=1
Em|m〉〈m|+
3∑
m,n=1
~Vmn|n〉〈m|. (1)
In the above, |m〉 denotes the state where only the mth
molecule is reduced and negatively charged while the
other molecules are in the electronically ground neutral
states, i.e. an excess electron is located on the mth site.
The energy of state |m〉 is given by Em when the energy
of the “vacuum state” where all the molecules are in the
electronically ground neutral states is set to be zero. The
real number ~Vmn denotes the inter-site coupling to drive
ET reaction between the mth and nth molecules.
The Hamiltonian of the environment associated with
the mth site is given by Hˆenvm =
∑
ξ ~ωm,ξ bˆ
†
m,ξ bˆm,ξ, where
bˆm,ξ denotes the annihilation operator of the ξth mode
of the environment with frequency ωm,ξ. The electronic
energy at the mth site experiences fluctuations caused by
the environmental dynamics as expressed by the interac-
tion Hamiltonian Hˆ int = |m〉〈m|∑ξ gm,ξ(bˆ†m,ξ + bˆm,ξ),
where gm,ξ denotes the coupling strength of the ξth
mode. This form of the interaction Hamiltonian induces
environmental reorganization. When an excess electron
is localized on a molecule, the environment associated
with that molecule would make a change in its configu-
ration to a new equilibrium position that is shifted from
its equilibrium position when the molecule is in the elec-
tronically ground neutral state. The environmental reor-
ganization and its timescale are characterized by the re-
laxation function Ψm(t) = (2/pi)
∫∞
0
dωJm(ω) cos(ωt)/ω,
where Jm(ω) stands for the spectral density Jm(ω) =
pi
∑
ξ g
2
m,ξδ(ω−ωm,ξ) of the environment. Generally, the
relaxation function may have a complex form involving
various components. For the sake of simplicity, how-
ever, we model the function using an exponential form,
Ψm(t) = 2λm exp(−t/τm), where λm is the environmen-
tal reorganization energy, which is usually employed to
characterize the system-environment coupling strength,
and τm is the characteristic timescale of the environmen-
tal relaxation or reorganization process48.
In the following, we consider the case of indepen-
dent environments associated with three sites49. In gen-
eral, there can be some correlation between fluctuations
caused by environments associated with different sites
in a molecular network as the change of configuration
of the environment around one molecule as ET occurs
can affect the configurations of environments of other
molecules50,51. As shown in Appendix A, however, the
main results of this paper remain unchanged, at least
qualitatively, for both cases of correlated and anticor-
related fluctuations. For the sake of simplicity, we set
τm = τ , λm = λ, Ω
0
m = Ω
0, and Vmn = V for
m,n = 1, 2, 3.
FIG. 1: Schematic illustration of ET in a molecular loop struc-
ture consisting of three sites (yellow). Each site is coupled to
an independent environment illustrated by an ensemble of el-
lipses (blue). Electron transfer are allowed between all pairs
of neighboring sites. The ET between sites m and n is char-
acterized by the inter-site coupling, Vmn (m,n = 1, 2, 3). The
electronic energy experiences a site-dependent time-periodic
modulation caused by the oscillating electric field E(t) of an
applied laser pulse that is aligned along the direction connect-
ing the second and the third molecules.
3III. FLOQUET ENGINEERING
In Floquet engineering, the Hamiltonian of the sys-
tem is temporally modulated in a periodic manner by,
for example, applying a laser pulse through the Stark
effect ES(t) = −E(t) · µ, where E(t) and µ are the os-
cillating electric field and the electric dipole moment, re-
spectively. The time-dependent electronic energy at the
m-th site is expressed as Em(t) = E
0
m + ~um(t), where
the modulation um(t) needs to satisfy um(t) = um(t+T )
and
∫ T
0
dt um(t) = 0 with T being the modulation pe-
riod. In the limit of high driving frequency, the sys-
tem’s dynamics are characterized by an effective time-
independent Hamiltonian Hˆeff obtained by taking the
lowest-order terms in the high-frequency expansion12.
This has the same form as the original Hamiltonian
in Eq. (1); however, the inter-site coupling Vmn is re-
placed by V effmn = (Vmn/T )
∫ T
0
dt exp {i[χn(t)− χm(t)]}
with χm(t) =
∫ t
0
dt′ um(t′)25.
In general, the effective inter-site coupling, V effmn, is a
complex number expressed as V effmn = |V effmn| exp(i θeffmn),
where θeffmn is termed the effective Peierls phase. For a
sinusoidal modulation, V effmn takes real values
25 and thus
θeffmn takes only the value of 0 or pi. However, it was shown
that the effective inter-site coupling can take a complex
value, provided that the time-periodic modulation breaks
two special symmetries: reflection symmetry for a suit-
able time τ , namely um(t − τ) = um(−t − τ), and shift
antisymmetry um(t−T/2) = −um(t)21. For example, we
can take a time-periodic modulation composed of two si-
nusoids, um(t) = Am sin(ωt) + Bm sin(2ωt), by applying
a shaped laser pulse52. Since the wavelength of the laser
is typically much larger than the size of the molecular
system, the electric field of the laser can be considered
as homogeneous over the whole system. If the electric
field of the linearly polarized laser is aligned along the
direction connecting the second and the third sites, the
differences in energy modulations between the three sites
are A1 − A2 = A3 − A1 = (A3 − A2)/2 ≡ A/2 and
B1 − B2 = B3 − B1 = (B3 − B2)/2 ≡ B/2, where the
driving amplitudes A and B are approximately propor-
tional to the magnitude of the electric field, the charge of
electron, and the distance between neighboring sites. The
ET dynamics in the closed loop depends on the effective
total Peierls phase θefftot = θ
eff
13 +θ
eff
32 +θ
eff
21 accumulated by
the electron as it travels in the clockwise direction. The
dependence of θefftot on the driving amplitudes A and B is
given in details in Appendix B.
In the following numerical demonstrations, since the
energy fluctuation is proportional to the temperature, we
consider ~V . kBT for the strong decoherence regime.
Here, we set T = 300 K and V = 50 cm−1, which is of
the same order of magnitude as the ET in photosynthetic
reaction center53. The environmental relaxation time τ
is also taken to be a typical value, τ = 100 fs. The driving
frequency ω is taken to be ω = 200 THz. For describing
ET dynamics in the molecular network, an adequate de-
scription is provided with the reduced density operator
ρˆ(t), i.e., the partial trace of the density operator of the
total system over the environmental degrees of freedom.
The time evolution of the reduced density operator with
the initial condition of ρˆ(t = 0) = |1〉〈1| can be solved in
a numerically accurate fashion through the use of, for ex-
ample, the hierarchical equations of motion approach54.
Technical details are given in Ref.48.
IV. SPONTANEOUS BREAKING OF CHIRAL
SYMMETRY
We consider the case where the reorganization energy
is comparable to the inter-site coupling, λ = V , and the
system is driven with the driving amplitudes A/ω = 2
and B/ω = 6. It is noteworthy that the dynamics of the
system under consideration is in a non-Markovian regime
as both the system-environment coupling strength and
the environment’s relaxation time scale are comparable in
magnitude with the characteristic energy scale of the sys-
tem. As a result, the memory effect of the environment
must be taken into account as opposed to the Floquet-
Markov master equation that has been widely used in
studying driven quantum transport36. Time evolutions
of the electronic populations at three sites are shown
in Fig. 2. The populations rapidly equilibrates to the
steady-state values P1(t → ∞) = P2(t → ∞) = P3(t →
∞) = 1/3, showing no noticeable signature of quantum
interference due to the strong decoherence. Neverthe-
less, there is clearly a population imbalance between the
second and the third sites, P2(t) < P3(t), over a rela-
tively long time period of approximately 2 ps. It should
be noted that the three sites are identical, leading to
a chiral symmetry between two possible ET pathways
along the loop in the clockwise and anti-clockwise di-
rections. Meanwhile, the AC driving also preserves this
symmetry on time average, which is relevant to the high-
driving-frequency limit under consideration. It should
also be noted that the applied laser field under consider-
ation is linearly polarized, in contrast to the case of cir-
cularly polarized field used to generate ring currents55–57
which explicitly breaks the chiral symmetry. Therefore,
the emergent imbalance in the population distribution of
electron between the two sites implies that ET dynam-
ics under Floquet engineering spontaneously breaks the
chiral symmetry of the molecular loop structure.
Moreover, the direction of the emergent chirality can
be manipulated by varying the driving amplitudes. It is
evident from the inset of Fig. 2 that the relative elec-
tronic distributions at the two sites are reversed when
the driving amplitude varies from A/ω = 2 to A/ω = 4
with keeping B constant, indicating that the emergent
chirality of the system can be fully controlled by Floquet
engineering. It should be noted that the direction of the
emergent chirality changes by only varying the driving
amplitude without any change of phase or direction or
other parameters of the modulation, reflecting the fact
4FIG. 2: Time evolutions of the electronic populations Pm
(m = 1, 2, 3) at three sites in the molecular loop structure
under Floquet engineering. The system is driven by a laser
pulse composed of two sinusoids with frequencies ω and 2ω.
The two corresponding driving amplitudes are A/ω = 2 and
B/ω = 6. Inset: Time evolutions of P2 (red) and P3 (blue)
for A/ω = 4. B is kept constant.
that the chiral symmetry is spontaneously broken by the
ET dynamics under Floquet engineering. The control-
ling of the emergent chirality can be understood through
the sign of the effective total Peierls phase. Indeed, θefftot
changes its sign from negative to positive when the driv-
ing amplitude changes from A/ω = 2 to A/ω = 4 (see
Appendix C for details).
The small zigzag pattern on top of the time evolution in
Fig 2, usually called micromotion, is a direct consequence
of a time-periodic driving with finite frequency. It cor-
responds to higher-order terms in the high-frequency ex-
pansion; therefore, the higher the driving frequency, the
smoother the time evolution. In the following sections,
to remove the micromotion and in turn obtain smooth
time evolution, we consider the high-driving-frequency
limit in which ET dynamics are characterized by the ef-
fective inter-site coupling V effmn. Experimentally the mi-
cromotion can be removed by filtering out high-frequency
components from the measured signal.
V. ROBUST ELECTRONIC CURRENT
WITHOUT AN EXTERNAL VOLTAGE
It is not only the electronic population but also the
electronic current flowing in the molecular loop that are
substantially affected by Floquet engineering. The cur-
rent is defined as Imn(t) = −eTr[Iˆmnρˆ(t)] (m,n = 1, 2, 3),
where −e is the unit charge of an electron and Iˆmn =
−i (Vmn|n〉〈m| − V ∗mn|m〉〈n|) is the current operator de-
scribing the flow of electron from the mth to the nth
sites. The time evolutions of the current I32(t) for the
two different driving amplitudes A/ω = 2 and A/ω = 4
considered above are shown in Fig. 9, where B is kept
constant. It is evident that I32(t) makes a sharp rise
FIG. 3: Time evolution of the electronic current I32 flowing
from the third to the second site in the molecular loop struc-
ture under Floquet engineering. The driving amplitudes are
A/ω = 2 and B/ω = 6. Inset: Time evolution of I23 for
A/ω = 4, where B is kept constant.
to a positive (negative) value at early time, then un-
dergoes a short damped oscillation before approaching
the steady-state value which is positive (negative) for
A/ω = 2 (A/ω = 4). The non-zero electronic current
between the two molecules reflects the breaking of chiral
symmetry while the dependence of the direction of cur-
rent I32 both at early time and in the steady state on
the driving amplitude indicates again that the emergent
chirality can be fully controlled under Floquet engineer-
ing. Since the electron’s populations Pm(t) (m = 1, 2, 3)
are time-independent in the steady state, it must be that
I13(t→∞) = I32(t→∞) = I21(t→∞) ≡ Iss.
Despite the strong effect of decoherence, the steady-
state electronic current is non-vanishing. To investigate
the effect of decoherence on the steady-state current, we
repeated the calculation of Iss for different values of the
environmental reorganization energy λ with the driving
amplitudes fixed to be A/ω = 2 and B/ω = 6. The
dependence of Iss on λ is plotted in Fig. 4 with a loga-
rithmic scale on the vertical axis. The clearly observed
linear correlation in the figure indicates an exponential
dependence Iss = I0e
−κ(λ/V ) between the steady-state
current and the system-environment coupling strength
with the constants I0 ' 1.24 nA and κ ' 0.11 obtained
numerically by using a standard procedure of linear fit-
ting. It should be noted that, while an exponential time
decay of quantum coherence has often been derived in
typical models of dephasing, here we found a different
exponential scaling law for the effect of decoherence in
terms of a steady-state current that persists as long as
the modulation is applied.
It is understood from the small damping factor κ 1
of the steady-state current that it remains non-vanishing
even for a very strong system-environment coupling
where the environmental reorganization energy is much
larger than the characteristic energy scale of the system’s
dynamics. This is unlike the normal situation in open
5FIG. 4: Dependence of the magnitude of the steady-state
electronic current Iss flowing in the molecular loop structure
on the reorganization energy λ characterizing the system-
environment coupling strength and normalized by the inter-
site coupling V . The vertical axis is displayed using a loga-
rithmic scale. The red line demonstrates the linear fitting.
quantum systems, where typical physical quantities of-
ten decay very quickly owing to the strong effect of deco-
herence. The robustness of the steady-state current even
in the presence of very strong system-environment cou-
pling can be attributed to a classical topological feature
of the effect that drives the current. Indeed, the effect of
a nonzero effective total Peierls phase in a molecular loop
structure is equivalent to the effect of a magnetic field on
a charged particle moving in closed loop as shown by the
Aharonov-Bohm effect58. Since the effect of a magnetic
field on a charged particle persists in the classical regime,
it is reasonable to expect that the effect is robust against
decoherence.
VI. CONCLUSION
We have investigated how the quantum dynamics of
ET in molecular loop structures can be manipulated us-
ing Floquet engineering. We found that, despite strong
dephasing, ET dynamics can spontaneously break the
chiral symmetry of the loop in a controllable fashion and
in turn generate a robust steady-state electronic current
without an external voltage that remains non-vanishing
even in the strong system-environment-coupling limit.
Employing this kind of topological loop structure in
quantum manipulation for protection from environmen-
tal effects can serve as a useful guide for controlling
dynamical processes in molecular systems. A new ex-
ponential scaling law that relates the magnitude of the
steady-state current to the system-environment coupling
strength was also revealed numerically.
The controllable unidirectional flow of electrons follow-
ing the breaking of chiral symmetry in molecular loop
structures can find numerous applications in, for exam-
ple, constructing functional molecular electronic circuits.
The steady-state electronic current generated in molecu-
lar loop structures without an external voltage is closely
related to the persistent current in mesoscopic normal
metal rings observed at very low temperature (. 1 K) in
the presence of an external magnetic field59–61, although
in which case the effect of decoherence is dominated by
that of static disorders. However, compared with meso-
scopic normal metal rings, an electronic current of the
same order of magnitude or even higher can be generated
in nanoscale molecular loop structures at room temper-
ature.
It is also noteworthy that controlling electron transfer
in molecular loop structures by a static magnetic field
through the Aharonov-Bohm effect (ABE) is experimen-
tally challenging because the required field strength is
unrealistically high, of the order of 104 T62,63 or var-
ious kinds of conditions41,42 including small dephasing
are needed. Therefore, the control of electron dynam-
ics in molecular systems with the use of Floquet engi-
neering via the Peirels phase, which works even in the
presence of strong decoherence, can open a new route
towards constructing ABE-based molecular circuits. Al-
though this paper focuses on the study of ET dynamics,
similar results should be expected for other important
dynamical processes such as electronic excitation trans-
fer in condensed-phase molecular systems if we can make
a site-dependent time-periodic modulation of the Franck-
Condon transition energy in the molecular network.
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Appendix A: ET dynamics in the presence of
environments with correlated/anticorrelated
fluctuations
In the main text, we considered the case of indepen-
dent environments associated with three sites. In gen-
eral, there can be some correlation between fluctuations
caused by environments associated with different sites in
a molecular network as the change of configuration of the
environment around one molecule as ET occurs can affect
the configurations of environments of other molecules. In
this section, we consider two cases in which the energy
fluctuations caused by environments around neighboring
molecules have a perfect correlation/anticorrelation48.
The correlation/anticorrelation between energy fluctu-
ations caused by environments associated with neighbor-
ing sites is taken into account by changing the opera-
tors of the system that couple to the environments from
6FIG. 5: Time evolutions of the electron’s populations Pm
(m = 1, 2, 3) at three sites in the molecular loop structure
under Floquet engineering with correlated energy fluctuations
caused by the environments. The system is driven by a laser
pulse composed of two sinusoids with frequencies ω and 2ω.
The two corresponding driving amplitudes are A/ω = 2 and
B/ω = 6. Inset: Time evolutions of P2 (red) and P3 (blue)
for A/ω = 4 (B is kept constant).
Vˆm = |m〉〈m| (m = 1, 2, 3) to
Cˆm =
1√
2
(|m〉〈m| ± |m+ 1〉〈m+ 1|) , (A1)
where m = 1, 2, 3 (m + 1 would be 1 if m = 3) and ±
corresponds to correlation/anticorrelation. Here the nor-
malization factor 1/
√
2 is introduced so that the total
reorganization energy of the environment at each site is
the same as in the case of independent environments. We
perform numerically accurate quantum dynamics calcu-
lations of the ET dynamics in a way similar to the case
of independent environments.
The time evolutions of the electron’s populations at
three sites are shown in Fig. 5 (Fig. 6) for the case of cor-
related (anticorrelated) fluctuations. It is clear that there
is a population imbalance of electron between the second
and the third sites, reflecting the spontaneous breaking
of the chiral symmetry of the molecular loop structure,
as in the case of independent environments. Moreover,
the direction of the emergent chirality can also be fully
controlled by varying the driving amplitudes through the
change of the effective total Peirels phase. Therefore, it
should be expected that the main results in the main
text remain unchanged even if correlation in fluctuations
caused by different environments exists.
Appendix B: Effective inter-site coupling for a
driving composed of two sinusoids
In Floquet engineering, the Hamiltonian of the sys-
tem is temporally modulated in a periodic manner by,
for example, applying a laser pulse. The time-dependent
electronic energy at the m-th site is expressed as Em(t) =
FIG. 6: Time evolutions of the electron’s populations Pm
(m = 1, 2, 3) at three sites in the molecular loop structure
under Floquet engineering with anticorrelated energy fluctu-
ations caused by the environments. The parameters are the
same as those in Fig. 5.
E0m + um(t), where the modulation um(t) needs to sat-
isfy um(t) = um(t + T ) and
∫ T
0
dt um(t) = 0 with T
being the modulation period. In the limit of high driving
frequency, the system’s dynamics are characterized by
an effective time-independent Hamiltonian Hˆeff obtained
by taking the lowest-order terms in the high-frequency
expansion12. This has the same form as the original
Hamiltonian; however, the inter-site coupling Vmn is re-
placed by V effmn = (Vmn/T )
∫ T
0
dt exp {i[χn(t)− χm(t)]}
with χm(t) =
∫ t
0
dt′ um(t′)25.
If the time-periodic modulation is composed of two
sinusoids, um(t) = Am sin(ωt) +Bm sin(2ωt), we have
χm(t)− χn(t) =
(
Am −An
ω
)
(1− cosωt)
+
(
Bm −Bn
2ω
)
(1− cos 2ωt). (B1)
The effective inter-site coupling is then given by
V effmn
Vmn
=
1
T
∫ T
0
dt exp
{
i
[(
Am −An
ω
)
cosωt
+
(
Bm −Bn
2ω
)
cos 2ωt
]}
. (B2)
Here, the time-independent factors of exp
(
An−Am
ω
)
and
exp
(
Bn−Bm
2ω
)
will be canceled out when the electron trav-
els over one loop.
By setting x ≡ ωt, we need to evaluate the integral
V effmn
Vmn
=
1
2pi
∫ 2pi
0
dx exp
{
i
[(
Am −An
ω
)
cosx
+
(
Bm −Bn
2ω
)
cos 2x
]}
≡f
(
Am −An
ω
,
Bm −Bn
2ω
)
. (B3)
7FIG. 7: Effective total Peierls phase θefftot as a function of the
driving amplitudes A/ω and B/(2ω).
FIG. 8: Magnitude of the effective inter-site coupling∣∣V eff32 /V32∣∣ as a function of the driving amplitudes A/ω and
B/(2ω).
If the laser’s electric field is aligned along the direction
connecting the second and the third sites, the differences
between electronic energies at three sites are
A1 −A2 = A3 −A1 = (A3 −A2)/2 ≡ A/2, (B4)
B1 −B2 = B3 −B1 = (B3 −B2)/2 ≡ B/2. (B5)
The effective total Peierls phase θefftot = θ
eff
13 + θ
eff
32 + θ
eff
21 is
then given by
θefftot = Arg
[
f
(
A
ω
,
B
2ω
)]
− 2Arg
[
f
(
A
2ω
,
B
4ω
)]
, (B6)
where Arg[x] is the argument of a complex number x.
The effective total Peierls phase θefftot and the magnitude
of the effective inter-site coupling
∣∣V eff32 /V32∣∣ as functions
of the driving amplitudes A/ω and B/(2ω) are shown in
Figs. 7 and 8, respectively.
Appendix C: Role of the effective total Peierls phase
in the ET dynamics in molecular loop structures
In order to get insights into the role of the effective
total Peierls phase in the ET dynamics in molecular loop
structures, in this section we will temporarily neglect
the dynamical coupling of the system to the environ-
ments and consider only a canonical distribution of en-
ergy eigenstates of the system at temperature T under
a nonzero effective total Peierls phase. For a single elec-
tron, there are a total of three energy eigenstates |ψj〉
(j = 1, 2, 3) with the corresponding energy eigenvalues
Ej . These eigenstates and eigenvalues can be obtained
by diagonalizing the effective Hamiltonian of the system
Heffs =
3∑
m,n=1
~V effmn|n〉〈m|, (C1)
where V effmn = (V
eff
nm)
∗ and |m〉 represents the state where
the electron is located at the m-th site. The electronic
current flowing from the mth to the nth site is given by
Imn(t) = Tr[Iˆmnρˆ(t)], (C2)
where Iˆmn = −i(Vmn|n〉〈m| − V ∗mn|m〉〈n|) is the current
operator. This current operator satisfies the continuity
equation ∂nˆ1/∂t = Iˆ21(t)− Iˆ13(t), where nˆ1 is the num-
ber operator of electron at the first site, and similarly for
nˆ2 and nˆ3. For the energy eigenstates, since the number
of electrons at each molecule is stationary, the electronic
currents flowing in the clockwise direction between dif-
ferent molecules must be equal, I13 = I32 = I21 = I.
First, we show that the energy eigenvalues and the
magnitude of the electronic current I for the corre-
sponding energy eigenstates depend only on the effec-
tive total Peierls phase θefftot = θ
eff
13 + θ
eff
32 + θ
eff
21 and
the magnitudes of the electron’s effective inter-site cou-
plings |V effmn| (m,n = 1, 2, 3). Indeed, let us consider
two sets of effective inter-site couplings {V13, V32, V21}
and {V ′13, V ′32, V ′21} with equal magnitudes, |V13| = |V ′13|,
|V32| = |V ′32|, and |V12| = |V ′12|, and equal effective total
Peierls phase, θ13 + θ32 + θ21 = θ
′
13 + θ
′
32 + θ
′
21. Here
the superscript eff has been omitted for a simplification
in notation. Suppose |ψ〉 = c1|1〉+ c2|2〉+ c3|3〉 is an en-
ergy eigenstate with eigenvalue E for the set of inter-site
couplings {V13, V32, V21}. We then have
V21c2 + V31c3 =Ec1, (C3)
V12c1 + V32c3 =Ec2, (C4)
V13c1 + V23c2 =Ec3. (C5)
By a straightforward calculation, we can confirm that
|ψ′〉 = c′1|1〉+c′2|2〉+c′3|3〉 with c′1 = c1, c′2 = c2e−iδ21 , and
c′3 = c3e
iδ13 is an energy eigenstate with the same eigen-
value E for the set of inter-site couplings {V ′13, V ′32, V ′21}.
Here, δmn = θ
′
mn − θmn is the difference in the Peierls
phase between the two sets of inter-site couplings. More-
over, for the energy eigenstate |ψ〉, the electronic current
8is given by Imn = 2Im{Vmncmc∗n}, and similarly for |ψ′〉.
Therefore, we can justify that I13 = I
′
13, I32 = I
′
32, and
I21 = I
′
21, i.e., the electronic current I is the same for
two energy eigenstates |ψ〉 and |ψ′〉. The magnitude of
the electronic current for the canonical distribution of the
energy eigenstates is given by
Ica =
3∑
j=1
njIj , (C6)
where Ij is the current for the energy eigenstate |ψj〉
with eigenvalue Ej and nj = e
−βEj/Z with β ≡ 1/(kBT )
and Z =
∑3
j=1 e
−βEj being the partition function. Since
both Ej and Ij are equal for two sets of inter-site cou-
plings {V13, V32, V21} and {V ′13, V ′32, V ′21}, the electronic
current Ica for the canonical distribution of energy eigen-
states depends only on the effective total Peierls phase
θefftot and the magnitudes of inter-site couplings.
Second, we show that the direction of electronic current
Ica for the canonical distribution of energy eigenstates
depends on the sign of the effective total Peierls phase.
We assume for simplicity that the three inter-site cou-
plings have equal magnitudes, |V13| = |V32| = |V21| ≡ V0.
As shown above, the current Ica depends only on the ef-
fective total Peierls phase. Therefore, we can take, for
example, θ13 = θ21 = 0 and θ32 = θ
eff
tot. Given a value
of θefftot ∈ (−pi, pi), the energy eigenstates and eigenvalues
are obtained by numerically diagonalizing the Hamilto-
nian (C1). The electronic current for the canonical dis-
tribution of these eigenstates is then calculated by using
Eqs. (C6) and (C2). Here the temperature is taken to
be kBT = ~V0. The dependence of Ica on θefftot is shown
in Fig. 9. It is clearly evident that the direction of the
electronic current for the canonical distribution of en-
ergy eigenstates is determined by the sign of the effective
total Peierls phase. This dependence can be understood
from the Aharonov-Bohm effect58 in which the effect of a
nonzero total Peierls phase on the motion of the electron
in the molecular loop structure is equivalent to that of
an external magnetic field. The direction of the magnetic
field is mapped to the sign of the total Peierls phase.
Following the Floquet theory12,25, the effective total
Peierls phase is found to be θefftot ' −0.41pi for the driving
amplitudes A/ω = 2 and B/ω = 6. Here ω is the driv-
ing frequency. The magnitudes of the effective inter-site
couplings are |V eff32 | ' 0.26V and |V eff21 | = |V eff13 | ' 0.41V ,
where V = |V21| = |V32| = |V13| is the magnitude of
the bare inter-site couplings. By diagonalizing the effec-
tive Hamiltonian (C1), we can numerically calculate the
energy eigenvalues and eigenstates in the same way as
above. For V = 50 cm−1, the electronic current flow-
ing in the anti-clockwise direction in the molecular loop
structure for the canonical distribution of energy eigen-
states at temperature T = 300 K is found to be Ica ' 1.2
nA. As the magnitude of the steady-state current in the
presence of the dynamical coupling between the system
and the environments is found in the main text to be
Iss ' 1.12 nA (for λ = V ), it can be seen that in addi-
FIG. 9: Electronic current Ica for the canonical distribution of
energy eigenstates (normalized by the inter-site coupling V0)
as a function of the effective total Peierls phase θefftot. Here,
|V13| = |V32| = |V21| ≡ V0 and the temperature kBT = ~V0.
tion to the anti-clockwise direction of both Ica and Iss as
expected for a negative effective total Peierls phase, the
magnitudes of Ica and Iss are very close to each other.
One reason is because the temperature under considera-
tion kBT ' 4.16V is relatively high compared with the
characteristic energy scale of the system’s dynamics, for
which a large portion of quantum coherence in the en-
ergy eigenstates has been washed out in the canonical
distribution. The remaining difference between magni-
tudes of Ica and Iss (especially for the strong system-
environment coupling limit) should be attributed to the
fact that the three independent environments, although
with equal temperature, locally couple to the system at
different sites in the network. It is the locality of the
system-environment interaction that tends to destroy the
quantum coherence between different sites that is inher-
ent in the open system’s energy eigenstates. As a result,
the electronic current, which is proportional to the quan-
tum coherence of electron at different sites (see the defi-
nition of the current operator below Eq. (C2)), would be
strongly suppressed by the decoherence, leading to the
magnitude of Iss smaller than that of Ica.
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