Abstract: An accurate and efficient Differential Quadrature Time Finite Element Method (DQTFEM) was proposed in this paper to solve structural dynamic ordinary differential equations. This DQTFEM was developed based on the differential quadrature rule, the Gauss-Lobatto quadrature rule, and the Hamilton variational principle. The proposed DQTFEM has significant benefits including the high accuracy of differential quadrature method and the generality of standard finite element formulation, and it is also a highly accurate symplectic method. Theoretical studies demonstrate the DQTFEM has higher-order accuracy, adequate stability, and symplectic characteristics. Moreover, the initial conditions in DQTFEM can be readily imposed by a method similar to the standard finite element method. Numerical comparisons for accuracy and efficiency among the explicit Runge-Kutta method, the Newmark method, and the proposed DQTFEM show that the results from DQTFEM, even with a small number of sampling points, agree better with the exact solutions and validate the theoretical conclusions.
Introduction
Various algorithms are available for numerical integration of Ordinary Differential Equations (ODEs). The most commonly used algorithms, derived from Finite Difference Method (FDM), are the Direct Integration Methods (DIMs), such as the Central Difference Method (CDM), the Newmark method, and the Runge-Kutta Method (RKM). Feng presented structure-preserving symplectic schemes for the Hamilton system and illustrated the fundamental cause of energy dissipation of classical DIM [1] .
As is widely accepted, Finite Element Method (FEM) is superior to FDM and has advantages in space, thus it should also exhibit advantages in time in the mathematical sense. However, Zienkiewicz doubted if it is possible to use Finite Elements (FEs) in the time domain [2] . Indeed, when the involved functions are smooth enough, it is not essential to define massive time steps to integrate ODEs, and the time steps should be as many as the FEs to produce a solution of comparable accuracy. In view of the increased storage required, the use of Time Finite Elements (TFEs) to solve ODEs is questionable. However, this problem can be gradually solved due to the rapid development of computer capacity and advanced solution methods.
In many cases, conventional step-by-step algorithms like CDM may call for a very large number of time steps. This is especially true when dealing with excitation and material properties changing The outline of the present paper is as follows. In Section 2, the formulation of DQTFEM is presented for structural dynamic ODEs. In Section 3, the stability and accuracy are studied. Obtained solutions are compared with analytical solutions, the results of four-order explicit RKM, and the Newmark Average acceleration Method (NMA) in Section 4. Finally, conclusions are drawn in Section 5.
Basic Formulations
For structural dynamic systems with damping and subjected to external loads, the ODE in a discrete form can be derived by using the general form of Hamilton's variational principle [49] :
where
where 'cs' indicates column expansion of a matrix, '⊗' is the Kronecker product, E is a n × n identity matrix, and C j is the coefficient of Gauss-Lobatto quadrature. Diagonal matrix C G = diag(C j ). Appendix A presents the derivations of Equations (8) to (10) . Equation (13) shows that the expanded mass matrix M and stiffness K are symmetrical, but C is not, even though C is symmetrical. Substituting Equations (8) to (10) into Equation (1) , and noting that δU is arbitrary, we have the dynamic equilibrium equation in algebraic form as
or in a compact and standard form as
Equation (16) can also be written in a different form as
which can be reduced to a Sylvester equation whose solutions can be found by the method of Bartels and Stewart [51] if we neglect damping. Then it has no row or column expansion of matrix in Equation (18) , or it has no additional storage needed except for A and the diagonal matrix C G when compared with a step-by-step method. After deriving Equation (15), a DQTFEM has been formulated, which is different from classical TFEMs where Hermite interpolations are used and displacement and velocity are involved for all nodes. From the above derivation, one can see that, in DQTFEM, displacements are the only nodal parameter at all time sampling points since Lagrange interpolations are used; refer to Equations (11) and (12) . In order to impose initial conditions and satisfy C 1 -compatible conditions in the present method, the nodal parameter vector U should be modified to include velocities for all spatial DOFs at the first time sampling point. To achieve this, an accurate and convenient method is to modify U as
which is formulated by substituting the displacements u 1N , · · · , u nN of the Nth time sampling point by the velocities
u n1 of the first time sampling point. The relation between U and U can be readily obtained by DQ rule as U = HU (20)
where T is formed by substituting the first row of A for the Nth row of an unit matrix, that is
From Equations (16) and (20) one can obtain
It should be noted that the solution U of Equation (23) does not include displacements and velocities of the Nth sampling point, referred to in Equation (19) , but these can be easily obtained through Equation (20) and the DQ rule, respectively. Rearranging the terms of Equation (23), it is rewritten as where subscript 'i' indicates the initial conditions, and 'd' indicates unknowns. From Equation (25) we have
where U i is formulated by initial displacements and velocities, thus the initial conditions are dealt with in a general and convenient way. It is worth noting that here u 1 , u 2 , · · · , u n , corresponding to all time sampling points, are solved concurrently by using the exact initial conditions; this is different from classical step-by-step DIMs, in which the results of the present time step are the initial conditions of the next time step. That is, only the initial conditions of the first time step are exact; all others are approximate. However, DQTFEM can also serve as a step-by-step method; in this situation, a time element is a time step in which there are N time sampling points. Therefore, the initial conditions except for the first time step are also approximate, but the approximate initial conditions are highly accurate since the present method is a high-order method.
Remarks:
(1) Usually for conservative systems, the actual path will be the one for which the integral of Lagrangian function (T − V) is an extremum, and for the non-conservative system considered here, the general form of Hamilton's variational principle is used and the integral still exists; however, there exists no functional that must be an extremum [49] . (2) The method of imposing initial conditions in the present method is standard and similar to the one used in the FEM; see Equation (25) . (3) DQTFEM is a new TFEM, since Gauss-Lobatto quadrature and DQ rules are used for the first time in the construction of a TFEM. The high accuracy and efficiency due to the employment of Gauss-Lobatto quadrature and DQ rules are validated in the following numerical comparisons; see Section 4.
Stability Analysis
Stability analysis is significant for a new TFEM, and for this analysis a spectral approach is generally employed because a linear dynamic system can be decoupled into a set of single DOF systems based on the orthogonality of mode functions or mode vectors. Therefore, in the stability analysis of the present method, consider a single DOF system as
where ω denotes the angular frequency. Here, the two dots over u denote the second derivative with respect to time τ, not to t, where τ = t/h, and h and t stand for time step size and the real time, respectively. For Equation (27) , the displacement vector u in Equation (6) becomes
where u j (j = 1, 2, . . . N) denotes the displacements at time sampling points, the subscript 'i' in Equation (6) denotes the spatial DOF number and is omitted here since i = 1, and
The nodal parameter vector in Equation (19) has the form of
According to Equation (26), one can obtain
where column vectors α and β are extracted from G, and u 0 and . u 0 are the initial displacement and velocity, respectively. Moreover, using DQ rule yields
From Equations (31) and (32), we have
which is the recurrence relation between (u N , .
u N ) and (u 0 , . u 0 ), and the elements of the Jacobi matrix
According to the relationship between ωh and spectral radius ρ(J), see Figure 1 , the first stable intervals for different N can be obtained as given in Table 1 . From Table 1 and Figure 1 we can make the following observations:
(1) ρ(J) ≥ 1 for any N, and when N becomes larger, the first stable interval also becomes larger.
Although there are several stable intervals with ρ(J) = 1 except for N = 3, the first stable interval is significant and practical; therefore, only the first intervals are listed in Table 1 whose elements are obtained by using the criterion (ρ − 1) < 10 −6 . (2) ρ(J) < 1 in the TFEM by Hulbert [35] , but ρ(J) = 1 in DQTFEM for all stable intervals, hence DQTFEM is more accurate than that of Hulbert [35] since DQTFEM is a high-order method that has a smaller phase error than lower order methods. Note that the stability of CDM is ωh ≤ 2, and ωh ≤ 2 √ 2 for four-order explicit RKM, and the stability of the present method is ωh ≤ 2 √ 2. (3) DQTFEM is highly symplectic. If the Jacobi matrix J of a method satisfies Equation (35) as follows
then the method is symplectic. For the present single DOF system, all variables in Equation (35) are numbers and Table 2 shows that the precision of Equation (35) DQTFEM is symplectic even if it is not stable. For a stable symplectic method, the magnitudes of all eigenvalues of J are equal to 1, therefore all eigenvalues of J of the present method are equal to 1 when it is stable. Note: max(ωh) indicates the upper limit of ωh for the first stable interval in Table 1 .
Numerical Results and Discussion
This section aims at demonstrating the high accuracy and efficiency of DQTFEM by comparing them with RKM and NMA; note that NMA is equivalent to the Euler mid-point symplectic method. To evaluate the relative computational accuracy of the present method, the relative error for all methods is defined as
where 'Exact' denotes the exact solution at each time sampling point, the infinity norm of which denotes the maximum absolute value of a vector, and the elements of this vector are the exact values at all time sampling points; 'Approximate' is the result of DQTFEM at each time sampling point. 
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Free Vibration of a Two-DOF System
Consider the following two-DOF system, its governing equilibrium equation is 2 0 0 1 It follows from Figures 2 and 3 that DQTFEM is much more accurate than RKM and NMA, RelErr (DQTFEM) is about 10 −6 , while RelErr (RKM) and RelErr (NMA) are 10 −2 and 10 −1 , respectively; and it is noticeable from Figure 3 that the errors of RKM and NMA accumulate over time.
whose angular frequencies It follows from Figures 2 and 3 that DQTFEM is much more accurate than RKM and NMA, RelErr (DQTFEM) is about 10 −6 , while RelErr (RKM) and RelErr (NMA) are 10 −2 and 10 −1 , respectively; and it is noticeable from Figure 3 that the errors of RKM and NMA accumulate over time. 
Efficiency Comparison
Computational cost is also a crucial issue for a method. Assume the time domain is [0, 2 × 10 3 ] in this case. In order to achieve the same accuracy of RelErr = 10 −6 , h = 5 × 10 −2 and h = 1 × 10 −3 must be used for RKM and NMA, respectively; that is, RKM needs 4 × 10 5 time steps and NMA needs 2 × 10 6 time steps. However, we can achieve the same accuracy by using 1588 elements and each element of size h = 1.26 ≈ 2.828/ω 2 has only three Gauss-Lobatto-Legendre sampling points (N = 3 is the least number of time sampling points in an element; see Table 2 ). If N > 3, the accuracy of DQTFEM is more than 10 −6 . For example, if N = 20 in an element of size h = 11 ≈ 25.11/ω 2 , the accuracy will be 10 −9 . In other words, the lowest accuracy of DQTFEM is 10 −6 . This is the reason why the data corresponding to RelErr = 10 −2 are not provided in Table 3 , which indicates that DQTFEM is much more efficient than the other two methods, especially if high accuracy is required. Another observation is that RKM is more efficient than NMA.
NMA is a symplectic method of second order, in which the amplitude can be rigorously preserved for linear systems, but its phase error is larger than that of RKM. It is well known that dynamic responses must be represented by amplitude and phase together; therefore, RKM is more efficient than NMA for achieving the same accuracy. However, the weakness of RKM is its numerical dissipation and the weakness of NMA is its larger phase error. For long-time kinematics simulations in which only amplitude is taken into account, NMA is a better choice. 
Damping Vibration
For further validation of the present method, Rayleigh damping given in Equation (38) is added to the system as Equation (37) .
N = 33 and h = 0.59375 are also used here. The displacement x 1 and RelErr are given in Figures 4  and 5 , respectively, from which one can see that DQTFEM is also the most accurate: its RelErr reaches 10 −6 . Therefore, the present method is also applicable to the analysis of damped problems. Table 3 , which indicates that DQTFEM is much more efficient than the other two methods, especially if high accuracy is required. Another observation is that RKM is more efficient than NMA.
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N = 33 and h = 0.59375 are also used here. The displacement x1 and RelErr are given in Figures 4 and 5, respectively, from which one can see that DQTFEM is also the most accurate: its RelErr reaches 10 −6 . Therefore, the present method is also applicable to the analysis of damped problems. 
Free Vibration of a Simply Supported Euler Beam
In order to further explore the accuracy and efficiency of DQTFEM, the free vibration of a simply supported Euler beam of length L = 3 m is studied in this section; flexural rigidity EI = 1 × 10 6 N/m and mass density per unit length ρA = 420 kg/m. The beam is meshed into 16 uniform cubic elements All initial velocities and displacements are equal to zero except the initial velocity at mid-span i 1 m/s; apparently the problem is analogous to the impact problem.
Consider time domain [0, 3.6 × 10 −3 ] s, which is meshed into 10 uniform time elements, that is h = 3.6 × 10 −4 s, and 20 Gauss-Lobatto-Legendre sampling points are involved in each element. Note that, if the highest frequency is ω33 = 6.967 × 10 4 rad/s, then ω33h = 25.08 falls into the first stable interva 0 < ωh ≤ 25.11 for N = 20; see Table 1 . Figure 6 shows an excellent agreement of DQTFEM with the exact method. For reaching the same order of accuracy, NMA needs 2.110 × 10 5 time steps and much more CPU time than DQTFEM see Table 4 . Figure 7 presents the RelErr comparisons between DQTFEM and NMA; it follows tha the error of NMA accumulates while the error of DQTFEM does not.
For validating the effectiveness of DQTFEM for long-term simulation, the computational time changes from 3.6 × 10 −3 s to three times the maximum period Tmax = 2π/ω1 = 0.1174 s, where ω1 = 53.51 rad/s, the number of elements is 3Tmax/h ≈ 978. Figure 8 gives a comparison of displacements by DQTFEM with the exact solution, which shows that DQTFEM is also highly accurate for this case and the needed CPU time is only 75.53 s. Nevertheless, the NMA results are not presented since NMA requires a prohibitively long CPU time. 
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Conclusions
A highly accurate and highly efficient DQTFEM was developed in the present study by using 
A highly accurate and highly efficient DQTFEM was developed in the present study by using the DQ rule, the Gauss-Lobatto integration rule, and the general form of Hamilton's variational principle for solving structural dynamic problems involving damping and external forces.
DQTFEM incorporates the high accuracy and efficiency of DQM into the development of high-order time elements, in which initial conditions can be introduced in the same simple and general form as in standard FEM. Furthermore, DQTFEM can serve as a step-by-step approach; one time element of DQTFEM can be seen as one time step of the conventional step-by-step method. Moreover, it has been shown that DQTFEM is a highly accurate symplectic method.
Extensive numerical comparisons validated the present method, whose solutions can be seen as benchmarks to validate lower-order DIMs and TFEMs. It is expected that DQTFEM will be practical in the future. 
