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The study of quantum evolution on graphs for diversified topologies is beneficial to modeling
various realistic systems. A systematic method, the dimerized decomposition, is proposed to analyze
the dynamics on an arbitrary network. By introducing global "flows" among interlinked dimerized
subsystems, each of which locally consists of an input and a output port, the method provides an
intuitive picture that the local properties of the subsystem are separated from the global structure
of the network. The pictorial interpretation of quantum evolution as multiple flows through the
graph allows for the analysis of the complex network dynamics supplementary to the conventional
spectral method.
PACS numbers: 02.50.-r, 02.10.Yn, 89.75.Hc
I. INTRODUCTION
The quantum evolution on a network, which consists of
multiple sites and edges representing inter-site couplings,
appeals increasing interests for its wide applications rang-
ing from quantum information [1] and computation [2] to
excitation transfer [3]. Typically, the quantity of interest
is the transport efficiency or the transfer time to spe-
cific site(s), e.g., the maximized probability at the target
site in the shortest time for the spatial search algorithm
[4], the enhanced efficiency of energy transfer assisted by
coherence among chromophores in photosynthetic com-
plexes [5], and the maximum fidelity to transmit a quan-
tum state in a spin-network from one point to another
[6]. In general, the processes can be rephrased within
the theoretical framework of continuous-time quantum
walk (CTQW) [7], which outperforms the classical coun-
terpart by exploiting interference among different paths
in a graph. The experimental implementations of CTWQ
are proposed or achieved on various platforms including
ultracold Rydberg atoms [8, 9], tight-binding graphene
lattice [10, 11], and optical waveguide lattices [12–14].
Within the framework of CTQW, the techniques of di-
mensionality reduction that project the complete space
spanned by sites of the original system to an equivalent
one, or a subspace, have usually been applied, e.g., the
invariant subspace methods using the Lanczos algorithm
for systems of proper symmetry [15], diagrammatic ap-
proach by degenerate perturbation theory [16–18]. These
methods considerably reduce the complexity and provide
simplified pictures analogous to well-known problems,
e.g., the linear chain decomposition that transforms a
dendrimer to a line [19] or linear chains [20], and trans-
port equivalent quantum networks mapping onto classical
resistor networks [21].
In this work, a reduction scheme, the dimerized decom-
position, is introduced to simplify the analysis of quan-
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tum evolution on graphs. The approach diverts our at-
tention from the amplitudes on sites towards flows, the
relations among sites, within the graph. Given an N -
site graph with M coupling edges, the method serves to
decompose the graph into M subsystems, each of which
includes only two sites. Within the subsystem, the dy-
namics are governed by the equation of motion (EOM)
similar to an ordinary Schrödinger equation with its lo-
cal Hamiltonian containing the information of site ener-
gies, local coupling, and explicit numbers of connectiv-
ities. The two sites within the subsystem form a pair
of ports, via which the local subsystem is connected to
other subsystems through auxiliary boundary terms, in-
terpreted as inter-subsystem “flows”. Once the relations
of amplitudes among subsystems are set, the flows are
determined. More specifically, the relations yield a se-
ries of matching conditions in the form of a linear sys-
tem encoded by the global topologies, and the flows are
obtained by solving the linear system. The method pro-
vides an intuitive picture that may simplify the design or
optimization of desired quantities, e.g., the efficiency of
quantum transport.
The work is organized as follows: in Sec. II, we in-
troduce the dimerized decomposition and the EOM of
the subsystem after the decomposition. The validity of
the method is shown starting with Schrödinger equation
for the quantum evolution on a generic graph. In Sec.
III, two examples using the decomposition are presented.
The explicit expression of the EOMs of subsystems are
shown in Sec. III A with the mathcing conditions given
in III B for a diamond graph, then in Sec. III B the trans-
port efficiency of a trimer system is analyzed using the
method.
II. THEORY OF DIMERIZED
DECOMPOSITION
Given a undirected graph G = (V,E) consisting of the
vertex set V and edge set E, we start by decomposing
the full system into subsystems {S}, each of which is
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Figure 1. The scheme of dimerized decomposition in a graph.
An arbitrary pair of sites i and j that are coupled by edge of
JS , as shown by (a), can be viewed to form a local subsys-
tem (b), which is effectively isolated from the global network
structure if all effects of inter-subsystem communication are
solely described by flows of two ports, the auxillary functions
f
(S)
i and f
(S)
j . Figure (c) shows how the EOM of the subsys-
tem formed by any pair of coupled sites i and mσ is derived.
Assuming an arbitrary site i in the graph is connected to ni
neighboring sites, for each connection between site i and mσ
there introduced an auxiliary function f
(i∼mσ)
i .
associated with a local Hamiltonian Hˆ(S). The dimerized
decomposition gains its name from the scheme that each
subsystem is constructed from the pair of coupled sites,
namely, the edge S = (i ∼ j) ∈ E. In general, the
subsystems are allowed to communicate with each other
and the mechanism can be realized via inter-subsystem
flows. With the above setup, it is shown that the original
full Schrödinger equation for the quantum evolution on
the graph can be casted into a set of coupled EOMs of
subsystems {S}.
As shown in Fig. 1(a), we consider the coupled sites
i and j with energies εi and εj , respectively. The cou-
pling strength of the associated edge is JS . Sites i and j
together with edge S form the primitive subsystem S as
shown in Fig. 1(b). Besides the intra-subsystem coupling
JS , the two sites may also be connected to sites outside
S. These multiple connections except for JS may be
simplified by an equivalent term, defined in our work as
the time-dependent flow function f
(S)
i (t). As appeared
in Fig. 1(b), flows f
(S)
i (t) and f
(S)
j (t) are introduced
for sites i and j, respectively. In the following we show
the validity of such decomposition and derive the EOM
within the subsystem in terms of flows.
Without loss of generality, we start the decomposition
from a single arbitrary site i as shown in Fig. 1. Let
ci(t) be the amplitude of site i in the full system (i.e.,
before the decomposition). With the total number of
connections of site i defined by connectivity ni, all edges
coupled to i form a set Si = {i ∼ mσ|σ = 1, · · · , ni}.
From Schrödinger equation, the EOM for site i reads
c˙i(t) = −iεici(t)− i
ni∑
σ=1
Ji∼mσcmσ(t), (1)
where i ∼ mσ denotes site i is connected to site mσ. For
brevity, time variable t (and variable s in the Laplace s-
domain as will be introduced later) is henceforth dropped
from functions, unless noted otherwise.
Let ci =
∑
S∈S c
(S)
i and substitute the sum into Eq.
(1),
∑
S∈Si
c˙
(S)
i = −iεi
∑
S∈Si
c
(S)
i − i
ni∑
σ=1
Ji∼mσ
∑
S∈Smσ
c(S)mσ .(2)
With the aim to separate the component c
(S)
i = c
(i∼m1)
i
from the sum, we introduce an auxiliary function f
(i∼m1)
i
and Eq. (2) is split as followings,
c˙
(i∼m1)
i = −iεic(i∼m1)i − iJi∼m1
∑
S∈Sm1
c(S)m1
+f
(i∼m1)
i , (3)∑
S∈Si
S6=(i∼m1)
c˙
(S)
i = −iεi
∑
S∈Si
S6=(i∼m1)
c
(S)
i − i
ni∑
σ=2
Ji∼mσ
∑
S∈Sσ
c(S)mσ
−f (i∼m1)i . (4)
Only connection i ∼ m1 is contained in Eq. (3). Sub-
sequently, if we introduce another auxiliary function
f
(i∼m2)
i , the EOM for exclusive connection of i ∼ m2
can also be separated from Eq. (4) using the similar pro-
cedure. Repeatedly, a series of equations for site i of the
whole set of connections, Si, are derived,
c˙
(i∼mσ)
i = −iεic(i∼mσ)i − iJi∼mσ
∑
S∈Smσ
c(S)mσ
+f
(i∼mσ)
i , (5)
for σ = 1, · · · , ni. Each connection i ∼ mσ is associ-
ated to a dimerized subsystem. The auxiliary functions
f
(i∼mσ)
i for all edges need satisfy the requirement
ni∑
σ=1
f
(i∼mσ)
i = 0, (6)
similar to Kirchhoff’s junction rule for DC circuits that
the net flow (the sum over all flows for site i) at a junction
is zero.
In Eq. (5), the EOMs of ni local subsystems are exact
and no extra assumption is introduced. However, we are
still free to choose the form of c
(S)
i in the sum in Eq. (5),
and the auxiliary functions f
(i∼mσ)
i should be reversely
influenced by the choice. Since amplitudes c
(S)
i in sub-
systems are desired to reflect the actual amplitude ci in
the full system, and we also wish to treat the sum with
further simplicity, it is natural to impose the assumption
c
(i∼m1)
i = c
(i∼m2)
i = · · · = c
(i∼mni )
i . (7)
Thus, the relation of amplitudes between the full sys-
tem and the subsystems is simply ci =
∑
S∈Si
c
(S)
i =
3nic
(i∼mσ)
i for any of the σth subsystem. Thereby substi-
tuting into Eq. (5) results in
c˙
(i∼mσ)
i = −iεic(i∼mσ)i − inmσJi∼mσc(i∼mσ)mσ
+f
(i∼mσ)
i . (8)
Besides the outcome of simplified EOMs, the equal distri-
bution of amplitudes c
(S)
i in ni subsystems establishes the
matching conditions among subsystems, which is a criti-
cal step to find f
(S)
i . The ni−1 equations from matching
conditions in Eq. (7), together with the junction rule of
Eq. (6), can uniquely determine the ni functions f
(S)
i .
The above EOMs are derived from the perspective of
a single site i for an arbitrary graph. Each equation de-
scribes the evolution of a coupling edge S = (i ∼ mσ) ∈
Si. Extending the single site to all sites i ∈ V , the above
derivation may reversely be viewed from the perspective
of edges instead of sites. If sites i and j are connected, it
is always possible to select a pair of EOMs for c
(i∼j)
i and
c
(j∼i)
j from Eq. (8),
c˙
(i∼j)
i = −iεic(i∼j)i − injJi∼jc(i∼j)j + f (i∼j)i ,
c˙
(j∼i)
j = −iεjc(j∼i)j − iniJj∼ic(j∼i)i + f (j∼i)j ,
which describes the dynamics within subsystem S = (i ∼
j) = (j ∼ i). A more compact matrix form is
.
c
(S)
= −iH(S)c(S) + f (S), (9)
with c(S) =
(
c
(S)
i , c
(S)
j
)T
, the local Hamiltonian
H(S) =
(
εi njJS
niJS εj
)
, (10)
and the boundary term f (S) =
(
f
(S)
i , f
(S)
j
)T
account-
ing for flows via sites in subsystem S. Although H(S) is
unsymmetric when ni 6= nj , the hermiticity can still be
conserved with a new set of c(S) by proper linear trans-
formation. When f (S) = (0, 0)
T
, Eq. (9) is essentially
the Schrödinger equation for the two-level system with
the off-diagonal couplings modified by connectivities.
Given the initial condition c(S)(0), the formal solution
of Eq. (9) reads
c(S)(t) =
ˆ t
0
U (S)(t− τ)f (S)(τ)dτ +U (S)(t)c(S)(0),
(11)
where U (S)(t) = e−iH
(S)t is the local time-evolution op-
erator of subsystem S.
Our aim is to find f (S) which eventually determines
amplitude c(S). Since Eq. (11) takes the form of a
Volterra integral that can be easily analyzed after the
Laplace transform,
c˜(S)(s) = U˜
(S)
(s)[f˜
(S)
(s) + c(S)(0)], (12)
the calculation of f (S) is actually conducted in the s-
domain. Here, variables in the s-domain, as appeared in
Eq. (12), are indicated by the tilde. The local time evo-
lution operator U˜
(S)
(s) in the s-domain corresponding
to H(S) in Eq. (10) reads
U˜
(S)
(s) =
1
Ω2 + s¯2
(
s¯− i∆ij −injJS
−iniJS s¯+ i∆ij
)
(13)
with s¯ = s + iε¯ , ∆ij = (εi − εj)/2, ε¯ = (εi + εj)/2 and
Ω =
√
∆2ij + ninjJ
2
S .
In the s-domain, the flow function f (S) can be uniquely
determined by solving the linear system generated from
both the junction rule Eq. (6) and matching conditions
Eq. (7). In Eq. (6), the junction rules are directly ex-
pressed as equalities among f
(S)
i . The explicit form of
matching condition Eq. (7), however, assuming site i is
shared by both subsystems S and T , is given by
u˜
(S)
σ,1 [f˜
(S)
i
(S)
1
+ c
i
(S)
1
(0)] + u˜
(S)
σ,2 [f˜
(S)
i
(S)
2
+ c
i
(S)
2
(0)]
= u˜
(T )
τ,1 [f˜
(T )
i
(T )
1
+ c
i
(T )
1
(0)] + u˜
(T )
τ,2 [f˜
(T )
i
(T )
2
+ c
i
(T )
2
(0)], (14)
where u˜
(S)
σ(τ),1(2) is the matrix element of U˜
(S)
in Eq.
(13), and ci(0) is the initial amplitude on site i. In-
dices σ, τ = 1, 2 label the intra-dimer sites, and i
(S)
α with
α = 1, 2 is the actual site index for the αth site in sub-
system S. Note that within the set {i(S)1 , i(S)2 , i(T )1 , i(T )2 },
two indices must be the same as specified by the matching
condition for S 6= T . Given the unknown flow functions
arranged by f˜ =
(
f˜
(a)
, f˜
(b)
, · · · , f˜ (N)
)T
with the local
flow for subsystem S, f˜ (S) =
(
f˜
(S)
i
(S)
1
, f˜
(S)
i
(S)
2
)T
, f˜ can be
found by solving the linear system M˜f˜ = b˜, where M˜ is
the matrix constructed from the matching condition and
junction rule. Given an N -site graph with M coupling
edges, M˜ is a 2M × 2M matrix accounting for N equa-
tions from junction rules and the rest 2M −N equations
from matching conditions. The global topology of the
graph is encoded in M˜ , whose matrix elements are also
embedded with the local properties of subsystems. The
array b˜ is an array formed by all non-f˜
(S)
i terms in Eq.
(14) related to initial conditions ci(0). In the following,
the method will be presented in detail with examples.
We note that, in regard to the computational com-
plexity when solving the differential equations, admit-
tedly, our method is not advantageous. Given a homo-
geneous system of the EOM ic˙ = Hc with the N -site
hamiltonian H, the typical evaluation of the wavefunc-
tions by c(t) = T e−i
´
t dt′H(t′)c(0) requires one to find
the time evolution operator e−iH∆t, equivalent to the
spectral decomposition UTe−iD∆tU . In our method, the
diagonalization ofH is not required, since all time evolu-
tion operator within the two-level subsystem has a fixed-
format closed form solution. Instead, solving the original
4Schrödinger equation is recast as treating a series of cou-
pled inhomogeneous two-dimensional matrix equations.
The most computationally demanding part is to find
the inhomogeneous term f
(S)
i from
∑
{i| deg(vi)>1}
deg(vi)
matching conditions. Usually, the complexity of solving
the linear system M˜f˜ = b˜ is even higher than the exact
diagonalization of the original hamiltonian, though the
matching matrix is usually sparse because, as suggested
by Eq. (14), each row of M˜ has at most four non-zero
elements.
III. APPLICATIONS
A. Flow patterns in diamond graph
In order to show the procedure of the decomposition
and obtain the flow patterns, the method is applied to
a diamond graph (2-fan including four sites) as shown
in Fig. 2(a). The Hamiltonian is Hˆ =
∑4
i εi|i〉〈i| +
Ja|1〉〈2| + Jb|2〉〈3| + Jc|3〉〈4| + Jd|4〉〈1| + Je|2〉〈4| + c.c.
and the amplitude on site i of the full system is ci(t).
A diagrammatic representation of the decomposition as
shown in Fig. 2(b) allows for the direct translation of
Eq. (9) for local EOMs of subsystems S ∈ {a, b, c, d, e}
as followings,
(
c˙
(a)
1
c˙
(a)
2
)
= −i
(
ε1 3Ja
2Ja ε2
)(
c
(a)
1
c
(a)
2
)
+
(
f
(a)
1
f
(a)
2
)
,
(
c˙
(b)
2
c˙
(b)
3
)
= −i
(
ε2 2Jb
3Jb ε3
)(
c
(b)
2
c
(b)
3
)
+
(
f
(b)
2
f
(b)
3
)
,
(
c˙
(c)
3
c˙
(c)
4
)
= −i
(
ε3 3Jc
2Jc ε4
)(
c
(c)
3
c
(c)
4
)
+
(
f
(c)
3
f
(c)
4
)
,
(
c˙
(d)
4
c˙
(d)
1
)
= −i
(
ε4 2Jd
3Jd ε1
)(
c
(d)
4
c
(d)
1
)
+
(
f
(d)
4
f
(d)
1
)
,
(
c˙
(e)
2
c˙
(e)
4
)
= −i
(
ε2 3Je
3Je ε4
)(
c
(e)
2
c
(e)
4
)
+
(
f
(e)
2
f
(e)
4
)
,(15)
where c
(S)
i is the amplitude in subsystem. According to
matching conditions, we have relations of amplitudes be-
tween subsystems and the full system, c
(S)
i = ci/2 for
i = 1, 3 and c
(S)
i = ci/3 for i = 2, 4.
Next we show how flow functions in Eq. (15)
of the form f˜ =
(
f˜
(a)
, f˜
(b)
, f˜
(c)
, f˜
(d)
, f˜
(e)
)T
=(
f˜
(a)
1 , f˜
(a)
2 , f˜
(b)
2 , f˜
(b)
3 , f˜
(c)
3 , f˜
(c)
4 , f˜
(d)
4 , f˜
(d)
1 , f˜
(e)
2 , f˜
(e)
4
)T
are
determined. As in Eq. (7), the six restricting equal-
ities, c
(a)
1 = c
(d)
1 , c
(a)
2 = c
(b)
2 = c
(e)
2 , c
(b)
3 = c
(c)
3 and
c
(c)
4 = c
(d)
4 = c
(e)
4 , are imposed by matching conditions.
Together with the four equations from the junction rules,
f
(a)
1 + f
(d)
1 = 0, f
(a)
2 + f
(b)
2 + f
(d)
2 = 0, f
(b)
3 + f
(c)
3 = 0 and
(a) (b)
(d)(c)
Figure 2. (a) A four-site diamond graph. The initial state is
on site |1〉 labeled in red. (b) The decomposition of the graph
according to the coupling edges into subsystems as indicated
by dashed circles. The flow functions f
(S)
i are labeled by
the double ends of each subsystem. (c) Alternatively, each
subspace as a two-level system represents a qubit subject to
perturbing flows on the two internal states. (d) The dimerized
decomposition is equivalent to swapping the roles of sites and
edges in panel (a), and now we focus on the central role of
edges in the original graph. Each site (circle) is a dimerized
subspace, whose internal sites are perturbed by auxiliary flows
represented by a pair of black dots.
f
(c)
4 + f
(d)
4 + f
(e)
4 = 0, we construct the matrix M˜ (see
Appendix for the explicit form) from which the ten flow
functions can be determined by solving f˜ = M˜
−1
b˜.
Taking the simplest case with all edges of identical
coupling strength J for instance, solving the determi-
nant equation |M˜ (s)| = 0 shows the kth zero is given
by s
(p)
k ∈ iJ{− 12 (
√
17 + 1), 0, 1, 12 (
√
17 − 1)}. Since
f˜ = M˜
−1
b˜, s
(p)
k is a pole of f˜ in the complex s-plane.
Clearly, the relation between the kth pole with the eigen-
value λk obtained using spectral method is given by
λk = is
(p)
k .
Given a subsystem S, from Eq. (12) it is clearly seen
that the amplitude c˜(S), as a vector spanned in the basis
of the local subsystem, can be obtained from the driving
source f˜
(S)
in Eq. (12) followed by the vector operation
of the local time evolution U˜
(S)
. Usually, only poles of
c˜(S) in the s-plane, which are equivalent to the poles of
f˜
(S)
, contributes to c(S) in the time domain. The poles
are typically directly derived from the zeros of the char-
acteristic polynomial |M˜ (s)|. But one should note that
the value that renders any matrix element of M˜ singular
and coincides with any eigenvalue of U˜
(S)
is also a pole.
For each pole s
(p)
k , the real and imaginary parts represent
the decay rate and oscillation frequency, respectively. It
5corresponds to an eigenmode of λk or a path in the spec-
tral method. The amplitude c(S) is the superposition of
components over all these modes. Each as a mode should
present a distribution chart of Res
s
(p)
k
f˜i as illustrated in
Fig. 2(b). Here, Res
s
(p)
k
f˜i is the residue of f˜i for the kth
pole s
(p)
k = −iλk.
Although the system can be analyzed with the spectral
method as well, the added values of the method is that it
provides a different perspective to view the quantum evo-
lution based on edges of a graph. Conventionally, sites
or vertices are considered the primitive and one typically
focuses on the evolution of components of sites. Here,
however, edges are viewed as taking the central role, as
shown in Fig. 2(d). The subspace, consisting of a pair
of sites and the coupling edge, is a two-level qubit that
is the smallest nontrivial local system [Fig. 2(c)] with
tremendously wide applications. Unlike a usual isolated
two-level system, however, states i and j of S are al-
lowed to be perturbed by auxiliary functions f
(S)
i (t) and
f
(S)
j (t), respectively. As depicted by the matching con-
dition, f
(S)
i is not arbitrarily but necessarily introduced
to tune the amplitudes in the local qubit to be consistent
with the ones in the original network. Since f
(S)
i can be
uniquely determined once the topology and parameters of
the network is given, it is characteristic of the dynamics
on the network.
An intuitive way to understand the role of f
(S)
i is
to visualize the distribution over all sites and edges on
the graph. In the time domain, f
(S)
i (t) being a time-
dependent continuous function is difficult to present for
a static image of the network, therefore it is helpful to
switch to the s-domain and seek for an appropriate rep-
resentation. In fact, as the amplitude of site i is given
by ci(t) =
∑
k Ci,ke
−iλkt for λk = is
(p)
k with k over all
eigenmodes, only a finite numbers of s
(p)
k contribute to
the wave function after transforming back to the time
domain. However, since f
(S)
i (s) at a pole is singular, the
distribution of χ
(S)
i,k ≡ Ress→s(p)
k
f
(S)
i (s) is instead shown
on the graph.
For the kth eigenvalue λk = is
(p)
k , defining the vector
C
(S)
k ≡ (Ci,k, Cj,k)T for the pair of sites within S = i ∼ j,
it is shown from Eq. (12) that
C
(S)
k = Ress→s(p)
k
c˜(S)(s) = U˜
(S)
(s
(p)
k )χ
(S)
k , (16)
where χ
(S)
k ≡ Ress→s(p)
k
f˜
(S)
(s). In other words, coeffi-
cient C
(S)
k is the response of the local evolution operator
U˜
(S)
(s
(p)
k ) to the whole network determined perturbing
source χ
(S)
k . Eq. (16) effectively separates the influence
of the global network outside the local system from the
one within the local system. Especially when U˜
(S)
(s
(p)
k )
of the studied subsystem remains untouched, it allows
one to trace how C
(S)
k is affected sololy by the global
network determined χ
(S)
k .
The visualization of both contributions from
U˜
(S)
(s
(p)
k ) and χ
(S)
k over all sites and edges are shown in
Fig. 3. With full definitions listed in the caption of the
figure, the corresponding vectors are redefined by u
(S)
i,k
and χ
(S)
i,k for site i, edge S and eigenmode k. The vectors
show the separation of the internal influence of the local
subspace from the external one outside the subspace.
The vectors for eigenmode λk can be easily compared
among all sites on different edges. The magnitude of
vector χ
(S)
i,k represents the influence from the global
network imposing on the subspace. As for the directions
of vectors u
(S)
i,k and χ
(S)
i,k , if subspace S includes sites i
and j, the larger the horizontal component of a vector,
the larger the contribution from the studied site i;
while the larger the component in the vertical direction,
the larger the contribution from the other site j. The
direction of vectors may help define the phase within the
subsystem to study the change with parameters. Due to
the junction rule,
∑
S χ
(S)
i,k = 0, for site i the sum over
horizontal components of χ
(S)
i,k for different S is zero.
The separation of the contributions may be examined
from two perspectives. On one hand, when all parameters
(e.g., site energies and coupling strengths) are identical,
the distribution of vectors characterizes the influence of
global topology on the quantum evolution of the nearest
neighboring environment. When the network structure
is fixed, on the other hand, if some local property is al-
tered, the distribution informs how the change of param-
eters perturbs local subsystems. Here, we present the
analysis following the guideline: Fig. 3(a)-(d) show the
distribution of vectors for the diamond graphs with all
parameters identical, while (e)-(h) are results when the
graph is perturbed by changing Ja = 1.5.
Vector u
(S)
i,k reveals local properties within the sub-
space. Especially, as shown in Fig. 3(a)-(d), when JS = 1
for all edges and the whole network is symmetric along
sites 1-2-3 and 1-4-3, vectors u
(b)
2,k, u
(c)
3,k, u
(a)
2,k and u
(d)
3,k
are identical due to the same local properties within sub-
spaces S = a, b, c and d. Similarly, u(e)2,k and u(e)3,k are also
the same in subspace e. But the latter two vectors differ
from the former because of the difference of connectivi-
ties, reflecting properties of individual local subspaces.
The local properties of subspaces, including site ener-
gies, connectivities, and the coupling strength, determine
u
(S)
i,k . Though the coupling strength in S = a is changed
in Fig. 3(e)-(h), the vectors outside S, like u(b)2,k, u(c)3,k
and u
(d)
3,k, u
(b)
4,k and u
(c)
4,k, u
(e)
2,k and u
(e)
3,k are still identical
because of the same local environments. The vectors are
only slightly changed when Ja = 1→ Ja = 1.5 by differ-
ent eigenvalues. While vectors within a, u
(a)
1,k and u
(a)
2,k,
change dramatically.
Vector χ
(S)
i,k denotes the global influence of the whole
network on the local subspace. For some eigenmode, e.g.,
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Figure 3. Distribution of vectors that separate the local response from the global-network induced perturbation in the di-
amond graph of Fig. 2. Panels (a)-(d) ordered by eigenvalues λk from lower to higher values show the distribution when
coupling strengths are all JS = 1. On all sites {i} and edges {S}, vectors u
(S)
i,k (black arrow) and χ
(S)
i,k (red arrow) represent
contributions from local evolution operator and perturbing flow, respectively. The vectors are defined as followings: If site
i is the first site within S , we define u
(S)
i,k = [u˜
(S)
1,1 (s
(p)
k ), u˜
(S)
1,2 (s
(p)
k )]. Otherwise, if site i is treated as the second site in S ,
u
(S)
i,k = [u˜
(S)
2,2 (s
(p)
k ), u˜
(S)
2,1 (s
(p)
k )]. Similarly, the vector of the perturbing source at site i is defined by χ
(S)
i,k = [χ
(S)
i,k , χ
(S)
j,k ] if S has
two sites i and j. The above definitions always render the studied site as the first element that plays the central role. Vectors
u
(S)
i,k and χ
(S)
i,k are labeled on each edge S around site i. Moreover, as Eq. (16) suggests, the coefficient of the wave function
can be read directly from the inner product of the pair of u
(S)
i,k and χ
(S)
i,k (projection from black arrow to the red arrow). Panels
(e)-(g) show the vector distributions when Ja = 1.5 while all other edges remain JS = 1 for S 6= a.
Fig. 3(b) when λ = −1, χ(S)i,k is zero and subsystem S
is isolated from the whole network. While when χ
(S)
i,k is
significant, it indicates that the environment outside the
subspace S should have considerable impact. χ(S)i,k usu-
ally varies when parameters of the network change. As
shown in Fig. 3(e)-(h) when Ja increases, all vectors ro-
tate to a certain extent. If local properties of subspace
are not altered, e.g., internal properties in subspace c
are intact when Ja increases, the change within the sub-
space, χ
(c)
3,k and χ
(c)
4,k, are only induced by the change of
the global network. The distributions also show the de-
pendence of χ
(S)
i,k on JS . The magnitudes of χ
(a)
1,k and
χ
(a)
2,k within subspace a increase with JS , while lengths
of χ
(S)
i,k in other subspaces are not changed dramatically.
In addition, the vectors in Fig. 3(a)-(d) exhibit sym-
metric distribution along site 1-4-3 and 1-2-3, indicating
the system can be further reduced to a three-site linear
chain. While in Fig. 3(e)-(h) when Ja = 1.5 the symme-
try of the distribution of χ
(S)
i,k is broken and the system
is irreducible.
The distribution shown in Fig. 3 has extra significance
besides the separation of local and global properties. In
Eq. (16), Ci,k = u
(S)
i,k χ
(S)
i,k allows one to read the com-
ponent of wave function of each site directly from the
inner product of vectors u
(S)
i,k and χ
(S)
i,k . Since the match-
ing condition assumes the equivalent Ci,k shared among
subspaces, we may choose a pair of vectors arbitrarily in
any involved subspace S. The vectors help identify im-
mediately all zero components that do not contribute to
the amplitude of a specific site. In Fig. 3(b), χ
(S)
i,2 being
zero vector leads to Ci,2 = 0 for all sites when λ2 = −1.
In Fig. 3(c), vectors u
(S)
3,3 and χ
(S)
3,3 for site 3 being or-
thogonal also results in C3,3 = 0. While when Ja = 1.5
as shown in Fig. 3(g), χ
(S)
3,3 rotates slightly and C3,3 is
no longer zero due to the breaking of the orthogonality.
Thereby, when parameters are altered, the change of
all vectors separated by local and global contributions
can be simultaneously traced on the graph, and the wave
functions can be easily determined. It offers the possibil-
ity to design and manipulate the vectors to control the
quantum evolution on the graph for optimized quantum
state transfer.
B. Transport efficiency in trimer
In this section, the trimer model is examined with
the dimerized decomposition. The trimer model has the
potential application to optimize the excitation energy
transfer via biomolecular network, e.g., the excitation
transfer from B800 to B850 bacteriochlorophylls (BChls)
in light-harvesting complex II (LH2). With the structure
dimerization of the B850 ring [22–24], a trimer can be
viewed as a subunit of the two-layer rings, between which
a carotenoid connects B800 BChl (source) with one of the
two B850 BChls (traps). The excitation transport from a
source site to the two-site traps within the single-exciton
manifold can be investigated with the trimer as shown in
Fig. 4(a).
The trimer has the source of the excitation energy
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Figure 4. The dimerized decomposition scheme. (a) A closed-
loop trimer (K3 graph) is decomposed into (b) a set of subsys-
tems (dashed circles), each of which consists of two sites, and
subsystems communicate via flows fi (arrows). The initial ex-
citation starts from site 1 (red), and sites 2 and 3 are targets
(blue). Panel (c) shows the efficiency distribution η2(β, α).
Panels (d)-(f) show the partial contributions of path m as
introduced in Eq. (19).
at site 1, and the target sites 2 and 3 are supposed to
trap the energy. For simplicity, the on-site energies εi
and decoherence rates Γi are assumed identical for all
sites. Coupling strengths among three sites, Ja, Jb and
Jc, are adjustable, e.g., by changing spatial distances be-
tween the sites. The Hamiltonian for the trimer system is
Hˆ =
∑3
i εi|i〉〈i|+Ja|1〉〈2|+Jb|2〉〈3|+Jc|3〉〈1|+c.c.. Here
we use the dimerized decomposition to calculate the am-
plitudes. The decomposition is shown in Fig. 4(b) with
the EOMs of subsystems determined by Eq. (9). The am-
plitudes c(S) are c(a) =
(
c
(a)
1 , c
(a)
2
)
T, c(b) =
(
c
(b)
2 , c
(b)
3
)
T
and c(c) =
(
c
(c)
3 , c
(c)
1
)
T. Note that since ni = 2 for
all sites in the K3 graph, the amplitude in the full sys-
tem ci is evenly distributed in the subsystems, c
(S)
i =
ci/2. Accordingly, the initial conditions are c
(a)(0) =
(1/2, 0)T, c(b)(0) = (0, 0)T and c(c)(0) = (0, 1/2)T. Us-
ing the junction rule, it is convenient to directly define
f =
(
f (a),f (a),f (c)
)T
with f (a) = (f1,−f2)T, f (b) =
(f2,−f3)T and f (c) = (f3,−f1) T. Assuming εi = 0, the
local Hamiltonian of subsystem S isH(S) = 2JS
(
0 1
1 0
)
.
Substituting H(S), c(S) and f (S) into Eq. (9), we obtain
the EOMs of all subsystems.
The matching conditions in the s-domain, c˜
(a)
2 = c˜
(b)
2 ,
c˜
(b)
3 = c˜
(c)
3 and c˜
(c)
1 = c˜
(a)
1 , yield the linear system with
respect to f˜i,

−u˜
(c)
22 − u˜(a)11 u˜(a)12 u˜(c)21
u˜
(a)
21 −u˜(a)22 − u˜(b)11 u˜(b)12
u˜
(c)
12 u˜
(b)
21 −u˜(b)22 − u˜(c)11



f˜1f˜2
f˜3

 =


1
n1
[−u˜(c)22 + u˜(a)11 ]
− 1n1 u˜
(a)
21
1
n1
u˜
(c)
12

 , (17)
where u˜
(S)
ij is the element of U˜
(S)
=
1
4J2s+s
2
(
s −2iJS
−2iJS s
)
reduced from Eq. (13).
Solving Eq. (17) yields
f˜1(s) =
s(J2a − J2c )
g(s)
,
f˜2(s) =
sJcJb − iJa(s2 + 2J2b )
g(s)
,
f˜3(s) = −sJaJb − iJc(s
2 + 2J2b )
g(s)
(18)
with g(s) = 2[s3 + (J2a + J
2
b + J
2
c )s− 2iJaJbJc] the char-
acteristic polynomial. Note that f˜2(s) and f˜3(s) differ by
exchanging subscripts a and c since they are treated on
the equal footing within subsystem b. The signs of f˜2(s)
and f˜3(s) also differ due to the definitions as the flow-
in and flow-out, respectively. By applying the inverse
Laplace transform, we obtain
f1(t) = − i
2
∑
m
(J2a − J2c )λm1
(λm1 − λm2)(λm1 − λm3)
eiλm1 t,
f2(t) = − i
2
∑
m
JbJcλm1 + Ja(λ
2
m1 − 2J2b )
(λm1 − λm2)(λm1 − λm3)
eiλm1 t,(19)
where the integer index mi is the ith member of m, the
member of a cyclically ordered set, i.e., (m1,m2,m3) ∈
{(1, 2, 3), (2, 3, 1), (3, 1, 2)}. λj are zeros of g(iλ) whose
solutions are λj ∈ 2κ{− cos(θ/3), cos[(θ − pi)/3], cos[(θ +
pi)/3]} with κ = [(J2a + J2b + J2c )/3]1/2 and θ =
arg[JaJbJc + i[κ
6 − (JaJbJc)2]1/2]. f3(t) can also be ob-
tained by exchanging subscripts a and c in −f2(t). It
is shown that the zeros satisfy
∑
j λj = 0. Moreover,
θ = arctan[(J2a + J
2
b + J
2
c )
3/(33J2aJ
2
b J
2
c ) − 1]1/2 with
κ6 − (JaJbJc)2 ≥ 0. Breaking any edge, e.g., Ja = 0,
results in θ = pi/2 and λj ∈ {−
√
3,
√
3, 0}κ. In addition,
if J2a = J
2
b = J
2
c , we have θ = 0 and degeneracy occurs
as λj ∈ {−2, 1, 1}κ.
Substituting U˜
(S)
(s), f˜
(S)
(s) and c(S)(0) into Eq. (12)
8we find c˜1(s) = (s
2 + J2b )/g(s) and c˜2(s) = (isJa +
JbJc)/g(s). The amplitude c˜3(s) is similar to c˜2(s)
differing by exchanging a and c. Back to the time
domain, the amplitudes of sites 1 and 2 are ci(t) =
1
2
∑
m C
(m)
i e
iλm1 t, (i = 1, 2) with
C
(m)
1 =
λ2m1 − J2b
(λm1 − λm2)(λm1 − λm3)
,
C
(m)
2 =
Jaλm1 − JbJc
(λm1 − λm2)(λm1 − λm3)
. (20)
The above derivation assumes that ε¯ = 0. If the deco-
herence rate Γ is considered for each site [9], ε¯ = −iΓ2 .
Accordingly, s → s + Γ2 in Eq. (18), and in fi(t) and
ci(t), e
iλkt → eiλkt−Γt/2.
We apply the method to calculate the excitation
transfer efficiency ηi toward site i and its depen-
dence on JS and Γ . The efficiency is defined by
ηi = limt→∞[σi(t)/
∑
j σj(t)] with σi(t) =
´ t
0 dτ |ci(τ)|2
the accumulated population trapped at site i by
time t. With the denominator
∑
j σj(∞) = 1/Γ ,
we have ηi = Γσi(∞). Substituting ci(t) =
nic
(S)
i (t) =
∑
m C
(m)
i e
iλm1 t−Γt/2 into ηi, we find
ηi = Γ
∑
m,n(C
(m)
i )
∗C
(n)
i /[i(λm1 − λn1) + Γ ]. With
λm1 , C
(m)
i ∈ R, the efficiency is given by
ηi =
∑
m
|C(m)i |2 + 2
∑
m<n
C
(m)
i C
(n)
i
1 + [(λm1 − λn1)/Γ ]2
, (21)
with the first non-interfering sum and the last inter-
fering part. The ratio between (λm1 − λn1) and Γ
decides the contribution of the interfering part to ηi.
When Γ is small, the interfering term vanishes and
ηi →
∑
m |C(m)i |2. On the other hand, the contribu-
tion of interference increases with Γ . When Γ → ∞,
ηi =
∑
m<n |C(m)i + C(n)i |2 approaches the limit when
the decoherence induced destructive interference domi-
nates and η2 is low in general.
The efficiency of excitation transfer toward site 2, η2,
is evaluated by substituting C
(m)
2 in Eq. (20) into Eq.
(21). Alternatively, ηi can be analyzed using c˜i(s) in the
s-domain without the necessity of the inverse Laplace
transform back to the time domain, because the relevant
information is embedded in poles of m, and the C
(m)
i is
exactly the residues of c˜i(s) in the complex s-plane.
By introducing two dimensionless parameters α and β,
we define Ja = (1 + β)J , Jc = (1 − β)J and Jb = αJ .
The parameter β describes the asymmetry for the upper
and lower source-trap couplings, and α accounts for the
inter-trap coupling. In the LH2 complex, α characterizes
the dimerization of the B850 BChl ring that tunes the
coupling Jb between neighboring B850 BChls, and β, as
the difference between Ja and Jc, describes the spatial
deformation when rotating the B850 ring relative to the
B800 ring [23].
The efficiency η2(β, α) is shown in Fig. 4(b) for
Γ = 0.01J with the distinct negative- and positive-β
(a) (b) (c)Γ=4Γ=1 Γ=50
(a) (b) (c)
(d) (e) (f)
Figure 5. Efficiencies η2(β, α) for Γ = J , 4J and 50J are
shown in panels (a)-(c), respectively. In panel (c) for Γ =
50J , the value of η2 is low and hence multiplied by a factor
25 to highlight the distribution. The corresponding partial
contributions from the interfering part in Eq. (21) are shown
in panels (d)-(f).
distributions. In the negative-β region, the excitation
is transferred mostly via the indirect path 1 ↔ 3 ↔ 2,
whereas in the positive-β region the direct path 1 ↔ 2
dominates the contribution. Changing the positivity of
β adjusts the ratio of contributions from direct and in-
direct paths. The global maximum of η2 present in the
positive-β region suggests the transfer of high efficiency
should favor the direct path.
When β = 1, the indirect path is completely blocked.
At (β, α) = (1, 0), the maximal η2 = 1/2 is obtained and
the excitation is transferred via 1 ↔ 2 directly. When
β = −1, the direct path is blocked instead and the trans-
fer depends only on the indirect path 1↔ 3↔ 2. Partic-
ularly when α = 0, site 2 is isolated and η2 = 0. Either
via direct or indirect path, the high-η2 distribution is
roughly along β = 1 + |α| when Γ ≪ J .
When β = 0, the identical paths 1 ↔ 2 and 1 ↔ 3
render sites 2 and 3 a single effective site with the α-
tunable energy levels. When α = 0, the energy of the
effective site is ε1. Increasing α, however, the energy level
splits leading to an increasingly large energy gap with the
center moving away from ε1 that lowers η2. When the
system is symmetric as Ja = Jb = Jc, i.e., (β, α) = (0, 1),
the degeneracy occurs and η2 = 1/3.
Since η2 depends almost on the non-interfering part
when Γ < J , we show in Fig. 4(d)-(f) the partial contri-
butions from |C(m)|2. Roughly, m = (1, 2, 3) and (2, 3, 1)
correspond to the direct paths and m = (3, 1, 2) the indi-
rect path. Each path contributes ∼ 1/4 to the efficiency,
and the maximum η2 = 1/2 is when the partial contri-
butions of direct paths, Fig. 4(d) and (e), overlap at
(β, α) = (1, 0).
Fig. 5(a) confirms that η2 is dominated by the non-
interfering sum of |C(m)2 |2 when Γ < J , as depicted in
Eq. (21), which also indicates the non-interfering part is
Γ irrelevant, as shown by the similar patterns in Fig. 4(c)
9and Fig. 5(a). In Fig. 5(c) when Γ ≫ J , however, the
interfering part plays an increasingly important role and
η2 becomes Γ -dependent. Increasing Γ , the maximum
of η2, which is located at (β, α) = (1, 0) when Γ < J ,
moves outward along the β-axis. It suggests that the ef-
ficiency is deteriorated by dissipations on all sites and
a stronger coupling Jb is in need for the maximized ef-
ficiency. The origin of the low η2 when Γ ≫ J is due
to the negative contribution from the interfering part, as
shown in Fig. 5(d)-(f). Being negative, the interfering
part intensifies with increasing Γ until its distribution
resembles the non-interfering part, which is neutralized
by the former yielding the low η2.
In summary, we have introduced the method of dimer-
ized decomposition to study the quantum evolution on
a graph. The method allows for the separation of the
local subsystems from the global network and offers in-
sights from the perspective of perturbing flows among
sites. The decomposition is applied to a diamond graph
for demonstration, and the EOMs can be easily gener-
ated using the diagrammatic technique. The method al-
lows for observing the distribution of vectors representing
influences from the local time evolution and the pertur-
bation from the global network. Furthermore, we apply
the method to analyze the model of a source-trap-trap
trimer, on which the excitation transfer efficiency influ-
enced by the symmetry of source-trap couplings and the
inter-trap coupling is investigated. With contributions
from direct and indirect paths separated, the transfer ef-
ficiency is deteriorated by decoherence-induced destruc-
tive interference. Beyond examples we have shown in
this work, the dimerized decomposition is universal and
straightforward for further extensions towards arbitrary
graphs. Besides applications to study the transport ef-
ficiency, as the graph presented here mapping the state-
to-state transition, the relation between the local subsys-
tem and global network may provide the measurement to
better understand concepts like entanglement in multi-
particle quantum systems.
APPENDIX
In Sec. III A for the diamond graph, the flow func-
tions need to be determined by solving the linear sys-
tem M˜f˜ = b˜. Given flow functions of the order
f˜ = (f˜
(a)
1 , f˜
(a)
2 , f˜
(b)
2 , f˜
(b)
3 , f˜
(c)
3 , f˜
(c)
4 , f˜
(d)
4 , f˜
(d)
1 , f˜
(e)
2 , f˜
(e)
4 )
T,
the 10 × 10 matrix M˜ constructed from both the junc-
tion rules and the matching conditions reads
M˜ =


u˜
(a)
1,1 u˜
(a)
1,2 0 0 0 0 −u˜(d)2,1 −u˜(d)2,2 0 0
u˜
(a)
2,1 u˜
(a)
2,2 −u˜(b)1,1 −u˜(b)1,2 0 0 0 0 0 0
u˜
(a)
2,1 u˜
(a)
2,2 0 0 0 0 0 0 −u˜(e)1,1 −u˜(e)1,2
0 0 u˜
(b)
2,1 u˜
(b)
2,2 −u˜(c)1,1 −u˜(c)1,2 0 0 0 0
0 0 0 0 u˜
(c)
2,1 u˜
(c)
2,2 −u˜(d)1,1 −u˜(d)1,2 0 0
0 0 0 0 u˜
(c)
2,1 u˜
(c)
2,2 0 0 −u˜(e)2,1 −u˜(e)2,2
1 0 0 0 0 0 0 1 0 0
0 1 1 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 1 1 0 0 1


.
The first six rows are from matching conditions (7) and
the rest are from the junctions rules (6). The array of
initial conditions is given by
b˜ =


(u˜
(a)
1,1 − u(d)2,2)c1(0) + u˜(a)1,2c2(0)− u˜(d)2,1c4(0)
u˜
(a)
2,1c1(0) + (u˜
(a)
2,2 − u˜(b)1,1)c2(0)− u˜(b)1,2c3(0)
u˜
(a)
2,1c1(0) + (u˜
(a)
2,2 − u˜(e)1,1)c2(0)− u˜(e)1,2c4(0)
u˜
(b)
2,1c2(0) + (u˜
(b)
2,2 − u˜(c)1,1)c3(0)− u˜(c)1,2c4(0)
−u˜(d)1,2c1(0) + u˜(c)2,1c3(0) + (u˜(c)2,2 − u˜(d)1,1)c4(0)
−u˜(e)2,1c2(0) + u˜(c)2,1c3(0) + (u˜(c)2,2 − u˜(e)2,2)c4(0)
0
0
0
0


.
Since the initial amplitude ci(0) distributed in different
subsystems for site i are the same, here label S to indicate
specific subsystem is neglected, and hence ci(0) needs
to be substituted by the full amplitude ci(0) divided by
corresponding connectivity ni.
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