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1 Einleitung
Bei der experimentellen Untersuchung physikalischer Systeme liegen erste Ergeb-
nisse ha¨uﬁg in der Form von Zeitreihen vor. Es ist die Aufgabe der Zeitreihenana-
lyse, aus diesen Messungen relevante Informationen u¨ber das jeweilige System zu
extrahieren. Eine wichtige Teilaufgabe ist dabei, Zusammenha¨nge zwischen ver-
schiedenen Meßgro¨ßen oder auch Informationsﬂu¨sse innerhalb einer Meßreihe zu
identiﬁzieren. Mit dieser Information ist dann ha¨uﬁg mo¨glich, physikalische Ef-
fekte besser zu erkla¨ren oder auch ein dynamisches System zu modellieren.
Informationstheoretische Ansa¨tze ermo¨glichen dabei, derartige Zusam-
menha¨nge zwischen verschiedenen Gro¨ßen zu identiﬁzieren und zu quantiﬁzie-
ren. Insbesondere die bedingte Entropie ist hervorragend geeignet, funktiona-
le Abha¨ngigkeiten zwischen Meßgro¨ßen zu charakterisieren. Sie basiert auf der
Shannon-Entropie H(Y), welche angibt, wieviel zusa¨tzliche Information no¨tig ist,
um jeden mo¨glichen Zustand einer Meßgro¨ße Y eindeutig vorherzusagen. Zusa¨tz-
liche Information ist durch die Kenntnis einer weiteren Meßgro¨ße X gegeben. Die
bedingte Entropie H(Y—X) gibt daru¨ber Auskunft, wieviel Unkenntnis u¨ber Y
verbleibt, wenn X bereits bekannt ist. Sie hat folgende wichtige Eigenschaften:
• Hat X keinen Einﬂuß auf Y, so ist H(Y—X) = H(Y).
• Je mehr Kenntnis u¨ber Y vorliegt, desto kleiner ist die bedingte Entropie.
• Ist Y vollsta¨ndig durch X bestimmt, verschwindet die bedingte Entropie.
Die bedingte Entropie gibt folglich an, wieviel Information u¨ber eine physikalische
Meßgro¨ße in anderen Gro¨ßen enthalten ist. In dieser Arbeit wird eine Methode
vorgestellt, die ermo¨glicht, eine modiﬁzierte bedingte Entropie aus Zeitreihen zu
berechnen.
Bei der Anwendung dieses Verfahrens ko¨nnen fu¨r einen positiven Wert der
bedingten Entropie verschiedene Ursachen vorliegen. Einerseits ist es mo¨glich,
daß nicht genu¨gend Messungen vorliegen, um eine eindeutige Vorhersage zu tref-
fen. Andererseits ko¨nnen zufa¨llige Sto¨rungen des Systems zu Informationsverlu-
sten fu¨hren. In kontinuierlichen Systemen mu¨ssen außerdem nichtlineare Einﬂu¨sse
beru¨cksichtigt werden.
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Der Informationsverlust in nichtlinearen dynamischen Systemen wird durch
die Kolmogorov-Sinai-Entropie angegeben (Kapitel 2). Ha¨uﬁg kann es aber auch
von Interesse sein, wieviel Information u¨ber eine einzelne skalare Meßgro¨ße eines
mehrdimensionalen Systems gewonnen werden kann. In Kapitel 3 werden da-
her die der Kolmogorov-Sinai-Entropie zugrundeliegenden Ideen auf diesen Fall
u¨bertragen.
Unter Beru¨cksichtigung dieser U¨berlegungen wird in Kapitel 4 eine Methode
entwickelt, durch welche eine modiﬁzierte bedingte Entropie berechnet werden
kann, die auch im Fall nichtlinearer Abha¨ngigkeiten verschwindet. Mit dieser Me-
thode ko¨nnen einerseits Abha¨ngigkeiten quantiﬁziert werden, andererseits bietet
die Iteration des Verfahrens die Mo¨glichkeit, die fu¨r eine Modellierung optimal
geeigneten Meßgro¨ßen zu bestimmen.
Neben Abha¨ngigkeiten zwischen verschiedenen Meßgro¨ßen ko¨nnen auch zeit-
liche Abha¨ngigkeiten innerhalb einer skalaren Meßgro¨ße berechnet werden. Dazu
werden zeitversetzte Sequenzen einer einzelnen Zeitreihe untersucht (Kapitel 5).
Die Eigenschaft der modiﬁzierten bedingten Entropie, bei gleicher zusa¨tzlicher
Information nicht geringer zu werden, wird dazu verwendet, optimale Parameter
fu¨r eine Zeitverzo¨gerungseinbettung zu bestimmen (Kapitel 6).
Werden zeitversetzte Sequenzen verschiedener Meßgro¨ßen untersucht, ko¨nnen
raumzeitliche Abha¨ngigkeiten identiﬁziert werden. Dies wird im zeitdiskreten Fall
anhand von gekoppelten Abbildungen, im kontinuierlichen Fall anhand getriebe-
ner Systeme demonstriert (Kapitel 7).
Die Einsetzbarkeit der vorgestellten Methode bei experimentellen Daten wird
in Kapitel 8 gezeigt. Dazu soll der Einﬂuß von Ru¨ckkopplungen in einem Halb-
leiterlaser mit zwei externen Resonatoren bestimmt werden. Weiterhin wird ein
quasiperiodisch getriebener, elektrischer Schwingkreis untersucht.
Durch die Bestimmung der modiﬁzierten bedingten Entropie aus multivaria-
ten Zeitreihen ko¨nnen die fu¨r eine Modellierung optimal geeigneten Meßgro¨ßen
bestimmt werden. In Kapitel 9 wird eine erfolgreiche Vorgehensweise bei einer der-
artigen Modellbildung beschrieben. Dabei wird am Beispiel der Analyse von Tur-
bogeneratoren der Vorteil einer vorhergehenden Entropieanalyse demonstriert.
Weiterhin wird die Einsetzbarkeit der Modellbildung in ein Programmpaket zur
Echtzeitanalyse diskutiert. Dieses Programmpaket ist im Rahmen dieser Arbeit
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entwickelt worden (Anhang C).
Abschließend wird das Verhalten des vorgestellten Verfahrens bei Meßrau-
schen untersucht. In diesem Zusammenhang werden andere Verfahren zur Be-
stimmung von Zusammenha¨ngen in Meßreihen beschrieben, sowie deren Vor- und
Nachteile diskutiert (Kapitel 10).
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2 Zeitreihen nichtlinearer dynamischer Systeme
und ihr Informationsgehalt
Die zentrale Frage dieser Arbeit ist, wieviel Information u¨ber die Dynamik eines
nichtlinearen Systems aus Zeitreihen von Messungen des Systems erhalten werden
kann. In diesem einleitenden Kapitel werden daher die fu¨r die weitere Arbeit
wesentlichen Begriﬀe aus den Bereichen Zeitreihenanalyse, dynamische Systeme
und Informationstheorie vorgestellt.
2.1 Zeitreihen
Eine Zeitreihe beschreibt die zeitliche Abfolge von verschiedenen Zusta¨nden. Da-
mit ist sie mathematisch gesehen die Realisierung eines stochastischen Prozesses
(Ω,A,P,Xt∈T ) (Def. A.8), wobei Ω eine beliebige Menge, A eine zugeho¨rige σ-
Algebra, P ein Wahrscheinlichkeitsmaß und T eine Indexmenge ist, welche die
Zeit repra¨sentiert; in der Regel ist T ⊂ R +0 oder T = N 0. Zu jeder beliebigen Zeit
nimmt die Zufallsvariable X(ω), ω ∈ Ω, einen bestimmten Wert an: X(ω) = xα,
bzw. X(ω) = x. Durch den griechischen Index werden dabei diskrete, also abza¨hl-
bare Zusta¨nde gekennzeichnet. Entfa¨llt dieser, so sind die mo¨glichen Realisierun-
gen stetig. Mit streng monoton wachsender Zeit t kann somit eine Zeitreihe als
{x(α),t}t≤T = {Xt(ω) : ω ∈ Ω, t ≤ T} (2.1)
deﬁniert werden. Eine Meßgro¨ße wird also durch eine Zufallsvariable X beschrie-
ben, die Folge ihrer Meßwerte zu den Zeiten t bildet eine Zeitreihe.
Die Realisierungen des stochastischen Prozesses als Funktion der Zeit bezeich-
nen auch einen Pfad, bzw. eine Trajektorie im Zustandsraum [1].
Diese sehr allgemeine Deﬁnition entha¨lt noch keinerlei Aussage u¨ber die Be-
schaﬀenheit der Zeitreihe. Die Frage, ob die Abfolge der verschiedenen Zusta¨nde
einen kausalen Zusammenhang aufweist, bleibt unberu¨cksichtigt.
2.2 Dynamische Systeme
Die zeitliche Entwicklung im Zustandsraum wird durch ein dynamisches System
beschrieben. Dabei handelt es sich um eine Familie von Abbildungen f t : M→ M
4
auf einem Teilraum M des Zustandsraumes, wobei der Parameter t ≥ 0 wiederum
die Zeit beschreibt.
Im Falle diskreter Zeit kann die Dynamik durch eine iterierte Abbildung be-
schrieben werden
xt+1 = f
1(xt). (2.2)
Fu¨r zeitkontinuierliche Systeme ist eine Darstellung mittels Diﬀerentialglei-
chungssystemen u¨blich
x˙ = F(x). (2.3)
Der Fluß f t ergibt sich dann als Lo¨sung des Diﬀerentialgleichungssystems. Ist f t
stetig diﬀerenzierbar, so spricht man von einem diﬀerenzierbaren dynamischen
System.
Fu¨r einen beliebigen Anfangspunkt x0 ∈ M ergibt sich durch Anwendung
der Entwicklungsgleichungen (2.2), bzw. (2.3) eine Trajektorie im Zustandsraum.
Durch Abtastung in diskreten Zeitschritten hat diese auch im zweiten Fall die
Form der oben deﬁnierten Zeitreihe (2.1).
Meßreihen und mittels Computer generierte Zeitreihen besitzen in der Regel
nicht den durch ein dynamisches System beschriebenen rein deterministischen
Charakter. Einerseits werden diese Zeitreihen von Meßrauschen u¨berlagert; dieses
ist ein additives Rauschen, das die eigentliche Dynamik nicht beeinﬂußt. Ande-
rerseits kann auch ein dynamisches Rauschen vorliegen. Dabei handelt es sich um
ein multiplikatives Rauschen; jede Sto¨rung des Systems vera¨ndert dessen weitere
zeitliche Entwicklung. Bei numerisch erzeugten Daten liegen diese Sto¨rungen in
der Form von Rundungsfehlern vor.
2.3 Chaotische Dynamik
Durch die Existenz von Rauschen in Zeitreihen geht Information u¨ber die Dyna-
mik des Systems verloren. Jedoch kann auch bei rein deterministischen Systemen
durch Nichtlinearita¨ten ein Informationsverlust auftreten. Dieses Pha¨nomen fu¨hrt
zu dem Begriﬀ des deterministischen Chaos. Es gibt keine einheitliche Deﬁnition
von Chaos, jedoch wird chaotisches Verhalten am ha¨uﬁgsten durch die sensiti-
ve Abha¨ngigkeit von den gegebenen Anfangsbedingungen charakterisiert [2]. Das
bedeutet, daß zwei beliebig dicht im Phasenraum benachbarte Trajektorien in
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ihrer zeitlichen Entwicklung voneinander getrennt werden ko¨nnen. Ein derartiges
Verhalten kann durch positive Lyapunov-Exponenten λ+i quantiﬁziert werden.
Der Lyapunov- (oder charakteristische) Exponent gibt die durchschnittliche
exponentielle Wachstumsrate an, mit der sich eine kleine Sto¨rung im Zustands-
raum zeitlich entwickelt [3]. Der multiplikative Ergodensatz von Oseledec [4] lie-
fert die mathematische Herleitung dieser Gro¨ße.
Dazu betrachtet man eine meßbare Abbildung f auf einem Unterraum M des
Zustandsraums (hier R d). Desweiteren sei T eine lineare Abbildung auf demselben
Raum. Diese ist in der Regel durch die Diﬀerentialmatrix der Flußabbildung f t(x)
gegeben:
T tx = Dxf
t =
(
∂f ti (x)
∂xj
)
i,j
. (2.4)
Die linearisierte Abbildung T tx beschreibt damit die zeitliche Entwicklung eines
Tangentialvektors. Die Lyapunov-Exponenten λi sind als die Logarithmen der
Eigenwerte der Matrix
Λx = lim
t→∞
[
T tx
∗
T tx
] 1
2t
deﬁniert. Sie ko¨nnen damit, unter Verwendung von (2.4), als die logarithmischen
Wachstumsraten
λi = lim
t→∞
1
t
log ‖Dxf tu‖, u ∈ E(i)x \ E(i+1)x (2.5)
angesehen werden, wobei E
(i)
x der Unterraum des R d ist, der zu den Eigenwerten
≤ exp(λi) korrespondiert [3, 5].
2.4 Entropie und Information
Um Informationsverluste zu analysieren, ist es no¨tig, ein Maß fu¨r die Informati-
on zu besitzen. Fast alle derartigen Maße basieren auf Shannons Deﬁnition der
Entropie [6]
H(Y) = −
N∑
α=1
P(Y = yα) log P(Y = yα), (2.6)
wobei P(Y = yα) die Wahrscheinlichkeit ist, daß die Zufallsvariable Y einen der N
verschiedenen Werte yα annimmt
1. Damit stellt die Entropie H(Y) die Menge an
1In der weiteren Arbeit werden auch die Kurzformen P(yα) = P(Y = yα) im diskreten und
P(A) = P(Y ∈ A) im kontinuierlichen Fall verwendet.
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Information dar, die zusa¨tzlich notwendig ist, um die Zufallsfunktion Y eindeutig
zu beschreiben.
Zusa¨tzliche Information kann durch die Kenntnis einer weiteren Zufallsvaria-
blen X gegeben sein. Die Menge an Unkenntnis u¨ber Y, die trotz des Wissens
u¨ber X besteht, wird durch die bedingte Entropie
H(Y|X) = −
N∑
α=1
M∑
β=1
P(Y = yα,X = xβ) log P(Y = yα|X = xβ) (2.7)
angegeben. Hierbei ist P(Y = yα|X = xβ) die bedingte Wahrscheinlichkeit von yα
bei gegebenem xβ . Die bedingte Entropie hat zwei wichtige Eigenschaften [7]:
• Ist in X Information u¨ber Y enthalten, so ist die bedingte Entropie H(Y—X)
kleiner als die Einzelentropie H(Y):
H(Y|X) ≤ H(Y). (2.8)
Die Gleichheit besteht im Falle der statistischen Unabha¨ngigkeit von Y bzgl.
X.
• Kann Y als Funktion von X dargestellt werden, so verschwindet die bedingte
Entropie:
H(Y|X) = 0, falls Y = f(X). (2.9)
Durch diese beiden Eigenschaften ist die bedingte Entropie eine geeignete Gro¨ße,
um Zusammenha¨nge und Informationsﬂu¨sse zwischen verschiedenen Zeitreihen
zu quantiﬁzieren.
Die Transinformation
I(X,Y) =
N∑
α=1
M∑
β=1
P(Y = yα,X = xβ) log
P(Y = yα,X = xβ)
P(Y = yα)P(X = xβ)
(2.10)
gibt schließlich die Menge an Information an, die beiden Gro¨ßen X und Y ge-
meinsam ist. Sie kann mittels
I(X,Y) = H(Y)−H(Y|X) = H(X)− H(X|Y)
durch Entropie und bedingte Entropie ausgedru¨ckt werden. Sind X und Y von-
einander unabha¨ngig, so verschwindet die Transinformation.
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2.5 Kolmogorov-Sinai-Entropie
Der informationstheoretische Ansatz setzt in der obigen Form eine endliche oder
zumindest abza¨hlbare Zustandsmenge voraus. Ein Problem besteht nun darin, ei-
ne Entropie bezu¨glich eines dynamischen Systems mit kontinuierlichem Zustands-
raum zu deﬁnieren. Den Ideen von Kolmogorov (1958) und Sinai (1959) folgend,
wird dazu der Zustandsraum, bzw. der Teilraum M, in einzelne Unterra¨ume auf-
geteilt [8].
Eine derartige Partitionierung M = {M1, . . . ,Mk} des Wahrscheinlichkeits-
raums (M,A,P) ist eine Sammlung von Mengen Mi ∈ A, deren Vereinigung M
ist. Aus diesen Mengen kann eine Sub-σ-Algebra B(M) gewonnen werden [9],
so daß wiederum ein Wahrscheinlichkeitsmaß deﬁnierbar ist. Eine Verfeinerung
N = {N1, . . . ,Nl} der Partition M ist dann gegeben, wenn jedes Element aus
M eine Vereinigung von Mengen aus N ist. Die gemeinsame Partition von zwei
endlichen Partitionen M und N ist
M ∨N = {Mi ∩Nj : 1 ≤ i ≤ k, 1 ≤ j ≤ l}.
Jede Teilmenge einer PartitionM besitzt eine Wahrscheinlichkeit P(Mi). Folg-
lich kann eine Entropie der Partition durch
H(M) = −
k∑
i=1
P(Mi) log P(Mi) (2.11)
deﬁniert werden. Ist der Zustandsraum durch ein dynamisches System {f t}t∈N0
bestimmt und ist M eine endliche Partition dieses Zustandsraums, so ist durch
M(n) =M ∨ f−1 M ∨ · · · ∨ f−n+1 M (2.12)
eine Verfeinerung von M gegeben. Durch die Grenzwerte
h(P,M) = lim
n→∞
1
n
H
(
M(n)
)
= lim
n→∞
[
H
(
M(n+1)
)−H (M(n))] (2.13)
und
h(P) = lim
→0
h(P,M), (2.14)
wobei  in diesem Fall den gro¨ßten auftretenden Durchmesser der Mengen Mi be-
zeichnet, ist die mittlere Verlustrate an Information bzgl. des Wahrscheinlichkeits-
maßes P und des dynamischen Systems gegeben. Diese Rate heißt Kolmogorov-
Sinai-Entropie [3]. Sie ist eng mit dem Lyapunov-Spektrum verknu¨pft; ist P ein
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SRB-Maß (Anhang B), so entspricht die Kolmogorov-Sinai-Entropie der Summe
der positiven Lyapunov-Exponenten [10]:
h(P) =
∑
λ+i . (2.15)
Diese Gleichung gilt in den meisten Fa¨llen auch fu¨r physikalische Maße [3].
Die Gleichheit (2.15) kann anschaulich wie folgt hergeleitet werden:
Ein dynamisches System kann mit einer gewissen (Meß-)Genauigkeit  be-
schrieben werden. Dementsprechend wird der Zustandsraum in d-dimensionalen
Wu¨rfeln W der Kantenla¨nge  aufgeteilt.
Die Volumena¨nderung unter der diﬀerenzierbaren Abbildung f t ist u¨ber den
Transformationssatz fu¨r Lebesguemaße durch die Jacobi-Determinante
∥∥J tx∥∥ =
∣∣∣∣det
(
∂f ti (x)
∂xj
)∣∣∣∣
und damit durch das Volumen
V (f t(M)) = µdL
(
f t(M)
)
=
∫
M
∥∥J tx∥∥ (dµdL)(x)
gegeben [11], wobei µdL das d-dimensionale Lebesguemaß ist.
Das Bild eines -Wu¨rfels erstreckt sich folglich u¨ber ein Volumen von ca.
d ‖J tx‖. In den expandierenden, instabilen Richtungen, also jenen mit positivem
lokalen charakteristischen Exponenten λ+x , wird ein Wu¨rfel um den Faktor e
λ+x
gestreckt. Damit werden bei gleicher Meßgenauigkeit  dementsprechend mehr
-Wu¨rfel beno¨tigt, um das Bild des Wu¨rfels zu u¨berdecken; es geht Information
verloren. In den anderen Richtungen kann das Bild weiterhin mit einer Genau-
igkeit von  lokalisiert werden. Der u¨ber den ganzen Zustandsraum gemittelte
Informationsverlust ist damit bei verschwindendem  durch
∫ ∑
i λ
+
x,idP gegeben.
In einem ergodischen System kann dieser u¨ber den Phasenraum gemittelte Erwar-
tungswert durch ein Zeitmittel u¨ber die lokalen Informationsverluste entlang einer
Trajektorie ersetzt werden. Dies fu¨hrt zur Deﬁnition der Lyapunov-Exponenten
(2.5).
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3 Informationsverluste u¨ber einzelne Meß-
gro¨ßen
In diesem Kapitel wird der Einﬂuß nichtlinearer Dynamik auf die Information
bzgl. einer festen Beobachtungsgro¨ße behandelt. Dies geschieht mittels U¨bertra-
gung der im vorherigen Abschnitt vorgestellten Ideen und Ergebnisse bzgl. der
Kolmogorov-Sinai-Entropie. Hier wird nun untersucht, wie trotz der Kenntnis
eines d-dimensionalen Systemzustands Information u¨ber die zeitliche Entwick-
lung einer Meßgro¨ße verloren gehen kann. Insbesondere wird dabei der Fall fest
vorgegebener Meßrichtungen betrachtet. Diese liegen dann vor, wenn die System-
zusta¨nde nur durch die Messung festgelegter Gro¨ßen bestimmt werden ko¨nnen.
In diesem Kapitel wird eine auf diesen Fall angepaßte Entropie eingefu¨hrt, die es
erlaubt, den Informationsverlust zu quantiﬁzieren [12].
3.1 Der eindimensionale Fall
Im Fall d = 1 ist das dynamische System durch eine Meßgro¨ße bestimmt und
kann somit durch eine Abbildung f t : R → R beschrieben werden. Daher ist
der Informationsverlust bzgl. dieser einen Gro¨ße derselbe wie jener bzgl. des ge-
samten Systems. In diesem Fall entspricht die Problemstellung der im letzten
Kapitel beschriebenen Situation zur Herleitung von Lyapunov-Exponenten und
Kolmogorov-Sinai-Entropie. Dieser Abschnitt dient vor allem dazu, die entspre-
chenden Ideen, welche auch fu¨r den mehrdimensionalen Fall von Bedeutung sind,
zu veranschaulichen.
Dazu sei f eine nichtlineare Funktion, die ein Intervall I auf sich selbst abbil-
det. Diese kann im Fall nichtlinearer dynamischer Systeme als Funktion f = f 1
aus (2.2) angenommen werden. Zur Bestimmung des Informationsverlustes wird
untersucht, wie Teil-Intervalle Iδ(x) = [x− δ, x+ δ] abgebildet werden. In Abbil-
dung 1 ist ein willku¨rliches Beispiel fu¨r eine derartige Funktion zu sehen.
Fu¨r kleine δ kann eine Linearisierung der Funktion f vorgenommen werden.
Die Gro¨ße von f(Iδ(x)) ist dann durch 2  2δ|f ′(x)| gegeben. Ist |f ′(x)| > 1,
wird das Intervall folglich gestreckt, im Fall |f ′(x)| < 1 gestaucht. Der Lyapunov-
Exponent ergibt sich als Erwartungswert λ = E(log |f ′(x)|).
10
2ε
2δ
2ε
y
x
Abbildung 1: Intervalle werden durch eine nichtlineare Funktion gestreckt.
Fu¨r die Bestimmung der Kolmogorov-Sinai-Entropie wird I in -Intervalle
aufgeteilt, so daß man eine Partition M erha¨lt. Die Urbilder dieser -Intervalle
I(f(x)) werden untersucht, in diesem Fall also Iδ(x). Durch f
−1(M) ist eine
neue Partition gegeben. Die Entropie der gemeinsamen Partition ist
H
(
M ∨ f−1(M)
)
= H(M) + H
(
f−1(M)| M
)
. (3.1)
Zur Bestimmung der Kolmogorov-Sinai-Entropie werden nach (2.13) Entropiedif-
ferenzen zu aufeinanderfolgenden Zeitpunkten berechnet. Die Diﬀerenz
H
(
M(1)
)− H (M(0) ) = H (f−1(M)| M)
bezu¨glich des ersten Zeitschritts ist mit den Bezeichnungen von Gleichung (2.12)
eine bedingte Entropie. Diese berechnet sich gema¨ß Gleichung (2.7) als negativer
Erwartungswert der logarithmischen bedingten Wahrscheinlichkeiten
H
(
f−1(M)| M
)
= −
∑
i,j
P(I,i ∩ Iδ,j) log P(I,i ∩ Iδ,j)
P(I,i)
.
Das Wahrscheinlichkeitsmaß P kann durch das auf 1 normierte Lebesguemaß aus-
gedru¨ckt werden. Dann nimmt die bedingte Wahrscheinlichkeit, wie oben gezeigt,
im Fall |f ′(x)| ≤ 1 den Wert 1 an, andernfalls |f ′(x)|−1.
Die Grenzwertbildung bei unendlich wiederholter Iteration von f−1 und ge-
gebenenfalls  → 0 fu¨hrt dann zur Kolmogorov-Sinai-Entropie. Diese entspricht
dem positiven Lyapunov-Exponenten; ist der Lyapunov-Exponent jedoch negativ,
so verschwindet die Kolmogorov-Sinai-Entropie.
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Fu¨r die weitere Argumentation sind zwei Punkte von Bedeutung:
• Informationsverluste werden durch den Erwartungswert negativer Logarith-
men von bedingten Wahrscheinlichkeiten, also bedingte Entropien, beschrie-
ben.
• Die bedingten Wahrscheinlichkeiten ko¨nnen mittels einer Linearisierung der
Funktion f berechnet werden.
3.2 Der mehrdimensionale Fall
Im d-dimensionalen Fall (d¿1) wird nun der Informationsverlust bei Funktionen
fj : R
d → I ∈ R untersucht. Dies ist ein anderer Ansatz als bei der Kolmogorov-
Sinai-Entropie, bei der dynamische Systeme (also Funktionen f : R d → R d)
betrachtet werden. Die Herleitung erfolgt jedoch weitgehend analog zu der im
eindimensionalen Fall vorgestellten Methode.
Zuna¨chst wird die Funktion fj linearisiert. Dies erfolgt nicht mehr mittels der
Diﬀerentialmatrix, sondern durch das totale Diﬀerential
dfj(x) =
d∑
i=1
∂fj(x)
∂xi
dxi.
Der konstante Term der Linearisierung ist fu¨r den Informationsverlust bedeu-
tungslos. Daher wird die Abbildung gj, welche der j-ten Komponente der linea-
risierten Flußabbildung entspricht,
gj(x) =
d∑
i=1
aixi mit ai = ai,j :=
∂fj(x)
∂xi
gesetzt.
Im zweiten Schritt wird dann untersucht, welcher Teil einer -Umgebung
U(x) durch die linearisierte Abbildung auf ein -Intervall I(fj(x)) abgebildet
wird. Dabei reicht es aus, eine Umgebung des Ursprungs zu betrachten, und
I(fj(x)) = [−, ] zu wa¨hlen. Durch gj(x) = ± werden zwei (d−1)-dimensionale
Hyperebenen beschrieben.
Fu¨r den zweidimensionalen Fall sind dies zwei Geraden (Abbildung 2); als -
Umgebung wurde dort ein Kreis mit Radius  gewa¨hlt, was einer Verwendung der
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g(x) = ε
x
2
1
ε
x
g(x) = - ε
δ
ε
Abbildung 2: Der Teil der -Kugel, welcher auf I abgebildet wird, beﬁndet sich
zwischen den beiden Geraden gj(x) = ±.
euklidischen Abstandsnorm entspricht. Alle Punkte der Kreisﬂa¨che, oder im allge-
meineren Fall der d-dimensionalen Umgebung, die zwischen diesen Hyperebenen
liegen, werden folglich auf I abgebildet. Der Abstand 2δ der beiden Hyperebenen
ist gegeben durch2
δ =  ·


√√√√ d∑
i=1
a2i


−1
. (3.2)
Das bedeutet, je gro¨ßer die Betra¨ge der partiellen Ableitungen ai werden, desto
kleiner wird δ. Im eindimensionalen Fall wird diese Gleichung zu
δ =

|f ′(x)| ,
was im vorangegangenen Abschnitt bereits verwendet wurde.
Danach muß die bedingte Wahrscheinlichkeit berechnet werden. Diese ist der
Quotient aus der Wahrscheinlichkeit des Umgebungsteils Uδ zwischen den gege-
benen Hyperebenen und der Wahrscheinlichkeit der Gesamtumgebung U
P(I|U) = P(Uδ)
P(U)
. (3.3)
Mittels der auf diese Weise deﬁnierten bedingten Wahrscheinlichkeit kann, wie-
2Dies kann mittels Lagrange-Multiplikatoren aus den Koeﬃzienten ai von gj berechnet wer-
den. Dazu wird der Abstand aller Punkte zum Ursprung mit der Nebenbedingung gj(x) = 
minimiert.
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derum analog zum eindimensionalen Fall, eine Entropie deﬁniert werden
H(fj , ) = −E
(
log
P(Uδ)
P(U)
)
. (3.4)
Abschließend wird der Grenzwert fu¨r verschwindende Umgebungsgro¨ßen  ge-
bildet
h∗(fj) = lim
→0
H(fj, ). (3.5)
Im ergodischen Fall kann die Erwartungswertbildung in (3.4) als zeitliches Mittel
entlang einer Trajektorie durchgefu¨hrt werden.
3.3 Abscha¨tzung der bedingten Wahrscheinlichkeit und
Wahl der -Umgebung
Fu¨r die Berechnung von h∗(fj) ist gema¨ß Gleichung (3.4) notwendig, bedingte
Wahrscheinlichkeiten zu bestimmen. Dazu mu¨ssen nach (3.3) die Wahrschein-
lichkeiten der -Umgebung und die der Teilmenge, die auf I abgebildet wird,
berechnet werden. Deren Quotient ergibt sich unter Verwendung der durch {f t}
bestimmten, invarianten Dichte ρ durch
ηd =
P(Uδ)
P(U)
=
∫
Uδ
ρ(x)dx∫
U
ρ(x)dx
. (3.6)
Dieser Quotient ha¨ngt von der Wahl der Umgebung U ab, welche bisher noch
nicht genauer speziﬁziert worden ist. Mit der Annahme, daß fu¨r kleine  die Dichte
ρ(x) innerhalb der -Umgebung als konstant angenommen und somit P wieder
durch das normierte Lebesguemaß ausgedru¨ckt werden kann, ist die bedingte
Wahrscheinlichkeit durch den Quotienten der Volumina V (Uδ)/V (U) gegeben.
Wa¨hrend ηd(U) in der Regel numerisch berechnet werden muß, ist es mo¨glich,
wenn als -Umgebung eine d-dimensionale Kugel B mit Radius  (wie in Abbil-
dung 2) gewa¨hlt wird, ηd(B) analytisch zu bestimmen. In diesem Fall ha¨ngt der
Quotient (3.6) nur von dem Abstand der gegebenen Hyperebenen g(x) und nicht
von deren Lage ab.
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Berechnung von ηd(B)
Das Volumen einer d-dimensionalen Kugel mit Radius R la¨ßt sich durch
VBR(d) = β(d) ·Rd
ausdru¨cken, wobei β(d) das Verha¨ltnis des Volumens der Kugel zu dem des ein-
schließenden d-dimensionalen Wu¨rfel angibt und von R unabha¨ngig ist. Unter
Verwendung des Satzes von Fubini [11] ist das Kugelvolumen durch die Auﬁnte-
gration (d− 1)-dimensionaler Kugeln gegeben
VBR(d) = 2β(d− 1)
R∫
0
√
(R2 − r2)d−1 dr. (3.7)
Die Berechnung eines durch zwei parallele Hyperebenen beschra¨nkten Teilvolu-
mens erfolgt analog, indem nur die Integrationsgrenzen vera¨ndert werden. Damit
la¨ßt sich die bedingte Wahrscheinlichkeit (3.6) durch
ηd(B) =
P(Uδ)
P(B)
=
δ∫
0
(√
2 − r2)d−1 dr
∫
0
(√
2 − r2)d−1 dr (3.8)
ausdru¨cken. Die Integrale lassen sich nun analytisch berechnen. Mit dem Bino-
mialkoeﬃzienten c(p, q) =
(
p
q
)
und den Abku¨rzungen m = d− 12 ,
b(m, i) =
c(2m+ 1,m)
2i · 4m−i+1 · c(2i− 1, i− 1) und
S(R, x) =
√
R2 − x2
ist das bestimmte Integral:
x∫
0
S(R, r)ddr =


d/2∑
i=0
c(1
2
d, i) · −1i2i+ 1 ·R2i+1 · x2(d/2−i) : falls d gerade
b(m, 1) arcsin
(
x
R
)
+
m+1∑
i=1
b(m, i)S(R, x)2i−1x: falls d ungerade.
Der Quotient ηd ha¨ngt von dem Verha¨ltnis von δ zu , sowie von der Dimension
d ab. Dabei ist δ durch  und die Koeﬃzienten ai der linearen Abbildung g
bestimmt. Fu¨r verschiedene Dimensionen d wurde die Funktion ηd = ηd(δ/)
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η
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Abbildung 3: ηd als Funktion von
δ
 bei verschiedenen Dimensionen d.
mittels obiger Gleichung berechnet. In Abbildung 3 ist ηd fu¨r d=1, 3, 6, 10 und
19 als Funktion dieses Quotienten aufgetragen.
Im eindimensionalen Fall ist η1
(
δ

)
= δ . Da dabei fu¨r verschwindende Inter-
vallgro¨ßen  = δ|f ′| gilt, ist dies wiederum das bereits bekannte Ergebnis fu¨r die
bedingten Wahrscheinlichkeiten.
Abha¨ngigkeit von den Koordinatenachsen
Mit wachsender Dimension wird ηd jedoch fu¨r jedes feste
δ
 gro¨ßer. Ist nun ein
Koeﬃzient der linearen Abbildung a∗i = 0, so hat er keinen Einﬂuß auf δ. Au-
ßerdem hat die zugeho¨rige Komponente x∗i keinen Einﬂuß auf y. Dennoch wu¨rde
die bedingte Wahrscheinlichkeit aufgrund der Dimensionsabha¨ngigkeit von ηd an-
wachsen. Da diese nach ihrer Deﬁnition ein Maß fu¨r den lokalen Informations-
verlust ist, ko¨nnte demnach durch Hinzunahme einer
”
Nullinformation“ Wissen
vernichtet werden. Dies steht jedoch im Widerspruch zur Deﬁnition von Informa-
tion.
Der Grund fu¨r diesen scheinbaren Widerspruch liegt in der Wahl der -Kugel
als Umgebung. Damit wird implizit angenommen, daß der Informationsverlust
von der Wahl der Koordinatenachsen unabha¨ngig ist. Dies ist aber nicht der Fall,
wenn die Meßgenauigkeit  nur in Richtung der einzelnen Koordinatenachsen
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festgelegt wird. Da die Koeﬃzienten ai von g durch die gewa¨hlten Koordinaten-
achsen festgelegt sind, ist der Informationsverlust bzgl. einer Meßgro¨ße dann von
der Orientierung des Koordinatensystems abha¨ngig.
In diesem Fall mu¨ssen die -Umgebungen daher d-dimensionale Wu¨rfel sein,
deren Kanten parallel zu den Basisvektoren des Koordinatensystems liegen. Dann
ha¨ngt ηd wieder von der Lage der Hyperebenen ab. Diese wu¨rden im Fall a
∗
i = 0
parallel zur Koordinatenachse ej liegen, und somit keinen Einﬂuß auf die bedingte
Wahrscheinlichkeit haben. Da der Beitrag der Komponente x∗i auf die Volumina
von U und Uδ jeweils aus dem Faktor 2 besteht, kann er in Gleichung (3.6)
herausgeku¨rzt werden.
Aufgrund der Abha¨ngigkeit des Informationsverlustes von den Koordinaten-
achsen werden diese wa¨hrend der gesamten zeitlichen Entwicklung als fest ange-
nommen. Dies entspricht der Vorstellung, daß das dynamische System nur durch
Messung fester Gro¨ßen beobachtet werden kann. Die Verwendung d-dimensionaler
Kugeln als Umgebung entspricht einer Mittelung u¨ber alle mo¨glichen Orientie-
rungen des Koordinatensystems.
3.4 Zusammenhang mit der Kolmogorov-Sinai-Entropie
Die oben eingefu¨hrte Entropie h∗(fj) gibt an, wieviel Information u¨ber eine Meß-
gro¨ße trotz Kenntnis eines kompletten Systemzustands im Durchschnitt durch
die zeitliche Entwicklung des Systems verloren geht. Dies ist ein Unterschied zur
Kolmogorov-Sinai-Entropie h(P), durch die der Informationsverlust bzgl. des gan-
zen Systems angegeben wird. Die folgenden U¨berlegungen sollen Anhaltspunkte
fu¨r einen Vergleich zwischen beiden Entropien liefern.
U¨ber eine Komponente des Systems wird in der Regel nicht mehr Informa-
tion verloren als u¨ber das gesamte System. Numerische Untersuchungen zeigen,
daß in mehrdimensionalen Systemen in den meisten Fa¨llen h∗(fj) fu¨r jede feste
Koordinatenachse des Systems kleiner als die Kolmogorov-Sinai-Entropie ist,
h∗(fj) ≤ h(P).
Nun kann weiterhin untersucht werden, wie groß der Informationsverlust u¨ber
das gesamte dynamische System bei unabha¨ngigen Messungen ist. Das bedeutet:
die zeitliche Entwicklung des Zustandsvektors ist nicht mehr bekannt, sondern
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nur noch die der einzelnen Komponenten, also der Projektionen auf die einzel-
nen Meßachsen. Dies ist beispielsweise dann von Interesse, wenn die einzelnen
Meßgro¨ßen nicht gleichzeitig gemessen werden ko¨nnen.
In diesem Fall ist der Informationsverlust durch die Summe der Entropie
h∗(fj), j = 1, . . . , d bzgl. jeder der d Meßrichtungen gegeben. Ein Zustand, der
anfangs mit einer Genauigkeit von 2 in jeder Richtung bestimmt werden kann,
ist nach der durch die Dynamik bestimmten zeitlichen Entwicklung nur noch mit
einer Genauigkeit von max(2, 2
∑ |∂fj/∂xi|) in den entsprechenden Richtungen
lokalisierbar. Dies entspricht einer Abbildung auf einen d-dimensionalen Quader
Q mit einer minimaler Kantenla¨nge vom 2. Das Bild eines -Wu¨rfels C(x) wird
fu¨r jedes x von dem entsprechenden Quader Q(f(x)) eingeschlossen,
f (C(x)) ⊂ Q(f(x)).
An verschiedenen Beispielen durchgefu¨hrte numerische Untersuchungen deuten
darauf hin, daß die Summe u¨ber alle h∗(fj) in der Regel nicht kleiner als die
Kolmogorov-Sinai-Entropie ist, also:
h(P) ≤
d∑
j=1
h∗(fj). (3.9)
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4 Bestimmung der bedingten Entropie aus
Zeitreihen
In diesem Kapitel wird eine modiﬁzierte bedingte Entropie eingefu¨hrt und gezeigt,
wie diese aus Zeitreihen bestimmt werden kann [12]. Folgende Fragen sollen damit
beantwortet werden:
• Ist in einer Zeitreihe Information u¨ber eine andere enthalten?
• Reichen die vorhandenen Meßgro¨ßen aus, um die zeitliche Entwicklung einer
Observablen vorherzusagen?
• Welche Meßgro¨ßen sind dazu am besten geeignet?
4.1 Abscha¨tzung bedingter Entropien
In diesem Abschnitt wird ein Verfahren vorgestellt, mittels dessen bedingte Wahr-
scheinlichkeiten und damit auch bedingte Entropien aus Zeitreihen abgescha¨tzt
werden ko¨nnen. Dabei werden keine Annahmen u¨ber ein zugrundeliegendes dy-
namisches System gemacht.
Es werden daher zuna¨chst Zufallsvariablen Xt und Yt betrachtet, die die
Zeitreihen {xt}t≤T , bzw. {yt}t≤T erzeugen. Dabei nimmt t nur diskrete Werte
an, welche ein Vielfaches einer Abtastzeit ts sind. Durch NT = T/ts ist die La¨nge
der Zeitreihe gegeben. Die Realisierungen xt stammen aus dem R
d, die yt aus
R . Fu¨r die Berechnungen ist unerheblich, ob Y eine tatsa¨chlich neue Meßgro¨ße
beschreibt oder aber eine zeitversetzte Komponente darstellt, so daß z.B. yt =
xj,t+∆τ ist. Weiterhin wird angenommen, daß die Zeitreihen in allen Komponenten
normiert sind (in der Regel auf das Intervall [0, 1]).
Da die Wahrscheinlichkeit eines einzelnen Punktes aus R d in der Regel ver-
schwindet, werden wiederum -Umgebungen der Punkte gebildet. Deren Wahr-
scheinlichkeit ist dann durch P(X ∈ U(x)) gegeben. Diese kann aus einer Zeitrei-
he einfach abgescha¨tzt werden, indem sie mit der relativen Ha¨uﬁgkeit, mit der
die Punkte der Zeitreihe innerhalb dieser Umgebung liegen, identiﬁziert wird:
P(x) =
1
NT
#{s : ‖xs − x‖ ≤ , 0 ≤ s ≤ T}.
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Es werden also die Punkte geza¨hlt, deren Abstand von x kleiner als  ist, und
deren Anzahl durch die Gesamtzahl an Punkten in der vorhandenen Zeitreihe
geteilt. Die Abstandsbestimmung erfolgt gema¨ß der in Abschnitt 3.3 vorgestellten
U¨berlegungen mittels der Maximumsnorm. Die Grenzwertbildung
ρ(x) = lim
→0
lim
T→∞
1
T
T∑
t=0
1U(x) (xt)
µdL (U(x))
(4.1)
fu¨hrt dann zu der Wahrscheinlichkeitsdichte ρ bezu¨glich des d-dimensionalen Le-
besguemaßes, welches das Volumen der Umgebungen U(x) angibt. Dabei ist 1A
die Indikatorfunktion bzgl. einer Menge A, d.h. 1A(x) = 1 wenn x ∈ A und sonst
0.
Die Bestimmung der bedingten Wahrscheinlichkeit P(y|x) erfolgt analog. Es
werden also die Punktepaare (xs′, ys′) geza¨hlt, deren Abstand von (x, y) kleiner
als  ist. Durch die Verwendung der Maximumsnorm ist dies die Anzahl der
(d + 1)-dimensionalen Punkte, die in einem Wu¨rfel mit Kantenla¨nge  liegen
(Abbildung 4). Die Division durch die Gesamtzahl vorhandener Punkte ergibt
eine gemeinsame Wahrscheinlichkeit
P(x, y) =
1
NT
#{s′ : ‖xs′ − x‖ ≤  ∧ |ys′ − y| ≤ , 0 ≤ s′ ≤ T}.
C     (x,y)ε
x
d
d+1
εC  (x)
I  (y)ε
(x,y)
Abbildung 4: Abscha¨tzung der bedingten Wahrscheinlichkeit P(y|x). Sie erfolgt
durch Division der Anzahl der Punkte in Cd+1 (x,y) durch die Anzahl der Punkte
in Cd (x).
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Der Quotient
P(y|x) = P(x, y)
P(x)
(4.2)
ist dann eine Abscha¨tzung fu¨r die bedingte Wahrscheinlichkeit. Die Grenzwert-
bildung fu¨r unendliche Zeitreihen und verschwindende Umgebungsgro¨ßen ergibt
dann eine bedingte Dichte
ρ(y|x) = ρ(x, y)
ρ(x)
. (4.3)
Diese wurde von Shannon verwendet, um die Deﬁnition der bedingten Entropie
auf den kontinuierlichen Fall u¨bertragen zu ko¨nnen [6, 7]. Diese bedingte Entropie
ist dann gegeben durch
h(Y|X) = −
∫
log ρ(y|x)ρ(x, y)dxdy. (4.4)
4.2 Korrektur der nichtlinearen Einﬂu¨sse
Aus den Untersuchungen des vorangegangenen Kapitels ergibt sich, daß die Entro-
pie (4.4) nicht mehr die Eigenschaft (2.9) besitzt; h(Y|X) muß nicht notwendi-
gerweise verschwinden, wenn Y eine Funktion von X ist. Es wurde gezeigt, daß
bei analoger Bildung von -Umgebungen bei nichtlinearen Zusammenha¨ngen In-
formation u¨ber eine Meßgro¨ße verloren gehen kann. Geht also Y durch eine nicht-
lineare Funktion f aus X hervor, so ist
h(Y|X) = h∗(f). (4.5)
Dieser Wert kann aber positive Werte annehmen. Somit kann aus h(Y|X) = 0
nicht geschlossen werden, daß Y keine eindeutige Funktion von X ist, da Ein-
ﬂu¨sse von Nichtlinearita¨ten und die damit verbundenen Informationsverluste
nicht beru¨cksichtigt werden.
Wenn nun aber aus einer Zeitreihe auf Vorhersagbarkeit im Sinne einer Mo-
dellierbarkeit durch eine stetige Funktion geschlossen werden soll, ist Eigenschaft
(2.9) von zentraler Bedeutung. Man ko¨nnte daher eine bedingte Entropie durch
die Diﬀerenz h(Y|X)− h∗(f) deﬁnieren. Allerdings kann bei der Analyse beliebi-
ger Zeitreihen nicht von einer zugrundeliegenden Funktion Y=f(X) ausgegangen
werden, so daß h∗(f) nicht unbedingt existieren muß. Außerdem ist die getrennte
Berechnung beider Entropien sehr zeitaufwendig. Insoweit sind weitere Untersu-
chungen hierzu notwendig.
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Zuna¨chst soll das technische Problem des Rechenaufwands behandelt wer-
den. Fu¨r die numerische Berechnung beider Entropien ist eine Na¨chste-Nachbarn-
Suche erforderlich; in einem Fall zur Abscha¨tzung der bedingten Wahrscheinlich-
keit P(y|x), im anderen, um eine Funktion lokal anﬁtten zu ko¨nnen. Hier bietet
sich an, beide Berechnungen zu kombinieren.
Fu¨r einen beliebigen Referenzzeitpunkt S werden bei vorgegebenem  alle
Punktepaare (xs′ , ys′) ∈ Cd (xS)× I(yS), sowie alle Punkte xs ∈ Cd (xS) gesucht.
Wenn diese gefunden sind, ist die Berechnung von P(yS|xS) fast abgeschlossen.
Sie ergibt sich durch den Quotienten aus der Anzahl der gefundenen Punktepaare
und Punkte. Fu¨r eine Berechnung von ηd aus Gleichung (3.6) muß noch eine
lineare Gleichung bestimmt werden.
Hierzu kann gema¨ß den U¨berlegungen des letzten Kapitels der Punkt (xS, yS)
in den Ursprung (0, 0) verlegt werden, da der konstante Term einer linearisierten
Abbildung keinen Einﬂuß auf den Informationsverlust hat. Dann sind fu¨r die
Abscha¨tzung einer Ebenengleichung g˜(x) nur noch die Absta¨nde ∆xs′ = xs′ −xS
und ∆ys′ = ys′ − yS von Bedeutung. Sind m ≥ d Nachbarpunkte vorhanden,
ko¨nnen die Koeﬃzienten der Ebenengleichung g˜(x) =
∑d
i=1 aixi durch Lo¨sen
eines Gleichungssystems

∆y1
∆y2
...
∆ym

 =


∆x1,1 ∆x1,2 · · · ∆x1,d
∆x2,1 ∆x2,2 · · · ∆x2,d
...
...
. . .
...
∆xm,1 ∆xm,2 · · · ∆xm,d




a1
a2
...
ad

 (4.6)
mittels Singula¨rwertzerlegung bestimmt werden. Die Singula¨rwertzerlegung liefert
im Fall m > d die beste Lo¨sung im Sinne der kleinsten quadratischen Fehler [13].
Durch Einsetzen der Punkte xs ∈ Cd(xS) in die Ebenengleichung g˜(x) kann
der Anteil der Punkte η˜d, der durch die geﬁttete lineare Gleichung auf I(yS)
abgebildet wird, berechnet werden. Da aber nicht von der Existenz einer diﬀeren-
zierbaren Funktion Y = f(X) ausgegangen werden kann, muß η˜d nicht unbedingt
den Wert der bedingten Wahrscheinlichkeit ηd aus (3.6) haben.
Vorerst wird jedoch angenommen, daß durch η˜d der Anteil der Punkte aus
U(xS), der durch eine lineare Funktion g(xS) auf I(yS) abgebildet wird, gegeben
ist. Dann kann durch
P˜(yS|xS) = P(yS|xS)
η˜d(yS,xS)
(4.7)
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eine bedingte Wahrscheinlichkeit deﬁniert werden. Die bedingte Wahrscheinlich-
keit im Za¨hler beschreibt den gesamten Informationsverlust, der bei einer Meß-
genauigkeit von  auftritt, die bedingte Wahrscheinlichkeit im Nenner jenen In-
formationsverlust, der durch deterministische Einﬂu¨sse hervorgerufen wird. Ist
die Ursache des Informationsverlustes rein deterministischer Natur, so nimmt
P˜(yS|xS) den Wert eins an. Mittels dieser bedingten Wahrscheinlichkeit kann
eine bedingte Entropie
H˜(Y|X) = −E(log P˜(y|x)) (4.8)
deﬁniert werden. Die Bildung des Erwartungswertes wird hierbei durch Mittelung
von − log P˜(y|xS) u¨ber verschiedene Zeiten S vorgenommen. Der U¨bergang zu
bedingten Dichten bei der Grenzwertbildung fu¨r unendlich lange Zeitreihen und
verschwindende Umgebungsgro¨ßen liefert
ρ˜(yS|xS) = ρ(yS|xS)
η˜d(yS,xS)
(4.9)
und damit die bedingte Entropie
h˜(Y|X) = −
∫
log ρ˜(y|x)dP(X,Y). (4.10)
Ist nun Y durch eine diﬀerenzierbare Funktion f(X) bestimmt, so gilt
h˜(Y|X) = h(Y|X)− h∗(f) = 0. (4.11)
Damit wa¨re eine Gro¨ße gefunden, die Eigenschaft (2.9) besitzt und somit geeignet
ist, Abha¨ngigkeiten in Form von diﬀerenzierbaren Funktionen zu quantiﬁzieren.
Wie bereits oben angedeutet, kann in der Regel nicht von einem derartigen
Zusammenhang ausgegangen werden. Es ko¨nnen dabei verschiedene Fa¨lle unter-
schieden werden:
Zuna¨chst soll davon ausgegangen werden, daß Y zwar keine diﬀerenzierbare
Funktion von X ist, jedoch lokal als eine solche dargestellt werden kann. Dies ist
beispielsweise der Fall, wenn y mit gleichen Wahrscheinlichkeiten die Werte±f(x)
annimmt, das heißt P(y|x) = 0, 5 ∀(x, y), und daß lokal sowohl fu¨r positive, als
auch fu¨r negative y eine diﬀerenzierbare Funktion f existiert. In diesem Fall sollte
die bedingte Entropie den Wert log 2 annehmen. Dies kann durch h˜(Y|X) nur dann
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erreicht werden, wenn die linearen Funktionen g˜(x) lokal angeﬁttet werden kann,
also nur Punktepaare aus U(x) × I(y) verwendet werden. Dadurch wird auch
gewa¨hrleistet, daß im Fall h˜(Y|X) = 0 Unstetigkeitsstellen die Wahrscheinlichkeit
null haben.
Eine weitere Mo¨glichkeit ist, daß eine Komponente Xj von X keinen Einﬂuß
auf Y hat. In diesem Fall ist die Wahrscheinlichkeitsverteilung von Y fu¨r alle
Werte xj dieser Komponente gleich. Die durch Regression gefundene Abbildung g˜
wu¨rde daher fu¨r diese Komponente den Koeﬃzienten aj = 0 haben. Aufgrund der
Verwendung der Maximumsnorm haben derartige Komponenten keinen Einﬂuß
auf die bedingte Wahrscheinlichkeit (siehe: Abschnitt 3.3).
Weiterhin kann es vorkommen, daß die in X enthaltene Information nicht aus-
reicht, um Y vollkommen zu beschreiben; Y kann z.B. von drei Gro¨ßen abha¨ngen,
von denen nur zwei gemessen wurden. In derartigen Fa¨llen kann ha¨uﬁg auch lo-
kal keine lineare Abha¨ngigkeit gefunden werden; fu¨r die berechneten Koeﬃzienten
ergibt sich dann ai  0. Im Gegensatz zum zuvor beschriebenen Fall haben die
Komponenten aber einen Einﬂuß auf P(y|x), so daß die bedingte Entropie klei-
ner als die Einzelentropie von Y wird. Lediglich der Einﬂuß der Nichtlinearita¨t
kann nicht mehr berechnet werden.
Schließlich muß noch der Fall in Betracht gezogen werden, daß Komponen-
ten von X untereinander abha¨ngig sind, also Xj z.B. eine Funktion von Xi ist.
Eine solche Funktion kann lokal wieder linearisiert werden. Damit beﬁnden sich
sa¨mtliche Punkte xs ∈ U(xs) auf einer (d−1)-dimensionalen Hyperebene; die zu
ﬁndende Funktion ist u¨berbestimmt. In einer lokalen Hauptachsendarstellung der
-Umgebung besitzt eine der Hauptachsen den Eigenwert null. Wenn der Koeﬃ-
zient der Ebenengleichung in dieser Richtung verschwindet, ist die Gleichung ein-
deutig bestimmt. Dies wird durch die Singula¨rwertzerlegung bewirkt. Die Gro¨ße
Y ha¨ngt nur noch von (d − 1) Komponenten ab, die Entropie bleibt bei Ver-
nachla¨ssigung von Xj unvera¨ndert. Die in Xj bezu¨glich Y enthaltene Information
ist somit redundant.
4.3 Iteration des Verfahrens
Mit h˜(Y|X) ist somit eine Gro¨ße deﬁniert worden, mit der bestimmt werden kann,
ob eine Observable Y vollsta¨ndig durch andere Gro¨ßen beschrieben werden kann.
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Die modiﬁzierte bedingte Entropie H˜(Y|X) kann aus Zeitreihen abgescha¨tzt wer-
den und ist qualitativ – bzgl. der Eigenschaften (2.8) und (2.9) – bei hinreichend
langen Zeitreihen und kleinen  eine gute Abscha¨tzung fu¨r h˜(Y|X). Um die am
Anfang des Kapitels gestellte Frage, welche Gro¨ßen am besten fu¨r eine Vorher-
sage geeignet sind, beantworten zu ko¨nnen, wird die vorgestellte Methode zur
Berechnung von H˜(Y|Xi) iterativ angewendet.
Dazu werden zu Beginn nur skalare Zeitreihen {yt}t≤T und {xt,i}t≤T betrach-
tet, wobei i = 1, . . . , N die N unterschiedlichen Zeitreihen indiziert. Fu¨r jede der
N Zeitreihen kann die bedingte Entropie H˜(Y|Xi) berechnet werden. Je mehr
Information in Xi u¨ber Y enthalten ist, desto geringer ist die bedingte Entropie.
Ist Y unabha¨ngig von Xi, so ist
H˜(Y|Xi) = H(Y) = −E(log P(y)).
Damit ist die oben gestellte Frage, ob in einer Zeitreihe Information u¨ber eine
andere enthalten ist, bereits beantwortet: Ist
H˜(Y|Xi) < H(Y), (4.12)
so ist in Xi Information u¨ber Y enthalten. Die meiste Information liefert diejenige
Zeitreihe {xt,I}t≤T , die den geringsten Wert von H˜(Y|Xi) ergibt.
Ist H˜(Y|XI) = 0, so ist die Berechnung abgeschlossen. In diesem Fall kann
Y als eine Funktion von XI dargestellt werden. Andernfalls muß u¨berpru¨ft wer-
den, ob durch Hinzunahme einer weiteren Zeitreihe, die Gro¨ße Y besser beschrie-
ben werden kann. Es kann nicht unbedingt davon ausgegangen werden, daß die
Zeitreihen, welche im ersten Schritt niedrige bedingte Entropie ergaben, auch die
meiste zusa¨tzliche Information u¨ber Y bei gegeben XI beinhalten. Daher werden
im zweiten Schritt die Entropien fu¨r die durch (XI ,Xi) gegebenen zweidimensio-
nalen Zeitreihen bestimmt. Die Zeitreihen, welche im ersten Schritt keinen Einﬂuß
auf Y aufwiesen, ko¨nnen dabei vernachla¨ssigt werden. Es werden dann diejenigen
Meßgro¨ßen gesucht, fu¨r die
H˜(Y|(XI ,Xi)) < H˜(Y|XI) (4.13)
ist. Es gibt, wie im letzten Abschnitt gezeigt, zwei Gru¨nde, weshalb die bedingte
Entropie nicht durch Hinzunahme einer weiteren Meßgro¨ße reduziert wird: Ent-
weder liefert diese Meßgro¨ße keine Information, oder aber die Information ist
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redundant, also in XI schon enthalten. Die Zeitreihe {xt,II}t≤T , fu¨r welche im
zweiten Schritt die geringste Entropie berechnet wird, beinhaltet also die meiste
zusa¨tzliche, d.h. von XI unabha¨ngige Information.
Das Verfahren kann iterativ fortgesetzt werden, indem jeweils die Zeitreihe,
welche die niedrigste bedingte Entropie liefert, festgehalten wird und die Entro-
pieberechnung in der na¨chstho¨heren Dimension fortgesetzt wird.
Die Berechnung ist dann abgeschlossen, wenn die bedingte Entropie ver-
schwindet oder nicht weiter reduziert wird. Dann sind die Meßgro¨ßen XI ,XII , . . .
bestimmt, durch die Y am besten vorhergesagt werden kann.
Ein statisches Beispiel
Die einzelnen Iterationsschritte sollen nun anhand eines Beispiels veranschaulicht
werden.
Dazu wird ein statisches Beispiel mit fu¨nf Eingangsgro¨ßen X1, . . . ,X5 betrach-
tet, wobei die Zeitreihe {xt,2} durch xt,2 = sin(2π√xt,1) aus der ersten hervorgeht,
wa¨hrend die vier anderen Zeitreihen aus unabha¨ngigen, auf [0, 1] gleichverteilten
Zufallszahlen bestehen. Die Ausgangsgro¨ße Y ist u¨ber
yt = 1, 5(xt,1 − xt,3 + xt,3xt,4)
aus den Eingangszeitreihen gegeben.
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Abbildung 5: Bedingte Entropie H˜(Y|Xi). Die gestrichelte Linie gibt den Wert
der Einzelentropie H˜(Y) an.
Im ersten Schritt werden nun die bedingten Entropien H˜(Y|Xi), i = 1, . . . , 5
berechnet (Abbildung 5). Dabei wird, wie in der gesamten Arbeit, zur Berechnung
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der bedingten Entropien der natu¨rliche Logarithmus verwendet. Die Gro¨ße der
Entropie wird daher in
”
nats“ angegeben. In anderen Arbeiten, insbesondere in
der Informatik, wird auch der Logarithmus zur Basis 2 verwendet. Dies bedeutet
lediglich eine A¨nderung der Maßeinheiten, welche dann
”
bits“ sind.
Meßgro¨ße X5 hat keinen Einﬂuß auf Y. Die Entropie bzgl. Y wird durch ihre
Kenntnis nicht vermindert. Die meiste Information u¨ber Y ist in X1 enthalten.
Diese Gro¨ße wird daher festgehalten, und im zweiten Schritt werden die bedingten
Entropien H˜(Y|(X1,Xi)) berechnet (Abbildung 6).
2.0
1.0
0.0
i
X X X X X
ε
1
H
  (Y
|(X
 ,X
 )) 
[na
ts]
1 2 3 4 5
~
Abbildung 6: Bedingte Entropie H˜(Y|(X1,Xi)). Die gestrichelte Linie gibt den
Wert der bedingten Entropie H˜(Y|X1) an.
Die Berechnung ergibt, daß durch Hinzunahme der Eingangsgro¨ßen X1, X2
und X5 keine weitere Reduktion der bedingten Entropie erfolgt. Da die Gro¨ße X5
keinerlei Einﬂuß auf Y hat, kann sie auch, wie schon im ersten Schritt, keinen
zusa¨tzlichen Informationsgewinn liefern. X1 entha¨lt zwar die meiste Informati-
on u¨ber Y, jedoch selbstversta¨ndlich keinerlei zusa¨tzliche Information, da sie ja
von vornherein festgehalten wurde. A¨hnlich verha¨lt es sich mit X2. Sie lieferte
im ersten Schritt die zweitgeringste bedingte Entropie. Allerdings ist X2 selbst
eine Funktion von X1. Damit ist die Information, welche X2 u¨ber Y gibt, bereits
in X1 enthalten. Die bedingte Entropie wird also nicht verringert. Tatsa¨chliche
neue Information wird nur durch X3 und X4 geliefert. Da H˜(Y|(X1,X3)) etwas
kleiner ist als H˜(Y|(X1,X4)), wird im na¨chsten Schritt zusa¨tzlich zu X1 noch X3
festgehalten.
Durch die weitere Hinzunahme von X4 verschwindet die bedingte Entropie
H˜(Y|(X1,X3,X4)) nahezu vollsta¨ndig. Damit ist die Berechnung abgeschlossen.
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Abbildung 7: Bedingte Entropie H˜(Y|(X1,X3,Xi)). Die gestrichelte Linie gibt
den Wert der bedingten Entropie H˜(Y|(X1,X3)) an.
Die Ausgangsgro¨ße Y la¨st sich am besten als eine Funktion der Eingangsgro¨ßen
X1, X3 und X4 beschreiben.
Jedoch treten im letzten Schritt bereits deutliche Rechenungenauigkeiten auf:
H˜(Y|(X1,X3,X4)) verschwindet nicht vollkommen, und die bedingte Entropie
bei den anderen Eingangsgro¨ßen entspricht nicht mehr dem im zweiten Schritt
berechneten Wert von H˜(Y|(X1,X3)). Diese Fehler lassen sich auf die endliche
Anzahl von Zeitreihenpunkten und die nicht verschwindende Umgebungsgro¨ße
zuru¨ckfu¨hren.
4.4 Abha¨ngigkeit der bedingten Entropie H˜(Y|X) von der
Umgebungsgro¨ße und der La¨nge der Zeitreihe
Im letzten Abschnitt wurde festgestellt, daß H˜(Y|X) bei hinreichend langen
Zeitreihen und genu¨gend kleinen Umgebungsgro¨ßen eine gute Abscha¨tzung fu¨r
h˜(Y|X) darstellt. In dem vorgestellten Beispiel ist jedoch zu erkennen, daß die
numerisch berechneten Entropien zwar qualitativ die erwarteten Ergebnisse lie-
fern, jedoch quantitativ nicht exakt sind. Daher soll nun der Einﬂuß, den die
Umgebungsgro¨ße  und die La¨nge der Zeitreihe NT auf die bedingte Entropie
H˜(Y|X) ausu¨ben, untersucht werden.
Am Beispiel des Henonsystems
xt+1,1 = 1− ax2t,1 + xt,2
xt+1,2 = bxt,1
(4.14)
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Abbildung 8: Die zeitversetzten Werte yt bzgl. der x1-Komponente u¨ber den zeit-
lich zugeho¨rigen Werten xt,1 (links) und xt,2 (rechts) des Henonsystems.
mit den u¨blichen Parametern a = 1, 4 und b = 0, 3 wird zuna¨chst der Einﬂuß
von  auf die Berechnung der bedingten Entropie untersucht. Dazu werden als
Eingangszeitreihen {xt,1}Tt=1 und {xt,2}Tt=1 verwendet, die Ausgangsgro¨ße Y ist
durch die zeitversetzten Werte {xt+1,1}Tt=1 gegeben (Abbildung 8). Die modiﬁ-
zierte bedingte Entropie wird mit der in diesem Kapitel beschriebenen Methode
berechnet.
Der Einﬂuß der Umgebungsgro¨ße
Im ersten Schritt werden wieder die eindimensionalen Zusammenha¨nge mittels
H˜(Y|Xi) berechnet. Durch den Kehrwert von  ist die Anzahl an Intervallen N
festgelegt, welche beno¨tigt wird, um das Intervall [0, 1], auf welches die Zeitrei-
hen normiert sind, abzudecken. In Abbildung 9 sind die bedingten Entropien
H˜(Y|Xi) als Funktion von N dargestellt. Die Kurven wachsen logarithmisch an,
H˜(Y|Xi) kann demnach nicht gegen h˜(Y|Xi) konvergieren. Dieses Verhalten ist
darin begru¨ndet, daß Wahrscheinlichkeiten und keine Dichten berechnet werden,
welche zur Deﬁnition von h˜(Y|Xi) verwendet wurden. Daher bietet es sich an,
H˜(Y|Xi) im Verha¨ltnis zur Einzelentropie H˜(Y) (obere Linien in Abbildung 9)
zu betrachten.
Wird die bedingte Entropie ohne Beru¨cksichtigung der Korrektur η˜, also
H(Y|X) = −E(log P(y|x)), berechnet (unterbrochene Linien), so ist bereits ei-
ne erhebliche Reduktion der Entropie zu erkennen. Analog zur Deﬁnition der
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Abbildung 9: Die Entropie H(Y) (gepunktete Linien), sowie die bedingten Entro-
pien H(Y|Xi) (unterbrochene Linien) H˜(Y|Xi) (durchgezogene Linien) als Funk-
tion von N = 1/. Links sind die Werte fu¨r X1 und rechts fu¨r X2 zu sehen.
Informationsdimension [14]
Dinf(Z) = lim
→0
H(Z)
log()
, (4.15)
wobei Z beliebige Systemzusta¨nde bezeichnet, kann der Grenzwert
Dcond(Y|X) = lim
→0
H(Y|X)
log()
(4.16)
als eine
”
bedingte Informationsdimension“ angesehen werden (Abbildung 10). Sie
ist, wenn in X Information u¨ber Y enthalten ist, kleiner als die Informationsdi-
mension Dinf(Y).
Die durchgezogenen Linien in Abbildung 9 stellen die modiﬁzierte bedingte
Entropie dar. Sie ist kleiner als H(Y|X); die Korrektur der nichtlinearen Einﬂu¨sse
wirkt sich bereits aus. Y ist zwar keine eindeutige Funktion von X1 oder X2,
kann aber lokal als eine Funktion von den Xi dargestellt werden (Abbildung
8). Da die Korrekturterme auch nur lokal berechnet werden, fu¨hrt dies zu einer
Verminderung der bedingten Entropie.
Nach dem ersten Schritt wird die Gro¨ße X1, welche den niedrigeren Wert
H˜(Y|X) ergibt, festgehalten, und die bedingte Entropie wird bei den vollsta¨ndig
gegebenen Systemzusta¨nden (X1,X2) berechnet.
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Abbildung 10: Die Quotienten H(Y|X1)
log()
(unten) und H(Y|X2)
log()
(oben) konvergieren
gegen die jeweilige bedingte Informationsdimension Dcond(Y|X) (unterbrochene
Linien).
Der Einﬂuß der La¨nge der Zeitreihe
Bei feinerer Partitionierung, also gro¨ßerem N , sinkt zuna¨chst die bedingte Entro-
pie (Abbildung 11). Die gescha¨tzten Werte η˜(x) na¨hern sich immer mehr den
exakten Werten η(x) an, so daß die bedingte Entropie H˜(Y|(X1,X2)), im Rah-
men der numerischen Genauigkeit, verschwindet. Wird N allerdings zu groß, so
beginnt die bedingte Entropie wieder zu wachsen.
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Abbildung 11: Die bedingte Entropie H˜(Y|(X1,X2)) als Funktion von N .
Die Ursache hierfu¨r liegt in der begrenzten La¨nge der Zeitreihe, die im Beispiel
NT = T = 50000 Datenpunkte betra¨gt. Die Anzahl der -Quadrate, die beno¨tigt
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wird, um die durch X1 und X2 aufgespannte Fla¨che zu u¨berdecken, ist N
2. Um
eine zweidimensionale Ebene zu bestimmen, werden aber mindestens drei Punkte
beno¨tigt. Wird die Anzahl der Punkte in den einzelnen durch X und Y gege-
benen -Wu¨rfeln zu klein, kann folglich keine Berechnung des Korrekturterms η˜
erfolgen, so daß die berechnete bedingte Entropie wieder anwa¨chst. Bei weiter
anwachsendem N ist auch keine sinnvolle Abscha¨tzung von P mehr mo¨glich. Al-
lerdings muß in der Regel nicht die gesamte X-Fla¨che u¨berdeckt werden, sondern
nur derjenige Teil, in dem sich auch Datenpunkte beﬁnden. Damit steigt die An-
zahl der beno¨tigten -Wu¨rfel nicht mit der euklidischen Dimension, sondern mit
der fraktalen Kapazita¨ts-Dimension DKap [15]. Daher beginnt das Ansteigen der
bedingten Entropie im Beispiel auch erst bei einem Wert von N  400, bei dem
die durchschnittliche Anzahl von Punkten in den einzelnen -Quadraten bereits
kleiner als 1
3
ist.
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Abbildung 12: Die bedingte Entropie H˜(Y|(X1,X2)) als Funktion von N bei ver-
schiedenen Zeitreihenla¨ngen. Die Anzahl an Datenpunkten betra¨gt T = 500000,
T = 50000 und T = 10000.
Weitere Berechnungen von H˜(Y|(X1,X2)) wurden fu¨r Zeitreihen der La¨nge
T = 500000, T = 50000 und T = 10000 durchgefu¨hrt (Abbildung 12). Bis zu
einem Wert von N  100 verlaufen sa¨mtliche Kurven gleichfo¨rmig. Ab N > 100
zeigt die Kurve fu¨r die ku¨rzeste Zeitreihe deutliche Abweichungen. Die la¨ngste
Zeitreihe liefert fu¨r Werte bis N = 1000 bedingte Entropien, die kleiner als 0,002
nats sind, und selbst bei N = 2000 ist H˜0, 0005(Y|(X1,X2)) < 0,005 nats. Fu¨r eine
Zeitreihe mit 2000 Datenpunkten (nicht dargestellt) wurde bei N = 60 dieser
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Wert ebenfalls unterschritten. Jedoch traten hier bereits bei N  250 sehr große
Fehler in der Berechnung auf.
Die Wahl der richtigen Umgebungsgro¨ße ha¨ngt demnach von der La¨nge der
Zeitreihe ab; je ku¨rzer diese ist, desto gro¨ßer muß  gewa¨hlt werden. Anderer-
seits muß ebenfalls gewa¨hrleistet sein, daß H˜(Y|X) noch hinreichend gut ab-
gescha¨tzt werden kann, also insbesondere die nichtlinearen Einﬂu¨sse bestimmt
werden ko¨nnen.
Fu¨r ho¨herdimensionale Systeme mit einer komplexen Dynamik reichen u.U.
eine Million Datenpunkte fu¨r eine sinnvolle Abscha¨tzung der bedingten Entropie
nicht aus. Zur Identiﬁzierung eindimensionaler Zusammenha¨nge genu¨gt ha¨uﬁg
bereits eine Zeitreihenla¨nge von T  1000. Da die Wahl von  von der Dynamik
des Systems abha¨ngt, kann keine feste Regel dafu¨r angegeben werden; es sollte
aber immer so klein gewa¨hlt werden, wie es die La¨nge der Zeitreihe zula¨ßt.
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5 Abha¨ngigkeiten innerhalb einer skalarwerti-
gen Zeitreihe
In diesem Kapitel wird zuna¨chst eine Methode vorgestellt, mit der aus Zeitreihen
nichtlinearer dynamischer Systeme Zeitabha¨ngigkeiten ermittelt werden ko¨nnen,
die mittels der linearen Standardverfahren nicht identiﬁziert werden ko¨nnen. Aus
diesem Grund werden diese Abha¨ngigkeiten auch ha¨uﬁg als
”
verborgene Periodi-
zita¨ten“ bezeichnet. Es wird gezeigt, daß diese zeitlichen Abha¨ngigkeiten auch
durch die Berechnung der bedingten Entropie ermittelt werden ko¨nnen. Zusam-
menha¨nge zwischen den Verfahren werden untersucht.
5.1 Dichten entlang einer Trajektorie
Ein zeitkontinuierliches, dynamisches System kann gema¨ß Kapitel 2 durch ein
Diﬀerentialgleichungssystem x˙ = F(x) und dem zugeho¨rigen Fluß f t beschrieben
werden. Zu einem vorgegebenen Startpunkt x0 wird durch f
t(x0) eine Trajektorie
beschrieben. Zu jedem Punkt dieser Trajektorie kann analog zu Gleichung (4.1)
eine Dichte
ρ(x) = lim
T→∞
1
T
T∫
0
1U(f
t(x0))
µL(U(x))
dt (5.1)
abgescha¨tzt werden. Dabei ist 1U wieder die Indikatorfunktion zu der Menge
U(x). Ortega schlug vor, diese Dichten zur Untersuchung von Zeitreihen nichtli-
nearer dynamischer Systeme zu verwenden [16, 17].
Folgende U¨berlegungen waren dafu¨r ausschlaggebend: In einer skalaren
Zeitreihe des dynamischen Systems ist Information u¨ber die gesamte Dynamik
enthalten. Mittels Zeitverzo¨gerungskoordinaten [18, 19] kann eine Rekonstrukti-
on der Dynamik vorgenommen werden, d.h. ist eine Gro¨ße X des Systems bekannt,
so wird ein Zeitverzo¨gerungsvektor
xˆt = (xt, xt−∆τ , . . . , xt−(d−1)∆τ ), (5.2)
d ist dabei die Einbettungsdimension und ∆τ die Zeitverzo¨gerung, gebildet, der
die Systeminformation entha¨lt3. In dem rekonstruierten System ko¨nnen nun die
3Im folgenden Kapitel wird na¨her auf die Wahl von d und ∆τ eingegangen.
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invarianten Dichten ρ(xˆ) = ρ(xˆ) bestimmt werden. Damit liegt mit ρt = ρ(xˆt)
wieder eine skalare Zeitreihe vor, welche die Dichten entlang der Trajektorie be-
schreibt. Die resultierende Zeitreihe entha¨lt Information u¨ber die gesamte Dyna-
mik.
Zur Veranschaulichung des Verfahrens soll die x-Komponente des Lorenzsy-
stems
x˙ = 10(y − x)
y˙ = 28x− y − xz
z˙ = −83z + xy
(5.3)
untersucht werden. Dazu wurde die Diﬀerentialgleichung numerisch mit einer fe-
sten Schrittweite von ts = 0, 025 s’ integriert
4. Im ersten Schritt wird dann das
Leistungsspektrum bzgl. der x-Komponente berechnet (Abbildung 13).
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Abbildung 13: Lineares Leistungsspektrum der x-Komponente des Lorenzsy-
stems.
Dieses weist einen deutlichen (1/f)-Abfall auf, und es ko¨nnen ihm somit keine
Informationen u¨ber dominierende Periodizita¨ten entnommen werden.
In einem zweiten Schritt wird daher eine Attraktorrekonstruktion gema¨ß (5.2)
durchgefu¨hrt. Die verwendeten Parameter sind dabei d = 3 und ∆τ = 0, 175 s’.
Mittels des in Kapitel 4 beschriebenen Verfahrens werden dann die Dichten ρt
bestimmt. Die resultierende Zeitreihe der Dichten {ρt}T ′t=1 wird daraufhin fourier-
transformiert.
4Die Einheit s’ ist durch einen Integrationsschritt der La¨nge 1 gegeben; Hz’ = 1/s’.
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Deren Leistungsspektrum (Abbildung 14, links) weist ein scharfes lokales Ma-
ximum bei f  1, 2 Hz’ auf. Dieses entspricht exakt der dominierenden Frequenz
der z-Komponente des Lorenzsystems (Abbildung 14, rechts).
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Abbildung 14: Lineare Leistungsspektren der Dichtezeitreihe {ρ(xˆt)} (links) und
der z-Komponente des Lorenzsystems (rechts).
Mit der vorgestellten Methode ko¨nnen also verborgene Periodizita¨ten, die in
der Ausgangszeitreihe mit den linearen Standardmethoden nicht identiﬁzierbar
sind, bestimmt werden.
5.2 Zeitentwicklung der Dichten bei iterierten Abbildun-
gen auf einem Intervall
Die Bedeutung der zeitlichen Entwicklung von Dichten entlang einer Trajekto-
rie wird nun anhand eindimensionaler, zeitdiskreter dynamischer Systeme un-
tersucht. Analogien zwischen der oben vorgestellten Methode und dem in dieser
Arbeit verwendeten informationstheoretischen Verfahren werden hierbei betrach-
tet.
Dazu werden iterierte Abbildungen xt+1 = f
1(xt) (2.2) untersucht, wobei
f = f 1 ein Intervall I ∈ R auf sich selbst abbildet. Weiterhin wird vorausgesetzt,
daß die invariante Dichte fast u¨berall auf I endlich, also ρ(x) > 0 fu¨r x ∈ I,
ansonsten 0 ist. Dann ist die Verteilungsfunktion [9]
F (x) =
x∫
−∞
ρ(y)dy (5.4)
36
auf I streng monoton steigend und somit invertierbar.
Im weiteren wird eine Zeitreihe eines solchen Systems untersucht. Diese ent-
steht durch iterierte Anwendung von f bei einem beliebigen Startpunkt x0 ∈ I.
Werden alle Werte dieser Zeitreihe durch x¯t = F (xt) abgebildet, so wird eine neue
Zeitreihe {x¯t} gebildet, die eine Gleichverteilung auf dem Intervall [0, 1] erzeugt.
Die x¯t sind Realisierungen eines dynamischen Systems auf dem Einheitsintervall
[0, 1], das durch
x¯t+1 = f¯(x¯t), mit f¯ = F ◦ f ◦ F−1 (5.5)
gegeben ist. Der Zusammenhang der beiden Systeme kann schematisch durch




xt xt+1
x¯t x¯t+1
FF -1
f¯
f
dargestellt werden. Mittels der Kettenregel kann nun f¯ nach x¯ abgeleitet werden
df¯(x¯t)
dx¯
=
dF−1(x¯t)
dx¯
· df(xt)
dx
· dF (xt+1)
dx
. (5.6)
Da die Dichte gema¨ß der Deﬁnition der Verteilungsfunktion deren Ableitung ist,
d.h.
ρ(x) =
dF (x)
dx
,
kann fu¨r die zeitliche Entwicklung der Dichte entlang der Trajektorie der Zusam-
menhang
ρ(xt+1) =
∣∣∣∣ f¯ ′(x¯t)f ′(xt)
∣∣∣∣ · ρ(xt) (5.7)
abgeleitet werden.
Als Beispiel sei hier die logistische Abbildung
f(x) = 1− 2x2 (5.8)
aufgefu¨hrt. Die korrespondierende Abbildung auf dem Einheitsintervall ist die
Zeltabbildung
f¯(x¯) =
{
2x: 0 ≤ x ≤ 1
2
2− 2x: 1
2
< x ≤ 1.
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Die durch die logistische Abbildung gegebene Dichtefunktion ist [20]
ρ(x) =
1
π
√
1− x2 .
Die Dichte an der Stelle f(x) ist∣∣∣∣ f¯ ′(x¯)f ′(x)
∣∣∣∣ · ρ(x) = 12|x|π√1− x2 = 1π√4x2 − 4x4 = 1π√1− (1− 2x2)2 = ρ(f(x)).
Fu¨r den eindimensionalen Fall (5.7) wird nun die Autokorrelationsfunktion
berechnet. Diese ist als Fouriertransformierte des Leistungsspektrums eine a¨qui-
valente Darstellung der zeitlichen Abha¨ngigkeiten.
Mit der Abku¨rzung b∆τ (xt) =
∣∣∣ (f¯∆τ )′(x¯t)(f∆τ )′(xt)
∣∣∣ kann die Autokorrelationsfunktion
der Dichten als
Corr(∆τ) =
E[(ρt − Eρ) · (ρt+∆τ − Eρ)]
E[(ρt − Eρ)2] =
E[(ρt − Eρ) · (b∆τ (xt) · ρt − Eρ)]
E[(ρt − Eρ)2]
(5.9)
geschrieben werden. Ausmultiplizieren von Za¨hler und Nenner ergibt
Corr(∆τ) =
E[b∆τ (xt) · ρ2t ]− (Eρ)2
E(ρ2t )− (Eρ)2
. (5.10)
Die Korrelationskoeﬃzienten zu festen Zeitdiﬀerenzen ∆τ ha¨ngen also weitgehend
von den Werten b∆τ (xt) ab. Der Za¨hler |(f¯∆τ )′(x¯t)| kann als ein Maß fu¨r den An-
teil, welchen ρ(xt) zur Dichte ρ(xt+∆τ ) beitra¨gt, angesehen werden. Der Nenner∣∣∣ 1(f∆τ )′(xt)
∣∣∣ entspricht der bedingten Wahrscheinlichkeit η1 aus (3.6). Er gibt Aus-
kunft u¨ber den Informationsverlust, der lokal durch Nichtlinearita¨ten verursacht
wird. Die Autokorrelation der Dichten entlang einer Trajektorie kann damit als
Maß fu¨r den mittleren Informationsﬂuß u¨ber eine Zeit ∆τ betrachtet werden. Ist
der Informationsverlust gering, so nimmt die Autokorrelationsfunktion große, ist
er jedoch groß, so nimmt sie kleine Werte an.
Aufgrund des Fehlens einer Verteilungsfunktion auf ho¨herdimensionalen Man-
nigfaltigkeiten kann die obige Herleitung nicht auf allgemeinere Fa¨lle u¨bertragen
werden. Dennoch erscheint es nach den bisherigen U¨berlegungen sinnvoll, den
mittleren Informationsverlust u¨ber eine Zeit ∆τ direkt mittels der bedingten
Entropie zu berechnen.
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5.3 Bedingte Entropie und Informationsﬂu¨sse in skalaren
Zeitreihen
Um zeitliche Zusammenha¨nge zwischen den Zusta¨nden eines Systems bei Messung
nur einer skalaren Zeitreihe zu quantiﬁzieren, werden nun die bedingten Entropien
H˜(X0|X−∆τ) berechnet. Es werden also fu¨r verschiedene Zeitdiﬀerenzen ∆τ die
Zeitreihen {xt}t≤T und {xt−∆τ}t≤T betrachtet. Die eindimensionalen bedingten
Entropien ergeben dann eine Funktion der Zeitdiﬀerenzen ∆τ
H˜(∆τ) = H˜(X0|X−∆τ). (5.11)
Da bei nichtlinearer Dynamik die Kolmogorov-Sinai-Entropie ha¨uﬁg positiv ist,
kann angenommen werden, daß bei gro¨ßeren Zeitabsta¨nden weniger Information
u¨ber den zuku¨nftigen Zustand vorhanden ist. Damit ist dann ein Ansteigen der
Entropiefunktion (5.11) verbunden. Sind jedoch verborgene Periodizita¨ten in der
Zeitreihe vorhanden, so ist bzgl. der entsprechenden Periodenla¨ngen ein gro¨ßerer
Informationsgehalt zu erwarten. Die Kurve der bedingten Entropie sollte dann
lokale Minima aufweisen.
Um dies zu u¨berpru¨fen, wird wieder die x-Koordinate des Lorenzsystems (5.3)
untersucht. Dabei werden die in Abschnitt 5.1 eingefu¨hrten Zeitreihen verwendet.
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Abbildung 15: Bedingte Entropie H˜(X0|X−∆τ ) als Funktion der Zeitdiﬀerenz ∆τ
(x-Komponente des Lorenzsystems).
In Abbildung 15 ist die Kurve H˜(∆τ) der bedingten Entropie dargestellt.
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Ohne Zeitverzo¨gerung (∆τ = 0) ist die bedingte Entropie 0, da die untersuchten
Zeitreihen identisch sind. Mit wachsenden ∆τ steigt die bedingte Entropie stark
an; wa¨hrend der zeitlichen Entwicklung des Systems geht immer mehr Informati-
on verloren. Bei Zeitdiﬀerenzen von ∆τ  0, 25 s’ und Vielfachen von ∆τ  0, 8 s’
besitzt die Funktion lokale Minima.
Zum Vergleich wird nun die Autokorrelation der Dichtezeitreihe aus Abschnitt
5.1 berechnet (Abbildung 16). Entsprechend der im letzten Abschnitt vorgestell-
ten Ergebnisse nimmt sie bei denjenigen Zeitabsta¨nden ∆τ große Werte an, bei
denen im Mittel nach Ablauf dieser Zeit noch viel Information erhalten bleibt.
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Abbildung 16: Autokorrelationsfunktion der zeitaufgelo¨sten Dichten im aus der
x-Komponente rekonstruierten Attraktor des Lorenzsystems.
Aus den Abbildungen 15 und 16 ist deutlich zu erkennen, daß Corr(∆τ) gera-
de dann hohe Werte annimmt, wenn H˜(∆τ) lokale Minima aufweist. Das bedeu-
tet, daß mittels der Berechnung der bedingten Entropie aus skalaren Zeitreihen
auch verborgene Periodizita¨ten identiﬁziert werden ko¨nnen.
Die beiden vorgestellten Methoden du¨rfen jedoch nicht als a¨quivalent angese-
hen werden, da gravierende Unterschiede zwischen beiden bestehen.
Zuna¨chst ist anzumerken, daß die Korrelation ein symmetrisches Maß ist,
d.h. Corr(∆τ) = Corr(−∆τ). Damit kann durch sie nur diejenige Menge an
Information quantiﬁziert werden, die sowohl in X0 als auch in X∆τ enthalten ist.
Sie entspricht damit eher der Transinformation (2.10). Die bedingte Entropie gibt
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jedoch die in X0 u¨ber spa¨tere Zusta¨nde X∆τ enthaltene Information an. Im Falle
der logistischen Abbildung aus dem vorangegangenen Abschnitt ist h˜(X1|X0) =
0, da X1 durch die Funktion f(x) = 1 − x2 aus X0 hervorgeht. Es ist jedoch
h˜(X0|X1) = log 2, da jeder Funktionswert genau zwei Urbilder besitzt.
Ein zweiter wesentlicher Unterschied ist, daß durch die Bestimmung der Dich-
ten entlang einer Trajektorie der Informationsﬂuß im gesamten System untersucht
wird. Die bedingte Entropie h˜(Y|X) gibt jedoch gema¨ß ihrer Deﬁnition an, wie-
viel Information u¨ber eine skalare Gro¨ße Y aus der Kenntnis einer anderen Gro¨ße
X gewonnen werden kann.
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6 Rekonstruktion nichtlinearer Dynamik
Im letzten Kapitel wurde gezeigt, daß zeitliche Zusammenha¨nge zwischen
Zusta¨nden aus Zeitreihen dynamischer Systeme durch die Berechnung der be-
dingten Entropie entdeckt werden ko¨nnen. Dabei wurden nur skalare Zeitrei-
hen des Systems betrachtet. Die Untersuchung des Einﬂusses von mehrdimen-
sionalen Gro¨ßen X, die mittels Zeitverzo¨gerungskoordinaten gewonnen werden
ko¨nnen, fu¨hrt zur Identiﬁzierung optimaler Parameter fu¨r eine Zeitverzo¨gerungs-
Einbettung.
6.1 Bedingte Entropie und die Wahl der Verzo¨gerungs-
zeiten
Die Rekonstruktion chaotischer Attraktoren [18, 19] ist eine der am ha¨uﬁgsten
angewandten Methoden bei der Analyse nichtlinearer dynamischer Systeme.
Dazu wird ein Zustand xt des dynamischen Systems mit einem aus zeit-
verzo¨gerten Koordinaten einer einzelnen Systemgro¨ße bestehenden Vektor
xˆt = (xt, xt−∆τ , . . . , xt−(d−1)∆τ ) (6.1)
identiﬁziert. Gilt fu¨r die Einbettungsdimension d > 2DKap, wobei DKap die Ka-
pazita¨t darstellt, so ist durch die Zeitverzo¨gerungsvektoren (6.1) fast sicher eine
Einbettung des Originalattraktors gegeben [19, 21]. Die Wahl der Zeitverzo¨ge-
rung ist bei unendlich langen Zeiten willku¨rlich, mit der Einschra¨nkung, daß das
Originalsystem keine periodischen Bahnen der La¨nge ∆τ und 2∆τ enthalten darf.
Bei der Analyse endlicher Zeitreihen ist dies nicht mehr der Fall.
Eine Vielzahl von Analysemethoden der nichtlinearen Dynamik basieren auf
der Suche nach na¨chsten Nachbarn. Wie in Kapitel 4 gezeigt, kann bei einer fest-
gehaltenen Anzahl von Datenpunkten die Gro¨ße einer -Umgebung, in der nach
Nachbarpunkten gesucht wird, nicht mehr beliebig klein gewa¨hlt werden. Die Zeit-
verzo¨gerung sollte so gewa¨hlt werden, daß die Einbettungsdimension mo¨glichst
klein gewa¨hlt werden kann, da die Anzahl beno¨tigter Datenpunkte bei fester Um-
gebungsgro¨ße exponentiell mit der Einbettungsdimension ansteigt [22].
Um dies zu erreichen wurden zahlreiche Vorschla¨ge gemacht [23, 24, 25, 26, 27].
Die am ha¨uﬁgsten verwendeten Methoden zielen darauf ab, mo¨glichst unabha¨ngi-
42
ge Koordinaten auszuwa¨hlen. Dabei wird davon ausgegangen, daß in ihnen am
meisten unabha¨ngige Information enthalten ist und dadurch eine mo¨glichst ge-
ringe Einbettungsdimension beno¨tigt wird.
Um diejenigen Zeitverzo¨gerungen herauszuﬁnden, welche unabha¨ngige Koor-
dinaten liefern, werden Autokorrelationsfunktionen berechnet oder die Transin-
formation (2.10) bestimmt [23, 27]. Letztere hat den Vorteil, daß auch nichtlineare
Zusammenha¨nge beru¨cksichtigt werden.
Zur Berechnung der Transinformation werden zeitversetzte Sequenzen X = X0
und Y = X∆τ einer Zeitreihe betrachtet. Die Elemente der Zeitreihen sind also
durch yt = xt−∆τ miteinander verknu¨pft. Da die Transinformation eine sym-
metrische Gro¨ße ist, kann das Vorzeichen von ∆τ beliebig gewa¨hlt werden. Fu¨r
verschiedene ∆τ wird dann die Transinformation
I(∆τ) = I(X∆τ ,X0) (6.2)
bestimmt, also eine Autotransinformationsfunktion berechnet.
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Abbildung 17: Normierte Autotransinformationsfunktion der x-Komponente des
Lorenzsystems.
Fu¨r die x-Komponente des Lorenzsystems (5.3) wird diese Funktion berech-
net; die dazu beno¨tigten Wahrscheinlichkeiten ko¨nnen analog zu der in Kapitel
4 vorgestellten Methode abgescha¨tzt werden. In Abbildung 17 ist die normierte
Funktion zu sehen. Wie schon im letzten Kapitel angesprochen, weist sie deutliche
A¨hnlichkeiten mit der Autokorrelationsfunktion der Dichtezeitreihen (Abbildung
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16) auf. Allerdings sind ihre Maxima deutlicher ausgepra¨gt, was auf die Verwen-
dung des Logarithmus zuru¨ckzufu¨hren ist.
Die Transinformation quantiﬁziert den gemeinsamen Informationsgehalt zwei-
er Zufallsgro¨ßen, kleine Werte bedeuten also eine große Unabha¨ngigkeit. Damit
die ∆τ mo¨glichst klein und somit noch viel Information u¨ber die Dynamik erhal-
ten bleibt, wird als Zeitverzo¨gerung der Wert gewa¨hlt, der das erste Minimum
der Autotransinformationsfunktion hervorbringt. Im Beispiel des Lorenzsystems
wu¨rde also ∆τ  0,5 s’ gewa¨hlt.
Es stellt sich nun die Frage, ob diese Wahl tatsa¨chlich die bestmo¨gliche zur
Beschreibung der Dynamik ist. Diese Frage kann durch die Bestimmung der be-
dingten Entropie beantwortet werden [12]. Wie in Kapitel 4 gezeigt wurde, wird
die bedingte Entropie gerade dann klein, wenn mo¨glichst viel unabha¨ngige Infor-
mation in zwei oder mehr unterschiedlichen Gro¨ßen u¨ber eine andere enthalten ist.
Im Fall der Zeitverzo¨gerungseinbettung wird daher der Einﬂuß von Verzo¨gerungs-
vektoren (xt, xt−∆τ ) auf zuku¨nftige Zusta¨nde xt+∆t untersucht. Aus diesem Grund
wird die bedingte Entropie
H˜∆t (∆τ) = H˜(X∆t|(X0,X−∆τ)) (6.3)
berechnet. Bei der Zeitverzo¨gerung ∆τ , die H˜∆t (∆τ) minimiert, kann ein Zustand,
der um ∆t in die Zukunft versetzt ist, im Mittel am besten durch (xt, xt−∆τ )
vorhergesagt werden.
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Abbildung 18: Die bedingte Entropie H˜av (∆τ) der x-Komponente des Lorenzsy-
stems.
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Um mo¨gliche Einﬂu¨sse von Perioden der La¨nge ∆τ +∆t auszuschließen, wird
diese bedingte Entropie fu¨r verschiedene Vorhersagezeiten ∆t berechnet und der
Mittelwert
H˜av (∆τ) =
〈
H˜∆t (∆τ)
〉
∆t
(6.4)
gebildet.
Wiederum fu¨r die x-Komponente des Lorenzsystems wird H˜av (∆τ) berechnet
(Abbildung 18). Dabei wird die Mittelung (6.4) u¨ber Vorhersagezeiten vom ein-
bis 25-fachen der Integrationsschrittweite von 0,01 s’ durchgefu¨hrt. Das Minimum
dieser Funktion liegt bei einer Zeitverzo¨gerung von ∆τ  0,2 s’. Bei diesem Wert
ist einerseits noch viel Information u¨ber X∆t in X−∆τ enthalten, diese ist aber von
der in X0 enthaltenen weitgehend unabha¨ngig. Mit gro¨ßer werdenden Zeitverzo¨ge-
rungen steigt auch die bedingte Entropie an, da immer weniger Information u¨ber
zuku¨nftige Zusta¨nde in X−∆τ enthalten ist.
Die Autotransinformationsfunktion hat ihr Minimum bei ∆τ  0,5 s’, und
weist fu¨r ∆τ  0,2 s’ nur ein kleines Nebenminimum auf. Damit kann folgende
Schlußfolgerung gezogen werden:
Mo¨glichst große Unabha¨ngigkeit der Verzo¨gerungskoordinaten bedeutet nicht
zwangsla¨uﬁg einen großen Informationsgehalt bzgl. der Systemdynamik!
Die Gru¨nde hierfu¨r sollen nun anhand der entsprechenden Attraktorrekon-
struktionen erla¨utert werden (Abbildung 19).
Abbildung 19: Zweidimensionale Rekonstruktionen des Lorenzattraktors mit
den durch Transinformation (links) und bedingter Entropie (rechts) ermittelten
Verzo¨gerungszeiten.
45
Wird der Attraktor mittels der durch die Transinformationsfunktion ermit-
telten Zeitverzo¨gerung rekonstruiert, so sind die einzelnen Punkte mo¨glichst
gleichma¨ßig u¨ber einen großen Bereich des Rekonstruktionsraums verteilt. Dies
fu¨hrt jedoch zu einer
”
Ru¨ckfaltung“: Trajektorienabschnitte, die eigentlich zeit-
lich voneinander getrennt sind, u¨berschneiden sich. Die charakteristische Form
des Lorenzattraktors geht verloren (Abbildung 19, links). Die U¨berschneidung
der Trajektorien bedeutet jedoch, daß im rekonstruierten Raum Zusta¨nde be-
nachbart sind, die eine zum Teil sehr unterschiedliche weitere zeitliche Entwick-
lung haben. Damit geht Information u¨ber die Dynamik verloren. Genau dieser
Punkt ist aber bei der Berechnung der bedingten Entropie H˜av (∆τ) entscheidend.
Da die gemeinsame Information in X0 und X−∆τ u¨ber X∆t mo¨glichst gering ist,
wird bei der Entfaltung des Attraktors, d.h. bei einer Vergro¨ßerung der Absta¨nde
der Teiltrajektorien, die bedingte Entropie zuna¨chst kleiner. Wenn H˜av (∆τ) ein
Minimum erreicht hat, ist der Attraktor optimal entfaltet (Abbildung 19, rechts).
Eine Vergro¨ßerung von ∆τ fu¨hrt dazu, daß diese Absta¨nde wieder kleiner werden:
Die Information u¨ber spa¨tere Zusta¨nde wird geringer, H˜av (∆τ) beginnt wieder zu
wachsen. Je gro¨ßer ∆τ wird, desto weniger Information kann den Zeitverzo¨ge-
rungsvektoren entnommen werden. H˜av (∆τ) konvergiert demzufolge gegen die
bedingte Entropie bei ausschließlich gegebenem X0.
Die Bestimmung der Verzo¨gerungszeit durch die Berechnung des Minimums
von H˜av (∆τ) hat oﬀenbar deutliche Vorteile gegenu¨ber der Bestimmung mittels
Transinformationsfunktionen, da bei der bedingten Entropie die Dynamik des
Systems explizit beru¨cksichtigt wird.
6.2 Variable Verzo¨gerungszeiten und die Bestimmung der
Einbettungsdimension
Nicht immer zeigt H˜av (∆τ) ein so deutliches Minimum wie bei dem Lorenzsystem.
Dies ist z.B. beim Duﬃngsystem der Fall. Der Duﬃng-Oszillator ist ein getriebe-
ner Oszillator mit hartem Potential, er wird durch die Diﬀerentialgleichung
x¨+Dx˙+ x+ x3 = c · cos(ωt) (6.5)
beschrieben. Die hier verwendeten Parameter sind D = 0,2, c = 40 und ω = 1.
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Die Diﬀerentialgleichung (6.5) kann als gewo¨hnliches Diﬀerentialgleichungssy-
stem in der Form
u˙ = v
v˙ = c · cos(Ω)−Dv − u− u3
Ω˙ = ω
(6.6)
geschrieben werden. Die Projektion einer typischen Trajektorie, sowie eine Teil-
sequenz der Zeitreihe fu¨r die u-Komponente sind in Abbildung 20 dargestellt.
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Abbildung 20: Typische Struktur des Duﬃngattraktors (links). Ausschnitt aus
der Zeitreihe der u-Komponente (rechts).
Das System wurde mit einer konstanten Schrittweite von ts = π/100 integriert.
Die u-Komponente des Systems wird analysiert, d.h. die bedingten Entropien
H˜∆t (∆τ) werden berechnet. Die Kurven fu¨r die Zeiten ∆t = 4ts, . . . , 12ts sind in
Abbildung 21 zu sehen.
Je gro¨ßer die Vorhersagezeit wird, desto gro¨ßer wird auch die bedingte Entro-
pie. Dennoch zeigen alle Kurven eine a¨hnliche Struktur mit mehreren lokalen
Minima. Fu¨r große Vorhersagezeiten liegt das absolute Minimum bei ca. π/2 s’.
Bei dieser Verzo¨gerungszeit wird die durch die antreibende Sinusschwingung gege-
bene Dynamik am besten aufgelo¨st. Fu¨r kleine Vorhersagezeiten wird die kleinste
Entropie bei ∆τ  0, 3 s’ erreicht. Diese Zeit sorgt fu¨r eine bessere Entfaltung der
kleineren, ho¨herfrequenten Schwingungsanteile, die in Abbildung 20 (rechts) zu
erkennen sind. Dieses Minimum verliert allerdings fu¨r gro¨ßere ∆t an Bedeutung,
so daß bei Berechnung der gemittelten Entropie H˜av (∆τ) die Zeitverzo¨gerung
∆τ = π/2 s’ als am besten fu¨r die Attraktorrekonstrunktion geeignet erscheint
(Abbildung 22, obere Kurve).
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Abbildung 21: Die bedingte Entropie H˜∆t (∆τ) fu¨r Vorhersagezeiten ∆t = 4ts
(untere Kurve) bis ∆t = 12ts (oberste Kurve).
Wenn nun aber zwei verschiedene Verzo¨gerungszeiten die Dynamik auf ver-
schiedenen Zeitskalen auﬂo¨sen, stellt sich die Frage, ob es nicht sinnvoll ist, beide
Verzo¨gerungszeiten zur Attraktorrekonstruktion zu verwenden. Die Verwendung
verschiedener Verzo¨gerungszeiten widerspricht nicht den Sa¨tzen von Takens und
Sauer [18, 19], in denen die Mo¨glichkeit einer Zeitverzo¨gerungseinbettung bewie-
sen wird.
Um festzustellen, welche dreidimensionale Verzo¨gerungsvektoren die meiste
Information u¨ber die Systemdynamik enthalten, kann das in Kapitel 4 beschrie-
bene Iterationsverfahren verwendet werden. Dazu wird die im ersten Schritt er-
mittelte, beste Verzo¨gerungszeit ∆τ1 festgehalten und die bedingte Entropie
H˜av (∆τ) =
〈
H˜(X∆t|(X0,X−∆τ1 ,X−∆τ ))
〉
(6.7)
berechnet (Abbildung 22, mittlere Kurve).
Es ist deutlich zu erkennen, daß die Funktion an der Stelle ∆τ = ∆τ1 ein
Maximum aufweist. Durch die wiederholte Verwendung der ersten Verzo¨gerungs-
zeit kann selbstversta¨ndlich keine Information gewonnen werden. An dieser Stelle
beha¨lt die bedingte Entropie folglich ihren Wert. Im Falle des Duﬃngsystems
ergibt auch die Hinzunahme von X2∆τ nicht den gro¨ßten Informationsgewinn,
sondern die Verwendung einer zweiten Verzo¨gerungszeit ∆τ2  0, 3 s’. Dies ist
die Zeit, bei der die ho¨herfrequenten Schwingungsanteile am besten aufgelo¨st
werden ko¨nnen. Es erscheint also sinnvoll, verschiedene Verzo¨gerungszeiten zu
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Abbildung 22: Die bedingte Entropie H˜av (∆τ) fu¨r verschiedene Einbettungsdi-
mensionen d = 2, 3, 4.
verwenden.
Weiterhin kann durch die Iteration des Verfahrens auch die beno¨tigte minimale
Einbettungsdimension abgescha¨tzt werden.
Eine topologische Einbettung ist eine bijektive, stetige Abbildung, deren In-
verse ebenfalls stetig ist [28]. Fu¨r Einbettungsdimensionen d > 2DKap wurde be-
wiesen, daß durch Bildung von Zeitverzo¨gerungsvektoren mittels (6.1) fast sicher
eine Einbettung erhalten wird [19]. Es wird nun gezeigt, daß fu¨r eine Rekonstruk-
tion der Dynamik nicht unbedingt a¨quidistante Verzo¨gerungszeiten notwendig
sind. Dazu werden Zeitverzo¨gerungskoordinaten
X0, X−∆τ1 , X−∆τ2, . . .
mit beliebigen Verzo¨gerungszeiten ∆τi vorgegeben. Fu¨r derartige Zeitverzo¨ge-
rungsvektoren wird die modiﬁzierte bedingte Entropie H˜∆t (∆τ) analog zu Glei-
chung (6.3) berechnet. Ist der Grenzwert h˜∆t(∆τ) = 0 fu¨r mindestens d ver-
schiedene Vorhersagezeiten, welche den Verzo¨gerungszeiten in (6.1) entsprechen,
so existiert fast sicher eine stetige Abbildung von dem gegebenen auf einen d-
dimensionalen Verzo¨gerungsvektor mit konstanten Verzo¨gerungszeiten, und da-
mit auf den originalen Zustandsvektor. Die vorgegebenen Vektoren ko¨nnen dabei
auch eine kleinere Dimension als d > 2DKap besitzen.
Um nun diese Einbettungsdimension abzuscha¨tzen, wird das oben beschrie-
bene Verfahren solange iteriert, bis der Wert der bedingten Entropie H˜av (∆τ) im
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Rahmen der Rechengenauigkeit, welche von der La¨nge der Zeitreihe und der Um-
gebungsgro¨ße  abha¨ngt, verschwindet (Abbildung 22, unterste Kurve). In diesem
Fall weist die Kurve der bedingten Entropie keine eindeutigen Minima mehr auf.
Im Beispiel des Duﬃngattraktors ist somit eine dreidimensionale Rekonstruktion
mit den berechneten Zeitverschiebungen ∆τ1 = π/2 s’ und ∆τ2 = 0, 3 s’ eine
Einbettung.
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7 Raum-zeitliche Zusammenha¨nge
In den vorangegangen Kapiteln wurden skalare Zeitreihen auf zeitliche Abha¨ngig-
keiten untersucht. In diesem Kapitel sollen nun ra¨umliche und raum-zeitliche Zu-
sammenha¨nge in multivariaten Zeitreihen mittels der Berechnung der bedingten
Entropie analysiert werden. Dazu werden zuna¨chst Ketten gekoppelter Abbildun-
gen untersucht. Abschließend wird im zweiten Teil des Kapitels das Verha¨ltnis
zwischen treibenden und getriebenen Systemen betrachtet.
7.1 Gekoppelte Abbildungen
Gekoppelte Abbildungen sind ein System von Gleichungen der Form
xi,t+1 =
N∑
j=1
ai,jfi,j(xj,t), i = 1, . . . , N. (7.1)
D.h. die Entwicklung einer Gro¨ße Xi wird nicht nur von der eigenen Vergangen-
heit, sondern auch durch
”
benachbarte“ Gro¨ßen beeinﬂußt. Die Koeﬃzienten ai,j
geben die Kopplungssta¨rken an. Die Gro¨ßen Xj mit ai,j = 0 haben u¨ber (7.1)
einen direkten Einﬂuß auf die unmittelbare Zukunft von Xi. Die anderen Gro¨ßen
ko¨nnen durch Kopplung mit diesen Xj die weitere Entwicklung von Xi mitbe-
stimmen.
In diesem Abschnitt werden die Zusammenha¨nge innerhalb einer Kette von
gekoppelten Abbildungen anhand des Beispiels
x1,t+1 = (1− a)λ(x21,t − x1(t)) + a(1− b)λ(x22,t − x2,t)
xi,t+1 = (1− a)λ(x2i,t − xi,t) + abλ(x2i−1,t − xi−1,t)
+a(1− b)λ(x2i+1,t − xi+1,t), i = 2, . . . , 7
x8,t+1 = (1− a)λ(x28,t − x8,t) + abλ(x27,t − x7,t)
(7.2)
untersucht. Die Kopplungssta¨rke ist dabei durch a und b gegeben, wobei b die
Richtung der Kopplung festlegt. Ist b = 1, so besteht eine einseitige Kopplung
nach links,
xi,t+1 = (1− a)λ(x2i,t − xi,t) + aλ(x2i−1,t − xi−1,t),
im Fall b = 0 eine einseitige Kopplung nach rechts
xi,t+1 = (1− a)λ(x2i,t − xi,t) + aλ(x2i+1,t − xi+1,t).
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In den untersuchten Beispielen wird b = 0, 3 festgesetzt, so daß das System eine
sta¨rkere Kopplung zu ho¨heren Indices aufweist. Der Faktor a wird hingegen von
a = 0 bis a = 1 variiert. Im Fall a = 0 liegen acht ungekoppelte Abbildungen
xi,t+1 = λ(x
2
i,t − xi,t)
vor. Bei der im folgenden festgehaltenen Wahl λ = 2 haben diese die Struktur der
logistischen Abbildung (5.8) auf dem Intervall [−1
2
, 3
2
] und sind somit chaotisch.
7.1.1 Ra¨umliche Zusammenha¨nge
Zuna¨chst werden strukturelle Zusammenha¨nge zwischen den einzelnen Meßgro¨ßen
untersucht. D.h., es werden nur bedingte Entropien H˜(Xj |Xi) berechnet; zeitliche
Zusammenha¨nge der Form H˜(Xj,∆t|Xi,0) werden noch nicht analysiert.
Fu¨r sa¨mtliche (Xi,Xj)-Kombinationen wird die bedingte Entropie bei ver-
schiedenen Kopplungssta¨rken a berechnet. Diese Berechnungen ergeben somit
fu¨r jedes a eine 8×8-Matrix H˜i,j; in Abbildung 23 sind sie als Oberﬂa¨chenplot
dargestellt.
Die Diagonalelemente nehmen jeweils den Wert H˜i,i = 0 an; eine Gro¨ße ist
durch sich selbst erwartungsgema¨ß eindeutig bestimmt. Die Werte der anderen
Matrixelemente ha¨ngen von der Kopplungssta¨rke ab.
Bei den nicht gekoppelten Abbildungen (a = 0) besteht keinerlei Zusammen-
hang zwischen den einzelnen Gro¨ßen. Die bedingten Entropien H˜i,j, mit i = j,
sind also nur durch die Einzelentropien H(Xi) bestimmt (Abbildung 23, oben
links).
Mit wachsendem a wird der Einﬂuß auf benachbarte Kettenglieder gro¨ßer. Im
Oberﬂa¨chenbild wird die Vertiefung entlang der Diagonalen breiter (Abbildung
23, oben rechts und mitte). Dieser Informationsgewinn erfolgt jedoch nicht sym-
metrisch. Er wa¨chst mit ho¨heren Indices5 i und j. Die Ursache hierfu¨r ist die
Wahl von b = 0, 3, die eine sta¨rkere Kopplung in Richtung der ho¨heren Indices
bewirkt. Ferner ist ansatzweise zu erkennen, daß die Entropiematrix nicht sym-
metrisch ist, also H˜i,j = H˜j,i fu¨r i = j. Auch dieser Eﬀekt kann mit der Wahl von
b begru¨ndet werden.
5Hohe Indices sind in Abbildung 23 jeweils vorne links zu sehen.
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Abbildung 23: Strukturelle Zusammenha¨nge in der Kette gekoppelter Abbildun-
gen (7.2). Die Kopplungssta¨rke a wurde von a = 0 (oben links) bis a = 1 (unten)
variiert. Jeder Punkt auf dem 8×8-Gitter gibt den Wert der bedingten Entro-
pie H˜(Xj |Xi) an. Dunkle Grauwerte bedeuten niedrige bedingte Entropien, also
starke Zusammenha¨nge.
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Hervorzuheben ist, daß die beschriebenen, strukturellen Zusammenha¨nge
nicht direkt aus dem Gleichungssystem (7.2) abzuleiten sind. Die einzelnen
Zeitreihenelemente xi,t und xj,t zu gleichen Zeiten t unterliegen nicht dieser Ab-
bildungsvorschrift. Dennoch wird durch die Dynamik die Struktur des Systems
derart beeinﬂußt, daß Zusammenha¨nge identiﬁziert werden ko¨nnen. Ein interes-
santer Fall ergibt sich fu¨r a = 1 (Abbildung 23, unten). In diesem Fall ha¨ngt die
direkte Zukunft einer Gro¨ße Xi zur Zeit t+ 1 nur noch von den Zusta¨nden xi−1,t
und xi+1,t der benachbarten Kettenglieder ab, jedoch nicht mehr vom eigenen Zu-
stand xi,t. Der Einﬂuß auf die eigenen Zusta¨nde erfolgt zeitversetzt nach ∆t = 2.
Bei dieser Zeitdiﬀerenz sind die Zusta¨nde der na¨chsten Nachbarn ohne Bedeutung.
Die u¨berna¨chsten Kettenglieder haben eine gemeinsame Vergangenheit mit Xi,
wa¨hrend die direkten Nachbarn aufgrund der zeitlich alternierenden Abha¨ngig-
keiten diese nicht besitzen. Dies fu¨hrt zu der im Oberﬂa¨chenbild erkennbaren,
wellenartigen Struktur. In den Gro¨ßen Xi ist viel Information u¨ber die jeweils
u¨berna¨chsten Kettenglieder enthalten. Werden die Zusta¨nde der u¨berna¨chsten
Nachbarn gegeneinander aufgetragen, ist eine klare Struktur in der von ihnen
aufgespannten Ebene zu erkennen (Abbildung 24, links). Dies ist bei direkt be-
nachbarten Gro¨ßen nicht der Fall (Abbildung 24, rechts).
−0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
X3
X 5
−0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
X3
X 4
Abbildung 24: Zustandsraumprojektionen auf die X3-X5-Ebene (links) und die
X3-X4-Ebene (rechts).
Derartige strukturelle Zusammenha¨nge ko¨nnen bis zur Synchronisation [29,
30] fu¨hren, d.h. es existiert dann eine Funktion Xi = g(Xj). In diesem Fall ver-
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schwindet die bedingte Entropie. Es ist somit insbesondere mo¨glich, Synchronisa-
tion zwischen Zeitreihen zu erkennen, die nicht direkt aus der formalen Beschrei-
bung der Dynamik hervorgeht.
7.1.2 Raum-zeitliche Zusammenha¨nge
Bislang wurden lediglich ra¨umliche Zusammenha¨nge analysiert. Im folgenden soll
die Methode zur Identiﬁzierung von raum-zeitlichen Abha¨ngigkeiten verwendet
werden. Dazu werden zeitverschobene Zeitreihen untersucht und deren bedingte
Entropien H˜(Xj,∆t|Xi,0) berechnet.
Abbildung 25 zeigt wiederum Oberﬂa¨chendarstellungen der Matrizen H˜i,j(∆t).
Diese sind fu¨r eine Kopplungsta¨rke von a = 0, 5 berechnet; wie im letzten Ab-
schnitt ist b = 0, 3. Im Fall ∆t = 0 (oben links) entspricht die Abbildung der aus
23 (Mitte links).
Mit gro¨ßer werdender Zeitdiﬀerenz ∆t wird die Information, die in einzelnen
Gro¨ßen u¨ber die Zukunft enthalten ist, geringer. Die Iteration von (7.2) zeigt, das
pro Iterationsschritt ein oder zwei Gro¨ßen zusa¨tzlich beno¨tigt werden, um einen
zuku¨nftigen Zustand vorherzusagen. Fu¨r ∆t > 7 werden alle acht Kettenglieder
beno¨tigt, um eine Gro¨ße Xi,∆t exakt zu bestimmen.
Die durch b hervorgerufene Asymmetrie tritt bei der Berechnung von H˜i,j(∆t)
deutlich hervor. Die Linie minimaler bedingter Entropie verschiebt sich in Rich-
tung ho¨herer Indices, also bei der gewa¨hlten Perspektive nach links.
An den Kettenenden X1 und X8 ist die bedingte Entropie am geringsten. Da
diese nur einseitig gekoppelt sind, werden weniger Gro¨ßen beno¨tigt, um kurz-
zeitige Vorhersagen zu treﬀen, als bei den mittleren Kettengliedern. Daher ist
der Informationsverlust in einzelnen Gro¨ßen wa¨hrend der zeitlichen Entwick-
lung geringer. Eine weitere Asymmetrie tritt an den Kettenenden auf: So ist
bei einer Zeitdiﬀerenz von ∆t = 1 (Abb. 25, oben rechts) die bedingte Entro-
pie H˜(X8,1|X7,0) fast so gering wie die bedingte Entropie bzgl. der eigenen Ver-
gangenheit H˜(X8,1|X8,0), wa¨hrend H˜(X7,1|X8,0) erheblich gro¨ßer ist. Bei gro¨ße-
ren Zeitabsta¨nden versta¨rkt sich dieser Eﬀekt noch, dann ist H˜(X8,∆t|X7,0) <
H˜(X8,∆t|X8,0) (Mitte links bis unten rechts). Dies ist wiederum darin begru¨ndet,
daß die Kette nicht zyklisch fortgesetzt ist, die Kettenglieder X1 und X8 also nur
mit einer weiteren Gro¨ße gekoppelt sind. Es sind daher nur zwei Gro¨ßen notwen-
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Abbildung 25: Raum-zeitliche Zusammenha¨nge in der Kette gekoppelter Abbil-
dungen (7.2). Die Kopplungssta¨rke betra¨gt a = 0, 5. Der zeitliche Abstand ∆t
wird von ∆t = 0 (oben links) bis ∆t = 5 (unten rechts) variiert. Jeder Gitter-
punkt gibt den Wert der bedingten Entropie H˜(Xj,∆t|Xi,0) an. Dunkle Grauwerte
bedeuten niedrige bedingte Entropien, also starke Zusammenha¨nge.
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dig, um den zuku¨nftigen Zustand von X1 oder X8 zu beschreiben, wa¨hrend fu¨r
die anderen Xi drei Gro¨ßen notwendig sind. Mit fortschreitender Zeit gewinnen
auch entferntere Nachbarn an Bedeutung. Deren Information ist aber bereits teil-
weise in X2 bzw. X7 eingegangen. Damit kann der Informationsverlust u¨ber die
Kettenenden in diesen Gro¨ßen geringer sein als in den Kettenenden selbst.
Der Einﬂuß der benachbarten Kettenglieder wa¨chst auch mit zunehmender
Kopplungssta¨rke a. In Abbildung 26 ist der Einﬂuß der Nachbarn auf X1 durch die
bedingten Entropien H˜(X1,∆t=1|Xi,0) bei gegebenen Xi,0 fu¨r a = 0, 0 bis a = 1, 0
graphisch dargestellt.
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Abbildung 26: Bedingte Entropien H˜(X1,∆t=1|Xi,0) bei verschiedenen Kopp-
lungssta¨rken a.
Im ungekoppelten Fall (a = 0) sind zuku¨nftige Zusta¨nde von X1 eindeu-
tig durch den gegenwa¨rtigen Zustand x1,0 festgelegt. Die modiﬁzierte bedingte
Entropie6 betra¨gt fu¨r alle Zeitabsta¨nde ∆t im Rahmen der Rechengenauigkeit
H˜(X1,∆t|X1,0) = 0. Im dargestellten Fall ∆t = 1 wa¨chst sie mit steigender
Kopplungsta¨rke, bis bei a = 1 kein Einﬂuß mehr festzustellen ist. Bei a = 1
ist X1,1, wie durch Iteration von (7.2) erkenntlich wird, eindeutig durch X2,0 be-
stimmt, d.h. H˜(X1,∆t=1|X2,0) = 0. Im Fall ∆t = 1 sind die bedingten Entropien
H˜(X1,∆t=1|X1,0) und H˜(X1,∆t=1|X2,0) bzgl. der Kopplungssta¨rke weitgehend zu-
einander symmetrisch. Diese Symmetrie bleibt bei gro¨ßeren ∆t jedoch nicht mehr
6Dies gilt nicht fu¨r die
”
gewo¨hnliche“ Entropie h(X1,∆t=1|Xi,0) (4.4), welche nichtlineare
Einﬂu¨sse nicht beru¨cksichtigt.
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erhalten. Wa¨hrend fu¨r a = 0 die Entropie H˜(X1,∆t|X1,0) = 0 bleibt, wird die Zu-
kunft von X1 bei a = 1 von immer mehr Gro¨ßen beeinﬂußt; die bedingte Entropie
wird gro¨ßer. Dies geschieht jedoch nicht zeitlich monoton, sondern alternierend
in Zweierschritten.
Diese alternierenden Einﬂu¨sse wurden bereits bei der Berechnung der rein
ra¨umlichen Zusammenha¨nge sichtbar (Abbildung 23, unten). Auch bei den hier
berechneten raum-zeitlichen Zusammenha¨ngen treten sie wieder auf. Auch andere
ra¨umliche Strukturen, wie die Erweiterung des Einﬂußbereichs, sind wiederzuer-
kennen. Sowohl strukturelle als auch formale funktionale Zusammenha¨nge haben
demnach Auswirkungen auf die modiﬁzierte bedingte Entropie.
Es stellt sich nun die Frage, ob die durch (7.2) gegebenen Abha¨ngigkeiten an-
hand der Zeitreihe identiﬁziert werden ko¨nnen. Dazu wird bei einer Zeitdiﬀerenz
vom ∆t = 1 die Gro¨ße X1 bei einer Kopplungssta¨rke von a = 0, 5 untersucht. Die
Analyse erfolgt mittels der in Abschnitt 4.3 vorgestellten Methode.
Zuna¨chst werden die Entropien H˜(X1,∆t=1|Xi,0) fu¨r alle i berechnet. Das Er-
gebnis ist in Abbildung 27 als Sa¨ulendiagramm dargestellt.
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Abbildung 27: Bedingte Entropien H˜(X1,∆t=1|Xi,0) (hintere Reihe) und
H˜(X1,∆t=1|(X1,0,Xi,0) (vordere Reihe) bei einer Kopplungssta¨rke von a = 0, 5.
Die Gro¨ße XI,0, welche die geringste bedingte Entropie ergibt, wird festge-
halten und anschließend die bedingte Entropie H˜(X1,∆t=1|(XI,0,Xi,0) berechnet.
Das Ergebnis dieser Berechnung ist durch die vordere Sa¨ulenreihe in Abbildung
27 dargestellt: Nachdem im ersten Schritt X1,0 den gro¨ßten Informationsgewinn
erbrachte, verschwindet im zweiten Schritt bei Hinzunahme von X2,0 die beding-
te Entropie H˜(X1,∆t=1|(X1,0,X2,0) fast vo¨llig. Dies bedeutet, daß diese beiden
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Gro¨ßen alleine fu¨r den Zustand von X1 nach einem Iterationsschritt verantwort-
lich sind, was auch tatsa¨chlich Gleichung (7.2) entspricht.
Es ist also prinzipiell mo¨glich, Informationen u¨ber die Dynamik eines Systems
durch die Berechnung modiﬁzierter bedingter Entropien zu erhalten. Fu¨r die Iden-
tiﬁzierung komplexer, ho¨herdimensionaler Abha¨ngigkeiten, also insbesondere sol-
chen bei gro¨ßeren Zeitdiﬀerenzen werden nach den Ergebnissen aus Abschnitt 4.4
jedoch sehr lange Zeitreihen beno¨tigt.
Dies ist ein numerisches Problem, das durch den Algorithmus bedingt ist. Es
besteht jedoch auch ein prinzipieller Unterschied zu der Analyse eines statischen
Systems wie dem aus Abschnitt 4.3. Die Abha¨ngigkeiten in statischen Systemen
sind eindeutig durch die gegebenen Abbildungen festgelegt. In den vorangegange-
nen Unterabschnitten wurde jedoch gezeigt, daß in dynamischen Systemen auch
strukturelle Zusammenha¨nge auftreten; auch die relativ kleinen Entropiewerte
bei gegebenen X3,0 in Abbildung 27 sind kein numerisches Artefakt. Sind die
strukturellen Zusammenha¨nge gro¨ßer als die durch die eigentliche Dynamik be-
stimmten Abha¨ngigkeiten, wie es z.B. bei Synchronisation der Fall ist, so liefert
die verwendete Methode nicht mehr zwangsla¨uﬁg die richtigen Ergebnisse. Zwar
verschwindet die modiﬁzierte bedingte Entropie h˜(Xi,∆t|X∗,0), wenn in X∗ alle fu¨r
die Dynamik wesentlichen Gro¨ßen enthalten sind; umgekehrt kann jedoch nicht
aus h˜(Xi,∆t|X∗,0) = 0, fu¨r alle Xi ∈ X∗, geschlossen werden, daß die Dynamik
durch X∗ vollsta¨ndig bestimmt wird. Ein Ursache-Wirkung-Verha¨ltnis ist nur
eine hinreichende Bedingung fu¨r das Verschwinden der modiﬁzierten bedingten
Entropie; deren Verschwinden alleine impliziert jedoch noch keinen derartigen
Determinismus.
7.2 Getriebene Systeme
In diesem Abschnitt werden nun zeitkontinuierliche Systeme betrachtet. Die zeit-
liche Entwicklung einer Gro¨ße in einem derartigen System ist immer von ihrem
gegenwa¨rtigen Zustand abha¨ngig. Besonders bei kurzen Zeitabsta¨nden ist der
Einﬂuß anderer Systemgro¨ßen vergleichsweise gering. Es lassen sich zwar wei-
terhin raum-zeitliche Zusammenha¨nge identiﬁzieren, die formalen funktionalen
Abha¨ngigkeiten sind aber kaum noch zu rekonstruieren. Um dennoch Aussagen
u¨ber funktionale Zusammenha¨nge machen zu ko¨nnen, werden zeitliche Struktu-
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ren wie in den Kapiteln 5 und 6 analysiert. Diese Methode wird am Beispiel des
Lorenz-getriebenen Duﬃngsystems demonstriert.
Dieses entspricht dem Duﬃngsystem (6.5), mit der Ausnahme, daß es an-
stelle einer Kosinusschwingung von der x-Komponente des Lorenzsystems (5.3)
getrieben wird. Es la¨ßt sich folglich als fu¨nfdimensionales System gewo¨hnlicher
Diﬀerentialgleichungen beschreiben. Es ist
x˙ = k (10(y − x))
y˙ = k (28x− y − xz)
z˙ = k (−83z + xy)
u˙ = v
v˙ = c′x− 1
5
v − u− u3,
(7.3)
wobei das hier gewa¨hlte k = 0,2 die Dynamik des Lorenzsystems (x, y, z) ver-
langsamt; die Kopplungsamplitude zum Duﬃngsystem (u, v) ist durch c′ = 1,4
gegeben.
Zuna¨chst werden die zeitlichen Strukturen innerhalb der x- und u-
Komponenten des Systems untersucht. Das bedeutet, die bedingten Entropien
H˜(X0|X−∆τ) und H˜(U0|U−∆τ) werden wie in Kapitel 5 berechnet (Abbildung
28).
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Abbildung 28: Bedingte Entropien H˜(X0|X−∆τ ) (untere Kurve) und H˜(U0|U−∆τ )
(obere Kurve).
Das Lorenzsystem ist von der Dynamik des Duﬃng-Oszillators vollkommen
unabha¨ngig, folglich hat die Entropiekurve H˜(X0|X−∆τ) exakt die bereits vor-
gestellte Struktur. Die u-Komponente ist andererseits u¨ber v˙ in Gleichung (7.3)
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vom Lorenzsystem beeinﬂußt. Abgesehen von Unterschieden fu¨r kleine Zeiten ∆τ
besitzt die Funktion H˜(U0|U−∆τ ) die gleichen lokalen Extrema wie H˜(X0|X−∆τ).
Der Verlauf der Entropiekurven liefert folglich einen ersten Hinweis auf einen Zu-
sammenhang zwischen beiden Systemen.
Allerdings kann auf diese Weise kein direkter Bezug zwischen einzelnen Gro¨ßen
hergestellt werden, da diese unabha¨ngig voneinander analysiert werden. Um di-
rekte Zusammenha¨nge zu detektieren, werden daher bedingte Entropien zwischen
verschiedenen Gro¨ßen bei unterschiedlichen Zeitabsta¨nden berechnet, also in die-
sem Fall H˜(U0|X−∆τ ). Es werden somit raum-zeitliche Strukturen analysiert.
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Abbildung 29: Bedingte Entropien H˜(X0|X−∆τ) (oben) und H˜(U0|X−∆τ ) (un-
ten).
Hier zeigt sich, daß die in X u¨ber zuku¨nftige Zusta¨nde von U enthaltene Infor-
mation fast die gleichen zeitlichen Abha¨ngigkeiten aufweist wie die Information
u¨ber die eigenen zuku¨nftigen Zusta¨nde (Abbildung 29). Das bedeutet die dyna-
mische Struktur des Lorenzsystems wird auf den Duﬃng-Oszillator u¨bertragen.
Dabei geht allerdings Information verloren und die modiﬁzierte bedingte Entropie
wird gro¨ßer. Außerdem ist eine Zeitverzo¨gerung in der Informationsu¨bertragung
auszumachen. Die Extrema der Entropiefunktion sind in Richtung la¨ngerer Zeiten
verschoben.
Weiterhin kann der Informationsgehalt der y-Komponente u¨ber die zeitliche
Entwickung der u-Komponente untersucht werden (Abbildung 30, unten). Die
bedingte Entropie wird zuna¨chst mit wachsenden Zeitabsta¨nden geringer. Nach-
dem sie ihr absolutes Minimum erreicht hat, beginnt sie wieder zu wachsen. Der
anschließende Kurvenverlauf entspricht wieder dem von H˜(U0|X−∆τ). Dies ist
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Abbildung 30: Bedingte Entropien H˜(X0|Y−∆τ) (oben) und H˜(U0|Y−∆τ ) (un-
ten).
das Verhalten, das auch bei der bedingten Entropie zwischen X und Y auftritt.
Die Funktion H˜(X0|Y−∆τ ) ist in Abbildung 30 (oben) dargestellt. Die beiden
Kurven in Abbildung 30 sind um die gleiche Zeitdiﬀerenz wie H˜(U0|X−∆τ) und
H˜(X0|X−∆τ) (Abbildung 29) verschoben. Da diese Zeitdiﬀerenz, wie im folgen-
den zu sehen sein wird, nicht willku¨rlich ist, kann aus diesem Verhalten gefolgert
werden, daß die Informationsu¨bertragung u¨ber die x-Komponente erfolgt.
Bislang wurden die Parameter k und c′ aus Gleichung (7.3) festgehalten. Im
weiteren wird nun untersucht, welchen Einﬂuß diese Parameter auf die Informa-
tionsu¨bertragung von X auf U haben.
7.2.1 Der Einﬂuß der Phasenraumgeschwindigkeit k
In diesem Abschnitt soll die Verschiebung der Entropieminima in Abbildung 29
und 30 erkla¨rt werden. Dies erfolgt durch den Vergleich mit der Phasendiﬀerenz
zwischen Anregung und resultierender Schwingung bei sinusfo¨rmig getriebenen
Oszillatoren.
Zuna¨chst wird der Parameter k, der die Zustandsraumgeschwindigkeit des
Lorenzsystem bestimmt, betrachtet. Dieser entspricht der Frequenz ω im Fall
eines linearen Antriebs von cos(ωt). Fu¨r kleine k wird die Bewegung des Lorenz-
systems verlangsamt, die verschiedenen Periodenla¨ngen innerhalb des Systems
werden folglich gro¨ßer. In der u-Komponente stellen sich bei sehr kleinem k die
Eigenschwingungen, die u.a. auch von den Anregungsamplituden abha¨ngen, als
hochfrequente U¨berlagerungen des Antriebs dar; auf der langsameren Zeitskala
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des Lorenzsystems folgt die Dynamik in der u-Komponente der des antreibenden
Systems. Die Entropiefunktionen H˜(U0|X−∆τ ) und H˜(X0|X−∆τ ) gleichen sich
mit immer kleiner werdendem k zunehmend an. D.h. die bedingte Entropie und
die beobachtete zeitliche Verschiebung der Extrema werden kleiner.
Bei gro¨ßer werdendem k treten andere Eﬀekte auf. Zuna¨chst beginnt die
bedingte Entropie zu wachsen, d.h. die Eigendynamik des Duﬃngsystems be-
kommt einen gro¨ßeren Einﬂuß auf das Verhalten der u-Komponente, welcher
durch Kenntnis des Lorenzsystems nicht vorherzusagen ist. Weiterhin wird die
zeitliche Verschiebung gro¨ßer; das Duﬃngsystem reagiert spa¨ter auf die antrei-
bende Kraft. Ein wesentlicher Punkt ist die sta¨rkere Auspra¨gung des ersten loka-
len Minimums von H˜(U0|X−∆τ ). Dieses wandert, bei Nichtberu¨cksichtigung der
allgemeinen zeitlichen Verschiebung, auf einen Wert von ungefa¨hr 0,4 s′/k. Dies
entspricht der halben Hauptperiodenla¨nge der z-Komponente des Lorenzsystems,
deren Einﬂuß auf das gesamte Lorenzsystem bereits in Kapitel 5 gezeigt wurde.
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Abbildung 31: Bedingte Entropie H˜(U0|X−∆τ ) bei k = 0,35 .
Bei einem Wert von k  0,35 wird dieses Verhalten besonders auﬀa¨llig (Ab-
bildung 31). Die Entropiefunktion H˜(U0|X−∆τ ) oszilliert mit einer Periodenla¨nge
von ca. 0,4 s′/k, die zeitliche Verschiebung betra¨gt ungefa¨hr 0,2 s′/k. Im Bereich
dieses k-Wertes treten Resonanzeﬀekte auf. Die u-Komponente schwingt mit der
Hauptfrequenz des Lorenzsystems. Die Amplituden des Duﬃng-Oszillators wer-
den dabei versta¨rkt; sie sind deutlich gro¨ßer als bei kleinerem k. Wird k u¨ber
den Resonanzbereich hinaus weiter erho¨ht, geht die Struktur der Entropiefunkti-
on verloren. Eine weitere zeitliche Verschiebung kann zudem beobachtet werden,
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weitere Minima sind aber nicht mehr vorhanden. Die schnelle Dynamik (der z-
Komponente) des Lorenzsystems ist fu¨r die Dynamik des gekoppelten Systems,
die nun durch die Eigenschwingungen des Duﬃngsystems gepra¨gt ist, nicht mehr
von entscheidender Bedeutung. Das Duﬃngsystem wird durch die langsame Dy-
namik des Lorenzsystems, also durch denWechsel zwischen den charakteristischen
Flu¨geln des Lorenzattraktors angeregt.
7.2.2 Einﬂuß der Kopplungsamplitude c′
Neben dem Einﬂuß von k muß auch derjenige der Kopplungsamplitude c′ unter-
sucht werden. Dazu werden fu¨r verschiedene Kopplungsamplituden die Kurven
der bedingten Entropie berechnet (Abbildung 32) .
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Abbildung 32: Bedingte Entropie H˜(U0|X−∆τ) bei verschiedenen Kopplungsam-
plituden.
Die Kurven weisen das gleiche Verhalten auf wie bei einer A¨nderung von k.
Das Verhalten bei großen Kopplungsamplituden entspricht dabei dem bei klei-
nen Phasenraumgeschwindigkeiten. Sowohl die zeitliche Verschiebung als auch die
Struktur der Kurven zeigen deutliche Analogien zur oben vorgestellten Abha¨ngig-
keit von k. Auch der U¨bergang zu resonantem Verhalten ist zu erkennen: Eine
Resonanz liegt in der Na¨he von c′ = 0, 1 vor. Die Analogien zu den Entropie-
verla¨ufen bei unterschiedlichen Phasenraumgeschwindigkeiten ko¨nnen durch die
Abha¨ngigkeit der Eigenfrequenzen des Duﬃng-Oszillators von der Anregungs-
amplitude erkla¨rt werden, diese werden aufgrund des gegebenen harten Potenti-
als mit wachsender Amplitude gro¨ßer. Die Zeitverschiebung (
”
Phasendiﬀerenz“)
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nimmt somit (bei fester Phasenraumgeschwindigkeit k) mit wachsendem c′ ab.
Die Sta¨rke des Einﬂuß des Lorenzsystem auf die u-Komponente des Dufﬁng-
Oszillators ha¨ngt also sowohl von der Kopplungsamplitude c′, als auch insbeson-
dere von der Phasenraumgeschwindigkeit k ab.
7.2.3 Ergebnisse
Bei großem Einﬂuß des Antriebssystems X auf ein getriebenes System Y kann die-
se Abha¨ngigkeit durch Berechnung der bedingten Entropien H˜(Y0|X−∆τ) identi-
ﬁziert werden: Diese zeigen eine a¨hnliche Struktur wie die Kurven H˜(X0|X−∆τ);
die Information des Antriebssystems ﬂießt zu großen Teilen nach Y. Es ist sogar
mo¨glich, na¨here Aussagen u¨ber die Art der Kopplung zu machen.
Weiterhin kann nichtlineares Resonanzverhalten erkannt werden. In diesem
Fall werden zeitliche Abha¨ngigkeiten innerhalb von X auf das getriebene System
u¨bertragen.
Wird der Einﬂuß der Dynamik des Antriebssystems jedoch geringer, ist die
Identiﬁzierung der Kopplung durch die Berechnung eindimensionaler Abha¨ngig-
keiten nicht mehr ohne weiteres mo¨glich. Die Kurven H˜(Y0|X−∆τ) enthalten keine
charakteristischen Merkmale des Antriebssystems.
Die Methode kann somit einen allgemeinen informationstheoretischen Zugang
zur Beschreibung der Synchronisation nichtlinearer dynamischer Systeme darstel-
len.
65
8 Bedingte Entropien in experimentellen
Zeitreihen
8.1 Ru¨ckkopplungserscheinungen in Halbleiterlasern
Bereits in den 70er Jahren wurde festgestellt, daß dynamische Systeme mit zeit-
verzo¨gerter Ru¨ckkopplung chaotisches Verhalten zeigen ko¨nnen. Fu¨r die Untersu-
chung an Lasersystemen ist besonders das sogenannte Ikeda-Szenarium [31] von
Interesse.
8.1.1 Halbleiterlaser mit zwei externen Resonatoren
Bei einem Gleichstrom-getriebenen Halbleiterlaser mit zwei externen Resonator-
spiegeln konnten Fischer et al. entsprechendes Verhalten experimentell nachwei-
sen [32].
HL-LaserDetektor
HR-Spiegel
Beschichtung
AR-
T
T   = 1 / f1 1
2
Abbildung 33: Schematischer experimenteller Aufbau (nach [32]).
In Abbildung 33 ist der dazugeho¨rige Versuchsaufbau schematisch dargestellt.
Das emittierte Licht durchla¨uft auf der rechten Seite einen Strahlteiler und wird
dann von zwei Spiegeln zuru¨ck in den einseitig antireﬂektionsbeschichteten Laser
reﬂektiert. Die Umlaufzeiten in den externen Resonatoren stehen im Verha¨ltnis
T1
T2
= 21. Die Intensita¨t des linksseitig emittierten Lichts wird aufgezeichnet.
Mit diesem Aufbau konnten im Ikeda-Modell vorhergesagte Pha¨nomene, ins-
besondere U¨berga¨nge von regula¨rem zu hochdimensionalen chaotischen Verhalten
nachgewiesen werden. Ebenso wurde das Auftreten ungerader Harmonischer bzgl.
der Frequenz f1 = 1/T beobachtet. Von Fischer und Heil wurden mit einem ent-
sprechenden Versuchsaufbau fu¨r verschiedene Stro¨me Meßreihen der Lichtinten-
sita¨t aufgenommen. Ein Ausschnitt aus einer derartigen Zeitreihe ist in Abbildung
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34 zu sehen.
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Abbildung 34: Ausschnitt aus einer Meßreihe der Lichtintensita¨t bei einem Strom
von 85 mA.
8.1.2 Zeitliche Abha¨ngigkeiten
Die aufgenommenen Zeitreihen, die chaotisches Verhalten aufweisen, werden in
dieser Arbeit mittels der Berechnung der modiﬁzierten bedingten Entropie ana-
lysiert. Dazu wird wieder das in Kapitel 5 vorgestellte Verfahren verwendet, es
werden also die eindimensionalen Abha¨ngigkeiten H˜(∆τ) aus Gleichung (5.11)
berechnet.
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Abbildung 35: Bedingte Entropie (oben) und Autokorrelation (unten), berechnet
aus der zu Abb.34 geho¨renden Zeitreihe.
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Es stellt sich heraus, daß entsprechend den gemessenen Umlaufzeiten T1 =
10 ns und T2 = 5 ns klare Minima im Entropieverlauf auftreten (Abb. 35, oben).
Die Identiﬁzierung dieser Umlaufzeiten ist mittels der Autokorrelationsfunktion
nicht immer ohne weiteres mo¨glich (Abb. 35, unten), obwohl sie bei den mei-
sten Meßreihen fu¨r deren Bestimmung ausreicht. Doch auch in diesem Fall bietet
die Berechnung der bedingten Entropie Vorteile. Aufgrund ihrer besseren Loka-
lisierbarkeit und zum Teil sta¨rkeren Auspra¨gung eignen sich die Extrema der
Entropiefunktion H˜(∆τ) besser zur Quantiﬁzierung der bestehenden Abha¨ngig-
keiten.
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Abbildung 36: Bedingte Entropie H˜(∆τ) (aus einer bei einem Strom von 80 mA
aufgenommenen Meßreihe berechnet).
Beim Auftreten der im Ikeda-Szenarium vorhergesagten dritten Harmonischen
sind im Verlauf von H˜(∆τ) periodisch auftretende Minima zu erwarten. Die Am-
plituden dieser Minima der Entropiefunktion zeigen jedoch ein auf den ersten
Blick irregula¨res Verhalten (Abb. 36). Wa¨hrend bei kleinen Zeitdiﬀerenzen das
jeweils dritte Minimum, das erwartungsgema¨ß der ungefa¨hren Resonatorumlauf-
zeit entspricht, den deutlich kleinsten Wert aufweist, erha¨lt mit wachsendem ∆τ
das vorangehende Minima immer mehr Bedeutung. Bei weiter wachsender Zeitdif-
ferenz wird dann das na¨chstfru¨here Minmum ausgepra¨gter. Dies ist das typische
Verhalten einer Schwebung. Eine Vermutung, daß dieses Verhalten ein Artefakt
einer ungu¨nstig gewa¨hlten Abtastrate sei, kann durch weitere Berechnungen nicht
besta¨tigt werden.
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Abbildung 37: Bedingte Entropie H˜(∆τ) (aus zwei bei einem Strom von 75 mA
aufgenommenen Meßreihen berechnet).
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Abbildung 38: Bedingte Entropie H˜(∆τ) (aus zwei bei einem Strom von 80 mA
aufgenommenen Meßreihen berechnet).
Zur Untersuchung dieses Pha¨nomens werden weitere Entropiekurven aus
Zeitreihen berechnet, die bei gleichen Nebenbedingungen aufgenommen wurden.
Eine Zeitreihe weist eine Dynamik auf, bei der die Grundharmonische vorherrscht,
die Dynamik der anderen wird durch die dritte Harmonische gepra¨gt (Abb. 37).
Dieses gleichzeitige Auftreten verschiedener Doma¨nen wird durch das Ikeda-
Modell vorhergesagt. Es stellt sich allerdings heraus, daß die Entropieminima
dieser Zeitreihe nicht, wie vermutet, mit den jeweils dritten Minima der ersten
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Kurve u¨bereinstimmen. Das Verha¨ltnis von der Grundfrequenz, welche weitge-
hend durch die Umlaufzeit im externen Resonator bestimmt ist (ω1  1/T1) zu
der vorherrschenden Frequenz der schnelleren Dynamik ω2 ist nicht
3
1, sondern
ω1
ω2 
14
3 .
Sowohl die schnellere als auch die langsamere (Grund-) Dynamik haben einen
Einﬂuß auf die emittierte Lichtintensita¨t. Je besser die Vielfachen der Peri-
odenla¨ngen u¨bereinstimmen, desto mehr Information u¨ber die entsprechenden
zuku¨nftigen Zusta¨nde kann gewonnen werden. Die bedingte Entropie der
”
dritten
Harmonischen“ ist also dann besonders niedrig, wenn auch bei der Entropie der
Grundharmonischen ein Minima auftritt (Abb. 37 und 38). Da dies auch fu¨r den
umgekehrten Fall gilt, kann aus dem Verschwinden der Minima der Entropiefunk-
tion in Abbildung 35 auch auf die Existenz
”
ho¨herer Harmonischer“ geschlossen
werden. Das Auftreten der beobachteten Verstimmungen ist ein Unterschied zum
Ikeda-Szenarium, zu welchem das Systemverhalten qualitativ viele A¨hnlichkeiten
aufweist.
Aufgrund der Gro¨ße der Frequenzverschiebung ist der Eﬀekt auch nicht direkt
auf eine Abweichungen der Umlaufzeiten T1 und T2 vom eingestellten Verha¨lt-
nis 21 zu erkla¨ren. Die Berechnung der modiﬁzierten bedingten Entropie bei den
vorhandenen Meßreihen deutet auf eine Abha¨ngigkeit der Art und Gro¨ße der
Verstimmung vom antreibenden Strom hin. Mit wachsender Stromsta¨rke scheint
das Frequenzverha¨ltnis ω1ω2 gro¨ßer zu werden. Zur Veriﬁzierung dieser Annahme
reicht das vorhandene Datenmaterial jedoch nicht aus. Weitere Messungen ko¨nn-
ten daru¨ber Aufschluß geben.
8.2 Quasiperiodisch getriebener, nichtlinearer Schwing-
kreis
Um den Einﬂuß verschiedener Frequenzen auf die Entropiefunktion H˜(∆τ) weiter
zu untersuchen, wird das Verhalten eines quasiperiodisch getriebenen, nichtlinea-
ren elektrischen Schwingkreises vermessen. Dieser besteht aus einem Widerstand
R = 200 Ω, einer Induktivita¨t L = 6, 4 mH und einer spannungsabha¨ngigen Kapa-
zita¨tsdiode C(U) (Typ 1N4007) (Abbildung 39). Dieses System kann angena¨hert
durch einen nichtlinearen Oszillator mit Toda-Potential Φ(x) = exp(x) − x − 1
beschrieben werden.
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Abbildung 39: Quasiperiodisch getriebener, nichtlinearer elektrischer Schwing-
kreis.
Mittels zweier Frequenzgeneratoren werden zwei Sinuswellen mit Amplitu-
de Ui und Frequenz ωi erzeugt und anschließend addiert. Mit dieser u¨berlager-
ten Schwingung wird das System getrieben. Am Widerstand des Schwingkreises
wird der resultierende Strom gemessen. Die Eingangsfrequenzen werden derart
gewa¨hlt, daß sie in einem anna¨hernd rationalen Verha¨ltnis zueinander stehen.
Zwei Zeitreihen des Systems werden untersucht. Die erste (Z1) wurde bei ei-
nem Spannungsverha¨ltnis von U1U2
 1, 1 V1, 9 V und einem Frequenzverha¨ltnis von
ω1
ω2 
99, 9 kHz
140 kHz 
5
7 aufgenommen, die zweite (Z2) bei
U1
U2
 2, 0 V1, 9 V und
ω1
ω2 
159, 9 kHz
140 kHz 
8
7. Diese Zeitreihen weisen chaotisches Verhalten auf (Ab-
bildung 40).
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Abbildung 40: Ausschnitt aus der Zeitreihe Z1, die bei einem Frequenzverha¨ltnis
von ω1ω2 
5
7 aufgenommen wurde.
Die Berechnung der modiﬁzierten bedingten Entropie aus diesen beiden
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Zeitreihen liefert ein a¨hnliches Ergebnis wie bei der Untersuchung der Inten-
sita¨tszeitreihen des ru¨ckgekoppelten Halbleiterlasers. Fu¨r beide Zeitreihen kann
aus der periodischen Abfolge der Minima der Entropiefunktion H˜(∆τ) wiederum
jeweils eine dominierende Frequenz ermittelt werden. Ebenso werden variierende
Amplituden dieser Minima beobachtet (Abbildungen 41 und 42).
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Abbildung 41: Bedingte Entropie H˜(∆τ) bzgl. der Zeitreihe Z1.
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Abbildung 42: Bedingte Entropie H˜(∆τ) bzgl. der Zeitreihe Z2.
In beiden Fa¨llen treten die Minima in Absta¨nden von ∆τ  3, 6 µs auf.
Dieser Wert entspricht der halben Periodenla¨nge der durch U2 bestimmten An-
regungsschwingung. In Abbildung 41 ist zu erkennen, daß die einzelnen Minima
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in Absta¨nden von ∆τ  25 µs besonders stark ausgepra¨gt erscheinen. Diese Zeit-
diﬀerenz entspricht der Diﬀerenzfrequenz ∆ω = |ω˜1 − ω˜2|  40 kHz. Bei der
Entropiefunktion von Zeitreihe Z2 ist ∆τ  50 µs, also ∆ω  20 kHz. Auch
dieser Wert stimmt erwartungsgema¨ß mit der Frequenzdiﬀerenz der gewa¨hlten
Anregungsschwingungen u¨berein.
Zusammenfassend ist zu bemerken, daß das Auftreten von Schwingungen un-
terschiedlicher Frequenz innerhalb eines chaotischen Systems zu Informations-
verlusten bzgl. fester Vorhersagezeiten fu¨hren kann, welche durch die jeweiligen
Frequenzen bestimmt sind. Dies dru¨ckt sich durch eine Amplitudenmodulation in
der modiﬁzierten bedingten Entropie aus. Dabei zeigt die Entropiekurve H˜(∆τ)
periodisch auftretende Minima, die mit der dominierenden Frequenz des Systems
korrespondieren. Die Gro¨ße dieser Minima ha¨ngt von den Frequenzdiﬀerenzen
zu den anderen Schwingungen ab. In chaotischen Zeitreihen, in denen derartige
Periodizita¨ten nicht mehr mittels linearer Standardverfahren eindeutig bestimmt
werden ko¨nnen, ermo¨glicht die Berechnung der modiﬁzierten bedingten Entropie
somit die Identiﬁzierung verborgener Periodizita¨ten.
Damit erha¨rten diese Ergebnisse die Vermutung, daß eine Verstimmung zwi-
schen den dominierenden Frequenzen der Zeitreihen des Lasersystems vorliegt.
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9 Datengestu¨tzte Modellbildung
In Kapitel 4 wurde gezeigt, wie mittels der Berechnung der modiﬁzierten be-
dingten Entropie die Meßgro¨ßen Xi ermittelt werden ko¨nnen, welche am besten
zur Vorhersage einer anderen Gro¨ße Y geeignet sind. Wenn die bedingte Entro-
pie H˜(Y|(X1, . . . ,XN)) verschwindet, existiert eine stetige Funktion, durch die Y
fast sicher aus den Xi hervorgeht. Allerdings liegt damit noch keine Aussage u¨ber
die spezielle Form dieser Funktion vor. In diesem Kapitel werden nun anhand
von Beispielen Methoden vorgestellt, mit denen entsprechende mathematische
Modelle gefunden werden ko¨nnen.
9.1 Parameterermittlung
Im Gegensatz zu physikalischen Modellen werden durch mathematische Modelle
keine Ursache-Wirkung-Beziehungen beschrieben, sondern diejenigen Funktionen
gesucht, welche gegebene Daten am besten beschreiben ko¨nnen. Damit ist die
mathematische Modellierung eine Form der Fehlerminimierung.
In der Regel sind Eingangsdaten xt ∈ R d und Ausgangsdaten yt, im vorliegen-
den Fall skalare Werte, gegeben. Es wird dann eine Menge von Basisfunktionen
fi : R
d → R , fi(ai,j ,xt) → yt vorgegeben. Jede dieser Basisfunktionen hat einen
oder mehrere freie Parameter ai,j . Bei der Modellbildung werden dann diejeni-
gen Parameter gesucht, mit denen das Modell die Ausgangsgro¨ße Y am besten
vorhersagt.
Werden alle vorhandenen Daten verwendet, so ko¨nnen diese Parameter durch
die Berechnung des χ2-Fehlers bestimmt werden [13]. Dieser ist durch die Summe
der quadrierten Absta¨nde zwischen den Ausgangsdaten und den vorhergesagten
Punkten gegeben
χ2 =
NT∑
t=1
(yt − f(ai,j ,xt))2
σt
. (9.1)
Dabei stellt f eine Kombination der Basisfunktionen fi dar, und σt ist in diesem
Fall die Unsicherheit, welche u¨ber die Meßgro¨ßen zur Zeit t besteht. Ko¨nnen keine
Aussagen u¨ber diese Unsicherheit getroﬀen werden, so wird σt = 1 gesetzt.
Die besten Parameter ko¨nnen nun mittels des
”
simulated annealing“ [13]
ermittelt werden. Dieses Verfahren ist an thermodynamische Prozesse bei der
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Abku¨hlung eines Systems angelehnt. Dabei kommt es zu Phasenu¨berga¨ngen; das
System nimmt Zusta¨nde niedriger Energie an. Erfolgt die Abku¨hlung schnell,
kann es zu kristallinen Strukturen kommen, die nicht unbedingt den Zustand
der absolut niedrigsten Energie darstellen, welcher bei langsamer Abku¨hlung
eingenommen wird. Bei der Parameterbestimmung entspricht der χ2-Fehler der
Energiefunktion. Die thermodynamischen Prozesse werden durch zufa¨llige Trans-
formationen eines Simplexes im Parameterraum simuliert. Dieser
”
hat das Be-
streben“, Zusta¨nde mo¨glichst kleiner Energie, also kleiner quadratischer Feh-
ler einzunehmen. Bei einem hohen, einstellbaren
”
Temperatur-Parameter“ er-
strecken sich die Bewegungen des Simplex u¨ber große Bereiche des Parameter-
raums. Abku¨hlung, d.h. Verkleinerung dieses Parameters sorgt dafu¨r, daß der
Simplex auf immer kleinerem Gebiet in Richtung eines Energieminimums strebt,
das bei hinreichender Abku¨hlung erreicht wird. Erfolgt diese schnell, ist es aller-
dings mo¨glich, daß er lediglich ein lokales Minimum erreicht. In diesem Fall ist es
angebracht, das Verfahren bei unterschiedlichen Startbedingungen mehrfach zu
wiederholen.
Die Bestimmung optimaler Modellparameter vereinfacht sich extrem, wenn
die Basisfunktionen linear in den Parametern sind, dann ist
f(ai,j,xt) =
M∑
i=1
aifi(xt).
Durch dieNT Funktionswerte zu denM Basisfunktionen ist eine (NT×M)-Matrix
D, die sogenannte Design-Matrix gegeben. Damit beschra¨nkt sich die Ermittlung
der Parameter ai auf die Lo¨sung des linearen Gleichungssystems

y1
y2
...
yNT

 =


f1(x1) f2(x1) · · · fM(x1)
f1(x2) f2(x2) · · · fM(x2)
...
...
. . .
...
f1(xNT ) f2(xNT ) · · · fM(xNT )




a1
a2
...
aM .

 (9.2)
Ist das Gleichungssystem u¨berbestimmt, so liefert, wie in Kapitel 4 bereits
erwa¨hnt, eine Singula¨rwertzerlegung das im Sinne der kleinsten Fehlerquadrate
beste Ergebnis [13]. Dies ist genau das erwu¨nschte Resultat.
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9.2 Termauswahlverfahren
Bislang wurden alle vorhandenen Datenpunkte zur Modellbildung verwendet. Die
Parameterbestimmung mittels Berechnung des χ2-Fehlers liefert das fu¨r den ent-
sprechenden Datensatz beste Modell. Das bedeutet jedoch nicht, daß dieses Mo-
dell auch fu¨r andere Daten desselben Systems optimal angepaßt ist. So ist es
z.B. denkbar, daß stochastische Sto¨rungen in die Parameterscha¨tzung einﬂießen.
Diese sind aber nicht fu¨r das Modell relevant und wu¨rden bei anderen Daten des
gleichen Systems fu¨r gro¨ßere Fehler sorgen.
Um dies zu vermeiden, ko¨nnen die vorhandenen Daten in einen Trainings- und
einen Testdatensatz aufgeteilt werden. Das Modell wird anhand des Trainings-
datensatzes erstellt und die Abweichung des Modells von den Realdaten anhand
des Testdatensatzes berechnet [33].
Eine extreme Variante der Aufteilung des Datensatzes in Trainings- und Test-
daten kann erfolgen, indem die Testdaten nur aus einem einzigen Datenpunkt
bestehend gewa¨hlt wird. Dabei werden fu¨r alle NT Datenpunkte Modelle erstellt
und dann ein mittlerer Modellfehler
σ2LOO =
1
NT
NT∑
t=1
(yt − ft(xt))2 (9.3)
berechnet, wobei die Modelle ft aus den jeweils verbleibenden NT−1 Datenpunk-
ten (xs, ys), s = t mittels der Berechnung des χ2-Fehlers erstellt werden. Bei Mo-
dellen, welche linear in den Parametern sind, hat dieser
”
Leave-One-Out“-Fehler
den Vorteil, daß er analytisch berechnet werden kann [33]. Mit der Projektions-
matrix
B = INT −D(D	D)−1D	,
wobei INT die NT -dimensionale Einheitsmatrix und D
	 die Transponierte der
Designmatrix darstellt, ist
σ2LOO =
1
NT
· >y	B(diag(B))−2B>y. (9.4)
Der Vektor >y besteht aus den NT y-Werten des gesamten Datensatzes. Mittels
Gleichung (9.4) ist eine schnelle Berechnung des Modellfehlers σ2LOO mo¨glich.
Wa¨hrend der χ2-Fehler mit wachsender Anzahl M an Basisfunktionen mo-
noton kleiner wird, weist der σ2LOO-Fehler bei einer optimalen Menge von Ba-
sisfunktionen ein absolutes Minimum auf. Dieser Satz von Basisfunktionen kann
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iterativ ermittelt werden. Dazu kann mit der Berechnung des σ2LOO-Fehlers be-
gonnen werden, wenn sa¨mtliche vorhandenen Basisfunktionen gegeben sind, um
dann sukzessiv diejenigen Funktionen aus der Funktionenmenge zu entfernen, die
den σ2LOO-Fehler am sta¨rksten erho¨hen. Umgekehrt kann auch von einer leeren
Funktionenmenge ausgegangen werden. Dann werden solange diejenigen Basis-
funktionen, welche den σ2LOO-Fehler am sta¨rksten minimieren, hinzugenommen,
bis das Minimum erreicht wird. Diese zweite Methode, die in dieser Arbeit ver-
wendet wird, heißt
”
Forward Selection“7. Die endgu¨ltige Parameterermittlung er-
folgt schließlich durch die Anwendung der im vorherigen Abschnitt beschriebenen
Methode der kleinsten Fehlerquadrate auf den ausgewa¨hlten Satz von Basisfunk-
tionen.
Als Basisfunktionen sind d-dimensionale Polynome p-ter Ordnung
gi(x) = x
j1
1 · xj22 · · ·xjdd ,
mit
∑
k jk ≤ p, sehr gut geeignet. Die Polynomialmodelle
f(ai,j,xt) =
M∑
i=1
aigi(xt)
stellen eine natu¨rliche Erweiterung linearer Modelle dar. Außerdem lassen sich
analytische Funktionen durch Potenzreihenentwicklung in dieser Form darstellen.
9.2.1 Analyse von Turbogeneratoren
Als Beispiel fu¨r die Forward Selection wird nun die Modellbildung von Schwin-
gungszusta¨nden von Turbomaschinen gezeigt. Beobachtungen in Kraftwerken
zeigen, daß einige Turbogeneratoren jeden Abend zur Vollastphase eine starke
U¨berho¨hung der Schwingungsamplituden aufweisen (Abbildung 43).
Als Eingangsgro¨ßen wurden 35 verschiedene Betriebsparameter Xi wie Er-
regerstrom, Abdampfdru¨cke und -temperatur, sowie die Wirkleistung gemessen.
Die gemessenen Ausgangsgro¨ßen Y sind die maximalen Schwingungsamplituden
der Turbogeneratoren. Unter der Annahme, daß diese weitgehend durch Erre-
gerstrom X2 und Wirkleistung X1 beschrieben werden ko¨nnen, wurden mittels
Forward Selection aus diesen Gro¨ßen Polynomialmodelle mit p = 2 gebildet.
7Um eine mo¨gliche bei der Iteration auftretenden Fehlauswahl der relevanten Terme zu
vermeiden, ko¨nnen auch beide Vorgehensweise miteinander verbunden werden.
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Abbildung 43: Zeitlicher Verlauf der maximalen Schwingungsamplituden eines
Turbogenerators.
Wa¨hrend die Schwingungsamplituden ohne U¨berho¨hung am besten durch ein
Modell der Form
Y = a0 + a1X1 + a2X
2
2 (9.5)
beschrieben werden ko¨nnen, ist fu¨r die Zeitreihen mit u¨berho¨hten Amplituden
ein Modell der Form
Y = a0 + a1X2 + a2X
2
2 (9.6)
am besten geeignet. In diesem Fall ist also die Wirkleistung X1 fu¨r das Modell
ohne Bedeutung [34].
9.3 Bedingte Entropie und Modellbildung
9.3.1 Zusammenha¨nge zwischen den Meßgro¨ßen
Dieses Ergebnis soll unter dem Gesichtspunkt der bedingten Entropie untersucht
werden. Dazu werden die modiﬁzierten bedingten Entropien der Schwingungsam-
plituden Y fu¨r jeden gegebenen Betriebsparameter Xi fu¨r den gesamten Schwin-
gungsverlauf berechnet (Abbildung 44).
Es zeigt sich, daß der Erregerstrom X2 die geringste und die Wirkleistung X1
die zweitkleinste bedingte Entropie ergibt. Dies scheint die Annahme, daß diese
beiden Gro¨ßen zur Modellbildung am besten geeignet sind, zu besta¨tigen. Um
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Abbildung 44: Bedingte Entropien H˜(Y|Xi) der Schwingungsamplituden bei ver-
schiedenen gegebenen Betriebsparametern Xi.
dies zu u¨berpru¨fen wird im zweiten Schritt X2 festgehalten und H˜(Y|(X2,Xi))
berechnet.
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Abbildung 45: Bedingte Entropien H˜(Y|(X2,Xi) der Schwingungsamplituden bei
gegebenem Erregerstrom X2 und anderen Betriebsparametern Xi.
In Abbildung 45 ist zu erkennen, daß bei festgehaltenem Erregerstrom die
Wirkleistung nicht mehr die bedingte Entropie minimiert, sondern die Abdampf-
temperatur X3. Die in der Wirkleistung u¨ber die Schwingungsamplituden ent-
haltene Information ist zu einem großen Teil bereits durch den Erregerstrom
gegeben. Dies ist die Erkla¨rung dafu¨r, daß die Wirkleistung in die Modellbildung
(9.6) nicht einﬂießt. Wird jedoch die Abdampftemperatur X3 hinzugenommen,
ergibt die Forward Selection ein Modell der Form
Y = a0 + a1X2 + a2X
2
2 + a3X3. (9.7)
Die Hinzunahme des linearen Terms a3X3 reduziert den Modellfehler um ca. 10%.
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9.3.2 Vorgehensweise bei der Modellbildung
Das aufgefu¨hrte Beispiel weist einen geeigneten Weg zur datengetriebenen Mo-
dellbildung auf, bei der keine weiteren Kenntnisse u¨ber das zu beschreibende
System einﬂießen mu¨ssen.
• Im ersten Schritt werden iterativ durch Berechnung der modiﬁzierten be-
dingten Entropie diejenigen Gro¨ßen ermittelt, welche zur Vorhersage der zu
modellierenden Meßgro¨ße am besten geeignet sind.
• Diese Gro¨ßen werden dann fu¨r die Forward Selection verwendet. Durch
diese werden die fu¨r das Modell relevanten Terme bestimmt. Gleichzeitig
kann eine Parameterabscha¨tzung mittels Singula¨rwertzerlegung erfolgen.
Das vorgestellte Verfahren kann fu¨r verschiedene Situationen weiter modiﬁ-
ziert werden.
Es ist mo¨glich, daß sich die Abha¨ngigkeiten der Ausgangsgro¨ßen von den Ein-
gangsgro¨ßen mit den Zusta¨nden der Xi a¨ndern. Um derartige nichtstationa¨re
Systeme modellieren zu ko¨nnen, kann eine Clusterung im Raum der Eingangs-
gro¨ßen vorgenommen werden. In dieser Arbeit wurde ein Fuzzy-Clustering (FCM-
Clustering [35]) verwendet, das ermo¨glicht, die Clustergrenzen ﬂießend zu wa¨hlen.
Fu¨r die Entropieberechnung sind harte Cluster, bei denen jeder Punkt genau ei-
nem Cluster zugeordnet ist, zu verwenden, damit eindeutige Zusammenha¨nge zwi-
schen den Meßgro¨ßen bestimmt werden ko¨nnen. Bei der Modellbildung ist es aber
ha¨uﬁg sinnvoll, weiche Clustergrenzen zu wa¨hlen. Dabei werden die Punkte al-
len Clustern mit verschiedenen Gewichten zugeordnet8. Somit ko¨nnen U¨berga¨nge
zwischen den einzelnen Clustern modelliert werden.
Bei kontinuierlichen dynamischen Systemen ist ein Modell in Form eines Dif-
ferentialgleichungssystems gema¨ß (2.3) wu¨nschenswert. In diesem Fall sind die
Ausgangsgro¨ßen Yi die Ableitungen an den jeweiligen Punkten der Zeitreihe. Da
diese in der Regel jedoch nicht explizit vorliegen, mu¨ssen sie aus der Zeitreihe
selbst berechnet werden. Im einfachsten Fall ko¨nnen dazu die Diﬀerenzen aufein-
ander folgender Punkte verwendet werden. Dabei treten aber, insbesondere bei
8Harte Cluster ergeben sich als Spezialfall, bei dem jeweils ein Cluster das Gewicht 1, die
anderen das Gewicht 0 erhalten. Im anderen Extrem besitzen alle Cluster das gleiche Gewicht.
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Vorhandensein von Rauschen, extreme Fehler auf. Erheblich bessere Ergebnis-
se liefert das lokale Anﬁtten der Meßreihen mittels diﬀerenzierbarer Funktionen,
beispielsweise durch Savitzky-Golay-Filter [13], und deren anschließende analyti-
sche Diﬀerentiation. Mit diesen Ergebnissen ko¨nnen sowohl die Berechnung der
modiﬁzierten bedingten Entropie, als auch die Modellbildung durchgefu¨hrt wer-
den. Allerdings treten auch bei dieser Abscha¨tzung der Ableitungen Fehler auf,
so daß es ha¨uﬁg sinnvoll ist, zur Parameterabscha¨tzung ein weiteres Optimie-
rungsverfahren wie z.B. das simulated Annealing zu verwenden. Dabei wird die
gefundene Diﬀerentialgleichung bei verschiedenen Startparametern integriert, wo-
bei die Energiefunktion durch die quadratische Abweichung von den Meßdaten
bestimmt ist.
Das vorgestellte Verfahren ermo¨glicht es, aus mehrdimensionalen Daten ohne
tiefere Kenntnis des Systems Modelle zu erstellen. Es muß jedoch darauf hin-
gewiesen werden, daß es sich dabei um mathematische Modelle handelt, also
Funktionen, welche Meßdaten mit dem kleinstmo¨glichen Fehler vorhersagen. We-
der durch die Modellbildung noch durch die Berechnung der bedingten Entropie
ko¨nnen direkte Aussagen u¨ber Ursache-Wirkung-Verha¨ltnisse gemacht werden.
Die in [36] aus den Ergebnissen der Modellbildung (9.6) gezogene Schlußfolge-
rung, daß der Erregerstrom keinen Einﬂuß auf die Wirkleistung hat, ist nicht
zwingend, zumal dieser viel Information u¨ber die Leistung entha¨lt, also eine klei-
ne bedingte Entropie liefert.
Die hier vorgestellte Vorgehensweise kann nur Hinweise auf die physikalischen
Zusammenha¨nge geben. Sie stellt keinen Automatismus dar: bei der Interpreta-
tion der Ergebnisse muß in jedem Schritt ihre physikalische Relevanz u¨berpru¨ft
werden.
9.4 Echtzeitanalyse
Teil der Arbeit ist, die vorgestellten Methoden auf ihre Einsetzbarkeit fu¨r Echt-
zeitanalysen zu u¨berpru¨fen [37]. Im Rahmen dieser Arbeit wurde daher ein kom-
plexes Analysewerkzeug entwickelt (Anhang C). Die einzelnen Analysemethoden
werden dabei als eigensta¨ndige Programme implementiert. Sie ko¨nnen dabei wie
in Abbildung 46 dargestellt miteinander verknu¨pft werden. Dieser Aufbau be-
81
dingt, daß der langsamste Prozeß die Gesamtgeschwindigkeit der Berechnungen
in jedem Schritt vorgibt. Es kommt also darauf an, mo¨glichst schnelle Algorith-
men zur Berechnung der bedingten Entropie und der Modellbildung zu ﬁnden. Je
la¨nger die Zeitreihe ist, desto mehr Zeit wird fu¨r die einzelnen Analysen beno¨tigt.
Daher wird der Datenstrom zuna¨chst in Teilsequenzen von einigen hundert bis
wenigen tausend Datenpunkten aufgeteilt.
Sequenz-
aufteilung
Auswahl
statist. Modell-
bildung
Vorher-
sageDatenstrom 
Entropie
bedingte
Daten-
analyse
Abbildung 46: Verschaltung verschiedener Prozesse bei der Echtzeitanalyse.
Bei der Berechnung der bedingten Entropie ist vor allem die Suche nach den
na¨chsten Nachbarn eines Referenzpunktes zeitaufwendig, insbesondere in hoch-
dimensionalen Systemen. Da die Nachbarsuche fu¨r sehr viele Algorithmen in der
Analyse nichtlinearer Zeitreihen beno¨tigt wird, wurden bereits eine Reihe von
Suchverfahren entwickelt, z.B. die Verwendung d-dimensionaler Suchba¨ume [38].
Da bei der beschra¨nkten Datenzahl, die fu¨r die Echtzeitanalyse verwendet werden,
lediglich ein- bis zweidimensionale Abha¨ngigkeiten untersucht werden ko¨nnen,
sind derartige Verfahren nicht unbedingt notwendig. Dennoch ist eine Vorsortie-
rung der Daten zweckma¨ßig, damit nicht wiederholt die Absta¨nde zwischen al-
len Datenpunkten berechnet werden mu¨ssen. Im eindimensionalen Fall kann dies
einfach durch das Sortieren der Daten nach ihrer Gro¨ße (beispielsweise mittels
des Quicksort-Algorithmus [39]) geschehen. Bei der Suche nach 2-dimensionalen
Nachbarpunkten ist eine Aufteilung des gesamten besetzten Zustandsraums in
Quadrate der Seitenla¨nge  sinnvoll. Dadurch beschra¨nkt sich die Abstandsbe-
rechnung auf die Punkte, die in dem Quadrat des Referenzpunkts liegen, und
diejenigen der maximal acht Nachbarquadrate [38]. Eine weitere Reduzierung der
Rechenzeit kann erfolgen, indem nicht mehr alle Datenpunkte zur Berechnung
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des Mittelwertes verwendet werden, sondern lediglich eine sinnvolle, statistische
Auswahl.
Eine derartige Auswahl ist auch fu¨r die Modellbildung von Nutzen. Trotz
dieser Vorauswahl und der schnellen analytischen Berechnung des σ2LOO-Fehlers
dauert die Berechnung eines Modells ungefa¨hr 1 s (9). Dies ist fu¨r eine Vielzahl von
technischen und physikalischen Anwendungen zu langsam. Der Einsatz adaptiver
Methoden ko¨nnte die Modellierung beschleunigen. Das in [40] vorgeschlagene ad-
aptive Verfahren hat jedoch den Nachteil, daß es fu¨r jeden Modellbildungsschritt
Einschwingzeiten von einigen hundert Zeitpunkten beno¨tigt. In diesen Zeiten ist
keine Aussage u¨ber die exakte Modellstruktur mo¨glich. Bei der Prozeßu¨berwa-
chung ist ein derartiges Verhalten ausgesprochen problematisch. In diesem Fall
ist es gu¨nstiger, ein festes Modell zu verwenden und die dabei auftretenden Mo-
dellfehler zu berechnen. Nichtstationa¨re Systeme werden dann durch die Verwen-
dung von Fuzzy-Clustern, wie oben beschrieben, modelliert. Um schnellere Ana-
lysemethoden nicht zu verzo¨gern, erfolgt dann die Modellbildung losgelo¨st vom
restlichen Analyseprozeß. D.h. es werden solange
”
alte“ Modelle verwendet, bis
ein neues erstellt worden ist; das Modell wird nicht den aktuellen Daten angepaßt.
Da die Modelle im nichtstationa¨ren Fall jedoch von der Lage der Eingangsgro¨ßen
im Zustandsraum abha¨ngen, mu¨ssen sie auch dem aktuellen Zustandsraumbe-
reich der Eingangsdaten entsprechen. Die Zuteilung der Teilmodelle zu bestimm-
ten Clustern, muß somit weiterhin fu¨r den gesamten Raum der Eingangsgro¨ßen
gu¨ltig sein. Es ist demzufolge notwendig, die zuvor verwendeten Daten zu spei-
chern, um eine dem Gesamtsystem entsprechende Verteilung der Eingangsdaten
zu ermo¨glichen. Die permanente Speicherung aller Daten wu¨rde jedoch die Spei-
cherkapazita¨t des Computers u¨berschreiten. Aus diesem Grund erfolgt eine sta-
tistische Auswahl. Sobald eine zuvor angegebene Speicherkapazita¨t erreicht ist,
werden die gespeicherten Daten zu einem großen Teil beibehalten. Der zufa¨llig
ausgewa¨hlte Rest wird durch einen ebenfalls zufa¨llig ausgewa¨hlten Anteil aktu-
eller Daten ersetzt. Auf diese Weise wird gewa¨hrleistet, daß die gespeicherten
Daten die gleiche Verteilung aufweisen wie die Gesamtdaten. Zur Prozeßu¨berwa-
chung kann damit einerseits der Modellfehler, andererseits (auf einer langsameren
9Auf einer Sun-Ultra10-Workstation, bei Verwendung von 500 Datenpunkten, einem Poly-
nomialmodell dritter Ordnung und vier Eingangsgro¨ßen.
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Zeitskala) die A¨nderung des Modells verwendet werden.
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10 Andere Methoden zur Bestimmung von
Abha¨ngigkeiten innerhalb von Zeitreihen
und der Einﬂuß von Rauschen auf die Be-
rechnung der bedingten Entropie
In diesem Kapitel soll auf die Vorteile und Grenzen des in dieser Arbeit vorgestell-
ten Verfahrens eingegangen werden. Zuna¨chst wird dabei die Anwendbarkeit der
vorgestellten Methode bei verrauschten Daten untersucht. Im zweiten Abschnitt
soll sie dann mit anderen Verfahren verglichen werden.
10.1 Der Einﬂuß von Meßrauschen
Die hier vorgestellte Methode zur Berechnung einer modiﬁzierten bedingten
Entropie hat sich als gut geeignet zur Analyse von Zeitreihen nichtlinearer Sy-
steme erwiesen. In diesem Abschnitt wird nun der Einﬂuß von Meßrauschen auf
die Analyseergebnisse untersucht. Dies soll anhand der in Kapitel 6 vorgestell-
ten Methode zur Ermittlung optimaler Einbettungsparameter am Beispiel des
Lorenzsystems geschehen. Dies ist ein kompliziertes Problem, da sowohl Nichtli-
nearita¨ten auftreten, als auch das System zu Beginn des Iterationsverfahrens in
Bezug auf die Anzahl unabha¨ngiger Variablen nicht vollsta¨ndig bestimmt ist.
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Abbildung 47: Die bedingten Entropien Hav (∆τ) ohne Korrektur nichtlinea-
rer Einﬂu¨sse (links) und H˜av (∆τ) (rechts). Die Entropien wurden bzgl. der x-
Komponente des Lorenzsystems ohne Meßrauschen berechnet.
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Im ersten Schritt wird das Verfahren auf die unverrauschte Zeitreihe ange-
wendet. In Abbildung 47 ist zu erkennen, daß die Entropiefunktionen Hav (∆τ),
in die keine Korrektur der durch nichtlineare Einﬂu¨sse verursachten Informa-
tionsverluste eingeht, und H˜av (∆τ) qualitativ vergleichbar sind, also gleiche Ex-
tremstellen aufweisen. Die korrigierten bedingten Entropien sind jedoch erheblich
geringer, sogar im Fall einer zweidimensionalen Einbettung, bei der die zuku¨nfti-
gen x-Werte nicht eindeutig bestimmt sind. Damit ist es insbesondere durch die
unkorrigierte bedingte Entropie Hav (Y|X) nicht mo¨glich, die beno¨tigte Einbet-
tungsdimension direkt aus deren Verschwinden zu bestimmen.
Im na¨chsten Schritt wird normalverteiltes Rauschen auf die Zeitreihe addiert.
Dies entspricht einem Meßrauschen bei experimentellen Daten. Die bedingten
Entropiekurven werden dann bzgl. der neuen Zeitreihe berechnet. Das Rauschen
wird mit einem Signal-Rausch-Verha¨ltnis von 40 dB angesetzt, wobei das Signal-
Rausch-Verha¨ltnis durch den Quotienten aus den Standardabweichungen von Si-
gnal X und Rauschen ξ bestimmt ist
ΦSNR(X, ξ) = 20 log10
(
∆X
∆ξ
)
.
Bei einer Wahl von  = 1
50
entspricht die Standardabweichung bei ΦSNR(X, ξ) =
40 dB ungefa¨hr ∆ξ  
2
.
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Abbildung 48: Die bedingten Entropien Hav (∆τ) ohne Korrektur nichtlinearer
Einﬂu¨sse (links) und H˜av (∆τ) (rechts) bzgl. der x-Komponente des Lorenzsy-
stems, berechnet bei einem Signal-Rausch-Verha¨ltnis von ΦSNR(X, ξ) = 40 dB
und  = 1
50
.
86
Abbildung 48 zeigt die Kurvenverla¨ufe der bedingten Entropien (analog zu
Abbildung 47) fu¨r die verrauschte Zeitreihe. Auf die nichtkorrigierten Entropi-
en haben die geringen Sto¨rungen keine wesentlichen Auswirkungen. Auch bei
Beru¨cksichtigung nichtlinearer Eﬀekte (rechts) entspricht der Kurvenverlauf qua-
litativ dem in Abbildung 47 b) gezeigten. Allerdings sind die Entropiewerte erheb-
lich ho¨her, was nicht alleine mit dem durch das zusa¨tzliche Rauschen verursachten
Informationsverlust zu erkla¨ren ist. Vielmehr ist die Bestimmung der nichtlinea-
ren Einﬂu¨sse nicht mehr ohne weiteres mo¨glich, da in den lokalen -Umgebungen
der Rauschanteil zu groß ist, um die linearisierte Abbildung exakt zu bestimmen.
U¨bersteigt die Standardabweichung des Rauschens die Gro¨ße der -Umgebungen
deutlich, haben die Korrekturfaktoren keinen Einﬂuß mehr auf die Werte von
H˜av (∆τ). Die Entropiekurven mit und ohne Korrektur sind dann identisch. Da-
her ist es sinnvoll, die -Umgebungen mo¨glichst groß zu wa¨hlen. Dies hat, wie in
Kapitel 4 gezeigt, auch den Vorteil, daß weniger Datenpunkte beno¨tigt werden.
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Abbildung 49: Die bedingten Entropien Hav (∆τ) ohne Korrektur nichtlinearer
Einﬂu¨sse (links) und H˜av (∆τ) (rechts) bzgl. der x-Komponente des Lorenzsy-
stems, berechnet bei einem Signal-Rausch-Verha¨ltnis von ΦSNR(X, ξ) = 40 dB
und  = 1
30
.
Durch die Vergro¨ßerung von  tritt die Korrektur wieder deutlicher hervor
(Abbildung 49). Die Abweichungen in den Absolutwerten sind dabei durch die
-Abha¨ngigkeit von Hav (∆τ) und H˜
av
 (∆τ) bedingt. Durch das gro¨ßere  lassen
sich jedoch die linearisierten Abbildungen besser bestimmen, da der Rauschein-
ﬂuß deutlich verringert ist. Dadurch wird der relative Unterschied zwischen den
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bedingten Entropien H˜av (∆τ) und H
av
 (∆τ), auf welche die Wahl von  keinen wei-
teren Einﬂuß hat, gro¨ßer. Allerdings mu¨ssen die Umgebungen noch klein genug
sein, um eine sinnvolle Abscha¨tzung der linearisierten Abbildung zu gewa¨hrlei-
sten. Wird das Rauschen zu groß, das Signal-Rausch-Verha¨ltnis also zu klein,
ko¨nnen die nichtlinearen Einﬂu¨sse nicht mehr bestimmt werden.
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Abbildung 50: Die bedingte Entropie H˜av (∆τ) bzgl. der x-Komponente des Lo-
renzsystems bei einem Signal-Rausch-Verha¨ltnis von ΦSNR(X, ξ) = 5 dB (links)
und ohne Rauschen (rechts) bei  = 1
50
.
Ein Signal-Rausch-Verha¨ltnis von ΦSNR(X, ξ) = 5 dB bedeutet, daß die Stan-
dardabweichung des Rauschens ungefa¨hr einem Drittel der Gesamtamplitude des
Signals entspricht. Es ist also nicht mehr mo¨glich,  groß genug zu wa¨hlen. D.h.
die nichtlineare Korrektur hat fu¨r die Berechnung der modiﬁzierten bedingten
Entropie keine Bedeutung mehr (Abbildung 50a). Die bedingte Entropie ist in
diesem Fall aufgrund des durch das Rauschen verursachten Informationsverlusts
sehr hoch. Dennoch weist H˜av (∆τ) fu¨r die stark verrauschten Daten noch die
gleichen Minimalstellen auf wie fu¨r die unverrauschte Zeitreihe. Die Berechnung
der modiﬁzierten bedingten Entropie ist also auch im Fall
”
schlechter“, stark
verrauschter Daten noch sinnvoll: Qualitative Aussagen sind somit immer noch
mo¨glich. Die Quantiﬁzierung der nichtlinearen Einﬂu¨sse wird jedoch mit abneh-
mendem Signal-Rausch-Verha¨ltnis schwieriger.
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10.2 Methoden zur Bestimmung von Abha¨ngigkeiten in-
nerhalb von Zeitreihen
In diesem Abschnitt werden andere Methoden zur Bestimmung von Zusam-
menha¨ngen kurz beschrieben und mit dem in dieser Arbeit eingefu¨hrten Verfahren
verglichen.
10.2.1 Bedingte und relative Entropie
Im letzten Abschnitt wurde gezeigt, daß die modiﬁzierte bedingte Entropie
H˜(Y|X) bei Meßrauschen das gleiche Verhalten wie die nicht korrigierte Entropie
H(Y|X) = −E[log P(y|x)] (10.1)
aufweist. Allerdings werden durch (10.1) nichtlineare Informationsverluste nicht
mehr von anderen unterschieden. So ergibt die bedingte Entropie fu¨r die logisti-
sche Parabel
H(Y|X)  log 2.
Dieses Ergebnis ist dadurch bedingt, daß an Stellen, an denen Steigungen f ′(x) >
1 auftreten, die bedingte Wahrscheinlichkeit P(y|x) < 1 ist.
Diese Einﬂu¨sse ko¨nnen umgangen werden, wenn die
”
Wahrscheinlichkeit“ ei-
nes Punktes zn durch den mittleren Abstand R
(k)(zn) der k na¨chsten Nachbarn
von zn abgescha¨tzt wird. R
(k)(zn) ist umgekehrt proportional zu P(zn):
R(k)(zn) =
1
k
k∑
j=1
(zn − zsn,j)2 ∼
1
P(zn)
, (10.2)
wobei sn,j die Indices der k Nachbarpunkte von zn sind.
Um Abha¨ngigkeiten zwischen zwei Gro¨ßen X und Y mit d1- bzw. d2-
dimensionalen Zustandsvektoren zu bestimmen, wurde daher in [41] folgende Me-
thode vorgeschlagen:
Zuna¨chst wird gema¨ß (10.2) die
”
Wahrscheinlichkeit“, oder genauer die Dich-
te, des Punktes yn abgescha¨tzt. Danach werden zu dem korrespondierenden
Punkt xn, zur gleichen Zeit n, ebenfalls die k na¨chsten Nachbarn xrn,j bestimmt.
Damit kann eine Abscha¨tzung fu¨r die relative Wahrscheinlichkeit durch
S(k)n (yn|xn) =
R(k)(yn)
R(k)(yn|xn)
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erfolgen, wobei Rk(yn|xn) der mittlere Abstand der zu den k na¨chsten Nachbarn
von xn korrespondierenden y-Punkte yrn,j zu yn ist:
R(k)(yn|xn) = 1
k
k∑
j=1
(yn − yrn,j )2. (10.3)
Ist yn eineindeutig durch xn bestimmt, so ist
S(k)n (yn|xn) = 1,
andernfalls nimmt S(yn|xn) einen Wert
0 ≤ S(k)n (yn|xn) < 1
an. Somit ko¨nnen durch Mittelwertbildung Abha¨ngigkeiten zwischen den Zufalls-
gro¨ßen X und Y bestimmt werden. Mittels Sn(yn|xn) kann auch die relative
(Kullback-Leibler-) Entropie (Anhang B)
S(k)(Y|X) = −E[log Sn(yn|xn)] (10.4)
deﬁniert werden. Diese nimmt bei einer durch eine bijektive Abbildung gegebe-
nen Abha¨ngigkeit unabha¨ngig von den Ableitungen der Funktion den Wert 0 an.
Allerdings ist dies nicht mehr gegeben, wenn die y-Werte verschiedene Urbilder
besitzen ko¨nnen. In diesem Fall besitzen die na¨chsten Nachbarn von yn Urbilder,
welche einen sehr großen Abstand von xn besitzen ko¨nnen und damit auf keinen
Fall zu dessen Nachbarn geho¨ren. Daraus folgt, daß Rk(yn) < Rk(yn|xn) ist und
S(Y|X) > 0, obwohl eine direkte Abha¨ngigkeit vorliegt. Im Extremfall, wenn k
die Anzahl der Urbilder von y ist (im Fall der Parabel also k = 2), verschwin-
det die relative Wahrscheinlichkeit, sogar wenn Y eindeutig von X abha¨ngt. Das
bedeutet, die relative Entropie (10.4) wa¨chst u¨ber alle Maßen. Ein Vorschlag zur
Verbesserung des Verfahrens ist in diesem Fall S
(k)∗
n (yn|xn) durch das Maximum
S(k)∗n (yn|xn) = max(Sn(yn|xn), (R(k)(xn))−1)
zu deﬁnieren.
10.2.2 Transinformation
Eine weit verbreitete Methode zur Bestimmung von Abha¨ngigkeiten in Zeitreihen
nichtlinearer Systeme ist die Berechnung der Transinformation [23, 27, 42]. Da-
zu ko¨nnen, wie in Kapitel 4 beschrieben wurde, die Wahrscheinlichkeiten P(x),
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P(y) und P(x, y) berechnet werden. Die Transinformation ergibt sich dann
gema¨ß (2.10) durch
I(X,Y) = E
[
log
(
P(x, y)
P(x)P(y)
)]
. (10.5)
Analog zur Einfu¨hrung verallgemeinerter Entropien (Anhang B) kann eine
verallgemeinerte Transinformation
I2(X,Y) = log
( ∑
α,β P(Y = yα,X = xβ)
2∑
α P(Y = yα)
2
∑
β P(X = xβ)
2
)
(10.6)
deﬁniert werden. Diese ist jedoch nicht immer positiv und daher kein echtes Maß
fu¨r Information [43]. Ist aber die Zufallsvariable Y gleichverteilt, so hat I2(X,Y)
wieder die geforderte Eigenschaft [44]. Zur Berechnung der verallgemeinerten
Transinformation werden daher zuna¨chst die Datenpunkte yt auf eine Gleich-
verteilung transformiert. Dies kann durch Sortieren der Daten nach ihrer Gro¨ße
und anschließender Zuordnung der neuen Indices erfolgen. Diese Gleichverteilung
ermo¨glicht eine schnelle Berechnung der Wahrscheinlichkeiten P, da die na¨chsten
Nachbarn eines Punktes durch das Sortieren schon bekannt sind und sich die
Absta¨nde aufgrund der Gleichverteilung direkt berechnen lassen.
Die Transinformationen (2.10) und (10.6) verschwinden, wenn X und Y von-
einander statistisch unabha¨ngig sind. Andernfalls nimmt sie positive Werte an; ist
Y eine Funktion von X, so ist I(X,Y) = H(Y). Damit lassen sich aber nur aufgrund
positiver Transinformation keine Schlußfolgerungen u¨ber direkte Abha¨ngigkeiten
zwischen X und Y ziehen. Dazu mu¨ßte die Einzelentropie H(Y) bekannt sein. Die
Diﬀerenz
H(Y)− I(X,Y) = H(Y|X)
fu¨hrt dann wieder zur bedingten Entropie.
Auch u¨ber die Berechnung mittlerer Absta¨nde la¨ßt sich ein der Transinforma-
tion entsprechendes Maß deﬁnieren [41]. Dazu werden die Absta¨nde krand zufa¨llig
ausgewa¨hlter Punkte zu dem Referenzpunkt yn berechnet
Rn(yn) =
1
k
k∑
j=1
(yn − ykrand)2.
Die Gro¨ße
I˜(k) = E
[
log
Rn(yn)
R(k)(yn|xn)
]
,
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wobei der Nenner durch (10.3) gegeben ist, verschwindet, wenn X und Y un-
abha¨ngig voneinander sind, und ist positiv, wenn eine Abha¨ngigkeit besteht. Al-
lerdings kann sie auch negative Werte annehmen. Da sie außerdem nicht symme-
trisch in X und Y ist, stellt sie im eigentlichen Sinne keine Transinformation dar,
kann aber dennoch in der Regel a¨quivalent verwendet werden.
10.2.3 Kovarianz
Lineare Methoden zur Identiﬁzierung von Zusammenha¨ngen sind in der Zeitrei-
henanalyse weit verbreitet. Da sie nicht auf informationstheoretischen Ansa¨tzen
beruhen und daher keine Abscha¨tzung von Wahrscheinlichkeiten oder Dichten
erforderlich ist, werden fu¨r diese Methoden relativ wenig Daten beno¨tigt. Im we-
sentlichen basieren die Methoden auf der Berechnung der Kovarianz
Cov(X,Y) = E[(X− E(X))(Y − E(Y))]. (10.7)
Sind die Zufallsvariablen X und Y voneinander unabha¨ngig, so ist Cov(X,Y) = 0.
Ist Cov(X,Y) > 0, so bedeutet das, daß Y bei wachsendem X im Mittel gro¨ßer
wird, bei negativer Kovarianz wird Y in diesem Fall kleiner. Um ein festes Maß
fu¨r lineare Abha¨ngigkeiten zu erhalten, wird die Kovarianz durch das Produkt der
Standardabweichungen ∆X∆Y dividiert. Die auf diese Weise erhaltene Gro¨ße ist
die Korrelation
Corr(X,Y) =
Cov(X,Y)
∆X∆Y
. (10.8)
Geht Y durch eine lineare Abbildung aus X hervor, so ist |Corr(X,Y)| = 1. Sind
X und Y voneinander unabha¨ngig, so ist Corr(X,Y) = 0. Allerdings folgt aus dem
Verschwinden der Korrelation nicht die statistische Unabha¨ngigkeit von X und
Y, P(Y|X) = P(Y). So ergibt z.B. die Korrelation bei der Untersuchung eines
Kreises den Wert 0, obwohl jedem x-Wert nur maximal zwei y-Werte entspre-
chen, also P(Y|X) = 1
2
 P(Y) ist. Dennoch ist die Korrelation aufgrund ihrer
schnellen Berechenbarkeit eine der wichtigsten Gro¨ßen zur Identiﬁzierung von
Abha¨ngigkeiten. Insbesondere zeitliche Zusammenha¨nge, welche durch Kreuz-
bzw. Autokorrelationen angegeben werden, lassen sich unter Verwendung des
Korrelations- bzw. Wiener-Khintchine-Satzes sehr schnell bestimmen. Der Korre-
lationssatz besagt, daß das Produkt der Fouriertransformierten einer Gro¨ße x(t)
mit dem konjugiert Komplexen der Fouriertransformierten einer weiteren Gro¨ße
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y(t) der Fouriertransformierten ihrer Kreuzkorrelation Corr(X∆t,Y0) entspricht.
Der Wiener-Khintchine-Satz ist die U¨bertragung des Korrelationssatzes auf den
Fall X = Y. Die Autokorrelationsfunktion ist damit durch die Fouriertransformier-
te des Leistungsspektrums gegeben. Mittels der schnellen Fouriertransformation
(FFT) lassen sich die Korrelationsfunktionen in sehr kurzer Zeit berechnen.
Ra¨umliche Abha¨ngigkeiten lassen sich durch die Hauptkomponentenanalyse
(oder auch Karhunen-Loe`ve-Verfahren) bestimmen. Dazu werden zu jedem Paar
von Meßreihen Xi und Xj an verschiedenen Orten i, j die Kovarianzen Cov(Xi,Xj)
bestimmt. Eine Singula¨rwertzerlegung der so bestimmten Kovarianzmatrix C =
(Cov(Xi,Xj))i,j in
C = UWV
ermo¨glicht, die Daten auf ihre Hauptachsen zu transformieren. Die quadratische
Matrix V bewirkt dabei die lineare Transformation auf die neuen Achsen, die Dia-
gonalmatrixW beinhaltet die Singula¨rwerte. Die Raumrichtung mit dem gro¨ßten
Singula¨rwert zeigt dabei in Richtung der gro¨ßten Kovarianz. Richtungen mit sehr
kleinem Singula¨rwert sind fu¨r die Beschreibung des Systems unerheblich. Die Ver-
nachla¨ssigung dieser Raumrichtungen fu¨hrt zu einer Dimensionsreduktion. Das
System ist weitgehend durch die verbleibenden Hauptachsen bestimmt.
10.2.4 Zusammenfassung
Keines der hier vorgestellten Verfahren erlaubt es, nichtlineare Abha¨ngigkeiten
in Zeitreihen eindeutig zu identiﬁzieren. Allerdings ist dies, wie im vorangegan-
genen Abschnitt gezeigt, bei Daten mit Meßrauschen auch durch die Berechnung
von H˜(Y |X) nicht ohne weiteres mo¨glich. Daher ha¨ngt es weitgehend von der
Beschaﬀenheit der vorhandenen Daten, sowie dem Zweck der Analyse ab, welche
Methode am besten geeignet ist.
Bei kurzen, verrauschten Zeitreihen ist ha¨uﬁg nur mo¨glich, lineare Methoden
zu verwenden. Diese haben außerdem den Vorteil, daß die entsprechenden Gro¨ßen
sehr schnell zu berechnen sind. Nichtlineare Zusammenha¨nge werden jedoch nicht
beru¨cksichtigt. Insbesondere ko¨nnen somit auch keine einseitigen Abha¨ngigkeiten
identiﬁziert werden, da Korrelationen symmetrische Maße sind.
Ebenfalls symmetrisch ist die Transinformation, welche aber auch Nichtli-
nearita¨ten beru¨cksichtigt. Durch ihr Verschwinden bei Unabha¨ngigkeit der Meß-
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gro¨ßen ist sie besonders geeignet, Gro¨ßen mit mo¨glichst wenig gemeinsamer In-
formation zu ermitteln.
Bedingte und relative Entropien sind asymmetrische Maße. Daher eignen sie
sich gut, um Abha¨ngigkeiten zwischen Zufallsgro¨ßen zu beschreiben. Die bedingte
Entropie H(Y|X) nimmt jedoch bei nichtlinearen Abha¨ngigkeiten und die relative
Entropie S(k)(Y|X) bei nicht eineindeutigen Abha¨ngigkeiten zu große Werte an.
Eine Kombination beider Gro¨ßen, bei welcher eine bedingte Wahrscheinlichkeit
durch
P(k) =
R(k)(xn)
R(k)(xn|(xn,yn))
,
deﬁniert wird, wobei R(k)(xn|(xn,yn)) der mittlere Abstand der zu den k na¨chsten
Nachbarn von (xn,yn) korrespondierenden x-Werte ist, kann fu¨r verrauschte
Zeitreihen geeignet sein. Allerdings ko¨nnen dabei die nichtlinearen Einﬂu¨sse nicht
mehr getrennt von den anderen Informationsverlusten betrachtet werden.
Zur Beschreibung der Abha¨ngigkeiten in nichtlinearen Systemen mit geringem
Rauschanteil ist die in dieser Arbeit vorgestellte modiﬁzierte bedingte Entropie
H˜(Y|X) am besten geeignet.
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11 Zusammenfassung
In dieser Arbeit wurde gezeigt, welchen Beitrag die Berechnung bedingter Entro-
pien aus Zeitreihen zur Identiﬁzierung und damit zum Versta¨ndnis von Abha¨ngig-
keiten zwischen verschiedenen Meßgro¨ßen und Informationsﬂu¨ssen innerhalb einer
Meßreihe leisten kann. Sie eignet sich zur Vorhersage physikalischer Gro¨ßen und
kann bei deren Modellierung verwendet werden.
Dazu wurde eine modiﬁzierte bedingte Entropie eingefu¨hrt, welche auch durch
Nichtlinearita¨ten verursachte Informationsverluste beru¨cksichtigt. Es wurde ge-
zeigt, wie der Informationsverlust bzgl. einer einzelnen Beobachtungsgro¨ße in ei-
nem ho¨herdimensionalen System quantiﬁziert werden kann. Dabei wurde ins-
besondere der Fall, daß ein Systemzustand nur durch die Messung festgelegter
Gro¨ßen bestimmt werden kann, untersucht.
Es wurde daraufhin ein Verfahren vorgestellt, mit dem diese modiﬁzierte be-
dingte Entropie aus Zeitreihen berechnet werden kann. Dadurch wird ermo¨glicht,
Abha¨ngigkeiten zu quantiﬁzieren, optimale Gro¨ßen zur Beschreibung eines Sy-
stems zu ermitteln und festzustellen, wann eine Meßgro¨ße vollsta¨ndig durch an-
dere beschrieben werden kann. Dieses Verfahren wurde zur Untersuchung unter-
schiedlicher Fragestellungen eingesetzt.
Durch die Asymmetrie der bedingten Entropie und die Beru¨cksichtigung nicht-
linearer Eﬀekte eignet sich die beschriebene Methode sehr gut zur Bestimmung
zeitlicher Abha¨ngigkeiten in Zeitreihen nichtlinearer dynamischer Systeme, wie
am Beispiel des Lorenzsystems gezeigt werden konnte. Die Eigenschaft der mo-
diﬁzierten bedingten Entropie, unter Hinzunahme schon bekannter Information
nicht geringer zu werden, ermo¨glicht die Wahl der bestmo¨glichen Verzo¨gerungs-
zeiten fu¨r eine Attraktorrekonstruktion. Daru¨ber hinaus konnte gezeigt werden,
daß es gu¨nstig sein kann, verschiedene Verzo¨gerungszeiten zu verwenden, wenn
das dynamische System mehrere charakteristische
”
Frequenzen“ aufweist. Auf
diese Weise kann die beno¨tigte Einbettungsdimension reduziert werden.
Weiterhin wurde die modiﬁzierte bedingte Entropie zur Untersuchung raum-
zeitlicher Zusammenha¨nge verwendet. Es konnte gezeigt werden, daß in Ketten
gekoppelter nichtlinearer Abbildungen Informationsﬂu¨sse stattﬁnden, die nicht
direkt den entsprechenden Entwicklungsgleichungen entnommen werden ko¨nnen.
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Dennoch ist es in vielen Fa¨llen mo¨glich, die fu¨r die Dynamik des Systems wesent-
lichen Abha¨ngigkeiten zu identiﬁzieren.
Es gelang, in chaotisch getriebenen Systemen nichtlineares Resonanzverhalten
nachzuweisen. Dieses ha¨ngt einerseits von der Kopplungsamplitude, andererseits
und besonders von dem Verha¨ltnis der Phasenraumgeschwindigkeiten des trei-
benden und getriebenen Systems ab.
Bei experimentellen Daten wurde der Vorteil des beschriebenen Verfahrens
gegenu¨ber linearen Standardmethoden demonstriert. So konnten bei Zeitreihen
eines Halbleiterlasers mit zwei externen Resonatoren die Umlaufzeiten in diesen
Resonatoren klarer bestimmt werden. Dadurch wurde ermo¨glicht, eine Verstim-
mung zwischen der Grundfrequenz und ihrer dritten Harmonischen zu identi-
ﬁzieren. Durch Messungen an einem quasiperiodisch getriebenen, nichtlinearen
Schwingkreis und die Berechnung der modiﬁzierten bedingten Entropie aus den
resultierenden Zeitreihen wurde die Aussagekraft dieser Ergebnisse besta¨tigt.
Schließlich wurde eine Vorgehensweise vorgeschlagen, mit der aus multivaria-
ten Zeitreihen ein optimales datengetriebenes Modell erstellt werden kann. Die
Vorteile, die dabei eine Berechnung der bedingten Entropie bietet, wurden am
Beispiel der Modellbildung an Turbogeneratoren demonstriert. Das Verfahren
wurde in ein im Rahmen dieser Arbeit erstelltes Programmpaket zur nichtlinea-
ren Zeitreihenanalyse in Echtzeit integriert. Dieses erlaubt die parallele Analyse
mit verschiedenen Verfahren, sowie die Kombination dieser Analysemethoden.
Es wurde anhand von zahlreichen Beispielen gezeigt, daß die modiﬁzierte be-
dingte Entropie hervorragend zur Bestimmung von Abha¨ngigkeiten in und zwi-
schen Zeitreihen geeignet ist. Jedoch ko¨nnen durch ihre Berechnung nicht direkte
Ursache-Wirkung-Relationen identiﬁziert werden; sie kann nur Hinweise auf Zu-
sammenha¨nge geben, die anschließend physikalisch interpretiert werden mu¨ssen.
Bei zahlreichen bisher unverstandenen Pha¨nomenen kann die Berechnung der
bedingten Entropie hilfreiche Anregungen geben. In vielen komplexen Systemen
ko¨nnen zeitliche Zusammenha¨nge nicht mehr durch lineare Methoden ermittelt
werden. Durch die in dieser Arbeit beschriebenen Vorteile kann die bedingte
Entropie nunmehr in diesem Rahmen gut eingesetzt werden.
Bei ra¨umlich ausgedehnten dynamischen Systemen kann ihre Berechnung sehr
sinnvoll sein. So ist z.B. ihr Einsatz bei der Beschreibung der Dynamik in Breit-
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streifenlasern oder bei der Untersuchung von EEG-Daten denkbar. Insbesondere
fu¨r die Untersuchung verallgemeinerter Synchronisationspha¨nomene scheint die
modiﬁzierte bedingte Entropie hervorragend geeignet zu sein.
Eine in Kapitel 10 angedeutete Modiﬁkation ko¨nnte die Entropieberechnung
fu¨r experimentelle Daten mit starkem Rauscheinﬂuß mo¨glicherweise noch eﬃzi-
enter gestalten.
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A Wahrscheinlichkeitstheoretische Grundlagen
In diesem Anhang werden einige Grundbegriﬀe der Wahrscheinlichkeitstheorie,
welche fu¨r die Zeitreihenanalyse von fundamentaler Bedeutung sind, kurz ein-
gefu¨hrt [45, 9, 46, 1].
Wahrscheinlichkeitsmaße und Dichten
Deﬁnition A.1 (σ-Algebra) Gegeben sei eine beliebige Menge Ω. Eine σ-
Algebra A ist ein System von Teilmengen von Ω, das folgende Eigenschaften
besitzt:
1. Ω ∈ A,
2. A ∈ A ⇒ CA ∈ A,
3. fu¨r jede Folge (An)n∈N von Mengen aus A liegt
⋃∞
n=1An in A. Dabei ist CA
das Komplement von A in Ω.
Deﬁnition A.2 (Maß) Sei (Ω,A) ein Meßraum und An ∈ A. Eine auf A
deﬁnierte Funktion µ mit Werten in R +0 heißt ein Maß (auf A), wenn sie
folgende Eigenschaften besitzt:
µ(∅) = 0, (A.1)
und fu¨r jede Folge (An) paarweise disjunkter Mengen aus A gilt:
µ
( ∞⋃
n=1
An
)
=
∞∑
n=1
µ(An). (A.2)
Das translationsinvariante Maß, das jedem Einheitwu¨rfel aus dem R d den Wert
1 zuordnet, heißt Lebesguemaß.
Deﬁnition A.3 (Wahrscheinlichkeitsmaß) Ein Maß P auf A heißt Wahr-
scheinlichkeitsmaß, wenn gilt:
P(Ω) = 1. (A.3)
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Deﬁnition A.4 (Maßraum) Das Tripel (Ω,A, µ) heißt Maßraum. Ist µ= P ein
Wahrscheinlichkeitsmaß, so heißt (Ω,A,P) ein Wahrscheinlichkeitsraum.
Satz A.5 (Ω,A, µ) sei ein Maßraum und ρ ≥ 0 eine beliebige meßbare10, nume-
rische Funktion auf Ω. Dann wird durch
ν(A) :=
∫
A
ρ dµ (A.4)
wiederum ein Maß auf A deﬁniert.
(Beweis in [45])
Deﬁnition A.6 (Maße mit Dichten) Ist ρ eine nichtnegative, meßbare Funk-
tion auf Ω, so heißt das Maß ν aus (A.4) das Maß mit der Dichte ρ (bzgl. µ).
Zufallsvariablen und stochastische Prozesse
Deﬁnition A.7 (Zufallsvariable) Sei (Ω1,A1,P) ein Wahrscheinlichkeits-
raum und (Ω2,A2) ein Meßraum. Jede A1–A2–meßbare Abbildung X : Ω1 → Ω2
heißt Zufallsvariable.
In dieser Arbeit werden hauptsa¨chlich reellwertige Zufallsvariablen betrachtet,
d.h. Ω2 = R . Die Abbildung X : Ω1 → R d ist genau dann eine Zufallsvariable,
wenn jede Komponente eine reellwertige Zufallsvariable ist.
Deﬁnition A.8 (Stochastischer Prozeß) Gegeben sei eine Indexmenge T ,
welche die Zeit repra¨sentiert. Ein stochastischer Prozeß ist eine Familie von Zu-
fallsvariablen {Xt}t∈T auf einem Wahrscheinlichkeitsraum (Ω,A,P). Er wird da-
her durch das Quadrupel (Ω,A,P,Xt∈T ) dargestellt.
10Eine Funktion T : (Ω1,A1) → (Ω2,A2) heißt meßbar, wenn die Urbilder aller Mengen
Ai ∈ A2 in der σ-Algebra A1 enthalten sind.
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B Wichtige Begriﬀe aus Informations- und Er-
godentheorie
B.1 Ergodentheoretische Begriﬀe
Ein Wahrscheinlichkeitsraum (Ω,A,P) sei gegeben. Ein durch {f t} gegebenes
dynamisches System heißt ergodisch, wenn fu¨r jede Menge A ∈ A mit f−t(A) = A
entweder P(A) = 0 oder P(A) = 1 gilt.
In ergodischen Systemen kann der Erwartungswert einer Funktion h durch
das zeitliche Mittel ersetzt werden
lim
t→∞
1
t
∫
h(f t(x))dt =
∫
h(x)dP(x).
In zeitdiskreten dynamischen Systemen heißt ein invariantes Maß µ Sinai-
Ruelle-Bowen-Maß (oder kurz SRB-Maß), µ = µSRB, wenn fu¨r jede stetige Funk-
tion h : Ω→ R die Menge aller der Punkte x0 ∈ Ω, fu¨r die
∫
Ω
hdµSRB = lim
NT→∞
1
NT
NT∑
t=1
h(f t(x0)),
gilt, ein positives Lebesguemaß hat [47].
B.2 Informationstheoretische Begriﬀe
Neben der Shannon-Entropie werden in der Informationstheorie auch andere Ma-
ße verwendet.
Die Kullback-Leibler-Entropie oder Divergenz [48] ist durch den Quotienten
zweier Verteilungen bestimmt
K(P(1)|P(0)) =
N∑
α=1
P(1)α log
(
P
(1)
α
P
(0)
α
)
. (B.1)
Sie ist positiv und nicht symmetrisch. K(P(1)|P(0)) la¨ßt sich als Abstandsmaß zwi-
schen zwei Verteilungen interpretieren und wird daher auch bisweilen Kullback-
Leibler-Abstand genannt. Sie verschwindet, wenn P(1) = P(0). Die Gro¨ße S(k)(Y|X)
aus Gl. (10.4) kann als Kullback-Leibler-Entropie angesehen werden.
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Eine Verallgemeinerung der Shannon-Entropie stellen die Re´nyi-Entropien
[43] q-ter Ordnung dar
Hq(X) =
1
1− q log
(
N∑
i=α
Pq(X = xα)
)
. (B.2)
Fu¨r q = 1 ergibt sich die Shannon-Entropie. Die Re´nyi-Entropien werden zur
Deﬁnition verallgemeinerter Dimensionen
Dq = lim
→0
H,q(X)
− log 
verwendet. Die in dieser Arbeit verwendeten Informations- und Kapazita¨tdimen-
sionen ergeben sich als D1 und D0. Ebenso ko¨nnen verallgemeinerte Transinfo-
mationen wie in (10.6) deﬁniert werden.
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C Echtzeitanalyse – der NLyzer
Im Rahmen dieser Arbeit wurde ein komplexes Werkzeug zur Zeitreihenanalyse
in Echtzeit – der NLyzer – erstellt [37].
In den NLyzer sind zahlreiche Methoden integriert. Diese reichen von statisti-
schen Verfahren u¨ber die linearen Standardmethoden, wie FFT und Korrelation
bis zu modernen nichtlinearen Analysemethoden, wie sie in dieser Arbeit vorge-
stellt wurden.
C.1 Aufbau des NLyzers
Der NLyzer ist ein prozeßorientiertes Programmpaket. Alle enthaltenen Verfahren
sind als eigensta¨ndige Programme implementiert. Diese wurden in C geschrieben;
allerdings ist auch eine Implementierung in anderen Hochsprachen mo¨glich, da
jedes Programm eine vom NLyzer unabha¨ngig ausfu¨hrbare Einheit darstellt.
Abbildung 51: Verschaltung der Methoden im graphischen Editor.
Die enthaltenen Verfahren ko¨nnen mittels eines graphischen Editors mitein-
ander verschaltet werden (Abbildung 51). Das in TCL/TK und C implementierte
Hauptprogramm beinhaltet einerseits die Benutzer-Schnittstelle, andererseits die
Steuerung des Analyseprozesses.
102
Die einzelnen Verfahren werden als Prozesse in einer Kette von Pipes gestartet.
Dadurch ist eine Parallelisierbarkeit der Analysen gewa¨hrleistet. Die Steuerung
erfolgt eingabeorientiert: mittels eines File-Event-Handlers wird erkannt, wann
eine Pipe les- oder beschreibbar ist. Die fu¨r den Programmablauf und die Ana-
lyse notwendigen Parameter, sowie die Daten werden auf den Standardeingang
der betreﬀenden Pipe geschrieben, die Ergebnisse vom Standardausgang gelesen.
Durch diesen Aufbau ist es mo¨glich, verschiedene Zeitebenen gleichzeitig zu unter-
suchen. So ko¨nnen auf kleinen Zeitskalen Kenngro¨ßen, wie Momente oder fraktale
Dimensionen berechnet werden, und auf einer ho¨heren Zeitebene deren zeitlicher
Verlauf analysiert werden. Weiterhin ko¨nnen sehr rechenaufwendige, zeitintensi-
ve Verfahren vom restlichen Analysevorgang losgelo¨st werden, um diesen nicht
aufzuhalten. Die Dateneingabe kann wahlweise in einzelnen Datensa¨tzen oder
kontinuierlich erfolgen.
Zu jedem Analyseprozeß ko¨nnen die notwendigen Parameter individuell
gewa¨hlt werden, d.h. identische Programme ko¨nnen gleichzeitig mit unterschied-
lichen Parametern verwendet werden. Dazu werden die Analyse-Parameter in den
jeweiligen graphischen Fenstern eingestellt (Abbildung 51). In diesen kann auch
gewa¨hlt werden, ob die einzelnen Analyseergebnisse graphisch dargestellt werden
sollen; dabei sind verschiedene Darstellungsformen mo¨glich.
C.2 Beispiel: Modellbildung bei Motorlu¨ftern
Am Beispiel der Modellbildung bei Motorlu¨ftern soll der Aufbau eines Analyse-
prozesses demonstriert werden.
Ziel der Analyse ist es, defekte Lu¨fter von intakten zu unterscheiden. Dazu
werden Ko¨rperschallsignale verwendet. Die defekten Lu¨fter weisen ein periodi-
sches
”
Schlagen“ auf (Zeitreihe in Abb. 52, unten links), wobei die entsprechen-
den Spitzen bei verschiedenen Lu¨ftern mit unterschiedlicher Amplitude auftreten.
Daher werden die tiefpaßgeﬁlterten Daten auf eine Gleichverteilung transfomiert
(Zeitreihe in Abb. 52, unten Mitte) und die so erhaltenen Daten eingebettet. Aus
den nun mehrdimensionalen Zeitreihen intakter Lu¨fter wird ein Modell gebildet,
daß zuku¨nftige Zusta¨nde vorhersagt. Ist ein derartiges Modell gefunden, kann die
Modellbildung abgeschaltet werden.
Im na¨chsten Schritt werden die Modellfehler berechnet. Dies geschieht mit
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Abbildung 52: Aufbau zur Analyse und Modellbidung bei Motorlu¨ftern.
Datensa¨tzen der La¨nge 20000 (Datenpunkte). Der gemittelte Fehler kann zur
Klassiﬁzierung der Lu¨fter in defekt und intakt verwendet werden. Defekte Lu¨fter
weisen einen deutlich ho¨heren Modellfehler auf (Zeitreihe in Abb. 52, oben rechts).
Zur Kontrolle ko¨nnen die Signale auch akustisch wiedergegeben werden.
Neben den Modellfehlern kann
wa¨hrend der Modellbildung auch
das Modell selbst u¨berwacht wer-
den. Die Anzeige des aktuellen
Modells geschieht mittels eines ei-
genen Textfensters. In diesem Fen-
ster werden die Art des Modells,
Anzahl und Zentren der verwende-
ten Cluster und das Modell selbst
angezeigt. Hierbei werden die zu-
grundeliegenden Basisfunktionen
mit den zugeho¨rigen Koeﬃzienten
angegeben (Abb. rechts).
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D Symbolverzeichnis
In dieser Arbeit wurden, wenn nicht ausdru¨cklich anders erwa¨hnt, die folgenden
Symbole verwendet.
Mathematische Symbole
Symbol Bedeutung
Ω beliebige Menge
M Teilraum des Zustandsraums
A σ-Algebra
µ beliebiges Maß
P Wahrscheinlichkeitsmaß
ρ Wahrscheinlichkeitsdichte
µdL d-dimensionales Lebesguemaß
X, Y Zufallsvariablen
xα, yβ diskrete Zusta¨nde
x, y,x,y stetige Zusta¨nde (skalar bzw. vektoriell)
E(X) Erwartungswert von X
H(X) (Shannon-)Entropie von X
H(Y—X) bedingte Entropie von Y bei gegebenen X
h(Y—X) bedingte Shannon-Entropie (stetiger Fall)
h(P) Kolmogorov-Sinai-Entropie
h∗(f) Informationsverlust in einer Meßrichtung
h˜(Y—X) modiﬁzierte bedingte Entropie
I(X,Y) Transinformation
(Ω,A,P,Xt∈T ) stochastischer Prozeß
{xt}t∈T Zeitreihe
M, N Partitionen
M Partition in Mengen der Gro¨ße 
U(x) -Umgebung von x
B(x) Kugel mit Radius  und Mittelpunkt x
C(x) Wu¨rfel mit Kantenla¨nge 2 und Mittelpunkt x
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