















PRACTICAL PLANT DIAGNOSIS FROM WIDE-ANGLE IMAGES AND ITS INHERENT PROBLEMS 
 
諏訪勝元 





    In machine learning techniques, the potential similarity between the training data and test data leads the classifier 
overfitting. For developing a practical plant diagnosis system, this problem is likely to occur because obtaining the reliable 
dataset from actual field is usually expensive. In this paper, we prototype cucumber diagnosis systems for wide-angle field 
images. Our systems were developed based on 963 wide-angle on-site images including 24,565 leaves and other 50,000 
single leaf images with reliable label. We show that the leading object recognition techniques such as SSD and Faster 
R-CNN achieved excellent end-to-end disease diagnostic performance on the test dataset which is collected from the same 
population as the training dataset (86.9% recall and 81.4% precision for diseased cases), but it seriously deteriorated on 
completely different test dataset (3.2% recall and 84.6% precision). In contrast, our proposed two-stage systems which 
have an independent leaf detection and their diagnosis models attained acceptable performance (25.7% recall, 79.9% 
precision) on the unknown target dataset. We also confirmed its efficiency from visual assessment and therefore 
concluded that our proposals are suitable and can be used for the practical application. 






















































である mean average preision(mAP)値において，86%を達
成したシステムがある[9]．その後，彼らは filter bank と
呼ばれる独自の手法を組み込み，物体検出時の誤検出で
ある false positiveの量を減少させることで，mAP値を 96%
まで向上している[10]．そのほか，end-to-end な小麦病害
検出システムも提案されており，fully convolutional neural 



















































て病害を診断する 2 段階システム(two-stage システム)を
使用することが現実的な選択肢である考える． 





















2 種類目のシステムは，葉検出と葉識別の機能を 2 段階に


















また全ての画像は，16,924 箇所の健全葉と 7,641 箇所の病
害葉を含む合計 24,565 箇所の葉を含んでいる．加えて，
全ての葉の箇所には，専門家によるラベル付けと，検出
候補箇所として Ground Truth が作成されている．学習用
に全画像の 90％（15,369 箇所の健全葉と 6,827 箇所の病
害葉を含む 867 枚の画像）を使用し，残りの 10%は評価




た画像は 2：3 と 3：4 の 2 種類のアスペクト比を持って
いる． 
b）single_leaf データセット 
	 single_leaf データセットは，two-stage システムの後段の
識別部分の学習用に用意した．2. (1)の(a)で記述した 867
枚のwide-angle*+,-.データセットから，画像中の教師ラベ
ルが付与されている葉領域(健全葉 : 15,369 箇所，病害










	 我々の提案した end-to-end システム(integrated システム
と two-stage システム)を平等に評価するために，新たに
51 枚 の 広 角 画 像 を 用 意 し た ． こ れ ら の 画 像 はwide-angle*+,-.データセットと，wide-angle*/0*データセッ
トとは完全に異なる環境下で撮影されたデータセットで
ある．全ての画像中には，1,829 箇所の単一葉領域(健全
葉 : 820 箇所，病害葉 : 1,009 箇所)を含み，専門家によっ
てラベル付けされている．我々はこのデータセットをシ
ステムの最終的な性能評価にのみ用い，これ以降このデ
ータセットを different-wide-angle データセットと呼ぶ． 
（２）End-to-end diagnosis systems 
a）integrated システム 
まず，我々は SSD512 と Faster R-CNN を応用すること
で一つの統合された end-to-end システムを作成した
(integrated system)．SSD512 のモデルへ入力のために，全
ての学習画像を 512×512 pixels にリサイズした．Faster 
R-CNN には，入力画像のアスペクト比 2:3 と 3:4 に対応
して，それぞれ 600×900 pixels と 600×800 pixels になるよ
うにリサイズした．それぞれのネットワークは基本的に












する，またこの CNNs モデルを Quan らと同様に CNNdiag
と呼ぶ[12]．CNNdiag は基本的に学習済みの VGG-16 モデ
ルで構成される．CNNdiag への入力には，224×224 pixels
のカラー画像を用いた．学習の際は，初めの 10 層の畳み
込み層の重みは固定して，残りの 6 層のみ(3 つの畳み込
み層と，3 つの全結合層)を学習した．また，我々は 2 種
類の CNNdiag を性能評価のために用意した．1 つ目のCNNdiag,44は，leaf_all データセット(50,000 枚の画像)によ
り学習・評価され，2 つ目のCNNdiag5+67は leaf_cropped
データセット(22,196 枚の画像)により学習・評価されてい








 precision[%] = 	正しく検出した領域の数
全ての検出した領域の数
        (2.1) 




Fig.2 wide-angle*/0*データセットに対して，SSD ベースの end-to-end システムの最終的な識別結果 
 
 recall[%] = 	 正しく検出した領域の数
全ての B+6C.D	E+C*Fの数        (2.2) 
 precision[%] = 	 G×7+/5-0-6.×+/5,44HIJKLMLNOPIJKQRR         (2.3) 
 
３．	実験と結果 
（１）実験 1 : wide-angle*/0* dataset の識別結果 
Table I にwide-angle*/0*データセット(健全葉 : 1,555 箇
所, 病害葉 : 814 箇所)を使用した時の葉検出性能と，葉
診断性能の評価比較結果を示す． 
結果より，SSD と Faster R-CNN を用いた integrated シ
ス テ ム の 方 が ， two-stage シ ス テ ム ( CNNdiag,44 ， CNNdiag5+67)よりも性能が優れていた．最も優れた葉検出
性能は，SSD を用いた際の F1-score : 91.5%であった．全
体の性能の傾向は，SSD も Faster R-CNN も同様であり，





像は，検出候補領域である Ground Truth が記載された教






（２）実験 2 : different-wide-angle dataset の識別結果 
TableⅡに different-wide-angle データセット(健全葉 :




Fig.3 different-wide-angle データセットに対して，SSD ベースの end-to-end システムの最終的な識別結果 
 











シ ス テ ム  ( CNNdiag,44 ) >  two-stage シ ス テ ム 
(CNNdiag5+67)	> integrated システムの順番であった．事実
として，integrated システムは病害葉の領域を検出するこ
とが出来なかった(病害葉に対しての recall 値は 2-3%程度
である)．一方で，two-stage システム(CNNdiag,44)はかろう
じて recall : 25.7%，precision : 79.9%の正確性で認識するこ
とが出来た． 

























integrated シ ス テ ム  >  two-stage シ ス テ ム
(CNNdiag5+67) > two-stage システム (CNNdiag,44)，実験
Ⅱ : two-stageシステム(CNNdiag,44) > two-stageシステ
ム(CNNdiag5+67)	> integrated システム)．葉検出性能に
関しては，未知のデータに対しても SSD または Faster 
R-CNN を用いることで，実用的なレベルの性能で実現す
ることができた． 
	 結果に基づくと，我々の提案した two-stage システムは
この問題に対して適した選択であると考える．すでに述
べた通り，integrated system にはいまだ 2 つの欠点が残さ
れているためである．欠点の 1 つ目に，integrated システ
ムに適した十分な学習データセットを集めることの難し
さが考えられる．今回，integrated system の学習には，合
計 867 枚の画像と，それらの画像中に含まれる 22,000 箇
所以上の葉領域を使用した．しかし，過学習という結果
から完全に不十分であることが確認できた． 
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