The risk difference scale is often of primary interest when evaluating public health impacts of interventions on binary outcomes. However, few investigators report findings in terms of additive interaction, probably because the models typically used for binary outcomes implicitly measure interaction on the multiplicative scale. One measure with which to assess additive interaction from multiplicative models is the relative excess risk due to interaction (RERI). The RERI measure has been applied in many contexts, but one limitation of previous approaches is that clustering in data has rarely been considered. We evaluated the RERI metric for the setting of clustered data using both population-averaged and cluster-conditional models. In simulation studies, we found that estimation and inference for the RERI using population-averaged models was straightforward. However, frequentist implementations of cluster-conditional models including random intercepts often failed to converge or produced degenerate variance estimates. We developed a Bayesian implementation of log binomial random-intercept models, which represents an attractive alternative for estimating the RERI in cluster-conditional models. We applied the methods to an observational study of adverse birth outcomes in mothers with human immunodeficiency virus, in which mothers were clustered within clinical research sites. additive interaction; clustered data; log binomial regression; random intercept; relative excess risk due to interaction Abbreviations: GEE, generalized estimating equations; HIV, human immunodeficiency virus; MOVER, method of variance estimates recovery; RERI, relative excess risk due to interaction.
The risk difference scale is often of primary interest when evaluating public health impacts of interventions on binary health outcomes, and particularly when considering effects of interaction between exposures (1-5). Estimates of additive interaction are more useful than those of multiplicative interaction for identifying target subpopulations for the most effective use of resources (5) . Vanderweele (5) provides a thorough discussion on additive and multiplicative interaction, including examples demonstrating why additive interaction is the more pertinent measure for assessing public health relevance. Despite the importance of assessing interaction as a departure from additivity, models most often used for binary outcomes implicitly measure interaction on the multiplicative scale. Very few researchers have incorporated additive interaction into presentation of their study findings, although recommendations support reporting both measures (5) (6) (7) .
One measure with which to assess additive interaction from multiplicative models is the relative excess risk due to interaction (RERI). The RERI measure has been applied in many contexts, including hypertension research (8, 9) , cardiology (10) (11) (12) (13) (14) (15) , oncology (16) (17) (18) (19) , and genetics (13, 18, 20) . However, one limitation of current approaches is that clustering in data has rarely been considered (21) (22) (23) (24) (25) . In practice, data are often clustered such that outcomes among observations within the same cluster are not independent. Clustering in epidemiologic research arises in many forms, including clustering of patients by clinical center or health-care provider (26) (27) (28) (29) , clustering of individuals by spatial location (30) (31) (32) , repeated measures taken on the same individual (33) (34) (35) (36) , and meta-analyses (37, 38) .
In an effort to further encourage the reporting of additive interaction measures for binary outcomes, we evaluated the RERI metric in both population-averaged models and cluster-conditional models in clustered-data settings, with a particular focus on more common outcomes. We present results from simulation studies conducted across a range of outcome prevalences to assess the statistical operating characteristics of various approaches. We applied the methods to an observational study of adverse birth outcomes in mothers with human immunodeficiency virus (HIV), in which enrolled mothers were clustered within clinical research sites.
APPROACHES FOR ESTIMATING THE RERI
The RERI is defined as = − − + ( ) RERI RR RR RR 1, 1 11 10 01 where RR ab is the relative risk (RR) in the group with X 1 exposure status a (1 = exposed; 0 = unexposed) and X 2 exposure status b (1 = exposed; 0 = unexposed) as compared with the doubly unexposed group. If we denote p ab as the probability of the outcome in the group of subjects with X 1 equal to a and X 2 equal to b, then equation 1 can equivalently be written as the absolute risk due to interaction divided by the baseline risk (the risk in the doubly exposed group): An RERI value of 0 implies no additive interaction, whereas values greater than 0 imply superadditive (positive) interaction and values less than 0 imply subadditive (negative) interaction. Although the RERI is defined in terms of relative risks, much of the literature evaluating the RERI uses odds ratios from logistic regression models to approximate the relative risks (39) (40) (41) . This approximation is appropriate in studies where the outcome is rare, as is often true in case-control studies, or where incident cases are selected from a fixed cohort, controls are selected at the beginning of follow-up, and censoring is unrelated to exposure (42) . However, the odds ratio overestimates the relative risk in other cases, and even slight overestimation of each relative risk can result in severe overestimation of the RERI (43) . Thus, in many settings, it is important that relative risks are used in estimating the RERI for assessing additive interaction.
A number of methods for deriving a confidence interval for the RERI have also been proposed, including the delta method (39), bootstrapping (40) , and the method of variance estimates recovery (MOVER) (43) . In simulations, Assman et al. (40) found that the symmetrical delta method confidence intervals were often completely below the true value in the scenarios with strong positive additive interaction, because of the right-skewness of the RERI in this setting. The MOVER method is much less computationally intensive than the bootstrap procedure and has performed almost as well as the bootstrap in simulations (43) . All of these approaches were studied in the independent data setting, and generally with very rare outcomes (e.g., = p 0.00002 00 in the study by Assman et al. (40)). As the prevalence of the outcome increases, the RERI parameter space becomes more constrained (see Web Appendix 1, available at https://academic.oup.com/aje), which limits the extent of asymmetry in the sampling distribution. As a result, the delta method may provide appropriate coverage rates as long as outcomes are not extremely rare.
Extensions to population-averaged models
One approach for accounting for clustering in estimating the RERI is to utilize population-averaging models, in which the dependence among repeated measurements within clusters is considered a nuisance parameter. Accounting for this dependence structure can be accomplished via generalized estimating equations (GEEs) (44) . Let K denote the number of clusters, n k denote the number of observations for cluster k, k = 1, …, K, and N denote the total sample size ( = ∑ )
. Let y ik denote the binary outcome value for the ith observation within the kth cluster and X 1ik and X 2ik denote the exposure status for 2 binary exposures of interest for the ith observation within the kth cluster (1 = exposed; 0 = unexposed). Lastly, let C ik denote a vector of covariate values for the ith observation within the kth cluster. We assume the following form for the mean model:
Under this model, the RERI is defined as − − β +β +β β e e 1 2 3 1
. In previous research, Pedroza et al. (45) reported convergence problems for a log binomial model fit under a GEE framework. Alternatively, a modified Poisson approach can be used in clustered-data settings and provides reliable estimated relative risks for studies with correlated binary data (46, 47) . However, empirical coverage levels for confidence intervals tend to be lower than the nominal level, particularly as the relative risks and the within-cluster correlation increase. Thus, better characterization of these models' performance in yielding appropriate estimates of the RERI is warranted.
Extensions to cluster-conditional models
In many clustered-data settings, interest lies in characterizing variability across clusters or making cluster-specific predictions. Toward this aim, we fit a random-intercept log binomial model, allowing the baseline probability p 00 to vary by cluster:
where b k 0 is the random deviation in intercept for cluster k. Assuming no unmeasured confounding conditional on cluster, the RERI is defined as in the population-averaged model:
. Note that the RERI from the log binomial random-intercept model can be interpreted as a population-averaged RERI. That is, the cluster-conditional slope parameters are numerically equivalent to their respective marginal parameters under a log link, and therefore the cluster-conditional RERI is numerically equivalent to the marginal RERI (see Web Appendix 2). This is an advantage of a log binomial random-intercept model over the logistic random-intercept model, even in the context of rare outcomes, since the cluster-conditional parameters are magnified relative to the marginal parameters under a logistic model (logit link) (48, 49) .
We are unaware of any literature exploring estimation of the relative risk for binary data under generalized linear mixedeffects models to account for clustering in the frequentist setting. Torman and Camey (50) successfully applied a Bayesian analysis of a log binomial random-intercept model to a data set for which the frequentist approach failed to converge, but they did not investigate the operating characteristics of this approach in other settings.
In cluster-conditional models, it may also be desirable to include random slopes to allow the effects of particular covariates to vary by cluster. However, the addition of such random slopes for the exposures would induce a distribution for the RERI measure itself; the RERI would vary by cluster and would follow an unidentified distribution (the difference between 2 lognormal distributions). This extension is beyond the scope of this paper.
SIMULATION STUDY
We performed a simulation study to investigate 1) what standard software packages could be used to reliably estimate the RERI from population-averaged and cluster-conditional regression models; 2) the bias of the estimated RERI, as well as the coverage and width of 2 different confidence interval estimates for the RERI, under the population-averaged log binomial and Poisson approximation models; and 3) the bias of the estimated RERI and the estimated standard deviation of the random intercept, as well as validity of inference on the RERI, across various implementations of the cluster-conditional model.
We assessed the performance of the different approaches across a range of baseline outcome prevalences. Table 1 defines the exposure/outcome scenarios. For each exposure/outcome scenario, 2,000 data sets were generated for 20, 50, and 275 clusters. Cluster sizes were generated from uniform distributions on (80, 200), (40, 80) , and (1, 20) , respectively, to obtain an average total sample size of 2,800-3,000. Additional simulations were performed on 275 clusters with cluster sizes generated from uniform distributions on (5, 20) and (30, 50) to assess the effect of increasing cluster size while holding the number of clusters constant.
For each parameter combination, we generated the ith outcome from the kth cluster from
with the event probability
0 , where b k 0 was generated under a normal distribution with mean 0 and standard deviation based on the scenario (see Table 1 ). Both X 1 and X 2 varied within cluster and were assigned such that the proportions being in the doubly exposed group, being exposed only to X 1 , and being exposed only to X 2 were 0.10, 0.20, and 0.10, respectively.
Software implementation
To promote reporting of additive interaction effects for binary data in clustered-data settings, we aimed to identify easy-to-use procedures and functions within familiar software programs. The population-averaged models were fitted using a log binomial or modified Poisson model with an exchangeable covariance structure, implemented using the GENMOD procedure in SAS 9.4 (SAS Institute, Inc., Cary, North Carolina). Final simulations for evaluating cluster-conditional models focused on a log binomial random-intercept model and a Poisson randomintercept model, both fitted using the GLIMMIX procedure in SAS. Both pseudolikelihood and Laplace approximation estimation techniques were considered (51). In preliminary simulations, we also considered extending the COPY method (52) and the McLaurin series approximation for estimation of the relative risk (53) to cluster-conditional models with interaction, but convergence was no better than that of the frequentist standard log Abbreviations: OR, odds ratio; Pr, probability; REOI, relative excess odds due to interaction; RERI, relative excess risk due to interaction; RR, relative risk; SD, standard deviation. a REOI = OR 11 − OR 01 − OR 10 + 1, where OR ab is the odds ratio comparing the group with exposure X 1 = a and X 2 = b to the doubly unexposed group.
b RR 10 , relative risk of the outcome in the group exposed to X 1 and unexposed to X 2 as compared with the doubly unexposed group. c RR 01 , relative risk of the outcome in the group unexposed to X 1 and exposed to X 2 as compared with the doubly unexposed group. d RR 11 , relative risk of the outcome in the doubly exposed group as compared with the doubly unexposed group.
binomial random-intercept model in preliminary simulations, and these methods were not considered further. Given the poor performance of the frequentist approaches to estimating the RERI in a mixed-effects model including a random intercept, we also considered Bayesian methods. In particular, we jointly used the "brms" (54) and "rstan" (55) packages in R (R Foundation for Statistical Computing, Vienna, Austria) to fit a Bayesian log binomial random-intercept model in Stan using an R interface (see Web Appendix 3). Two different weakly informative prior distributions were placed on the standard deviation for the random intercepts: a half-Cauchy(0, 5) distribution and a gamma(2, 0.1) distribution (56, 57) .
Because of the increased computational resources required to fit the Bayesian models, they were fitted on 500 simulated data sets for 2 specific scenarios. One scenario demonstrated poor convergence under frequentist methods ( . We then fitted the Bayesian model on the first 100 simulated data sets for all remaining scenarios. We ran 4 chains, each consisting of a 1,000-iteration burn-in period and a subsequent 1,000 iterations to estimate the posterior distribution. Simulation code is available in Web Appendix 4.
Simulation results for population-averaged models Both the log binomial and Poisson GEE models converged for all scenarios with common outcomes ( ≥ ) p 0.10
00
. The mean estimated RERIs and empirical coverage rates of 95% confidence intervals for the RERI using the delta and MOVER methods for simulations with 275 clusters are shown in Table 2 .
Results from simulated data sets with 20 and 50 clusters are summarized in Web Table 1 . The mean estimated RERIs were the same for the Poisson approximation and the log binomial model, across cluster sizes and exposure/outcome scenarios. In general, they were unbiased, even with as few as 20 clusters. The exceptions were for rare outcomes and relatively large RERIs, where some upward bias was exhibited. Abbreviations: CI, confidence interval; GEE, generalized estimating equations; MOVER, method of variance estimates recovery; RERI, relative excess risk due to interaction; RR, relative risk. a GEE were estimated specifying an exchangeable working correlation, a log link, and either a binomial distribution or a Poisson distribution, with robust variance estimates. Results are based on 2,000 simulated data sets, each with 275 clusters.
b RR 01 , relative risk of the outcome in the group unexposed to X 1 and exposed to X 2 as compared with the doubly unexposed group. c RR 10 , relative risk of the outcome in the group exposed to X 1 and unexposed to X 2 as compared with the doubly unexposed group. d RR 11 , relative risk of the outcome in the doubly exposed group as compared with the doubly unexposed group.
The empirical coverage rates of the 95% confidence intervals for the RERI were very similar between the marginal log binomial and Poisson models, regardless of whether the delta method or the MOVER method for confidence intervals was employed. Coverage tended to be too low (in the 92%-93% range) with 20 clusters but was at the nominal level across all scenarios for simulations with 275 clusters. For baseline prevalences of 0.10 or more, the sampling distributions of the RERI were symmetrical. Thus, the purported advantage of the MOVER method may not materialize when considering common outcomes. Furthermore, the MOVER confidence intervals were slightly wider on average than the delta confidence intervals for less common outcomes ( < )
(data not shown). Results from naive models (ignoring the clustering) suggested that more harm is done in using logistic regression than in ignoring the clustering, at least when there are 2 clustervarying covariates. That is, among naive logistic models and marginal logistic models, there was substantial bias in the estimated RERIs and very poor nominal coverage rates for the 95% confidence intervals. In contrast, the naive log binomial model showed minimal bias in the estimated RERIs, and 95% confidence intervals contained the true values around the nominal level for the scenarios considered (Web Table 2 ). However, the naive log binomial model had wider confidence intervals than the marginal log binomial model (Web Table 3 ). Thus, when the exposures of interest vary within cluster, there is a gain in efficiency around the RERI estimate when accounting for the clustering.
Simulation results for cluster-conditional models
Convergence of the frequentist fit of the log binomial randomintercept model was variable across cluster sizes and scenarios ( Figure 1) . Depending on the scenario, convergence occurred in 49%-99% of the simulations under 20 clusters, 33%-98% of the simulations under 50 clusters, and <1%-74% under 275 clusters. The particularly poor convergence with 275 clusters (all but 1 scenario experienced <35% convergence) was presumed to be due to the small cluster sizes. Additional simulations conducted with increasing cluster size for simulations including 275 clusters (average cluster sizes of 21 and 40) showed improved convergence as cluster size increased, though the convergence under these larger sample sizes was still worse than that with 20 and 50 clusters for some scenarios (data not shown). When using pseudolikelihood estimation, the Poisson random-intercept model occasionally failed to converge, whereas it converged consistently using Laplace estimation.
Among models that converged, both the frequentist log binomial model and the Poisson random-intercept model underestimated the variability in the random intercepts. In many of the scenarios, the variability (standard deviation) was estimated at 0, which reduces the model to a fixed-effects model and does not help in 1) accounting for the within-cluster dependencies or 2) classifying the across-cluster variability ( Figure 1 ). As the baseline outcome prevalence increased, the proportion of Poisson models that estimated the variability of the random intercepts to be greater than 0 decreased, with 0% of the Poisson models being usable when the baseline outcome prevalence was 0.60. In fact, none of the log binomial models were usable when the baseline outcome prevalence was 0.60 for simulations with 275 clusters (and less than 15% were usable with 20 and 50 clusters).
Among the log binomial models that converged, the percent bias in the estimated RERI was generally negligible (mean bias <5%), except in the scenarios where there were very few usable models. For instance, the scenario with the largest absolute mean percent bias (−16%) was with 275 clusters, a baseline prevalence of 0.20, and a RERI of 3.0, where only 5% of the log binomial models converged and estimated σ b 2 to be greater than 0.
For simulations implementing the Bayesian fit of the log binomial random-intercept model, the mean posterior RERIs and the mean posterior standard deviations in the random intercept were well-calibrated (close to the true value) in most cases (Figures 2  and 3 ). For the scenario of a baseline prevalence of 0.20 and relative risks of 1, 1, and 2 (RERI = 1, scenario 6), the Bayesian fit always sampled and the mean posterior RERIs and standard deviations were estimated to be close to their true values. Moreover, for the scenario of a baseline prevalence of 0.20 and relative risks of 2, 2, and 4 (RERI = 1, scenario 8), the frequentist approach rarely yielded a model that converged and had a nondegenerate standard deviation estimate. In contrast, the Bayesian posterior means for the RERI and standard deviation were well-calibrated and the 95% credible intervals exhibited empirical coverage rates close to the nominal level. For instance, the true standard deviation in the latter scenario was 0.05, and the mean of the posterior standard deviation means ranged between 0.046 and 0.074 depending on the number of clusters and the prior distribution placed on the standard deviation.
APPLICATION
Pregnant women with HIV are at higher risk for preterm delivery as compared with HIV-uninfected women, and exposure to certain antiretroviral therapies may increase the risk further (58) . Globally, nevirapine is one of the most common therapies used in HIV-positive pregnant women, although it has been contraindicated in women with healthy immune function due to increased risk of hepatotoxicity (59, 60) . We considered data from the Surveillance Monitoring for ART Toxicities (SMARTT) Study (58), a multisite study in the Pediatric HIV/AIDS Cohort Study network (www.phacsstudy.org/), to evaluate potential additive interaction between nevirapine exposure at conception and poor immunological health during pregnancy (earliest available CD4 count <350 cells/mm 3 ) in the risk of preterm delivery. Over 3,000 HIV-infected pregnant women from 22 sites around the United States have been enrolled in this cohort (58) . A total of 3,202 women had information available on gestational age, antiretroviral therapy at conception, immunological health during pregnancy, and race and were included in the analysis. Rates of preterm delivery varied from 8.3% to 35.7% across sites (standard deviation, 6%), with 14-335 women enrolled at a given site (average cluster size = 146).
Results from the unadjusted models suggested a strong positive additive interaction between nevirapine use at conception and poor immune function during pregnancy in the risk of preterm delivery (Table 3 ). In particular, the estimated RERI from the GEE log binomial model with a compound symmetry covariance structure was 1.78 (95% delta confidence interval: 0.58, 2.99); with a baseline risk of 17% in the doubly unexposed group, this amounts to an absolute risk due to interaction of 30% (17% × 1.78). Observed results were consistent with expectations given the simulation results-namely, 1) the confidence intervals for the RERI from the naive log binomial model (ignoring the clustering) were considerably wider than those from the GEE model (i.e., precision was gained by accounting for the within-site correlations); 2) the MOVER confidence intervals were wider than the delta method confidence intervals across frequentist methods; 3) the confidence intervals from the Poisson random-intercept model were substantially wider than those from the log binomial random-intercept model, though the estimated standard deviation for the random intercepts was only slightly lower; and 4) in the Bayesian analyses, the results were similar regardless of whether a half-Cauchy(0, 5) or a gamma(2, 0.1) prior distribution was placed on the standard deviation of the random intercepts, with the mean of the estimated posterior distribution for the standard deviation being slightly larger under the latter (Table 3) .
After adjustment for black race and maternal age at conception (<30, 30-39, or ≥40 years), the estimated RERI from the GEE model remained similar to that of the unadjusted model (RERI = 1.82 vs. 1.78). The adjusted frequentist log binomial random-intercept model did not converge. The adjusted Bayesian log binomial random-intercept model did not produce results when initial values were generated randomly using the default setting, but it did sample when initial values were specified using informed estimates (Web Appendix 5). Additional iterations were required for chain convergence as assessed via potential scale reduction factors; 5,000 warm-up samples and 5,000 postwarm-up samples were used. Adjusted Bayesian results were attenuated in comparison with the unadjusted model (e.g., 1.46 vs. 1.05 under a gamma(2, 0.1) prior on the standard deviation). Convergence and degenerate estimates for the standard deviation of random intercepts in the frequentist log binomial (FLB) and frequentist Poisson (FP) random-intercept models for scenarios described in Table 1 . A) Scenario 3; B) scenario 4; C) scenario 5; D) scenario 6; E) scenario 7; F) scenario 8; G) scenario 9; H) scenario 10; I) scenario 11. See Table 1 for the full scenario descriptions. Light gray bars represent the number of simulations for which the model did not converge. Dark gray bars represent the number of simulations for which the model had a degenerate variance estimate. For example, the fifth bar in panel E for scenario 7 shows the results for the FLB random-intercept model for data sets simulated with 275 clusters: In 1,703 simulations, the model did not converge, and among the remaining models that did converge, 191 had a degenerate estimate for the variance of the random intercepts.
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DISCUSSION
In examining the RERI metric for additive interaction in clustered-data settings, it was important to consider that in many dependent-data settings researchers assess outcomes with a much higher prevalence than the very rare outcomes assumed in previous RERI simulation studies. As such, it was important to estimate the RERI using relative risks rather than odds ratios. While there has been much literature dedicated to estimating adjusted relative risks for binary data, it has focused on the independentdata setting and not the context of estimating interaction effects (52, 53, (61) (62) (63) (64) (65) (66) (67) (68) (69) .
We found that estimating the RERI in log binomial or modified Poisson GEE models in clustered-data settings was straightforward and efficient. In simulations and an application, there were no problems with model convergence, and accounting for the within-cluster correlation increased precision around the RERI estimates as compared with a naive model. We also found that the delta method provided valid confidence intervals when the number of clusters was moderate to large. Given that the delta method requires less computation than the MOVER method and yields confidence intervals that are generally slightly narrower yet provide similar coverage as the MOVER method, it appears that computing confidence limits for the RERI using the delta method is appropriate and advantageous in the clustered-data setting for population-averaged models. When the number of clusters is small (20-50 clusters), the coverage rates are lower than No. of Clusters Figure 2 . Mean percentage of bias in the estimated relative excess risk due to interaction (RERI) across exposure/outcome scenarios and cluster sizes, by model type, for scenarios described in Table 1 . A) Scenario 3; B) scenario 4; C) scenario 5; D) scenario 6; E) scenario 7; F) scenario 8; G) scenario 9; H) scenario 10; I) scenario 11. See Table 1 for the full scenario descriptions. The squares represent results for the Bayesian log binomial random intercept with a half-Cauchy(0, 5) prior distribution on the standard deviation (SD) for the random intercepts; the circles represent results for the Bayesian log binomial random intercept with a gamma(2, 0.1) prior distribution on the SD; the triangles represent results for the frequentist fit of the log binomial random intercept model; and the diamonds represent results for the frequentist fit of the Poisson random-intercept model. Note that some scenarios/clusters do not have symbols for the frequentist models because there were no models that converged and had nondegenerate SD estimates under these fits.
desirable; bootstrapping may be advantageous in these settings if the computational resources and the time required to bootstrap are not prohibitive for a given application. In contrast to the marginal models, there were difficulties in fitting the frequentist log binomial models with random intercepts. The observed patterns suggest that convergence is affected by both number of clusters and cluster size. We found worse convergence with increasing number of clusters, which is opposite of what we had expected. A possible explanation is that with an increased number of clusters, there is more opportunity for very large (or very small) random intercepts, which could push some observed probabilities outside the parameter space.
The Poisson approximation with robust standard errors has been a common approach to estimating relative risks for binary data. However, we found that a Poisson random-intercept model often severely underestimated the standard deviation in the random effects, frequently reducing it to a fixed-effects model. Furthermore, it produced overly conservative confidence intervals for the RERI, even when using robust standard errors for the regression parameters.
Despite the additional computational resources required, the Bayesian approach to fitting the log binomial random-intercept model offers several advantages. In the simulation study, there were no issues with sampling, the posterior mean RERI was wellcalibrated (unbiased), the posterior mean standard deviation for the random intercepts exhibited less bias than the frequentist approaches, and Bayesian inference was straightforward with valid credible intervals for the RERI. In the data application, the adjusted frequentist log binomial model did not converge, but with additional work-specifying informed initial values for the Figure 3 . Mean estimated standard deviation (SD) in random intercepts across exposure/outcome scenarios and cluster sizes, by model type, for scenarios described in Table 1 . A) Scenario 3; B) scenario 4; C) scenario 5; D) scenario 6; E) scenario 7; F) scenario 8; G) scenario 9; H) scenario 10; I) scenario 11. See Table 1 for the full scenario descriptions. Note that some scenarios/clusters do not have markers for the frequentist models because there were no models that converged and had nondegenerate SD estimates under these fits. "BC" (squares) indicates a Bayesian log binomial random intercept with a half-Cauchy(0, 5) prior distribution on the SD; "BG" (circles) indicates a Bayesian log binomial random intercept with a gamma(2, 0.1) prior distribution on the SD; "FLB" (triangles) indicates results for the frequentist fit of the log binomial random-intercept model; and "FP" (diamonds) indicates results for the frequentist fit of the Poisson random-intercept model.
chains and increasing the number of iterations per chainthe adjusted Bayesian log binomial random-intercept model sampled and yielded reasonable results. Our simulations did not consider any confounding factors, and the instability of the log binomial random-intercept model is likely to increase with the addition of covariates. Furthermore, all models assumed that the random intercepts were normally distributed, as assumed in PROC GLIMMIX. Assuming a normal distribution for the random intercepts in a log binomial model ignores the parameter constraints on the log probabilities. A different prior distribution that recognizes that constraint may be more appropriate. It would be difficult to fit a frequentist model using existing software assuming a nonnormal distribution for the random intercepts, but the Bayesian approach is more amenable to such updates. More research on estimating the RERI from cluster-conditional models with random slopes and additional covariates is warranted.
In summary, when assessing interaction between exposures in clustered-data settings, the RERI can be estimated from frequentist log binomial GEE models or Bayesian log binomial random-intercept models, depending on additional aims of the analysis (e.g., estimation of cluster-to-cluster variability). Using the log linear model as opposed to the logit link model is particularly important for accurate estimation of the RERI, even when the background outcome prevalence is as low as 10%. This work was supported by the National Institute of Allergy and Infectious Diseases, National Institutes of Health (NIH) (award T32AI007358 for K.C.). P.L.W. received funding from the Pediatric HIV/AIDS Cohort Study, which is supported by the Eunice Kennedy Shriver National Institute of Child Health d Results from unadjusted models were from 4 chains, each with 1,000 warm-up samples and 1,000 postwarm-up samples. Results from adjusted models were from 4 chains, each with 5,000 warm-up samples and 5,000 postwarmup samples.  RERI is the mean posterior RERI, and σ b is the mean posterior SD in the random intercepts.
e A half-Cauchy(0, 5) prior distribution was placed on the SD of the random intercepts. f A gamma(2, 0.1) prior distribution was placed on the SD of the random intercepts. 
