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ABSTFtACT 
It is shown that the ratio of the area of the convex hull of the fields of values of 
the (n - 1)-by-( n - 1) principal submatrices of an n-by-n matrix A to the area of the 
field of values of A is bounded below by a function of n which approaches 1 as n 
approaches cc. Since this convex hull is necessarily contained in the field of values of 
A, an interpretation is that, asymptotically in the dimension, the field of any given 
matrix is ‘filled up” by the fields of the submatrices (collectively). Some new 
inequalities for the eigenvalues of principal submatrices of hermitian matrices, which 
are not implied by interlacing, are employed. 
INTRODUCTION 
For A EM,,(C), the n-by-n complex matrices, denote by A, the (n - l)- 
by-(n - 1) principal submatrix of A formed by deletion of the ith row and 
column of A. The field of values (numerical range) of A EM,(C) is defined 
bY 
F(A)r{r*Ax: xEC”, x*x=1}. 
Thus, F(A) is a subset of the complex plane e. The field is an important 
object which has undergone considerable study, and many of its properties 
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are known [3, 41. The two of primary relevance here are: 
for all A EM,(C), F(A) is compact and convex; 
and 
forall i=l,..., n, F(A,)cF(A). 
Letting Co(S) denote the closed convex hull of a set S tie, we define 
F’(A)=o( fi F(A,)). 
We note for the record that also 
F’(A)=F(A,@A,&. @A,). 
This follows from another well-known property of the field, namely 
F(A@B)=Co(F(A)uF(ti)) for AEM,I(C), BEM,,P(C) 
By virtue of (1) and (2) above, we have 
F’(A)cF(A). 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
Since, for n> 2, A is reconstructable from the A,, a natural question arises: 
how much of F(A) must F’(A) comprise for a given n? Somewhat arbitrarily, 
we adopt relative area, 
r(A) _ Area 
Area( F( A)) 
(7) 
as a measure of how much F’(A) “fills up” F(A). [we define r(A) to be 
relative length in case F(A) is a line segment and r(A) to be 1 in case F(A) 
is a point; otherwise F(A) has nonzero area and (7) applies.] The fact that 
F’( A)+F( A) as n-+ cc, which is implied by our result, can also be proven by 
use of other measures. Suspicion of such a result was fueled by numerical 
experiments carried out in [2] based upon the techniques of [4]. It was 
apparent from these calculations that r(A) tended to steadily increase with n 
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and to rapidly approach 1. The hermitian case suggested eigenvalue inequali- 
ties for principal submatrices of hermitian matrices which, apparently, are 
new (and are not implied by the interlacing inequalities alone). Such 
inequalities are demonstrated separately [S] but employed in the treatment 
of the general case herein. 
MAIN RESULT 
Our principal result is the following 
THEOREM. There exists a functicm f, depending solely upon n, such that 
for al2 A EM,(C), 
and such that 
f(n)+1 as n-+cf2. (9) 
We shall, in fact, exhibit a particular f through a sequence of lemmas. 
The first covers the hermitian case, and the remaining ones apply the 
hermitian case using properties of general convex sets and additional proper- 
ties of the field of values to obtain the general result. 
THE HERMITIAN CASE 
Let h,(A),..., X,(A) be the (not necessarily distinct) eigenvalues of 
AEM,( and let u(A)E{~~(A),...,X,(A)}, the spectrum of A. If A is 
hermitian, the A,(A), i= l,.. ., n, are real, and we assume they are ordered so 
that X,(A) is the smallest and X,(A) the largest eigenvalue of A, i.e. 
h,(A)<A,(A)<-.. <X,(A). 
In general, 
u(A) D(A)> 00) 
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and if A is normal, then 
F(A) =C+(A)), (11) 
so that F(A) is minimal in view of (10). Both facts are well known and easily 
proved. 
In case A is hermitian, (11) implies that F(A) is the line segment joining 
&(A) to %(A) and further that F’(A) is the line segment joining 
mmi,j,Ji(A,) and maxlGicn X,_ i(A i). Therefore, if A is hermitian, we 
have 
mm ‘a-l(Ai)- lyznAl(Ai) 
,.(A)= lGiGn 
All -A1 
> (12) 
so that the hermitian case is entirely an eigenvalue question, In a companion 
paper [5], the right-hand side of (12) is considered as part of a study of 
eigenvalue inequalities for submatrices of hermitian matrices. It follows from 
that work that 
LEMMA 1. For a hermitian matrix A E M,(C), we have 
We note that there are cases (though not for every n) in which equality is 
attained in (13). Lemma 1 then covers the case of hermitian matrices (and, 
moreover, by rotation and translation, the case of any A for which F(A) is a 
line segment or a point) in the theorem. 
THE GENERAL CASE 
We next employ the hermitian result, together with some facts about 
general convex sets and the field of values, to prove a lower bound for r(A) 
in case F(A) has nonzero area. 
For an arbitrary BE M,( C), define the hermitian part of B by 
H(B)r#3+B*). (14) 
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It is important to note the immediate fact that 
H(zA)i=H(z4i) (15) 
for any complex number x and any i= 1,. . . , n. The idea is to obtain 
estimates of the relative “width” of F’(A) and F(A) in arbitrary directions 
(using Lemma 1) and then to translate these into estimates of relative area 
using convexity. 
Let K be a compact convex subset of the complex plane, and then define 
the &width of K by 
w,(K)=rnn%Re(e -%)- FetRe(e-“r), (16) 
for 0 < B < 2n. Geometrically, w,J K) is the length of the projection of K onto 
the real axis, and in general we(K) =w,(e -ieK). It is a straightforward 
calculation, essentially carried out in [4], that for A EM,,(C), 
WC@(A)) =L(ff(A)) -h(H(A)). (17) 
Furthermore, since 
F(A) =*(A), 
it is similarly clear (see Fig. 1) that 
w,(F(A))=X,(H(e-ieA))-hl(H(e-feA)) (18) 
and 
we(F’(A))= ly~nh”-l(~(e-‘e~)~) - l;:,hl(H(e-ieA)i). (19) 
Application of (18) and (19) to Lemma 1 then yields 
LEMMA 2. F&AEhf,(C) Undd~O<~<.%, WC? have 
we(F’(A)) >( G)“‘ws(F(A)). (20) 
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FIG. 1. w@(F(A)). 
Thus, although each B-width of F’(A) is no more than that of F(A), the 
B-width of F’(A) is always at least a certain portion of that of F(A). The next 
step is to translate relative-width estimates for arbitrary compact convex sets 
K’ C K C E? with nonzero area into relative-area estimates. This employs many 
fairly standard ideas about convex sets, and so we abbreviate the discussion 
somewhat. 
For a compact convex set K c(?, define the function h, by 
h,(x)=yg..Re(@) (21) 
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for all x E C?. Each of the following propositions is easily proven: 
K’CK iff hK,(x)<h,(x) for all x& 
iff hx,(e’“)<h,(e”), 0<8<271; 
we(K)=h,(e’B)+h,(-e’e); 
h nK, +/3&) =h&+ +4&m a, PE& 
and 
hK-K(x)=hK(x)+hK(-x). 
From (23) and (25) we deduce 
q(K)=h,_,(e’@). 
Now, for compact convex sets 
K’GKce, 
let 0 < c < 1 be a constant such that 
YAK’) 2 c%(K) 
29 
(22) 
(23 
(24 
(25) 
(26) 
(27) 
(W 
for all 0 < 8<2n. In view of (22), (24), and (26), the inequality (28) is 
equivalent to 
c(K-K)cK’-K’. (29) 
We next observe 
LEMMA 3. Zf (27) and (29) hold f or compact convex sets K’ and K and 
constunt c > 0, then 
KC;K’+ (30) 
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Proof. From (22) and (27) we obtain 
h,,( -x) < h,( -x), 
and from (22) and (29) we obtain 
hK(-zc)<$[h&)+hK.(-x)1-h&. 
(31) 
(32) 
Combination of (31) and (32) yields 
hK.(-T)~~[~~(X)+hK.(-X)]-hK(~). (33) 
Algebraic manipulation of (33) produces 
h&)<;h&v)+(; -l)h&x). (34 
which, in view of (22) and (24), is equivalent to the desired conclusion (30). 
n 
We next apply the theory of mixed volumes (see e.g. [l]) to (30) in order 
to obtain our relative-area estimates. Let &(I<) denote the area of a compact 
convex set K cC_?. It is known that for compact convex sets K, L CC? and 
nonnegative coefficients (Y, p, &(aK +PL) is a homogeneous polynomial of 
degree 2 in (Y and @. (Of course, much more general statements are known 
[l].) The coefficients, of course, depend upon K, L, and their intersection. In 
particular, 
@(aK’+/3(-K’))=a,a2+a,crj3+aJ?2 (35) 
for all a,p>O. Since (35) holds for cr=l and /3=0 and for CW=O and /?=l, 
we have that 
a, =a3 =@(K’). (36) 
Substitution of cy = 1 and /3 = I into (35) yields 
al +a, +a, =@(K’-K’). (37) 
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Since it is known (and easy to see) that 
@(K’-K’)<6@(K’) 
for any compact convex K’ ce, (36) and (37) imply 
a2 <4@(K’). 
The containment (30) means that 
(38) 
(39) 
the right-hand side of which equals 
which in turn, by (36) and (38), is no more than 
Rearrangement and (39) then give 
LEMMA 4. Zf (27) and (29) hold f or compact cumex sets K and K’ and 
constant c > 0, then 
&T(K) <( 6-;+C+K’). W) 
If we now identify F’(A) with K’ and F(A) with K, A EM,,(C), then (27) 
holds, and Lemma 2 guarantees that (28) does also with 
n-2 II2 c= 
W n ’ 
Thus (29) and then (30) and (40) follow for the same c. Manipulation of (40) 
32 
produces 
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@(F’(A)) cz 
@(F(A)) ’ 6-6c+c2 ’ 
which is equivalent to 
n-2 
r(A) 2 
n 
n-2 
6-6 y - 
( 1 
li2+n-2 ’ 
n 
Setting 
f(n)= 
n-2 
7n-2-6[ n(n-2)]“2 
(41) 
(4.2) 
proves (8) and (9) and thus the theorem. We note that 
and that the approximation is quite close. 
REMARKS 
There is an inequality, analogous to (B), (9), for the numerical rczdius of 
A EM,,(C), 
w(A) = max 121. 
SF(A) 
(43) 
It works out that 
where w’ is defined analogously to F’. However, it is important to note that 
for other famibar matrix functions, not involving the field of values, there do 
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not seem to be inequalities of a similar sort. For example, let the spectral 
radius be defined by 
P(A)=~~$XI (4) 
for A EM,(C), and let 
P’(A)~r~~~~o(Ai) (4) 
analogously to F' and w’. Then, it is twt the case that p'(A) approximates 
p(A) for large n, even when A is entrywise nonnegative [in which case 
p’(A) < p(A), analogously to (S)]. as the following example shows. Let A be 
the basic n-by-n circulant, 
I- 
O 1 0 0 . 
0 0 1 0 * 
. . . . 
A= : : 
. . 
0 0 
-10 * . . 
. 0 
. 0 
* 0 
1 
. 0 
(47) 
Then p(A) = 1, while each Ai is permutation similar to the basic nilpotent 
matrix, so that p(A,)=O , i=l,..., n, and p’(A)=O. 
The bound (41) is likely not best possible. A portion of the proof dealt 
with general convex sets satisfying only (28); fields of values are special 
convex sets, and there is undoubtedly more to the relation between F'(A) 
and F(A) than (20). Furthermore, the inequality (40) is probably not best 
possible for convex sets satisfying (27) and (28), and it would be an interest- 
ing question in the theory of convex sets to determine the best lower bound 
on the area ratio as a function of c in this case. Somewhat surprisingly, it is 
not c2, as may be shown by example. The best lower bound for r(A) may still 
be something like (n - 2)/ n, which is consistent with numerical experiments 
carried out for large permutation matrices. In fact, for matrices A with all 
diagonal entries equal to 0, a straightforward calculation shows that for each 
x’=(A), 
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which implies a lower bound of [(n- 2)/(n- l)]’ for r(A). For large n, 
[(n-2)/(n- 1)l 2 is approximately ( n - 4)/ ( n - 2). 
The author wishes to thank Jim Lawrence fbr helpful suggestions on the 
convexity arguments in the fourth section. 
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