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Introduction
Spine misalignment directly affects life quality of individuals and impacts health-related quality of life (HRQoL) scores (Boissière et al., 2017; Hasegawa et al., 2016) . While 3D imaging modalities such as MRI and CT are used to assess acute and chronic spine injuries, upright radiography remains the modality of reference to evaluate scoliosis and lordosis. Computer-assisted analysis of the spine on sagittal radiographs provides objective support for scoliosis diagnosis and therapy decision making. Lumbar lordosis is of particular importance, especially in analysis of lower spine irregularities and causes of lower back pain. Cervical parameters, on the other hand, are essential not only for determining pathology and trauma but also because of their intrinsic value for diagnosis of cervical spine disorders and their relevance in analysis of compensatory mechanisms (Amabile et al., 2016) .
Some tools can provide detailed morphological parameters related to vertebrae shapes, positions, and orientations, following manual keypoint localization on individual vertebrae (Champain et al., 2006) , which are more adapted for research purpose than for clinical routine. On the other hand, some tools are available for surgical planning, that require minimal user supervision but only provide global parameters such as the spinal curve (Duong et al., 2010) or few isolated morphological parameters (Lafage et al., 2015) . However, both global and local spine shape parameters are essential in clinical practice. While the overall spine line is sufficient to measure inclination, tilt, curvature and Cobb angle, individual vertebrae body centres and orientations allow to detect local abnormalities of clinical value (Champain et al., 2006) . Endplate length and position can help in sizing implants such as cages or disk prosthesis, or investigating possible slippage between two vertebrae (Tournier et al., 2007) .
Regarding the particular problem of vertebrae corner detection on sagittal X-rays, (Benjelloun et al., 2011) proposed a semi-automated method to localize cervical spine for initialization of an active shape model (ASM). Harris corner detector (Harris and Stephens, 1988 ) and a posteriori filtering were used to localize the anterior corners of cervical vertebrae (C3-C7) but the precision of the detection was not reported. (Lecron et al., 2010) developed a method using polygonal approximation to extract the anterior corners of the cervical spine. Later in (Lecron et al., 2012) , they used a multiclass support vector machine (SVM) to categorize corners detected from their previous polygonal approximation approach, and incorporated SIFT features (Lowe, 2004) to describe local characteristics of the points. Both methods seem vulnerable to the edge map quality and require ad-hoc distance threshold settings to obtain the posterior corners. Focusing exclusively on the cervical vertebrae (C3-C7), (Al Arif et al., 2015a ) developed a semi-automated multiscale patch-based Hough forest-based corner detection method, which provides both anterior and posterior cervical vertebrae corners. They improved the performance of their algorithm by additional intensity and gradient information through tailored Haar-like features to a learned spatial prior probability distribution (Al Arif et al., 2015b) . In their recent work (Al Arif et al., 2017) , they further improved their algorithm performance by exploiting trapezoidal and rectangular ROIs, and a refined vote aggregation procedure from multiple patches. Using the improved framework, performance of a novel random mirrored feature (RMF) along with some other customized feature vectors was evaluated. They also introduced a novel Harris-based corner detector with comparable results. Vertebra shape variability among subjects was reported as the main source of error, and their approach requires manual identification of individual vertebrae. Overall, all these approaches require manual input to either localize a specific spine region (e.g. C3-C7), which limits the scope, or individual vertebrae, which is time consuming and source of uncertainty. In addition, none has been evaluated on both lumbar and cervical regions.
Methods for automated vertebrae segmentation on three-dimensional supine imaging techniques such as MRI and CT are also investigated (Lim et al., 2013 , (Neubert et al., 2012 (Klinder et al., 2009) , (Yao et al., 2016) but not evaluated at the precision level achievable with X-rays, and hence do not focus on precise corner localization.
In this study, aiming for a more generic solution for X-ray imaging, we elaborate on the previous work of (Ebrahimi et al., 2016) which introduced a competitive posterior lumbar corner detection and categorization framework based on Haar-like features. Our proposed method combines shape modelling, dedicated visual features, and random forest classification for vertebrae corner localization with the aim to become independent of detailed manual landmark selection while maintaining accurate landmark localization even in pathological cases. For this purpose, instead of a tedious manual selection of landmarks on individual vertebrae, we propose to exploit a spine statistical 2D shape model, given seven input points defined by a user. The shape model provides approximate knowledge about vertebrae positions, heights, depths and orientations all along the spinal line. This model is refined via fully automated corner point candidate extraction and final selection with dedicated random forest classifiers. Random forest (RF) (Breiman, 2001 ) is a well-regarded machine learning tool, widely used for anatomical structures localization and identification in medical images (Glocker et al., 2013 (Glocker et al., , 2012 . In our work, RF classifiers exploit a large pool of visual features computed either locally or remotely, to incorporate some contextual information. After corner points identification, a regression method is applied to refine the initial 2D spine shape model and infer missing corner points. The evaluation demonstrates for the first time, robustness of a semiautomated corner detection method over multiple spine regions and imaging site sources, for a large range of ages and scoliosis degrees.
Material and Method
The image processing pipeline, illustrated in Figure 1 , consists of the following main steps: (1) preprocessing and edge map computation; (2) identification of corner point candidates; (3) extraction of visual features on candidate points; (4) selection of final corner points with corner-specific Random Forest classifiers trained on a subset of cases, and refinement via regression. Figure 1 Overall illustration of the work flow, taking as an input a sagittal X-ray image and providing as an output the refined 2D spine shape model.
Data

Image Dataset
• Our database is composed of 109 subjects (age from 6 to 69 years old), with one sagittal X-ray acquired with an EOS ultra-low dose system (EOS imaging, Paris, France), and collected from various hospitals and research centres. The database is a clinical cohort, acquired in the context of standard clinical diagnosis and treatment planning, and was obtained within a protocol approved by ethical committees of the centres with written consent from the patients. • Pixel size varies between 0.17940.1794 mm 2 and 0.18320.1832 mm 2 . The Field of view (FOV) includes the superior tip of the odontoid bone, all cervical (C1 to C7), thoracic (T1 to T12) and lumbar (L1 to L5) vertebrae and the superior endplate of the sacrum bone. • The population includes asymptomatic and scoliotic spines with characteristics and compositions detailed in Table 1 . 
. Initialization with a 2D Spine Shape Model
Surgeons willing to perform quantitative radiographic measures on biplanar X-rays for surgical planning have currently two options: positioning and manually correcting a full 2D or 3D spine shape model with commercial software tools such as sterEOS from EOS imaging or manually extracting a subset of localized geometric features as with the Surgimap Spine software tool (Lafage et al., 2015) . Academic groups are actively working on improving the robustness and precision of 3D spine shape model reconstruction from Xrays (Humbert et al., 2009; Korez et al., 2016; Zhang et al., 2013) , but have not yet reached fully-automated solutions that are precise enough. Even full-automation of the extraction of the spinal curve on X-rays remains challenging for scoliotic cases (Duong et al., 2010) . In this context, we exploit an in-house 2D shape model (Humbert et al., 2009 ) positioning to initialize our processing pipeline. For each sagittal radiograph, an operator first defines seven points (Figure 2(a) ), used to position the superior sacrum endplate, T12 inferior and C7 superior endplates, and the tip of the odontoid bone, which sets the upper limit of the spine. This information, which takes less than 1 minute to enter, is sufficient to draw an approximate mid-line of the vertebral bodies. Inspired from the work presented in (Humbert et al., 2009 ), a 2D model of the spine is built (Figure 2(b) ), inferring the size and location of all vertebral endplates via multilinear regression. This 2D model provides approximate positions of vertebral corners that are later refined with the proposed processing pipeline. We use this initial 2D spine shape model to define two regions of interest (ROIs): The cervical region (from C3 to C7), and the lumbar region (from L1 to L5) which are processed separately
Image Preprocessing
First, the lumbar ROI is downsampled by a factor of two. This operation increases homogeneity of the structures, decreases matrix sizes (hence computational complexity) and homogenizes sizes of vertebral structures in pixels, since lumbar vertebrae are almost twice as big as cervical vertebrae.
Images are denoised using a 55 Wiener filter (with a noise variance parameter inferred via averaging local estimated variances), and then enhanced using a median filter, making the interior parts of the vertebrae more homogeneous while maintaining the contrast at the vertebral borders. We then use the contrast limited adaptive histogram equalization (CLAHE) method (Zuiderveld, 1994) to locally improve contrast and attenuate intensity variations across the field of view (due, for example, to varying thickness of surrounding tissues). Finally we generate an edge map using the Canny edge detector (Canny, 1986) .
Corner Point Candidate Extraction
Following the method and parameters described in the study of (Ebrahimi et al., 2016) , we convert the edge map into a set of connected edge segments using the polyline simplification method introduced in (Douglas and Peuker, 1973) and discard points placed along flat edges. This leads to a subset of edge points that are considered as corner point candidates (magenta points in Figure 7 (f&g)).
Definition of Vertebral Geometric Features and Ground-Truth
As illustrated in Figure 3 , four corner types are defined: (1) anterior superior (AS), (2) anterior inferior (AI), (3) posterior inferior (PI), and (4) posterior superior (PS). Regarding the length and orientation, if 1 and 2 are two corners defining the two ends of an endplate, the endplate length ( ) and orientation ( ) are computed as below:
To define our ground-truth and generate a training set for the RF classifiers, we manually labelled the candidate points selected from the edge map as either AS, AI, PI, PS corner type or non-corner. To facilitate the manual annotation procedure and handle the large uncertainty in manual selection of corner candidates, the operator was asked to click candidate corner points on the original radiograph, visualizing the candidate points selected from the edge map. The operation was repeated separately for each corner type. All candidate points within manual uncertainty range of 1.4 mm, as well as the clicked point were preserved as instances of the desired corner class. The operator added corner points at regions where no candidate was present. This might happen in case of noise, occlusion, and poor contrast at corner regions that affect the edge map quality from which the candidates are obtained.
Visual Features Extraction
We extract three types of visual features (HOG, Haar-like features, and contextual features) which are detailed below.
HOG Features
Histograms of oriented gradients (HOG) were introduced in (Dalal and Triggs, 2005) . We use square patches of size 1515 pixels centred on each of the candidate points. Patches are divided into 33 cells, and histograms use 12 orientation bins. This leads to a HOG feature vector of length 108 (=129), for each candidate point. Figure 4 shows the assembly of HOG features positioned at corners of a cervical vertebra. 
Haar-Like Features
Two features based on Haar-like filtering were introduced in (Ebrahimi et al., 2016) . In the current study, we add 16 Haar-like features, to improve sensitivity to corner orientation and local appearance.
The responses computed from the Haar-like filters ( Figure 5 ) are defined in Equation 3. They are recorded via centring the filters on each candidate point.
Multiple filter scales are used to handle variability in vertebrae shapes and orientations, corresponding to filters of size: 1919, 1515, and 1111 pixels. From the filter responses, we define the following set of 10 features: The maximum response over all scales is retained for each feature value. 1 , 1 , 2 , 2 are edge features which encode local appearance and contrast around the points of interest.
( 1  1 , 1 ) and ( 2  2 , 2 ) are corner appearance features with high values at corners with 0 and 45 orientations respectively.
( 1  1  1 ) and ( 2  2  2 ) are corner appearance & type features, which return high values at corners and encode corner type (concave versus convex) with their sign. The following five additional Haar-like features are extracted:
These features are based on subtractions of edge and corner features computed at 0 and 45 orientations. The feature values are largest for 0 and 45 oriented corners (either positive or negative signs) and smallest for corners oriented at ±22.5. These features, therefore, refine the encoding of the corner orientation.
One last feature is computed as the local average intensity at each candidate point (filter size 1515 pixels). We end-up with a 16-dimensional Haar-like feature vector. We include a novel configuration of contextual features to capture visual characteristics (intensity and contrast) of neighbouring structures, which enable us to add robustness in the identification of corners and their types. Contextual features are also exploited in (Al Arif et al., 2017; Glocker et al., 2013 Glocker et al., , 2012 with different formulations. As illustrated in Figure 6 , we define a large set of contextual patches around each candidate point as follows. Patch height and width take every possible combination of the following values: {3, 5, 7, 9, 11, 13} pixels. Patches are created with any dimension and shifted away from the candidate point position by forming a circle of regularly-positioned patches at distances of {6, 12, 19, 27, 36} pixels. In our implementation, a total number of 3,636 contextual patches is considered for each candidate point. To accelerate pixel summations over all subregions encompassed by the aforementioned patches we use the integral image of (Viola and Jones, 2004) , which provides the outcome with just three sum operations.
Contextual Features
We generate two sets of contextual features at each candidate point for every size of contextual patches: (1) the average intensity value inside each contextual patch, and (2) the difference between average intensities inside the central patch and its corresponding contextual patches.
Overall, 7,236 (3,636 type (1) and 3,600 type (2)) contextual features are computed for each candidate point.
Random Forest Training
We train corner-specific random-forest (RF) classifiers (Breiman, 2001) separately for lumbar and cervical spine regions. For both regions, we train four RF classifiers to predict the four corner types of each vertebra.
We work with forests of 500 trees, where the standard Gini metric is applied for node splitting. Maximum depth per tree is controlled by the minimum number of observations per branch node, which is set to 10. The minimum number of observations per tree leaf is set to one, and the maximum number of splits is defined to be − 1, where corresponds to the number of observations. Among the pool of = 7,360
features per sample point, we randomly select √  86 features at each split node. The RF outcome label corresponds to the class having the majority of votes over the ensemble of decision trees.
The training set includes Group_A1 and Group_S1-S2 (cf. Section 2.1), with = 60 asymptomatic or scoliotic subjects that cover a wide variety of vertebrae shapes and orientations.
For a corner type, positive training samples are all the manually annotated points, while the negative samples are the other three corner types plus a random selection of 10% of the non-corner points.
The testing set consists of Group_A2-A3 and Group_S3-S4 (cf . Table 1) , forming a cohort of = 49 subjects, categorized into three groups G that differ in age and disease severity. G1 = Group_A2 + Group_S3 (N=15) is composed of adolescents and young subjects with no or moderate scoliosis. In G2 = Group_S4 (N=18) we have severe AIS patients. Finally, in G3 = Group_A3 (N=16) we gather non-scoliotic adults and older subjects, who mainly suffer from osteophytes, and cervical deformity.
We illustrate in Figure 7 (h) the outcome of a RF classification on all vertebrae, using one colour per corner type. At this stage, several candidate points can be labelled as the same corner point by the RF classifiers, and some corner position might not have any labelled point. We solve these issues with the next and final step. (green=AS, yellow=AI, magenta=PI, cyan=PS) ; (i-j) Corners, vertebrae centres, and endplate centres provided by manual selection (red cross) and by the algorithm (black circles).
Figure 7 Visual illustrations of the processing steps: (a) Original sagittal X-ray (EOS™); (b-c) Enhanced images in cervical and lumbar regions; (d-e) Simplified edge segments plotted on cervical and lumbar regions; (f-g) Corner point candidates after polyline simplification; (h) Corners coloured by type
Final Adjustment of Corner Points
Local decisions are made in the neighbourhood of the initial corner point positions, exploiting the a priori knowledge given by the approximate 2D shape model of the spine. At this stage, detected corners in the lumbar region are mapped back to the original X-ray image via upscaling of their coordinate by a factor of 2, as they were obtained on downsampled images. We define a circular search area around each approximate corner positions and then preserve the detected points encompassed in the search area. We set the search area radius to 23 pixels, which is approximately half the height of a vertebra. The following processing is then applied:
(1) If there are multiple points labelled at a corner position, their coordinates are averaged to lead to a single corner point. (2) If there is no point labelled at a corner position, a regression model is used to infer the position of the missing corner based on surrounding corner points, as follows.
We apply the strategy introduced in (Albrecht et al., 2013 ) that provides a closed-form formula for the conditional distribution of a statistical shape model given partial data. This strategy enables us to estimate the position of the missing corner points given the localized ones. The model uses an uncertainty parameter on corner coordinates which was set to 10 pixels in our work. The regression step is based on a generic statistical position model built with the manually annotated corner points from the training set. For each subject, the 2D coordinates of the four corner points of vertebrae C3 to C7 and L1 to L5 are extracted. We express coordinates in a frame where the odontoid summit, manually identified earlier, is the origin, and the and axis are the natural image axis. The coordinates are concatenated in a line vector, and a principal component analysis (PCA) is applied to each region individually, computing the mean model and the principal components (eigenvectors of the 50 largest eigenvalues of the covariance matrix). This framework enables us to infer a missing corner position (2D coordinates) by adding to the mean model a linear combination of its principle components according to the formula + . The closed formula for is given in (Albrecht et al., 2013) .
The regression model is used twice in our algorithm. The first run updates the search area where we collect corner points detected by RF classifiers. The second run enables to fill the remaining missing corners. From the four corners of a vertebra we are capable to extract the following vertebral geometric features: Vertebra centre, superior and inferior endplate lengths and centres, and vertebra orientation (Figure 3) .
Results
We first test the performance of the RF classifiers when trained with individual feature types (CF, HOG, or Haar) or the combination of the three types (All). We report in Table 2 sensitivity and precision measures of corners detected within a radius of 1.4 mm from the manually-selected ground truth positions. Obtained from the work (Ebrahimi et al., 2016) , this radius value corresponds to the uncertainty on the manual identification of corner points. Detection performance is reported on corner points detected by RF classifiers but not adjusted with the final shape model regression. We observe that precision with the combination of features performs best for both regions. Sensitivity with only Haar features is the highest, but is systematically associated with poorest precision. It also appears that CF features contribute to a great improvement of the precision in the lumbar region, performing almost as well when used as single feature type than when combined. But, overall, combining the three feature types improves precision while slightly decreasing sensitivity compared to the Haar features when used alone. Visual inspection also confirmed that the three feature types complement each other's for challenging corners when one individual type returns a weak response. Regarding computation time for these features, each spine region contains between 400 and 800 candidate points after edge extraction and simplification. Feature extraction on 800 candidate points takes about 0.5 seconds for Haar, 7 seconds for HOG, and 7 seconds for CF. when implemented without specific optimization in Matlab© and running on a PC with a 2.4GHz processor and 8Gb of RAM. Given the complementarity of these features and the low computational times, we choose to work with the combination of the three. The overall computational pipeline with this combination takes less than 2 minutes to process the 10 vertebrae (C3-C7 and L1-L5). To assess the precision of our framework, we then compare the outcome of our proposed method with the gold standard, obtained manually by an expert. Average localization root-mean square errors (RMSE) are computed for corner positions, vertebrae centres, and vertebrae endplate centres. The reported error value for the vertebra endplate centre is the average over the superior and inferior endplate centres. The endplate length signed differences between the ground truth and the algorithm outcome, as well as, the vertebra orientation signed differences are also reported. A summary of the computed errors for all three groups is provided in Table 3 . Population statistics for these five error measures are further detailed in Figure  8 and Figure 9 , distinguishing the following subgroups of subjects:
• G1 (N=15): Adolescents and young adults with no or moderate scoliosis. Used as the reference group;
• G2 (N=18): Severe AIS;
• G3 (N=16): Old adults.
A Wilcoxon signed-rank test was performed to assess possible statistical significant differences of errors between the reference group (G1) and the diseased groups (G2 and G3) . This test was run grouping measures from C3-C7 and from L1-L5 (hence two tests per error measurement). Table 3 show that RMSE positions errors and length differences are always smaller in the cervical than in the lumbar region, but median values all remain within the manual uncertainty range of 1.4 mm. On the other hand, orientation differences are larger in the cervical region. As depicted in Figure 8 , the lowest average localization errors are achieved on the reference group G1. Lowest mean ± Std corner localization errors are equal to 0.8 ± 0.5 mm (cervical region in G1) and 1.5 ± 1.1 mm (lumbar region in G1). Highest mean ± Std corner localization errors are equal to 1.1 ± 0.9 mm (cervical region in G3) and 1.8 ± 1.3 mm (lumbar region in G2). With respect to vertebrae centre localization errors, all mean ± Std. values are below 1 ± 0.5 mm except for lumbar spine in G2 and G3 where it reaches 1.1 ± 0.8 mm. Endplates and vertebrae centre localization errors show very similar patterns in terms of ranges of values and evolutions of error distributions across spine levels.
Results in
Regarding endplate length differences in Figure 9(a) , group-means (bias) are all below 0.2 mm in the cervical region while they reach 1.1 mm in the lumbar spine, with the G1 group showing sometimes larger errors than G2 or G3. Overall, spreads of errors then to be larger in the lumbar region. As for orientation differences (Figure 9(b) ), G1 has the smallest values both in the lumbar and cervical spine, with respective values of −0.4 ± 2.3 and −1.4 ± 2.8 while highest values are found in G2 and G3, reaching −1.6 ± 3.6 in the cervical spine in G3. Among all vertebrae, L1-L3 exhibit the smallest error levels and ranges, for all groups.
Overall, we observe a trend of larger errors in the lumbar region for point localization and length measurements and of smaller errors for orientation measures in L1-L3.
The Wilcoxon signed-rank test showed no significant differences of error measures between the reference group and the two disease groups (p=0.001) for all measures except two: cervical corners and endplate centres localization errors of G1 versus G3.
Finally, few outliers (up to 4 per vertebra) appear for some measures, and correspond to cases with strong visual ambiguity regarding the corner shape.
Discussion and Conclusion
A novel processing pipeline for the task of vertebrae corner detection on sagittal X-rays is presented which provides an efficient compromise between computational time and accuracy. The proposed framework is based on initial information that requires minimal user input, taking less than 1 minute to complete. Indeed, only seven "clicks" are needed to define three vertebral endplates and the top of the odontoid. From that, an approximate spine shape model is built for ROI selection, and an accurate localization of corners is tackled by the proposed image processing and statistical modelling pipeline. Most existing works on vertebrae corner detection reported only corner detection rate without analysing the accuracy of the corner positions. Compared to previously published semi-automated methods for vertebrae corner and orientation measurements, listed in Table 4 , this study provides a more extensive evaluation, reporting errors corner localization, derived end-plate positions and orientations. Moreover, our study encompasses results on both cervical and lumbar vertebrae, while most of the advanced methods toward automation of vertebrae corner detection from X-rays have been evaluated on only one of these two regions. Figure 3 ).
Among the literature that focuses on vertebrae corner detection and reports detection precision, (Al Arif et al., 2017 , 2015a , 2015b provided these values on the cervical region (C3-C7). In (Al Arif et al., 2015b) they reported average RMSE values of 3.033.08 mm. In (Al Arif et al., 2017) , a mean corner localization error of 2.01 mm is reported using a Hough forest classifier with mixed intensity and contrast Haar-like features and a rectangular ROI. In (Ebrahimi et al., 2016) an RMSE error of 1.20.8 mm on lumbar posterior corners was reported. In this work, using the same metrics, we obtained average corner localization RMSE values of 0.90.7 mm for the cervical region, and 1.71.2 mm for the lumbar region. Our results agree with Al Arif's observation of a slight increase in average corner localization errors from C3 to C7.
Regarding the spine orientation (Larhmam et al., 2014) reported an average RMSE of 6.7 for cervical vertebrae (C3-C7 with min = 5.55 & max = 8.22). In this study, we report a mean (bias) ± Std. for orientation differences of −0.1 ± 2.9 in the lumbar region, and −2.1 ± 3.1 in the cervical region.
Variability of manual landmark localization at each vertebral level was evaluated in (Champain et al., 2006) but on shape parameters different that the ones evaluated in our study. However, it seems that our orientation errors are slightly higher than manual uncertainty in asymptomatic subjects, while in pathologic cases they are similar. A major contribution of our proposed methodology is the design of our pool of image features, composed of three complementary types. HOG features have proven their efficiency in encoding robust local visual characteristics. The tailored Haar-like features provide specific discriminative power for corner detection and determining the corner types, however, their spatial range is limited. Adding some contextual features lets us explore large neighbouring regions around the candidate points, which leads to a reinforced discrimination against false positives. Reported results show that the combination of these three feature types improves the precision of the detected corner positions. To the best of our knowledge, the proposed contextual feature design has not been explored for corner detection in previous work. Although the pool of features is very large, its generation is not computationally demanding. Choosing random forest classifiers for learning the characteristics of the corner points while mixing asymptomatic and pathologic subjects in the training set was shown to work efficiently with limited computational efforts and parameter tuning. Another original contribution is the design of an iterative process, combining image processing and statistical shape modelling. Indeed, corner identification is facilitated with properly defined search areas. Then, using a first set of detected corners, the statistical shape model is refined, which yields updated search areas for undetected corners, thus facilitating additional detection.
Results show best overall performance for the test group with asymptomatic or moderate AIS (G1). This was expected as deformities of the spines are minimal, and consequently there exists less ambiguity at corner regions. In the group of severe AIS subjects (G2), we deal with highly deformed spines in the lumbar region. This causes superimposition of bone signal at the corner areas, and affects the algorithm precision. In such group, even the reproducibility of manual annotations considerably decreases. However, in contrast with the thoracolumbar region, the spine deformities in the cervical spine remain limited, and in this region our results are similar to those in G1. Non-scoliotic old patients (G3) have osteophytes and cervical deformities. As a result, in the cervical region we observe the largest average error differences when comparing to G1, while in the lumbar region average error levels are comparable. This also might be the consequence of not including any old subject in our training dataset. Despite smaller localization errors in the cervical region, orientation errors are higher in this region, likely due to the smaller size of cervical vertebrae. Focusing on mean orientation differences, in relation with a possible bias, values are −2.1 in the cervical spine, and closer to 0 (−0.1) in the lumbar region. Higher bias in the cervical region may be due to corner shape ambiguities and probable pathologies such as osteophytes. In practice, since the bias represents a systematic error, this issue could be addressed by adding a potential post-correction of the cervical corner positions with respect to the known orientation bias.
Overall, the performance of our proposed method compares favourably to previously published approaches in terms of precision and level of manual supervision. Nevertheless, our method has two main limitations. First, the thoracic part was not investigated, since the visual quality of sagittal X-rays in this region is lower, and since the major interest for clinical analysis is on lumbar and cervical spine regions. However, with the output refined shape models of the lumbar and cervical regions, the applied regression algorithm recalculates the position of model's elements on the thoracic region as well, leading to a potential global improvement of the model precision which will be evaluated in a future study. The second limitation is that the precision of the localized corners, especially in asymptomatic or moderately scoliotic subjects, can be lower than reported by methods exploiting more manual supervision. Extension of the method could consider adding a level of confidence to the detected corners, so that the user is pointed to corners that need manual verification and correction.
This study is the first step toward a universal solution for fast and extensive shape modelling of the whole spine on sagittal X-rays. Extension to the thoracic region will require a dedicated image enhancement pre-processing. Automated localization of additional spine bone landmarks, such as pedicles and spinous processes, constitutes ongoing efforts from our group. Preliminary results confirm that the combination of the three visual features is beneficial over a single type when using a random forest classifier for the detection, in particular the HOG type being critical for pedicles detection.
