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Abstract Numerical simulations of two cases of morning boundary layer development are conducted to
investigate the impact of grid resolution on mean proﬁles and turbulent kinetic energy (TKE) partitioning
from the large eddy simulation (LES) to the mesoscale limit. Idealized LES, using the 3-D Smagorinsky
scheme, is shown to be capable of reproducing the boundary layer evolution when compared against
measurements. However, increasing grid spacing results in the damping of resolved TKE and the production
of superadiabatic temperature proﬁles in the boundary layer. Turbulence initiation is signiﬁcantly delayed,
exhibiting an abrupt onset at intermediate resolutions. Two approaches, the bounding of vertical diﬀusion
coeﬃcient and the blending of the 3-D Smagorinsky with a nonlocal 1D scheme, are used to model subgrid
diﬀusion at grey zone resolutions. Simulations are compared against the coarse-grained ﬁelds from the
validated LES results for each case. Both methods exhibit particular strengths and weaknesses, indicating
the compromise that needs to be made currently in high-resolution numerical weather prediction. The
blending scheme is able to reproduce the adiabatic proﬁles although turbulence is underestimated in
favor of the parametrized heat ﬂux, and the spin-up of TKE remains delayed. In contrast, the bounding
approach gives an evolution of TKE that follows the coarse-grained LES very well, relying on the resolved
motions for the nonlocal heat ﬂux. However, bounding gives unrealistic static instability in the early morning
temperature proﬁles (similar to the 3-D Smagorinsky scheme) because model dynamics are unable to
resolve TKE when the boundary layer is too shallow compared to the grid spacing.
1. Introduction
The ﬁrst computerized weather forecast was produced in the early 1950s using a rather coarse horizontal
domain of 15 × 18grid points overNorthAmerica (with a grid spacingof about 736 kmat 45∘N) [Charneyetal.,
1950]. Since then grid resolution in numerical weather prediction (NWP) models has been increasing in con-
nection with available computing resources and is now moving toward the very ﬁne O(1 km) horizontal
resolution. Numericalmodels can nowbe runwith extensively dense computational grids onmassively paral-
lel computing systems, enablingdynamics to resolve subsynoptic scales andmost of themesoscale variability.
With increasing grid resolution, simulations (with grid lengths comparable to the depth of the troposphere)
ﬁrst start to resolve deep convective cloudswhere explicitmicrophysics remove some of the convective insta-
bility from the troposphere in expense of the convective parametrization. At resolutions in the range of 1 to
10 km lies the grey zone for the moist convective processes [Arakawa and Wu, 2013] where clouds are only
partially explicitly simulated as the intercloud separation scale is not adequately resolved.
However, as regional models are now approaching the subkilometric scale, boundary layer (BL) turbulence
becomes also partially resolved, imposing signiﬁcant challenges in the formulation of subgrid turbulence
parametrizations. In the BL grey zone, the energy-containing turbulence scales are comparable to the grid
scale [Wyngaard, 2004; Beare, 2014] and as a result neither large eddy simulation (LES) nor mesoscale
parametrizations are suitable for the BL modeling over this range of grid resolutions. Traditional 1D BL non-
local parametrizations [e.g., Lock et al., 2000; Hong et al., 2006] seem to remove too much energy from the
resolved to the unresolved scales [Honnert et al., 2011; Shin and Hong, 2013, 2015]. Moreover, the partition-
ing of turbulent kinetic energy (TKE) when using the 3-D Smagorinsky closure depends on the choice of
the turbulence mixing length [Efstathiou and Beare, 2015]. Increasing mixing length leads to the damping of
any resolved motions, while reducing its magnitude results in enhanced convective overturning usually on
the grid scale [Beare, 2014; Efstathiou and Beare, 2015]. In any case the Smagorinsky scheme is only a rough
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approximation of the complete turbulent transport equations [Wyngaard, 2004] intended to model isotropic
subgrid motions although using the appropriate mesoscale mixing length can be considered akin to a 1D
local BL scheme.
In order to derive a reference transition pattern of the turbulent kinetic energy (TKE) from the LES to the
mesoscale limit, Honnert et al. [2011] coarse grained a series of diﬀerent LES case studies to obtain the
intermediate resolution ﬁltered ﬁelds. A new similarity relationship was introduced that described the parti-
tioning of the turbulent ﬂuxes to resolved and subgrid components. Using this approach, Boutle et al. [2014]
blended the 3-D Smagorinsky with a 1D nonlocal BL scheme to simulate a stratocumulus case at grey zone
resolutions. The blending scheme is now used operationally within the Met Oﬃce Uniﬁed Model (MetUM)
to provide seamless predictions across the scales. In a similar way Shin and Hong [2015] modiﬁed the
conventional nonlocal K-proﬁle scheme [Hong et al., 2006] to account for the grid-size dependency
of local and nonlocal ﬂuxes after diagnosing their relative contribution across the grey zone accord-
ing to Shin and Hong [2013]. Ito et al. [2015] extended the Mellor-Yamada level-3 scheme to grey zone
resolutions by modifying the various length scales using statistics obtained from the coarse-grained
LES ﬁelds.
Efstathiou and Beare [2015] attempted to quantify subgrid diﬀusion in the grey zone, comparing
coarse-grained LES of a convective BL (CBL)with actual independent simulations for diﬀerent grid resolutions.
Anewapproachwasdevelopedbasedonboundingof the vertical diﬀusion to its eﬀective valueswhile adopt-
ing amesoscale 2-D treatment for horizontal diﬀusion. It was shown that the boundingwas able to follow the
theoretical TKE transitionpattern across the scales, reproducing themain characteristics of the coarse-grained
ﬁelds. Additionally, this comparison demonstrated the physical constraints of permitting some convective
overturning beyond the LES limit. Reducing mixing length values in the 3-D Smagorinsky scheme led to sig-
niﬁcantly stronger turbulent ﬂuctuations with smaller-scale structures compared to the coarse-grained ﬁelds.
In contrast, the bounding approach matched the energetics of the ﬁltered ﬁelds as enhanced horizontal dif-
fusion removed the grid-scale dependency. Ching et al. [2014] also showed that overenergetic secondary
mesoscale circulations were developed when a numerical model was used at grey zone resolutions after
spin-up time was reached [see also Zhou et al., 2014].
As many of these studies have been conducted under steady state conditions [Shin and Hong, 2013, 2015;
Beare, 2014; Efstathiou and Beare, 2015; Ito et al., 2015] where turbulence is already developed, it is crucial to
examine the behavior of the proposed parametrizations under time-dependent heat ﬂuxes and a deepening
BL such as the case of the morning CBL growth over land. Zhou et al. [2014] examined the development of a
CBL at grey zone resolutions using the Wangara day 33 case study and identiﬁed the Rayleigh number as the
controlling parameter in determining the onset of turbulence at diﬀerent horizontal resolutions. The depen-
dence of turbulence initiation on grid spacing can have signiﬁcant implications in the simulation of shallow
convection especially the onset and strength of thermal convectionwhich in turn can inﬂuence the transition
from shallow to deep convection.
In this work, two case studies of the morning CBL development are simulated with the Met Oﬃce Large Eddy
Model (LEM), from the LES to the mesoscale limit using the standard 3-D Smagorinsky turbulence scheme.
The ﬁrst case study adopted is the well-studied Wangara day 33 case, of a deep BL over south-east Australia
and a spring, shallow BL development over the CardingtonMetOﬃce site in Bedford, UK (52.105∘N, 0.422∘W).
First- and second-order quantities are examined and compared with the available measurements, while
two pragmatic approaches, the bounding of the vertical diﬀusion coeﬃcient and the blending of the 3-D
Smagorinsky with a 1D nonlocal K proﬁle scheme, are implemented in the LEM at grey zone resolutions.
The behavior of the parametrizations is examined during the morning growth of the BL, testing their abil-
ity in reproducing basic meteorological LES proﬁles as well as the resolved TKE evolution compared to the
coarse-grained LES ﬁelds. The onset of resolved turbulent ﬂuctuations at grey zone resolutions is shown to
be very sensitive to the choice of the subgrid scheme. Diﬀerences in turbulence spin-up reveal signiﬁcant
interactions between the treatment of subgrid diﬀusion and model dynamics at grey zone resolutions.
2. The LEM Formulation
The LEM version 2.4 was used for the simulations conducted in this study. Here the Navier-Stokes equations
with the Boussinesq approximation are solved in 3-D using a centered-diﬀerence advection scheme
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[Piacsek and Williams, 1970] for the momentum and the total variation diminishing scheme [Leonard
et al., 1993] for the heat equation. The momentum equation in tensor notation has the following form
[see Brown, 1999]
𝜕ui
𝜕t
+ uj
𝜕ui
𝜕xj
= − 1
𝜌s
𝜕P
𝜕xi
− 1
𝜌s
𝜕P0
𝜕xi
+ f
(
𝛿i1u2 − 𝛿i2u1
)
+ 𝛿i3g
𝜃
′′
𝜃0
−
𝜕u′i u
′
j
𝜕xj
, (1)
where u is the ﬁltered (resolved) velocity vector, P is the pressure, 𝜌s is air density, 𝜕P0∕𝜕xi is a large-scale pres-
sure gradient corresponding to an imposed geostrophic wind, f is the Coriolis parameter, 𝛿 is the Kronecker
delta, 𝜃
′′
is the perturbation of the resolved potential temperature (𝜃) from its horizontally averaged value,
𝜃0 is the reference potential temperature, g is the gravitational acceleration, and u
′
i u
′
j is the subgrid (subﬁlter)
momentum ﬂux. The heat equation is given by
𝜕𝜃
𝜕t
+ uj
𝜕𝜃
𝜕xj
= −
𝜕u′j𝜃
′
𝜕xj
. (2)
The only source of heat in the simulations is the subgrid sensible heat ﬂux (u′j𝜃
′). Flow is considered
incompressible according to the relationship
𝜕uj
𝜕xj
= 0. (3)
2.1. The 3-D Smagorinsky Scheme
The contribution of the subgrid ﬂuxes on the momentum and heat equations in the LEM is modeled using
the 3-D Smagorinsky scheme [Brownet al., 1994]. This scheme is proportional to a ﬁrst-order closure of the full
transport equations [Wyngaard, 2004] and is suitable for modeling the inertial subrange at LES resolutions.
However, it has been used at grey zone resolutions especially in deep convection studies [e.g Pearson et al.,
2014]. The subgrid momentum ﬂux is given by
u′i u
′
j = −KMSij, (4)
the subgrid turbulent heat ﬂux is speciﬁed by
u′j𝜃
′ = −KH
𝜕𝜃
𝜕xj
, (5)
where KM and KH is the momentum and heat diﬀusivity, respectively. The rate of the strain tensor Sij is
given by
Sij =
𝜕ui
𝜕xj
+
𝜕uj
𝜕xi
. (6)
Eddy diﬀusivities (KM, KH) are equal to
KM = l2SfM(Ri) (7)
KH = l2SfH(Ri), (8)
where S is the modulus of Sij , fH and fM are the stability functions for momentum and heat, respectively, as
functions of the Richardson number (Ri) [see Brown et al., 1994]. The neutral mixing length (l) is calculated as
1
l2
= 1
(kz)2
+ 1
𝜆2
(9)
here z is the distance from the ground, k is the von Karman constant, and 𝜆 is the basic mixing length
speciﬁed as
𝜆 = cSΔx, (10)
where cS is the Smagorinsky constant equal to 0.23 in this study andΔx is the horizontal grid spacing.
2.2. The Bounding Approach
Thebounding approach [EfstathiouandBeare, 2015] is basedon conserving the inherent diﬀusivity of the ﬂow
across the scales. In thismanner, the diﬀusion coeﬃcient is restricted on the vertical to the eﬀective diﬀusivity
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values of the ﬂow ﬁeld at the LES limit that is well approximated by the vertical K proﬁle [Troen and Mahrt,
1986; Hong et al., 2006].
KM(1D) =
{
kwsz
(
1 − z
zh
)2
, if z < zh.
0, otherwise
(11)
and
KH(1D) =
KM(1D)
Pr
, (12)
wherews is amixed-layer velocity scale [Noh et al., 2003] and Pr is the Prandtl number (Pr = 0.6). The BL depth
(zh) is considered to be at the height of the local minimum of the vertical resolved heat ﬂux. If no turbulent
ﬂuctuations are resolved, the BL depth is set at the ﬁrst level where Ri> 0.5. The diﬀusion coeﬃcients for
momentum and heat are then calculated as theminimumbetween the 1D K proﬁle and the 3-D Smagorinsky
scheme (equations (7) and (8))
KM = min[KM(1D), KM(Ri)] (13)
KH = min[KH(1D), KH(Ri)]. (14)
Horizontal diﬀusion is handledbyequations (7) and (8) usinga2-D formof the localwind shear (S).Momentum
and heat ﬂuxes are calculated according to equations (4) and (5).
2.3. Blending of the 3-D Smagorinsky With a K-Proﬁle Nonlocal BL Scheme
Following the derivation of the partial similarity functions proposed by Honnert et al. [2011] that describe
the transition of the subgrid ﬂuxes at grey zone resolutions, Boutle et al. [2014] blended the 3-D Smagorinsky
with a nonlocal K-proﬁle scheme to model subgrid ﬂuxes from the LES to the mesoscale limit. The blending
function they used (W1D) has the following form:
W1D = 1 − tanh
(
𝛽
zturb
Δx
)
max
[
0, 1 − Δx
4zturb
]
, (15)
where zturb = zh in the cloud-free BL and 𝛽 = 0.15 [Boutle et al., 2014]. Sensitivity tests using a range of 𝛽 values
that correspond to the 5th/95th percentile of the distribution of Honnert et al. [2011] LES data revealed that
the impact of 𝛽 on model results was limited. First, equation (15) is used to blend between the Smagorisnky
(l) and a mesoscale (l1D) mixing length
lblend = W1Dl1D + (1 −W1D)l (16)
with
1
l
= 1
kz
+ 1
𝜆0
(17)
where 𝜆0 = max[40, 0.15zh]. The diﬀusion coeﬃcients are then calculated [Lock et al., 2000; Boutle et al., 2014]
KM = max
[
W1DKM(1D), l
2
blendSfM(Ri)
]
(18)
KH = max
[
W1DKH(1D), l
2
blendSfH(Ri)
]
. (19)
A simpler approach is used in the implementation of the blending scheme in the LEM compared to Boutle
et al. [2014], adopting the same K-proﬁle relationships as the bounding scheme tomake the intercomparison
between thediﬀerent parametrizationsmore straightforward. Calculationof zh follows the iterativeprocedure
of Holtslag and Boville [1993], Hong and Pan [1996], and Hong et al. [2006] comparing at each model level the
bulk Riwith the critical bulk Ri (=0.0 here). Subgridmomentumﬂuxes are calculated according to equation (4)
and considered local in this study. However, for the subgrid heat ﬂux parametrization a nonlocal part is added
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expressed by a countergradient term (𝛾) and an explicit representation of entrainment (w′𝜃zh ) that has the
following form [see also Boutle et al., 2014]:
u′j𝜃
′ =
local ﬂux
⏞⏞⏞
−KH
𝜕𝜃
𝜕xj
+𝛿3jW1D
⎡⎢⎢⎢⎢⎢⎣
nonlocal ﬂux
⏞ ⏞
KH𝛾 +
explicit entrainment
⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞
w′𝜃′zh
(
z
zh
)n⎤⎥⎥⎥⎥⎥⎦
, (20)
where w′𝜃′zh is the heat ﬂux at zh [Hong et al., 2006] and n = 3. Nonlocal terms (nonlocal heat ﬂux + entrain-
ment) are down weighted byW1D as higher-resolution simulations better resolve turbulent heat ﬂux and the
large-eddies responsible for nonlocal heat transfer. The countergradient term follows [Hong et al., 2006]
𝛾 = b
w′𝜃′0
ws0zh
, (21)
where b = 6.5,w′𝜃′0 the surface heat ﬂux andws0 is themixed-layer velocity scale (ws) at z = 0.5zh. Moreover,
the simple explicit representation of entrainment, as presented in equation (20) based on Noh et al. [2003]
and Hong et al. [2006] and implemented in the LEM following themethodology of Boutle et al. [2014], forms a
simpler version of the blending scheme chosen for better comparison with the bounding approach.
3. Case Studies and Model Setup
Two case studies of a developing CBL were used to test the behavior of the subgrid schemes at grey zone
resolutions. The Wangara experiment day 33 (16 August 1967) in Australia [Clarke et al., 1971], a relatively
deep BL development over dry land, is one of themostwell-studied cases in BLmeteorology [Deardorﬀ , 1974;
Yamada andMellor, 1975; André et al., 1978]. It has been also used recently for studying the nature of convec-
tive overturning at grey zone resolutions [Zhou et al., 2014]. Here we follow the setup of the initial proﬁles and
surface heat ﬂuxes of Yamada and Mellor [1975] and Zhou et al. [2014]. Simulations start at 0900 local solar
time (LST) and last for 9 h (1800 LST).
Another case adopted in this study is a measurement campaign that took place at the Met Oﬃce site on
16 April 2014. This case was a clear day (some thin cirrus clouds were present during early morning) with
relatively light winds as the site was under the inﬂuence of a surface anticyclone stationed over central
Europe. The observations consisted of a number of radiosondes from early morning to noon and a series
of Doppler lidar scans to derive the ﬂow ﬁeld velocity variances over the site. Routine data of surface tem-
perature and heat ﬂuxes were also available during the measurement period. The initial temperature proﬁle
(at 0642UTC) and thevarying surface temperatureboundary conditionused in theCardington simulations are
presented in Figure 1. Further details of the Cardington surface site can be found inHorlacher et al. [2012] and
Osborne et al. [2014].
A series of 3-D idealized runs were conducted using the LEM for the two case studies varying horizontal grid
spacing from50 to 3200musing the Smagorinsky (SMAG), bounding (BOUND), andblending (BLEND) subgrid
parametrizations. A periodic model domain of 9.6 × 9.6 km2 with at least 24 horizontal grid points was used
for both cases setting the model top at 2500 m for the Wangara and 2000 m for the Cardington case study.
Horizontal resolutions in this study are chosen to adequately represent a range of grey zone resolutions based
on the evolution of dominant length scales compared to the grid spacing. A damping layerwas applied above
2000 m for the Wangara case. A vertical grid spacing (Δz) of 20 m was used for the Δx = 50 m runs and
Δz = 40 m for all other simulations. The vertical resolution was chosen to be similar to the conﬁguration of
most regionalmodels such as theMetUMUKV. LES converging runs [SullivanandPatton, 2011]withΔx = 25m
(Δz = 10 m) showed that ﬁrst-order quantities were identical to the 50 m simulations, while second-order
quantities exhibited slight, nonsigniﬁcant diﬀerences in both cases.
Since the Wangara case has been extensively used for validation purposes over the past, no comparison will
bemadewith available data in this study [see also Zhouet al., 2014]. However, in order to conﬁgure the control
50 m run using SMAG (LES run hereafter) for the Cardington case, model results were compared with the
available data set. Simulations started at 0645 UTC and lasted for 5.5 hwith a slightlymodiﬁed initial potential
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Figure 1. (a) Initialization sounding of potential temperature (16 April 2014 0642 UTC) for Cardington runs. (b) The 24 h
evolution of surface temperature for the same day.
temperature proﬁle compared to the 0642 UTC sounding (Figure 1) incorporating a 100 m deep mixed layer
(ML) to allow for the fast model spin-up (see also Kosovic´ and Curry [2000], for a stable BL case). Additionally,
all simulations were forced by constant geostrophic winds (Ug = −3ms−1, Vg = 5ms−1) representative of the
mean wind above the BL to avoid the development of some instabilities in the coarser runs that were noted
due to the enhanced wind shear when the actual jet-shaped early morning wind proﬁle was used.
Figure 2 shows the comparison of the domain-averaged simulated potential temperature proﬁles for the LES
Cardington run with the actual radiosondes together with the estimated zh from the soundings and model
results (derived as the height where max[d𝜃∕dz]). The LES run is able to reproduce the observed proﬁles and
BL depth especially at 0921 and 1017UTC. At earlier times (0738 and 0825UTC) even though the proﬁle shape
and BL depth are well simulated, LES proﬁles exhibit a warm bias. This is due to the choice of the geostrophic
vertical wind proﬁle that produces stronger heat ﬂuxes (not shown) in the early simulation hours. At the time
of the last sounding (1114 UTC) observations show a pronounced heating of the lower troposphere proba-
bly due to warm advection that LES without the necessary large-scale forcing cannot reproduce remaining
colder than the sounding. Moreover, zh (see Figure 2b) is decreased denoting that the warm air advected
over the site is suppressing turbulence and as a result BL development. Overall, the LES run is able to simu-
late the development of the shallow CBL over the Cardington site forced only by the local surface heat and
momentum ﬂuxes.
Figure 2. Comparison of (a) potential temperature soundings (dashed lines) and LES (Δx = 50 m) domain-averaged
proﬁles (solid lines). (b) BL depth (zh) derived from soundings (Obs) and LES run for the Cardington site simulations.
EFSTATHIOU ET AL. GREY ZONE CBL SIMULATIONS 6
Journal of Geophysical Research: Atmospheres 10.1002/2016JD024860
Figure 3. Evolution of domain-averaged potential temperature proﬁles from (a) Wangara (time in LST) and
(b) Cardington (time in UTC) simulations for 50 m LES (solid lines), 200 m (dashed lines), 400 m (dashed-dotted lines),
and 800 m (dotted lines) grid spacing. Simulation time is shown inside the parenthesis.
4. Model Results Across the Scales
4.1. Control SMAG Simulations
Figure 3 presents the domain-averaged potential temperature proﬁles from the SMAG simulations for the
Wangara (Figure 3a) and Cardington (Figure 3b) case studies. In the early morning (1030 LST) none of the
simulations can reproduce the LES (Δx = 50 m) temperature proﬁle, exhibiting a slightly superadiabatic pro-
ﬁle. During the course of the integration all simulations are gradually producing adiabatic proﬁles at diﬀerent
times with the coarser resolution runs delaying most. The simulations also start to resolve entrainment as
the potential temperature proﬁles exhibit a distinctive cooling relative to the initial proﬁle above the ML. The
Δx = 800 m run is only producing a well-mixed proﬁle at the end of the simulation (1800 LST) while remain-
ing slightly colder than the other runs. For the shallower Cardington BL case (Figure 3b), adiabatic proﬁles
take longer to develop and by 1215 UTC the 800 m run is still not able to reproduce the LES proﬁle. As a
result of the delay, theΔx=400 m and 800 m simulations are not able to match LES results, exhibiting colder
potential temperatures through the whole depth of the CBL. The Smagorinsky scheme behaves similar to a
local BL scheme at these grid spacings unable to provide any countergradient ﬂuxes resulting in superadia-
batic proﬁles due to poor mixing. It should be noted that according to the lidar data, the BL over Cardington
did not develop much after 1215 UTC and collapsed after 1600 UTC due to the negative surface heat ﬂuxes
(not shown).
Figure 4. Resolved domain-averaged TKE (< eres >) normalized by w
2
∗ in the middle of the BL from coarse-grained LES
(50 m) ﬁelds (dashed lines) and SMAG simulations (solid lines) from (a) Wangara and (b) Cardington runs for diﬀerent
horizontal resolutions.
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Figure 5. Evolution of domain-averaged potential temperature proﬁles from LES 50 m run (solid lines) compared to
BOUND (dashed lines) and BLEND (dashed-dotted lines) runs for (a) Wangara Δx = 400 m, (b) Cardington Δx = 400 m,
(c) Wangara Δx = 800 m, and (d) Cardington Δx = 800 m case studies.
The behavior of the domain-averaged temperature proﬁles can be explained by examining the
time-dependent TKE in themiddle of the BL (z∕zh = 0.5) and comparingwith the TKE from the coarse-grained
LES ﬁelds at the corresponding resolutions [see Efstathiou and Beare, 2015] as shown in Figure 4. Turbulence
initiation is signiﬁcantly delayed in both cases for simulations with Δx>100 m (reaching up to 4 and 8 h for
the 400 and 800 mWangara runs, respectively), while exhibiting an abrupt onset at intermediate resolutions
compared to the coarse-grained derived TKE. For the Cardington 800 m run, no TKE is resolved at least
until the end of simulation time. However, at the onset of resolved TKE, simulations start to resolve some
convective overturning that acts as the nonlocal component of the sensible heat ﬂux, gradually neutraliz-
ing potential temperature proﬁles. This can be clearly seen in Figure 3a for the Wangara case, where after
1400 LST proﬁles from the 400 m run become well mixed, explicitly resolving entrainment processes which
coincide with the onset of resolved TKE after about 4 h of simulation time (see Figure 4a). The Cardington
simulations also exhibit the same characteristics especially the 200 and 400 m runs after 1017 and 1114 UTC,
respectively (see Figures 3b and 4b). The above ﬁndings are in accordance with Zhou et al. [2014] and Ching
et al. [2014] that demonstrated the delay in the initiation of convection at grey zone resolutions as a function
of the grid-dependent Rayleigh number.
4.2. The BOUND and BLEND Approaches at Grey Zone Resolutions
The domain-averaged potential temperature proﬁles from the BLEND and BOUNDΔx = 400 and 800 m runs
for the twomorningCBL development cases are presented in Figure 5. The BOUNDapproachproduces similar
temperature proﬁles to the SMAG runswhen the BL is shallow and cannot reproduce the LES proﬁles for either
case. As the CBL deepens, the 400m simulations using BOUNDmatch the LES proﬁles early in the simulations
for both cases (Figures 5a and 5b). The BOUNDapproach is able to reproduce thewhole vertical distribution of
potential temperature: in the surface,mixed layer, andentrainment zone. TheWangara 800msimulation takes
longer to develop the well-mixed proﬁles (Figure 5c), while the corresponding Cardington run (see Figure 5d)
delays even more, not being able to fully reproduce the LES.
The BLEND scheme is able tomatch LES temperature proﬁles during the shallow stage of the CBL evolution in
both cases as the blending function (equation (15)) is close to 1 as seen in Figure 6 and the scheme behaves
similar to a 1D nonlocal BL parametrization. However, after the rapid mixed-layer development (3–4 h of
simulation time), the blending function for the 400 m runs drops to values of 0.6 for the Wangara and 0.7 for
the Cardington case. This seems to have a profound impact on potential temperature that exhibits a slightly
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Figure 6. Evolution of the blending function (W1D) used in the
BLEND 400 m and 800 m runs for the Wangara (black line) and
Cardington (grey line) cases.
superadiabatic proﬁle (1300 LST for theWangara
and0921UTC for theCardingtoncase, Figures 5a
and 5b) as the subgrid nonlocal contribution
is reduced to 60–70% of the total heat ﬂux. In
the 800 m runs (Figures 5c and 5d) this eﬀect is
not so pronounced as the values of the blend-
ing function do not fall below 0.8 after 4 h of
simulation time in both cases (see Figure 6).
Figure 7 is showing the time-dependent
resolved TKE from the BOUND and BLEND sim-
ulations in the middle of the BL, together with
the control SMAG 400 and 800 m simulations
and the corresponding resolved TKE from the
coarse-grained ﬁelds. The BOUND simulations
are able to follow the TKE evolution from the
coarse-grained ﬁelds, spinning up signiﬁcantly
faster than BLEND and SMAG especially in the
deep Wangara CBL. The BLEND runs do not
improve spin-up substantially compared to the
control SMAG simulations (except in the 800 m Wangara run), in accordance with the ﬁndings of Shin and
Hong [2015]. It is also obvious from Figure 7 that the BLEND scheme is underestimating the resolved TKE
[Honnert et al., 2011; Shin and Hong, 2013] compared to the coarse-grained ﬁelds although during the late
stages of the CBL development TKE is increasing in the Wangara case. During the late CBL development, the
nonlocal heat ﬂux contribution (countergradient and explicit entrainment terms) has been almost reduced
by 50% (see blending function, Figure 6). This can be seen also in the partitioning of the vertical heat ﬂux
for the Wangara case study (Δx = 400 m) as shown in Figure 8. At 1030 LST (1.5 h of simulation time) the
SMAG run produces only subgrid local heat ﬂux without any nonlocal contribution (Figure 8a), while the
BLEND scheme parametrizes the nonlocal ﬂuxes and explicitly represents entrainment as a conventional 1D
nonlocal scheme (Figure 8b). The BOUND approach is similar to SMAG with some resolved heat ﬂux starting
to emerge in the simulation (Figure 8c). As the CBL deepens (1300 LST), the BOUND run resolves some of the
convective overturning that acts as the nonlocal transport (Figure 8f ). In the BLEND simulation (Figure 8e) the
countergradient ﬂux and especially parametrized entrainment are reduced due to the decreasing values of
the blending function. As there is very little resolved turbulence, the total nonlocal transport is also reduced
compared to the BOUND run. It should be noted that the potential temperature proﬁle at 1300 LST is slightly
superadiabatic (see Figure 5a) indicating the lack of nonlocal mixing. Heat ﬂux is still unresolved after 4 h in
the SMAG run (Figure 8d), while after 7 h of simulation time (Figure 8g) the vertical heat ﬂux becomes similar
to BOUND (Figure 8i). At the same time BLEND simulation is resolving convection (Figure 8h), less intense
compared to BOUND (Figure 8i); however, the sum of the subgrid and resolved ﬂux matches the BOUND run.
Figure 7. Domain-averaged resolved TKE (< e>res) normalized by w
2
∗ in the middle of the BL from coarse-grained
(ﬁltered) LES, SMAG, BOUND, and BLEND simulations from (a) Wangara and (b) Cardington runs for the 400 m and 800 m
grid spacing.
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Figure 8. Partitioning of the domain-averaged sensible heat ﬂux to total (TOTAL), resolved (RES), local subgrid (SG-LOC),
nonlocal subgrid (SG-NLOC), and entrainment (ENT) heat ﬂuxes for the 400 m Wangara (a) 1030 LST SMAG, (b) 1030 LST
BLEND, (c) 1030 LST BOUND, (d) 1300 LST SMAG, (e) 1300 LST BLEND, (f ) 1300 LST BOUND, (g) 1600 LST SMAG, (h) 1600
LST BLEND, and (i) 1600 LST BOUND simulations.
In Figure 9, the domain-averaged proﬁle of the vertical velocity variance (w′2) from BOUND and BLEND sim-
ulations is compared with the reference (coarse-grained) velocity variance proﬁles atΔx = 400 m and 800 m
resolutions for the Cardington case. At ﬁrst, as shown in Figure 9a, the LES variance proﬁles are validated
against lidar measurements for diﬀerent times over Cardington site. LES can successfully reproduce vertical
velocity variance and the subsequent increase in the turbulent intensity during the morning CBL develop-
ment; however, lidar data show that turbulence is suppressed near noon (1145 UTC). LES cannot reproduce
this feature that is probably due to the warm air advection over the site at that time asmentioned in section 2
(see Figure 2). The vertical proﬁle of vertical velocity variance from the BOUND and BLEND 400 m and 800 m
simulations is comparedwith the coarse-grained LES variance at 0925UTC in Figures 9b and 9c. BOUND is able
to follow the shape andmagnitude of the reference proﬁles, while BLEND run is still not resolving any vertical
velocity ﬂuctuations providing another illustration of the delayed spin-up problem (see also Figure 7b).
Finally, Figure 10 shows the CBL depth output from the BLEND and BOUND schemes together with the diag-
nosed zh from the LES run (height of minimum vertical heat ﬂux). Both approaches are in overall agreement
with the LES, although the current implementation of the BLEND scheme exhibits a slight overestimation of
zh especially in the Wangara case.
5. Discussion on Turbulence Onset at Grey Zone Resolutions
The control SMAG simulations at grey zone resolutions resolve convective motions whose onset and inten-
sity depend on grid spacing. Similar to the ﬁndings of Zhou et al. [2014] and Ching et al. [2014], there is a
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Figure 9. (a) Comparison of measured vertical velocity variance (w′2) from lidar data (dashed lines, averaged every
15 min) with the LES run (solid lines) for the Cardington case for diﬀerent times (UTC). (b) Comparison of w′2 from the
BOUND and BLEND 400 m runs with the corresponding ﬁltered (coarse-grained) w′2 from the LES ﬁelds. (c) Same as
Figure 9b but for the 800 m runs.
signiﬁcant delay in the development of convective overturning in the control SMAG simulations until tem-
perature gradients become steep enough to trigger convection. In the context of the evolving CBL, dominant
length scales are constantly changing compared to the quasi-steady BL simulations where the objective is to
allow necessary spin-up to reach equilibrium and maintain an almost constant TKE. To illustrate the impor-
tance of turbulence onset in the developing CBL, Figure 11 presents a log-log plot of the resolved TKE at
z∕zh = 0.5 from the Wangara case as derived from the coarse-grained ﬁelds, as a function of the similarity
variableΔx∕zh [Honnert et al., 2011]. The resolved TKE from the BOUND and BLEND, 400 m and 800 m runs, is
also shown in Figure 11. The plot is divided into three diﬀerent regimes according to the value of Δx∕zh: the
LES, grey zone, and mesoscale region. The onset of the grey zone is deﬁned according to Beare [2014] using
a dissipation length scale (ld) to diagnose the resolutions at which dissipation controls TKE production. Beare
[2014] deﬁned the grey zone at zh∕ld < 0.7, obtained by running the LEMwith diﬀerent resolutions and using
the standard 3-D Smagorinsky scheme. Similarly, Wangara CBL SMAG simulations converge to this value (not
shown) atΔx∕zh ≈ 0.3 which is considered the grey zone onset for this case. The mesoscale limit is set rather
arbitrarily atΔx∕zh = 4,while a threshold value for resolved TKE is set at 0.01 m2s−2.
Figure 11 shows that even the 50 m run starts from the grey zone limit when BL is really shallow, and as zh
increases, the simulation lies entirely in the LES regime. The coarse-grained ﬁelds at Δx = 100 m and 200 m
Figure 10. (a) CBL depth diagnosed from the LES runs as a function of simulation time compared to BOUND and BLEND
schemes for the (a) Wangara 400 m simulations, (b) Cardington 400 m, (c) Wangara 800 m, and (d) Cardington 800 m.
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Figure 11. Domain-averaged resolved TKE (< e>res) in the middle of the BL from coarse-grained LES (50 m) ﬁelds
(solid lines), BOUND (dashed lines), and BLEND (dotted lines) simulations from the Wangara case as a function of Δx∕zh
for diﬀerent horizontal resolutions.
resolve TKE initially in the grey zone region, while during the rapid CBL development is found to lie in the LES
regime. In contrast, TKE from the 400 m and 800 m ﬁltered ﬁelds lies in the grey zone starting from almost
an unresolved state (especially the 800 m case which initiates from the mesoscale limit). At 1600 m very little
resolved TKE is observed in the coarse-grained ﬁelds only when the simulation enters the grey zone regime.
It becomes obvious from Figure 11 that even though simulations have a speciﬁed grid spacing, the evolving
turbulence scales expressed by zh during the CBL development control the ability of the grid to resolve con-
vection. Moreover, any misrepresentation of the ﬂow ﬁeld in the early stages of the simulation will be carried
along during the course of integration, as illustrated by the spin-up problems or unrealistic structures found
in the deep mixing layer [Zhou et al., 2014; Ching et al., 2014].
Furthermore, comparing resolved TKE from the coarse-grained ﬁelds with the simulations shows that BOUND
runs areonly able to resolve turbulent ﬂuctuationswhenΔx∕zh < 2. TheBOUNDapproach is basedon leading
model dynamics to resolve convection in away that imitates the ﬁltered ﬁelds [see EfstathiouandBeare, 2015].
However, for Δx∕zh > 2 coarse-grained ﬁelds exhibit almost no convective overturning [Honnert et al., 2011;
Shin and Hong, 2013; Efstathiou and Beare, 2015], and BOUND is unable to account for nonlocal heat transfer
when the BL is shallow. As a result, temperature proﬁles are not well represented during early morning in the
Wangara and Cardington case, while the same is apparent for the whole 800mCardington run using BOUND.
The BLEND runs start to resolve TKE near the LES limit without signiﬁcantly improving the spin-up compared
to the SMAG runs. In fact, all SMAG runs with Δx> 100 m, as well as the BLEND runs performed here, resolve
TKE only whenΔx∕zh < 0.4 (not shown).
6. Concluding Remarks
In this study, two approaches in parametrizing turbulence at grey zone resolutions are implemented in the
LEM and comparedwith the standard 3-D Smagorinsky scheme in simulating the CBLmorning development.
The Wangara experiment day 33 and a case study from the Met Oﬃce Cardington measurement site serve
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as a test bed to perform the simulations. The LEM is able to reproduce ﬁrst- and second-order quantities at
LES resolutions compared to radiosonde and lidar measurements from the Cardington site. Coarsening grid
resolution results in gradually increasing spin-up time followed by the abrupt onset of resolved TKE for both
cases. In the absence of resolved ﬂuctuations potential temperature proﬁles become superadiabatic due to
the lack of nonlocal heat transfer.
The simpler implementation of the blending scheme is able to follow LES results especially when the BL is
shallow and the scheme behaves as a nonlocal 1D parametrization. However, simulation spin-up is not sub-
stantially improved compared to the Smagorinsky scheme. The spin-up issue is manifested during the rapid
MLgrowth (especially for simulationswithΔx = 400m)when the blending function reduces the contribution
of the parametrizednonlocal ﬂux and entrainment, producing slightly superadiabatic proﬁles. Themagnitude
and timing of resolved TKE do not match the coarse-grained ﬁelds, although resolved TKE increases with the
reduced contribution of parametrized ﬂuxes. Overall, the blending scheme suﬃciently matches the potential
temperature proﬁles, particularly in the shallow Cardington case BL.
The bounding approach is able to reproduce the time evolution of the reference TKE from the coarse-grained
ﬁelds, especially the onset of resolved TKE compared to SMAG and BLEND runs. Additionally, vertical velocity
variancederived fromthe coarse-grainedﬁelds iswell capturedby theBOUNDsimulations. Potential tempera-
ture proﬁlesmatch LES through thewhole depth of the BLmainly during and after the rapidMLdevelopment.
This is in accordance with the ﬁndings of Efstathiou and Beare [2015] which showed the ability of the bound-
ing scheme in maintaining the resolved TKE and the characteristics of the coherent turbulence structures
in agreement with the reference ﬁelds at grey zone resolutions. However, as the BOUND runs are unable to
resolve TKE forΔx∕zh > 2, the bounding scheme does not provide any signiﬁcant improvement compared to
the standard Smagorinsky scheme when the BL is shallow.
The evolving scales in the developing CBL show that, regardless of grid resolution, the simulations go through
diﬀerent regimes exhibiting the challenges of modeling the diurnal cycle of convection realistically at grey
zone resolutions. Only convergent LES lies entirely in the LES region [SullivanandPatton, 2011]. All simulations
except BOUND start to resolve TKE only as they approach the LES limit (Δx∕zh < 0.4). The implications of
grid-scale convection are shown in the delaying turbulence onset that aﬀects the shape and evolution of the
potential temperature proﬁles during the morning CBL development. This inaccurate representation of ﬁrst-
and second-order quantities in the BL would be expected to aﬀect the development of shallow convective
clouds and the transition to deep convection in realistic NWP applications.
The two approaches implemented in the LEM and presented here are able to improve the simulation of the
evolving CBL. From a practical standpoint, both methods exhibit particular strengths and weaknesses, indi-
cating the level of compromise that needs to be made currently in high-resolution NWP: BLEND reproduces
the LES vertical proﬁles through the BL development but seriously delays the spin-up of turbulence, failing
to produce the level of resolved turbulence compared to the coarse-grained ﬁelds, which aﬀects the vertical
proﬁles later on. Alternatively, BOUND follows the reference resolved TKE as the BL evolves, matching the ver-
tical LES proﬁles after the onset of resolved TKE, but this is excited by generating unrealistic superadiabatic
proﬁles early on. Therefore, developing a method to inject and maintain a realistic amount of resolved tur-
bulence at the very early stages of the simulations [e.g., Muñoz-Esparza et al., 2014; K. Kober and G. C. Craig,
Stochastic boundary layer perturbations to represent uncertainty in convective initiation, in review to Journal
of the Atmospheric Sciences, 2015] would potentially improve the behavior of both parametrizations at grey
zone resolutions.
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