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Re´sume´
Les diagrammes de de´cision value´s (VDDs) sont des
structures de donne´es repre´sentant des fonctions a` va-
leurs re´elles positives. Ces structures sont utiles pour la
compilation de fonctions de couˆt ou d’utilite´, ou en-
core de distributions de probabilite´s. Si la complexite´
de certaines requeˆtes (comme l’optimisation) et de cer-
taines transformations (comme le conditionnement) sur
de tels langages est bien connue, il reste de nombreuses
requeˆtes et transformations importantes dont la com-
plexite´ n’a pas encore e´te´ identifie´e ; figurent parmi elles
diffe´rents types de coupes, marginalisations, ou encore
combinaisons. En e´tablissant une carte de compilation
des diagrammes de de´cision ordonne´s a` valeurs re´elles,
cet article contribue a` combler ce manque. Nos re´sultats
montrent que beaucoup de taˆches difficiles a` partir de
CSPs value´s sont traitables a` partir de VDDs.
Abstract
Valued decision diagrams (VDDs) are data struc-
tures that represent functions mapping variable-value
assignments to non-negative real numbers. They prove
useful to compile cost functions, utility functions, or pro-
bability distributions. While the complexity of some que-
ries (notably optimization) and transformations (notably
conditioning) on VDD languages has been known for
some time, there remain many significant queries and
transformations, such as the various kinds of cuts, mar-
ginalizations, and combinations, the complexity of which
has not been identified so far. This paper contributes to
filling this gap and completing previous results about
the time and space efficiency of VDD languages, thus
leading to a knowledge compilation map for real-valued
functions. Our results show that many tasks that are
hard on valued CSPs are actually tractable on VDDs.
∗Cet article est la version franc¸aise de « A Knowledge Com-
pilation Map for Ordered Real-Valued Decision Diagrams », a`
paraˆıtre dans les actes de la confe´rence AAAI’2014 [11].
1 Introduction
Les diagrammes de de´cision value´s sont des struc-
tures de donne´es repre´sentant des fonctions a` variables
multiples, et a` valeur dans un ensemble V de « va-
luations » (ge´ne´ralement un sous-ensemble de R+).
Ces fonctions correspondent souvent a` des fonctions de
couˆt ou d’utilite´, ou a` des distributions de probabilite´s,
qui sont largement utilise´s en IA. Parmi les diffe´rentes
taˆches importantes lorsque l’on utilise ce genre de fonc-
tions, on retrouve la requeˆte d’optimisation : trouver
une affectation donnant la valuation optimale, ou la
valeur d’une variable donne´e pouvant conduire a` une
affectation optimale, etc. Une telle requeˆte est particu-
lie`rement inte´ressante combine´e avec la transformation
de conditionnement, qui donne une repre´sentation res-
treinte de la fonction, dans laquelle certaines variables
ont e´te´ affecte´es. La combinaison de ces deux taˆches
permet par exemple de re´soudre des proble`mes comme
la recherche du diagnostic le plus probable conside´rant
un ensemble de symptoˆmes, ou de la voiture la moins
che`re d’une gamme qui soit munie d’un klaxon cuca-
racha.
Plusieurs autres structures de donne´es ont e´te´ de´fi-
nies pour repre´senter ce genre de fonctions a` variables
multiples, les plus connues e´tant les CSP value´s [19],
les GAI nets [4], et les re´seaux baye´siens [17]. Cepen-
dant ces langages ne sont pas adapte´s aux requeˆtes
susmentionne´es lorsque des garanties de temps de re´-
ponse sont impose´es (comme c’est le cas dans les ap-
plications Web) : l’optimisation est en effet NP-difficile
pour les CSPs, GAI-nets et re´seaux baye´siens.
Les VDDs n’ayant pas cet inconve´nient, plusieurs
familles de VDDs ont e´te´ de´finies et e´tudie´es durant
ces vingt dernie`res anne´es. On s’inte´ressera ici notam-
ment au langage ADD (algebraic decision diagrams) [5],
au langage AADD (affine algebraic decision diagrams)
[21, 18], et au langage SLDD (semiring-labeled decision
diagrams) [22]. En re´alite´, SLDD est une famille de lan-
gages SLDD⊗, parame´tre´e par un ope´rateur ⊗. On re-
trouve en particulier SLDD+ (e´quivalent au langage des
EVBDDs [16, 15, 1]) lorsque ⊗ repre´sente l’ope´rateur
+, et SLDD× lorsque ⊗ repre´sente l’ope´rateur ×.
Toutefois, de nombreuses requeˆtes et transforma-
tions ne de´coulent pas du conditionnement et de l’op-
timisation. Conside´rons par exemple la requeˆte sui-
vante : « lister toutes les voitures bon marche´ (par
exemple en-dessous de 10 000 euros) de telle gamme,
d’une capacite´ d’au moins 8 passagers ». Cela demande
de se concentrer sur les voitures bon marche´, ce qui ne
rele`ve ni de l’optimisation ni du conditionnement. De
meˆme, certaines transformations, telles la projection
sur une variable, ou son comple´mentaire, l’e´limination
de variables, qui ont une grande importance the´orique
et pratique (par exemple pour re´soudre le proble`me
« posterior marginal » (PM) dans les re´seaux baye´-
siens), ne peuvent pas eˆtre re´duites a` l’optimisation et
au conditionnement. C’est e´galement le cas pour les
transformations de combinaison (aussi appele´es ope´-
rations « apply »), qui consistent, e´tant donne´ des re-
pre´sentations de fonctions f et g, a` calculer une repre´-
sentation de la fonction f  g, avec  un ope´rateur
associatif et commutatif sur V (par exemple l’addition
ou la multiplication, lorsque V = R+). Ces transfor-
mations sont tre`s importantes, ne serait-ce que pour
permettre la construction incre´mentale de repre´senta-
tions par des algorithmes de type ascendant.
La carte de compilation [8] identifie la complexite´
des requeˆtes et transformations sur plusieurs langages
propositionnels, ainsi que la compacite´ relative de ces
langages. Cependant, elle ne concerne que le cas spe´ci-
fique des fonctions boole´ennes ; et meˆme si cette carte
a e´te´ e´tendue dans de nombreuses directions, le cas des
VDDs n’a pas encore e´te´ tre`s de´veloppe´. Il a e´te´ montre´
que le langage AADD est strictement plus compact que
le langage ADD [18], les travaux sur la compacite´ ont
ensuite e´te´ e´tendus [10], montrant que le langage AADD
est strictement plus compact que les langages SLDD+ et
SLDD×, eux-meˆmes plus compacts que le langage ADD.
Pour comple´ter cette carte, il reste a` de´terminer l’en-
semble des requeˆtes et transformations d’inte´reˆt que
chacun de ces langages satisfait. En d’autres termes,
pour chaque requeˆte et transformation, et pour cha-
cun des langages ADD, SLDD+, SLDD× et AADD, il s’agit
de mettre en e´vidence un algorithme en temps poly-
nomial effectuant cette ope´ration, ou de prouver qu’un
tel algorithme n’existe pas a` moins que P = NP.
C’est le but principal de cet article, qui est orga-
nise´ comme suit La section suivante permet au lecteur
de faire connaissance avec la famille des langages de
VDDs, et la suivante pre´sente les requeˆtes et transfor-
mations e´tudie´es dans la carte de compilation. Nous
exposons ensuite les re´sultats de complexite´ obtenus 1,
e´tablissant pour chaque langage e´tudie´ et chaque re-
queˆte et transformation, si le langage satisfait ou pas la
requeˆte ou la transformation. Ils constituent une pre-
mie`re avance´e dans la construction d’une carte de com-
pilation pour les fonctions a` valeurs non boole´ennes.
2 Diagrammes de decision value´s
Pre´liminaires. Soit un ensemble fini de variables X =
{x1, . . . , xn}, chaque xi prenant ses valeurs dans un
domaine fini Dxi , et soit un sous-ensemble X ⊆ X ;
on note #—x = { 〈xi, di〉 | xi ∈ X, di ∈ Dxi } une affecta-
tion des variables de X, et DX l’ensemble de toutes
ces affectations (le produit carte´sien des domaines des
variables de X). La concate´nation de deux affectations
#—x et #—y de deux ensembles disjoints de variables X et
Y est une affectation de X ∪ Y note´e #—x · #—y .
On conside`re des fonctions f portant sur des va-
riables d’un sous-ensemble Scope(f) ⊆ X , et pre-
nant leurs valeurs dans V (dans cet article, on pren-
dra souvent V = R+). Le domaine de f est note´
Df = DScope(f). Pour tout Z ⊆ Scope(f), on note
f #—z la restriction (ou conditionnement se´mantique) de
f par #—z , c’est-a`-dire la fonction sur Scope(f) \Z telle
que pour tout #—x ∈ DScope(f)\Z , f #—z ( #—x ) = f( #—z · #—x ).
Soit un ope´rateur binaire  sur V, et deux fonctions
f et g portant sur un meˆme ensemble de variables ; f
g est la fonction de´finie par f  g ( #—x ) = f( #—x ) g( #—x ).
La -projection de f sur Z ⊆ Scope(f) est de´finie par
f,Z( #—x ) =
⊙
#—y ∈DScope(f)\Z f #—y (
#—x ).
En abusant quelque peu des notations, si X et Y
sont deux ensembles de variables disjoints, Scope(f) =
X, et #—x · #—y est une affectation de X ∪Y , alors on sup-
pose que f( #—x · #—y ) = f( #—x ). En pratique, on conside`re
souvent des affectations comple`tes #—x ∈ DX .
Soit  une relation binaire re´flexive et transitive sur
V (c’est-a`-dire un pre´ordre), dont on note ∼ la partie
syme´trique et  la partie asyme´trique. On de´finit les
ensembles de « coupes » suivants :
— CUTmax(f) = { #—x ∗ | ∀ #—x ,¬(f( #—x )  f( #—x ∗)) } ;
— CUTmin(f) = { #—x ∗ | ∀ #—x ,¬(f( #—x ) ≺ f( #—x ∗)) } ;
— CUTγ(f) = { #—x | f( #—x )  γ } ;
— CUTγ(f) = { #—x | f( #—x )  γ } ;
— CUT∼γ(f) = { #—x | f( #—x ) ∼ γ } ;
1. Pour des raisons de place, les preuves ne sont pas de´ve-
loppe´es ici ; une version comple`te (incluant les preuves) de l’ar-
ticle AAAI original peut eˆtre trouve´e a` l’adresse <url: https:
//niveau.users.greyc.fr/pub/AAAI14 FMNS.pdf>.
Par exemple, si l’optimisation correspond a` la minimi-
sation, CUTmin est l’ensemble des solutions optimales
(les voitures les moins che`res) ; CUTγ est l’ensemble
des solutions satisfaisant la condition de la coupe (les
voitures bon marche´, celles dont le prix est infe´rieur a`
γ).
Un langage de repre´sentation sur X a` valeurs dans
V est un ensemble de structures de donne´es, e´quipe´
d’une fonction d’interpre´tation qui associe a` chacune
une fonction f : DX → V. Cette fonction est appele´e
l’interpre´tation de la structure de donne´es, et la struc-
ture de donne´es est la repre´sentation de cette fonction.
De´finition 2.1 (langage de repre´sentation ; inspire´e
de [13]). Etant donne´ un ensemble de valuations V,
un langage de repre´sentation L sur X a` valeurs dans
V est un quadruplet 〈CL,VarL, fL, sL〉, ou` :
— CL est un ensemble de structures de donne´es (e´ga-
lement appele´es L-repre´sentations ou simplement
« formules »),
— VarL : CL → 2X est une fonction qui associe a`
chaque L-repre´sentation le sous-ensemble de X
dont elle de´pend,
— fL est une fonction d’interpre´tation associant a`
chaque L-repre´sentation α une fonction fLα depuis
l’ensemble de toutes les affectations de VarL(α)
vers V,
— sL est une fonction de taille, de CL dans N, qui
donne la taille de chacune des L-repre´sentations.
Diagrammes de de´cision value´s. Dans la suite, nous
conside´rons des langages de repre´sentation base´s sur
des structures de donne´es appele´es diagrammes de de´-
cision value´s. De tels diagrammes permettent de re-
pre´senter des fonctions a` valeurs dans V en autorisant
les nœuds et les arcs a` porter des valeurs, prises dans
un ensemble E (ge´ne´ralement E = V, mais ce n’est pas
toujours le cas, comme nous le verrons plus tard).
De´finition 2.2 (diagramme de de´cision value´). Un
diagramme de de´cision value´ (VDD) sur X et E est
un multi-graphe acyclique oriente´, fini, et comportant
une racine unique, dans lequel chaque nœud N est e´ti-
quete´ par une variable x ∈ X et posse`de un ensemble
Out(N) de |Dx| arcs sortants, chaque arc a ∈ Out(N)
e´tant e´tiquete´ par une valeur distincte v(a) ∈ Dx. Les
arcs comme les nœuds peuvent eˆtre e´tiquete´s par des
e´le´ments de E ; on note ϕ(a) (resp. ϕ(N)) la valuation
de l’arc a (resp. du nœud N). La taille d’un diagramme
de de´cision α, note´e |α|, est la taille du graphe (son
nombre de nœuds et d’arcs) plus la taille de l’ensemble
des valuations porte´es par les arcs et les nœuds.
Nous supposons que tous les diagrammes de de´cision
conside´re´s sont ordonne´s, i.e. que pour tout VDD, un
ordre strict et total B sur X est choisi, et quel que soit
le chemin pris de la racine a` un nœud terminal, les
variables e´tiquetant les nœuds sont rencontre´s dans
l’ordre B (chaque variable ne peut donc apparaˆıtre
qu’une seule fois dans un meˆme chemin). Un chemin
de la racine a` un nœud terminal repre´sente une affec-
tation (partielle) de X ; la structure des diagrammes
de de´cision est de´terministe, ce qui signifie qu’a` une
affectation donne´e ne correspond au plus qu’un seul
chemin dans α, note´ pα(
#—x ).
Un VDD α est conside´re´ comme re´duit s’il ne com-
porte aucun couple de nœuds isomorphes (distincts) 2.
Un syste`me de cache peut eˆtre utilise´ pour de´tecter et
fusionner ces nœuds isomorphes a` la vole´e, ce qui nous
permet de conside´rer implicitement les diagrammes
comme e´tant re´duits.
Langages de la famille des VDDs. On s’inte´resse
a` plusieurs langages de la famille des VDDs, a` savoir
ADD, SLDD et AADD. Chacun d’entre eux impose des res-
trictions sur les diagrammes admissibles (par exemple,
dans le langage ADD seuls les nœuds terminaux portent
des valuations ϕ), et de´finit comment ils sont interpre´-
te´s. De ce fait, les langages ADD, SLDD et AADD diffe`rent
a` la fois syntaxiquement (par la fac¸on dont les arcs et
les nœuds sont e´tiquete´s) et se´mantiquement (par la
fac¸on dont les formules sont interpre´te´es). La figure 1
pre´sente des repre´sentations d’une meˆme fonction dans
chacun de ces langages, dont nous allons maintenant
rappeler la de´finition.
De´finition 2.3 (ADD). Le langage ADD est le quadru-
plet 〈CADD, VarADD, fADD, sADD〉, avec CADD l’ensemble des
VDDs ordonne´s sur X dont chaque nœud terminal
est e´tiquete´ par un e´le´ment de E = V (en ge´ne´ral,
E = V = R+) et dont les arcs ne sont pas e´tiquete´s,
et fADD de´finie comme suit, pour chaque formule α et
chaque affectation #—x :
— si α est un nœud terminal, alors fADDα (
#—x ) = ϕ(α),
— sinon, en notant N la racine de α, x ∈ X sa va-
riable, d ∈ Dx la valeur telle que 〈x, d〉 ∈ #—x ,
a = 〈N,M〉 l’arc tel que v(a) = d, et β la for-
mule ADD ayant pour racine le nœud M de α, alors
fADDα (
#—x ) = fADDβ (
#—x ).
Dans le cadre AADD de Sanner & McAllester [18],
le co-domaine de la fonction repre´sente´e est V = R+.
Un seul nœud terminal est autorise´, et chaque arc est
e´tiquete´ par un couple de valeurs de R+ (c’est-a`-dire
que E = R+ ×R+ 6= V).
2. Des nœuds N et M sont dits isomorphes s’ils sont e´tiquete´s
par la meˆme variable x, portent (le cas e´che´ant) le meˆme ϕ-label,
et qu’il existe une bijection B de Out(N) dans Out(M) telle que
∀a ∈ Out(N), a et B(a) ont le meˆme nœud terminal, partagent
la meˆme valeur de Dx, et ϕ(a) = ϕ(B(a)).
Figure 1 – Exemple de VDDs dans trois langages diffe´rents, ADD (a), SLDD+ (b), et AADD (c), tous trois
repre´sentant la meˆme fonction sur les variables {x1, x2, x3} avec Dx1 = Dx3 = {0, 1} et Dx2 = {0, 1, 2}.
De´finition 2.4 (AADD). Le langage AADD est le qua-
druplet 〈CAADD, VarAADD, fAADD, sAADD〉, avec CAADD l’en-
semble des VDDs ordonne´s sur X ayant un unique
nœud terminal, et dont les arcs sont e´tiquete´s par un
couple 〈q, f〉 dans R+ × R+. A des fins de normali-
sation, la racine de α est e´galement e´tiquete´e par un
couple 〈q0, f0〉 dans R+ × R+, appele´ offset. L’inter-
pre´tation d’un tel VDD α est, pour chaque affectation
#—x , fAADDα (
#—x ) = q0 +(f0×gAADDα ( #—x )), ou` gAADDα est de´finie
comme suit :
— si α est le nœud terminal, alors gAADDα (
#—x ) = 0,
— sinon, en notant N la racine de α, x ∈ X sa va-
riable, d ∈ Dx la valeur telle que 〈x, d〉 ∈ #—x ,
a = 〈N,M〉 l’arc tel que v(a) = d, ϕ(a) = 〈qa, fa〉,
et β la formule prenant racine au nœud M de α,
alors gAADDα (
#—x ) = qa + (fa × gAADDβ ( #—x )).
Le langage AADD est muni d’une condition de norma-
lisation qui rend toute AADD-repre´sentation ordonne´e
(et re´duite) canonique. La canonicite´ est importante
car elle assure une repre´sentation unique de chacune
des sous-formules, ce qui est la cle´ pour efficacement
reconnaˆıtre et fusionner les nœuds isomorphes.
Dans le cadre SLDD⊗ [22] 3, les arcs (mais pas les
nœuds terminaux) sont e´tiquete´s par des e´le´ments de




#—x ) est l’agre´gation par ⊗ des e´tiquettes des
arcs le long du chemin pα(
#—x ).
De´finition 2.5 (SLDD⊗). Soit un mono¨ıde commutatif
〈E , ⊗, 1⊗〉 ; le langage SLDD⊗ est le quadruplet 〈CSLDD⊗ ,
3. Notre de´finition de SLDD est un peu plus ge´ne´rale que l’ori-
ginale, en ce que (i) nous ne conside´rons que des diagrammes
ordonne´s, et (ii) nous utilisons un mono¨ıde commutatif au lieu
d’un semi-anneau commutatif, le deuxie`me ope´rateur n’e´tant
pas utilise´ dans la de´finition de la structure de donne´es [10].
VarSLDD⊗ , f
SLDD⊗ , sSLDD⊗〉, avec CSLDD⊗ l’ensemble des
VDDs ordonne´s sur X ayant un unique nœud terminal
N d’e´tiquette ϕ(N) = 1⊗, dont les arcs sont e´tiquete´s
avec des e´le´ments de E = V, et dont la racine a un
offset ϕ0 ∈ E . Pour chaque formule α et chaque affec-
tation #—x , f
SLDD⊗
α (
#—x ) = ϕ0 ⊗ gSLDD⊗α ( #—x ), ou` gSLDD⊗α ( #—x )
est de´finie comme suit :
— si α est le nœud terminal, alors g
SLDD⊗
α (
#—x ) = 1⊗,
— sinon, en notant N la racine de α, x ∈ X sa va-
riable, d ∈ Dx la valeur telle que 〈x, d〉 ∈ #—x ,
a = 〈N,M〉 l’arc tel que v(a) = d, et β la




#—x ) = ϕ(a)⊗ gSLDD⊗β ( #—x ).
Deux mono¨ıdes sont particulie`rement inte´ressants :
〈R+,+, 0〉 (le langage correspondant est note´ SLDD+)
et 〈R+,×, 1〉 (le langage correspondant est note´
SLDD×). Les langages SLDD+ et SLDD× ont tous deux
des conditions de normalisation qui assurent leur ca-
nonicite´. De plus, toute formule de l’un de ces deux
langages peut eˆtre traduite en temps line´aire vers le
langage AADD .
Il en va de meˆme pour le langage ADD, dont chaque
formule peut eˆtre traduite en temps line´aire en une
formule de chacun des trois autres langages e´tudie´s
ici ; un exemple est donne´ en figure 2 (pour plus de
de´tails sur les traductions de formules d’un langage
vers un autre, voir Fargier et al. [9]). Enfin, notons
que si les variables sont boole´ennes, et V = {0, 1},
toute formule de chacun des quatre langages conside´re´s
peut eˆtre traduite en un OBDD en temps line´aire, la
re´ciproque e´tant trivialement vraie.
Figure 2 – Exemple de traduction d’une formule du
langage ADD vers le langage SLDD+ : (a) formule ADD
de de´part, (b) les poids sont remonte´s sur les arcs, (c)
les nœuds x2 puis x1 sont normalise´s, et (d) les nœuds
isomorphes sont fusionne´s.
3 Requeˆtes et transformations
Nous introduisons maintenant plusieurs requeˆtes
et transformations importantes, que nous de´finissons
dans le cadre ge´ne´ral des langages de repre´sentation a`
valeurs dans V — c’est-a`-dire que ces requeˆtes et trans-
formations sont bien de´finies meˆme lorsque V 6= R+.
De´finition 3.1 (requeˆtes). Soit L un langage de re-
pre´sentation sur X a` valeurs dans un ensemble V to-
talement ordonne´ par une relation .
— L satisfait l’optimisation OPTmax (resp.
OPTmin) si et seulement s’il existe un algo-
rithme en temps polynomial associant a` toute








— L satisfait l’e´quivalence EQ si et seulement s’il
existe un algorithme en temps polynomial asso-
ciant tout couple α, β de formules de L a` 1 si
fLα = f
L
β , et a` 0 sinon.
— L satisfait l’implication de formules SE si et seule-
ment s’il existe un algorithme en temps polyno-
mial associant tout couple α, β de formules de L
a` 1 si ∀ #—x , fLα( #—x )  fLβ( #—x ), et a` 0 sinon.
— L satisfait la cohe´rence partielle supe´rieure (resp.
infe´rieure, resp. e´gale) COγ (resp COγ , resp.
CO∼γ) si et seulement s’il existe un algorithme
en temps polynomial associant tout γ ∈ V et
toute formule α de L a` 1 si ∃ #—x , fLα( #—x )  γ (resp.
fLα(
#—x )  γ, resp. fLα( #—x ) ∼ γ), et a` 0 sinon.
— L satisfait la validite´ partielle supe´rieure (resp.
infe´rieure, resp. e´gale) VAγ (resp VAγ , resp.
VA∼γ) si et seulement s’il existe un algorithme
en temps polynomial associant tout γ ∈ V et
toute formule α de L a` 1 si ∀ #—x , fLα( #—x )  γ (resp.
fLα(
#—x )  γ, resp. fLα( #—x ) ∼ γ), et a` 0 sinon.
— L satisfait l’e´nume´ration de max-mode`les MEmax
si et seulement s’il existe un polynoˆme p et un
algorithme associant a` toute formule α de L l’en-
semble des e´le´ments de CUTmax(fLα) en temps
p(|α|, |CUTmax(fLα)|).
— L satisfait l’extraction de max-mode`le MXmax si
et seulement s’il existe un algorithme en temps
polynomial associant a` toute formule α de L un
e´le´ment de CUTmax(fLα).
— L satisfait le comptage de max-mode`les CTmax si
et seulement s’il existe un algorithme en temps
polynomial associant a` toute formule α de L le
nombre d’e´le´ments de CUTmax(fLα).
Les requeˆtes MEmin, MEγ , MEγ et ME∼γ
(resp. MXmin, MXγ , MXγ et MX∼γ ; resp.
CTmin, CTγ , CTγ et CT∼γ) sont de´finies
de la meˆme fac¸on que MEmax (resp. MXmax ;




CUT∼γ(fLα) a` la place de CUT
max(fLα).
Les familles de requeˆtes MX et ME sont cruciales
pour le raisonnement baye´sien et la configuration in-
teractive. Elles capturent, par exemple, la demande
d’une explication parmi les plus probables (MXmax),
ou d’une des configurations les moins che`res (MXmin).
Dans ces applications, le comptage est e´galement utile,
comme pour caracte´riser le nombre de voitures « bon
marche´ » (CTγ) ou le nombre de maladies suffi-
samment probables pour eˆtre conside´re´es (CTγ).
Les autres requeˆtes, telles la cohe´rence, la validite´,
l’e´quivalence ou l’implication, sont utiles a` de nom-
breux proble`mes de raisonnement, notamment car elles
e´tendent aux bases de connaissances ponde´re´es les re-
queˆtes analogues de´finies sur les formules boole´ennes
en NNF.
De´finition 3.2 (transformations). Soit L un langage
de repre´sentation sur X a` valeurs dans V, et  un
ope´rateur binaire associatif et commutatif sur V.
— L satisfait le conditionnement CD si et seulement
s’il existe un algorithme en temps polynomial as-
sociant a` toute formule α de L, tout X ⊆ X , et
tout #—x ∈ DX , une L-repre´sentation de fLα, #—x .
— L satisfait la -combinaison borne´e BC si et
seulement s’il existe un algorithme en temps po-
lynomial associant a` tout couple α, β de formules
de L, une L-repre´sentation de fLα  fLβ .
— L satisfait la -combinaison C si et seulement
s’il existe un algorithme en temps polynomial as-
sociant a` tout ensemble {α1, . . . , αn} de formules





— L satisfait la -e´limination de variables Elim
(resp. d’une seule variable, SElim) si et seule-
ment s’il existe un algorithme en temps polyno-
mial associant a` toute formule α de L et tout en-
semble de variables X ⊆ X (resp. tout singleton
X ⊆ X ) une L-repre´sentation de⊙ #—x∈DX fLα, #—x .
— L satisfait la -e´limination d’une variable borne´e
SBElim si et seulement s’il existe un polynoˆme
p et un algorithme associant a` toute formule α de





α, #—x en temps p(|α||Dx|).
— L satisfait la -marginalisation de variable
Marg si et seulement s’il existe un algorithme
en temps polynomial associant a` toute formule α






— L satisfait la γ-coupe haute CUTγ , suivant un
pre´ordre  sur V, si et seulement s’il existe un al-
gorithme en temps polynomial associant a` toute
formule α de L et toutes valeurs γ, a, b ∈ V ve´-
rifiant a  b, une L-repre´sentation de la fonction
g de´finie par g( #—x ) = a si #—x ∈ CUTγ(fLα), et
g( #—x ) = b sinon.
Les transformations CUTγ , CUT∼γ , CUTmax
et CUTmin sont de´finies de la meˆme fac¸on, en




La transformation classique d’« oubli » de variables
(forgetting) correspond a` leur max-e´limination. La
marginalisation sur une variable est e´quivalente a`
l’e´limination de toutes les variables, sauf une ; la
+-marginalisation est typiquement importante dans
le cadre des re´seaux baye´siens, pour effectuer la
posterior marginal request (voir par exemple Dar-
wiche [7]), et dans les proble`mes de configuration, la
min-marginalisation dans un VDD repre´sentant une
fonction de prix revient a` calculer le prix minimal as-
socie´ a` toute valeur possible de la variable en ques-
tion (qui repre´sente par exemple une option pour une
voiture, voir Astesana et al. [3]). On trouve un autre
exemple d’utilisation en planification stochastique, ou`
l’algorithme d’ite´ration de la valeur peut eˆtre a e´te´
imple´mente´ par une suite de +-e´liminations et de ×-
combinaisons sur des formules ADD [14].
Pour finir, la famille des ope´rations de coupe re-
pre´sente la restriction d’une fonction aux affectations
optimales (les voitures les moins che`res, les explica-
tions les plus probables. . .) ou proches de l’optimum
(les voitures a` moins de γ euros, les maladies ayant
une probabilite´ > γ). Pour qu’elle reste aussi ge´ne´rale
que possible, nous avons de´fini cette famille d’ope´ra-
tions comme des transformations au sein d’un meˆme
langage, mais il est important de noter qu’en prenant
a = 1 et b = 0 quand V = R+, la coupe d’un VDD est
en fait une formule du langage MDD [20], une extension
directe d’OBDD aux variables non boole´ennes, qui satis-
fait a` peu pre`s les meˆmes requeˆtes et transformations,
comme CO, CD, SE, etc. [2].
4 Carte de compilation des VDDs ordon-
ne´s a` valeurs dans R+
Nous pouvons a` pre´sent e´tablir une carte de com-
pilation des VDDs repre´sentant des fonctions a` valeur
re´elle ; on se focalise donc dans la suite de l’article
sur le cas V = R+, avec  l’ordre habituel ≥ sur
R
+, et  ∈ {max,min,+,×}. Les langages conside´re´s
sont ADD, SLDD×, SLDD+ et AADD ; nous laissons de coˆte´
SLDDmax et SLDDmin, ces langages ayant e´te´ prouve´s
e´quivalents a` ADD modulo une transformation polyno-
miale [10].
Commenc¸ons par les requeˆtes de base. Chacun des
quatre langages examine´s satisfait CD : conditionner
une formule α par une affectation #—x peut eˆtre effec-
tue´ en temps line´aire graˆce a` un algorithme adapte´ du
cas OBDD. De plus, comme la repre´sentation de toute
fonction en une formule re´duite (resp. re´duite et nor-
malise´e) de ADD (resp. AADD, SLDD×, SLDD+) est unique,
et comme les proce´dures de re´duction et normalisation
sur chacun des quatre langages sont polynomiales, ils
satisfont tous EQ. Enfin, SE est satisfaite par ADD,
SLDD+ et SLDD×, graˆce a` une combinaison de coupes,
d’inversion des valuations sur les arcs et de traduction
vers MDD. De´cider si AADD satisfait SE reste en revanche
un proble`me ouvert.
Proposition 4.1.
— ADD, SLDD+, SLDD× et AADD satisfont EQ et CD.
— ADD, SLDD+ et SLDD× satisfont SE.
Pour structurer les autres re´sultats, nous distin-
guons trois cate´gories d’ope´rations : celles lie´es a` l’opti-
misation, qui sont traitables sur les VDDs ; celles lie´es
a` la coupe suivant un seuil γ, qui peuvent devenir diffi-
ciles ; et les transformations de combinaison et d’e´limi-
nation de variables. Les re´sultats obtenus pour les deux
premie`res cate´gories sont re´sume´s dans la table 1, et
ceux obtenus pour la troisie`me le sont dans la table 2.
Ope´rations lie´es a` l’optimisation. Comme e´voque´
pre´ce´demment, OPTmax et OPTmin sont traitables
pour les formules AADD [18] comme pour les formules
SLDD [22], et leur satisfaction par ADD est e´vidente.
Tous les re´sultats positifs de la table 1 sont lie´s aux
faits que (i) les VDDs sont des graphes sans circuit, et
(ii) l’agre´gation des valuations ϕ est monotone sur les
classes conside´re´es. Dans de tels diagrammes, les che-
mins de valeur minimale (resp. maximale) peuvent eˆtre
obtenus en temps polynomial, graˆce a` un algorithme
de recherche de plus court (resp. plus long) chemin. En
s’appuyant sur cette ide´e, on peut e´crire une proce´dure
en temps polynomial construisant une formule MDD qui
repre´sente les affectations optimales — ce qui implique
la satisfaction de CUTmax et CUTmin, dont on peut
de´duire celle des requeˆtes portant sur ces coupes.
Proposition 4.2. ADD, SLDD+, SLDD× et AADD
satisfont OPTmax, OPTmin, CUTmax, CUTmin,
MEmax, MEmin, MXmax, MXmin, CTmax et CTmin.
Ope´rations lie´es aux γ-coupes. Les requeˆtes et
transformations lie´es a` l’optimisation pure sont donc
faciles ; cependant, pour de nombreuses applications,
l’optimisation seule ne suffit pas. Ainsi, un client vou-
lant acheter une voiture ne cherche pas force´ment la
moins che`re, mais un ve´hicule qui satisfait ses desi-
derata tout en e´tant relativement bon marche´, c’est-
a`-dire, d’un couˆt infe´rieur a` un certain seuil — d’ou`
l’importance des γ-coupes.
Un re´sultat positif est qu’il suffit de comparer la va-
leur maximale (resp. minimale) de fLα (qui peut s’ob-
tenir en temps polynomial) a` γ ∈ R+ pour de´cider
s’il existe un #—x tel que fLα(
#—x ) ≥ γ (resp. ≤ γ). De
meˆme, de´cider de la γ-validite´ d’une formule α ne´ces-
site seulement de comparer γ a` la valeur maximale
(resp. minimale) de fLα.
Proposition 4.3. ADD, SLDD+, SLDD× et AADD satis-
font COγ , VAγ , COγ , VAγ et VA∼γ .
Bien qu’il soit possible de ve´rifier en temps polyno-
mial s’il existe une affectation conduisant a` une valeur
supe´rieure ou e´gale a` γ, de´terminer s’il existe une af-
fectation conduisant exactement a` γ est difficile sur
SLDD+, SLDD× et AADD. La preuve s’appuie sur une
re´duction polynomiale depuis le proble`me de de´cision
subset sum [12].
Proposition 4.4. SLDD+, SLDD× et AADD ne satisfont
pas CO∼γ , sauf si P = NP.
Il est clair que la satisfaction de MX∼γ ou CT∼γ est
une condition suffisante a` celle de CO∼γ ; cela est vrai
en toute ge´ne´ralite´, et pas seulement sur nos quatre
langages a` valeurs dans R+. De fac¸on similaire, on
peut montrer que ME∼γ est e´galement une condition
suffisante a` CO∼γ , et que CUT∼γ implique MX∼γ si
l’une des requeˆtes MX est satisfaite.
Proposition 4.5. Soit L un langage de repre´senta-
tion sur X a` valeurs dans un ensemble V totalement
ordonne´ par une relation .
— Si L satisfait CUT∼γ et l’une des requeˆtes MX,
alors il satisfait MX∼γ .
— Si L satisfait MX∼γ , CT∼γ ou ME∼γ , alors il
satisfait CO∼γ .
Corollaire 4.6. SLDD+, SLDD× et AADD ne satisfont
pas MX∼γ , CUT∼γ , CT∼γ ou ME∼γ , sauf si P =
NP.
Ainsi, excepte´ VA∼γ , les requeˆtes visant la coupe
exacte d’une fonction repre´sente´e par un VDD a` un
seul nœud terminal sont difficiles. La situation est plus
nuance´e lorsque l’on s’inte´resse aux coupes infe´rieure
et supe´rieure.
Proposition 4.7. Soit L ∈ {SLDD+, SLDD×, AADD}.
— L satisfait MEγ , MEγ , MXγ et MXγ .
— L ne satisfait ni CTγ ni CTγ , sauf si P = NP.
— L ne satisfait ni CUTγ ni CUTγ .
L’ide´e de la preuve du premier point est que depuis
tout nœud d’une formule AADD normalise´e, il existe
un chemin vers le nœud terminal qui correspond a` la
valeur 1, et un autre qui correspond a` la valeur 0. Un
chemin de la racine a` ce nœud lui fournit un offset
(notons-le 〈p, q〉), calcule´ a` partir de ses arcs. Il est
ainsi possible de re´pondre a` MEγ (resp. MEγ) en
e´nume´rant tous les chemins, sans explorer les nœuds
pour lesquels p+ q < γ (resp. p > γ).
La preuve du point suivant s’appuie sur le fait que si
CTγ e´tait satisfaite, il serait possible de compter les
affectations #—x ve´rifiant fα(
#—x ) ≥ γ, et e´galement celles
ve´rifiant fα(
#—x ) > γ ; CT∼γ serait donc satisfaite, or
nous avons montre´ qu’elle est difficile (meˆme principe
pour CTγ).
Les transformations CUTγ et CUTγ ne sont
pas satisfaites, et ce inconditionnellement (meˆme si
P = NP). Pour le cas de CUTγ sur SLDD+, la preuve
utilise le fait que la fonction f( #—y · #—z ) = ∑ni=1 yi ·
Requeˆte ADD SLDD+ SLDD× AADD VCSP+
CD
√ √ √ √ √
EQ






√ √ √ √ ◦
CTmax / CTmin
√ √ √ √ ◦
MEmax / MEmin
√ √ √ √ ◦
MXmax / MXmin
√ √ √ √ ◦
CUTmax / CUTmin
√ √ √ √
?
VA∼γ
√ √ √ √
?
VAγ / VAγ
√ √ √ √ ◦
CO∼γ
√ ◦ ◦ ◦ ◦
COγ / COγ
√ √ √ √ ◦
ME∼γ
√ ◦ ◦ ◦ ◦
MEγ / MEγ
√ √ √ √ ◦
MX∼γ
√ ◦ ◦ ◦ ◦
MXγ / MXγ
√ √ √ √ ◦
CUT∼γ
√ ◦ ◦ ◦ ?
CUTγ / CUTγ
√ • • • ?
CT∼γ
√ ◦ ◦ ◦ ◦
CTγ / CTγ
√ ◦ ◦ ◦ ◦
Table 1 – Re´sultats sur les requeˆtes de base, l’optimi-
sation et les γ-coupes ;
√
signifie « satisfait », • signifie
« ne satisfait pas », et ◦ signifie « ne satisfait pas, sauf
si P = NP ». Les re´sultats pour les proble`mes de satis-
faction de contraintes value´es additives (VCSP+) sont
donne´es a` titre de comparaison.
2n−i+
∑n
i=1 zi ·2n−i a une SLDD+-repre´sentation com-
portant seulement 2n + 1 nœuds, en utilisant l’ordre
y1 C · · · C yn C z1 C · · · C zn sur les variables, alors
qu’il n’existe aucune formule en OBDDC de taille po-
lynomiale repre´sentant la fonction qui vaut 1 quand
f( #—y · #—z ) ≥ 2n et 0 sinon. Les autres preuves sont si-
milaires, en adaptant la fonction f .
Ces re´sultats sur AADD et SLDD contrastent avec le
cas du langage ADD, qui satisfait toutes les transforma-
tions CUT (les γ-coupes s’obtiennent par une proce´-
dure simple de fusion de nœuds terminaux), et donc
e´galement toutes les requeˆtes MX, ME, CT et CO.
Combinaison, e´limination de variables, marginalisa-
tion. Aucun des langages conside´re´s ne satisfait les
transformations de combinaison ou d’e´limination de
variables dans leur version non borne´e ; ce n’est pas
surprenant si l’on observe que (i) la combinaison dis-
jonctive non borne´e (∨C) et l’oubli (FO) ne sont pas
satisfaits par OBDD ; (ii) toute formule d’OBDD peut
eˆtre vue comme une formule d’ADD, et donc eˆtre tra-
duite en temps polynomial en SLDD+ (resp. SLDD×,
AADD) ; et (iii) la disjonction de plusieurs formules en
OBDD revient a` couper leur somme (leur combinaison
par +) a` la valeur minimale (par construction, les
contre-mode`les de la disjonction sont les #—x tels que
ϕ( #—x ) = 0, la formule re´sultante peut donc eˆtre vue
comme une formule en OBDD dont la ne´gation est e´qui-
valente a` la disjonction de la formule de de´part) or tous
les langages conside´re´s satisfont CUTmin. Les autres
preuves s’appuient sur des arguments similaires. Il est
Transformation ADD SLDD+ SLDD× AADD
maxBC / minBC
√ • • •
+BC
√ √ • •
×BC √ • √ •
maxC / minC • • • •
+C / ×C • • • •
maxElim / minElim • • • •
+Elim / ×Elim • • • •
SmaxElim / SminElim • • • •
S+Elim / S×Elim • • • •
SBmaxElim / SBminElim
√ • • •
SB+Elim
√ √ • •
SB×Elim √ • √ •
maxMarg / minMarg
√ √ √ √
+Marg
√ √ √ √
×Marg √ ? √ ?
Table 2 – Re´sultats sur les transformations (voir le´-
gende des symboles en table 1). ;
√
signifie « satisfait »,
• signifie « ne satisfait pas », et ◦ signifie « ne satisfait
pas, sauf si P = NP ».
a` noter que contrairement au cas d’OBDD, meˆme la -
e´limination d’une seule variable est difficile (l’ide´e est
que la -combinaison des deux formules peut s’obtenir
en -e´liminant une variable supple´mentaire).
Proposition 4.8. ADD, SLDD+, SLDD× et AADD ne sa-
tisfont pas C, Elim ou SElim, quelle que soit
l’ope´ration  ∈ {max,min,+,×}.
La question de la combinaison borne´e est plus de´-
licate. Sanner & McAllester [18] ont propose´ une ex-
tension de l’algorithme « apply » de Bryant [6], lequel
est en temps polynomial sur OBDD pour les ope´rations
AND et OR, pour combiner deux formules en AADD
(par +, ×, max ou min) ; cet algorithme est directe-
ment adaptable aux autres langages de la famille des
VDDs conside´re´s dans cet article. Cependant, la com-
plexite´ de cette proce´dure « apply » n’avait pas e´te´
identifie´e formellement ; un des principaux re´sultats de
cet article est que les combinaisons borne´es sont dif-
ficiles sur AADD, ce qui implique que l’algorithme en
question n’est pas en temps polynomial.
Proposition 4.9.
— SLDD+, SLDD× et AADD ne satisfont pas maxBC,
minBC, SBmaxElim ou SBminElim.
— SLDD× et AADD ne satisfont pas +BC, et donc pas
SB+Elim.
— SLDD+ et AADD ne satisfont pas ×BC, et donc pas
SB×Elim.
La difficulte´ de maxBC et de minBC vient di-
rectement de celle de CUTγ et CUTγ . Celle de
×BC se prouve en conside´rant les deux fonctions
suivantes, qui portent sur des variables boole´ennes :
f( #—x ) =
∑n−1
i=0 xi ·2i (repre´sentation d’un entier par un
vecteur de bits) et g( #—x ) = 2n+1−f( #—x ). Chacune a une
SLDD+-repre´sentation (pour l’ordre x0Cx1C· · ·Cxn−1)
comportant n + 1 nœuds et 2n arcs ; or il est pos-
sible de montrer que la SLDD+-repre´sentation de f × g
(pour le meˆme ordre) contient un nombre exponen-
tiel d’arcs au dernier niveau, meˆme apre`s normalisa-
tion. Cela montre que toute SLDD+-repre´sentation de
f × g est de taille exponentielle. Les autres preuves
proce`dent de la meˆme manie`re, avec des fonctions f et
g adapte´es.
Il y a en fait deux cas dans lesquels la combinaison
borne´e n’est pas difficile : lorsque le langage conside´re´
est ADD, et lorsque l’ope´rateur de combinaison est aussi
celui servant a` agre´ger les valeurs des arcs dans le lan-
gage conside´re´ (l’addition pour SLDD+ et le produit
pour SLDD×). Dans ces deux cas, e´liminer une variable
de domaine borne´ est e´galement re´alisable en temps
polynomial — par de´finition de l’e´limination de va-
riable.
Proposition 4.10.
— SLDD+ satisfait +BC et SB+Elim.
— SLDD× satisfait ×BC et SB×Elim.
— ADD satisfait BC et SBElim pour toute ope´-
ration  ∈ {×,+,min,max}.
Pour finir, nous avons prouve´ que tous les langages
conside´re´s satisfont la marginalisation suivant tous les
ope´rateurs, a` l’exception de la ×-marginalisation sur
AADD et SLDD+, dont la satisfaction reste a` de´terminer.
Proposition 4.11.
— ADD, SLDD+, SLDD× et AADD satisfont Marg,
pour toute ope´ration  ∈ {+,min,max}.
— ADD et SLDD× satisfont ×Marg.
5 Conclusion
Cet article a pre´sente´ une analyse de la complexite´
des langages de la famille des VDDs a` valeurs re´elles
pour un ensemble de requeˆtes et de transformations
utiles. Les requeˆtes lie´es a` l’optimisation se re´ve`lent
faisables pour tous les langages conside´re´s, et c’est
e´galement le cas de la marginalisation additive et de
certaines requeˆtes lie´es aux coupes ; ces dernie`res sont
ge´ne´ralement difficiles lorsque l’on cherche a` atteindre
exactement une valeur γ, et cette difficulte´ s’e´tend aux
transformations lie´es. Un des principaux re´sultats est
que les combinaisons, meˆme borne´es, sont difficiles sur
les VDDs, ce qui implique qu’aucun algorithme « ap-
ply » ne peut eˆtre en temps polynomial sur les for-
mules en AADD dans le cas ge´ne´ral, meˆme pour les
ope´rations simples et « boole´ennes » que sont min et
max. Lorsqu’il est ne´cessaire de pouvoir effectuer des
combinaisons borne´es par + (resp. par ×) efficace-
ment, le meilleur compromis temps/espace est offert
par SLDD+ (resp. SLDD×). Enfin, il s’ave`re que la com-
plexite´ de diverses ope´rations lie´es a` l’optimisation est
meilleure pour les langages de la famille des VDDs
que pour d’autres langages de´die´s a` la repre´sentation
de fonctions non boole´ennes comme VCSP+ ; des re´-
sultats proches sont a` attendre pour les GAI-nets ou
les re´seaux baye´siens, pour lesquels l’optimisation est
e´galement difficile.
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