Entropy and free-energy estimations enable extraction of thermodynamic properties from simulation data in diverse fields of research ranging from physics, engineering, chemistry to biology and medicine.
medicinal anomaly detections in electroencephalography and electrocardiography, and more 20 . Despite these important links, studies of physical systems involving information-theory tools are rather sparse.
Exceptions include recent studies on Ising model simulations to detect the paramagnetic-ferromagnetic phase transition 21, 22 , and the ability of compression algorithms to detect hidden orders for out-of-equilibrium systems 23 .
Most modern lossless compression algorithms are derived from the schemes introduced by Lempel & Ziv (LZ) 24, 25 . Loosely speaking, compression algorithms process an input sequence of symbols from an alphabet and produce a compressed output sequence by replacing short segments with a reference to a previous instance of the same segment. Fundamentally, the compression ratio of LZ algorithms has been proven to converge for randomly generated sequences, which were generated by an ergodic generator, to
Shannon's entropy definition 21, 26 . The convergence requires an infinite length sequence, produced by an ergodic random symbol generator. A sequence of independent microstates sampled from a physical system in equilibrium is in accord with the required random generator. As a result, one expects compression schemes to produce an upper bound to physical entropy and to approach it asymptotically for large enough data-sets 26 .
To calculate entropy using a compression based algorithm, we must quantitatively map the information content to entropy in the proper scale. However, several preliminary steps are required to eliminate spurious effects that result from the combination of translating physical systems into one-dimensional data-sets, the physical nature of the specific problem, and compression algorithm limitations. For example, due to finite sampling, trivial degrees of freedom may delay A convergence and should preferably be removed by an educated choice of coordinate systems in which the data is stored. This is the case when free energy is independent of translations and rotations of the entire system. In such realizations, a transformation to an orientation-aligned center-of-mass frame ought to be performed. As another example, several physical systems are represented using continuous variables. Here, each variable requires an enormous alphabet to represent each degree of freedom. This poses acute difficulty for compression algorithms since the least-significant digits might be incompressible either from spurious recording or finite sampling. Therefore, a decimation (i.e. coarse-graining) preprocess is required to transform the alphabet variability to a lower number of represented states ( ). Additional preprocessing details are presented in the supplementary information.
The data-set representation is then stored and compressed. The resulting compressed file size (CFS) is measured in bytes. To properly evaluate the asymptotic entropy A , we generate two additional data-sets having the original data-set length. In the first, data over all phase-space is replaced with a single repeating symbol (e.g. zero). In the second, all the data-set is replaced with random symbols from the alphabet. The resulting two compressed data-set file-sizes are denoted ZFS and RFS, respectively.
The degenerate and random data-sets represent the two extreme cases: minimal and maximal entropy.
We, therefore, define the data-set incompressibility content by =
CFS−ZFS RFS−ZFS
. Here, is bounded between zero and one and can be mapped to the entropy of the system. Moreover, should converge to a constant for a system in equilibrium with sufficient sampling. The convergence of can be specific for each system, yet, its definition implies that sufficient sampling criteria can be evaluated based on its convergence.
Finally, mapping to A can be conducted in various way, for example from prerequisite knowledge on specific entropy values. Alternatively, we recognize that for each of the degrees of freedom in the system, represented with discrete states, the maximal entropy is given by log s . Therefore, we can linearly map to entropy, up to an additive constant, by taking A / B = log s , where B is the Boltzmann constant (Fig. 1a, supplementary information ). Below we demonstrate that this linear mapping asymptotically quantifies the entropy when the system is sufficiently sampled. (Fig. 2a) . Moreover, the zero-temperature degeneracy of the antiferromagnetic state is clearly demonstrated in Fig. 1d . Also, our results present a smooth trend and enable to differentiate A for specific heat calculations (Fig. 1f, g ) 21 .
Since compression algorithms result in an upper bound for the entropy of the system, we can evaluate different preprocessing protocols and choose the one with the lowest value. This practice is useful for optimizing the relevant preprocessing (supplementary information). For example, a comparison between different two-dimensional to one-dimensional transformations for the Ising model on a square lattice shows that the Hilbert scan 27 is slightly better than other naive transformations such as sequential rows or a spiral scan (Fig. 2a) . Notably, we can use data compression to evaluate ergodicity and estimate proper sampling intervals to avoid correlation between nearby frames 26 ( Fig. 2b and supplementary information) , as well as sufficient sampling (Fig. 2c) ; for both, converges exponentially. Furthermore, the ideal chain example validates that optimal data decimation can be identified using our procedure. Here, the simulation is recorded, for each coordinate, using 52-bit floating numbers. Nevertheless, a nine-state ( s = 9) decimation per coordinate results with the smallest A estimate (Fig. 2d ).
Encouraged by our results, we test our entropy estimation scheme where free-energy evaluation is a serious concern, namely in protein folding simulation. Specifically, we quantify entropy for the reversible protein folding of a Villin headpiece C-terminal fragment simulated by molecular dynamics (MD) 1 from the population ratio of folded to unfolded states via the "transition-based assignment" aided by the experimental folded structure 1, 12, 28 . In particular, the difference in entropy between folded and unfolded states (Δ f ) was estimated from the states' lifetimes (Table 1) . We attain comparable values using our compression framework and the abovementioned frame assignments (Δ A 1 ).
Moreover, we can use our compression based estimate to quantify the protein's entropic fluctuations along the simulation timeline. We define a sampling window ( w ) that is as small as possible but sufficiently large to capture enough frames in each state so A converges (see methods and Extended Data Fig. 1 ). In Moreover, a folded structure can be identified ( Fig. 3c ) and entropy difference between the states can be directly evaluated based on the sliding-window A assignment ( A 2 , table 1). Also, changes in the ratio between folded and unfolded populations are clearly revealed by A distributions, as simulation temperature is varied (Fig. 3d) . These results are extremely important for future applications where such experimental data is not available, and it is worth noting they were calculated in a few minutes on a desktop computer.
By construction, the successful operation of compression algorithms is derived from identifying domains that repeat within one-dimensional data-sets. This is of great convenience for effectively one-dimensional objects such as polymers and proteins. We show that compression algorithms allow efficient estimation of entropy in a wide variety of physical systems, including protein folding simulations, and without any a priori knowledge about specific states. Additionally, our framework can easily assess sufficient sampling, A is computed for a sliding window of w = 0.4µ (2,000 frames) throughout a 300µs simulation of the Villin headpiece protein fragment (see methods). a, Representative scan through the data timeline, with A (mean-subtracted) values overlaying regions predetermined using transition-based assignment and the folded crystal structure (gray area). b, Enthalpy-entropy population diagram calculated from enthalpy assignment during the simulation (T = 360 K) and entropy assigned from compression method. Two well-defined states of high and low free energy are clearly demonstrated. c, Protein structure collected from randomly sampled low A states simulated at 360 K (red) overlaid with the protein fragment (2F4K) crystal structure (blue) 12, 28 
Ising model simulations
Ising spin-half simulations were conducted using the Metropolis Monte-Carlo (MC) algorithm at various temperatures. An interaction potential was defined between each nearest neighboring pair of sites ( , ): −1/2 ⋅ , with a ±1 valued spin site and periodic boundary conditions. Sites were put either on a square or a triangular lattice, with number of sites 64 2 for the ferromagnetic ( = +1) and 16 2 for the antiferromagnetic ( = −1) models. The MC step involves either a "single site flip" or a "cluster flip", depending on the temperature and coupling parameter . A single site flip involves a randomly picked site which is flipped with probability −Δ /k B for Δ > 0 energy difference caused by the flip, and with probability 1 for Δ ≤ 0; being the simulation temperature. The cluster flip involves randomly picking a site, and repeatedly growing a cluster onto neighboring sites. Cluster growth is considered through each outward bond from sites on the cluster's interface, onto sites with identical sign, and with probability 1 − −2 /k B , as described by U. Wolff 3 . For the antiferromagnetic triangular lattice, only single site flips were used.
Correlation times were calculated by fitting the autocorrelated fluctuations of mean spin value, with an exponential function; this was done for each simulated temperature. The final sampling plan defined sampling intervals exceeding correlation times 5 fold, at each temperature (Fig. S1 ). Based on correlation times for either single or cluster flips, cluster flips were used with probability 0.5, below = 2.6 k B / for the ferromagnetic model on a square lattice and = 4.1 k B / on triangular lattice. Simulations were started in a random configuration and run consecutively at decreasing temperature, with recording of full system states every sampling interval, until 5,000 sampled configurations. Simulations were verified by comparing entropy quantified using the standard cluster variation method 4 , to the analytical entropy derived by Onsager 5 for the square and Wannier 
Two-dimensional ideal chain simulations
Ideal chain simulations were conducted using MC at varying end-to-end distance , in a latticefree setup. Number of monomers ( m = /2 ) along the chain was set to either 100, 200 or 300, and the bond length ( ) was constantly set to 1. At each MC step, two sites along the chain are randomly picked, and the chain in between is flipped about the line connecting the two sites.
Minimal and maximal distance between the picked sites is set to 3 and m /2 respectively. The step occurs at probability 1, since no potential is defined and the step preserves bond lengths. The simulation algorithm is verified by running with an additional step of randomly reorienting the edge bonds with probability 0.1, to get a free ideal chain. The observed end-to-end vector populations fit the expected Gaussian distribution.
We calculate correlation times by fitting an exponential function to the autocorrelated fluctuations of the radius-of-gyration g = √ ∑ ( − 〈 〉) 2 , calculated over the chain coordinates ; this is done for each simulated . The final sampling plan defines sampling intervals exceeding correlation times 5 fold, at each . Simulations are started from a "zig-zag" configuration, equilibrated for 10,000 steps, and we record the chain's coordinates every sampling interval, up to 20,000 sampled configurations per choice of .
Villin headpiece protein fragment
Recorded simulation data for the Villin headpiece protein fragment 7 was made available to us by the group of Dr. Shaw.
The recorded simulation data processed in this work consists of the 35 coordinates of carbons, one of each of the protein's amino acids. Data used for analysis is from the "Nle/Nle" mutant, simulated at 360K, 370K and 380K.
Calculation of General scheme
Practically, to quantify A , each recorded simulated data was first encoded into a file as bytes.
Encoding into bytes encompasses various choices of projection to lower dimensionality and decimation, which will be discussed below. The encoded file is compressed using the LZMA algorithm, implemented in the open-source 7-Zip software; the resulting compressed size in bytes is used to quantify the data-set incompressibility , as described in the main text, which is plugged into the calculation of A .
The LZMA algorithm, as well as any alternative, works by finding contiguous patterns of bytes which appear previously within the file. As a result, the algorithm only detects one-dimensional correlations, while local correlations within the data might be better represented in higher dimensionality. This problem has been conveniently analyzed before, where a reduction to onedimension using a Hilbert space-filling curve ("Hilbert scan") was found optimal to retain clustered correlationsof A . We have tested a multitude of schemes for this reduction and demonstrate several for the Ising model on a square lattice (Fig. 2a) .
We consider a physical system with D degrees of freedoms recorded at independently sampled configurations. The original recorded data-set is defined as the set of variables { }, where = 1 … and = 1 … .
Often the native coordinate systems in which the system is recorded are not optimal for convergence of A under finite-sampling. For example, trivial degrees of freedom, such as wholebody translation and/or rotation typically do not affect configurational entropy (or free-energy). In such cases, a transformation to an orientation-aligned center-of-mass frame should be performed.
Compression algorithms are designed to minimally represent a data-set's alphabet (finite set of symbols, of which a sequence is composed). However, often data is recorded as continuous variables which contain insignificant digits that are effectively uniformly random, due to noise or numerical inaccuracy. Such digits render the data-set's alphabet enormous. In principle, A asymptotically converges for any sized alphabet; however, for practical purposes the required sample size increases dramatically. To treat the issue, we approximate a system's entropy by the entropy of a projected system with discretized degrees of freedom (i.e. decimation), for which A converges at much smaller sample size.
Here again, many schemes for decimation may be introduced which, after computation of A , will produce an upper bound on the actual entropy. In this work, we decimate the continuous degrees of freedom in the ideal-chain model, and in molecular dynamics trajectories, using the following scheme. For each degree of freedom , we generate a new discrete variable ̃=
⌋, which is effectively a rounding down to units of Δ / s . Here, ̅ and are the mean and the deviation range, respectively, for the th degree of freedom, sampled over all frames. The deviation range is determined by twice the maximal absolute observed deviation from the mean. Other choices for Δ can also be made; for example, setting Δ to several standard deviations of observed . The number of decimated values s is optimized for minimal calculated A (Fig. 2d) .
Whether we started off with discrete degrees of freedom or continuous ones, the assessed discrete system invariably has maximal entropy of log s . To compare systems of continuous degrees of freedom, we need to account for a common baseline of the entropy estimate. One may think of examples like a particle in a box, with uncorrelated coordinates covering the entire available range.
We then realize that the maximal estimated entropy should be max = log / , where = Π Δ is the observed hyper-dimensional volume and is an arbitrary scale (i.e. units). Additionally, the decimation allows us to observe an entropy change up to log s , as stated above, so min = max − log s . Therefore, we compare systems of continuous degrees of freedom using the mapping A = min + ( max − min ) , which essentially differs from the definition in the text by a constant.
Implicit assumptions and spurious effects
One should take note of the implicit physical assumptions made by a compression algorithm which processes bytes. Compression algorithms match patterns between any arbitrary pairs of locations, which implies translational symmetry (at least in the 1d representation). Many systems, like a polymer, protein, or indeed any finite system without a periodic boundary, do not have this symmetry. The implicit assumption of symmetries may lead to under-estimation of entropy by A due to spurious matching of patterns. To reduce this possibility, one may introduce constant, location specific, "placeholder" sequences which forces patterns to have their placeholders overlap.
Another example is a system sampled with many configurations (different frames) at uncorrelated times, and stored as a single consecutive data-set. Unintentionally, spurious patterns may be detected across adjacent unrelated configurations by the compression algorithm. These spurious patterns again may lead to under-estimation of entropy. To overcome this under-estimation, one may separate configurations in the file with randomly-generated blocks of bytes to avoid patterns across the configuration boundary. Such a random addition is analogous to the introduction of physical degrees of freedom which are uncorrelated and with maximal entropy.
Calculation of A for the finite states system
States sampled from the finite state system were laid out consecutively in a file, with each byte holding the index of the currently selected state. We construct the ZFS data-set as a file of identical size to files above, with all samples set to the value 0. RFS data-set is created similarly, with every sample chosen randomly and uniformly from the available states.
Calculation of A for the Ising model
The Ising model consists of a ±1 value per site, which we represent by a single binary digit (a bit).
Spin sites on the 2d square lattice are laid out in a 1d sequence either row-by-row, in a spiral (first row, then last column without overlapping site, spiraling inwards in clockwise order), or ordered by a Hilbert space-filling curve 8 . For the triangular lattice, we use a Hilbert scan with 3 sites per byte, as described above. In practice,
we implement the triangular lattice as a square lattice with two additional diagonal bonds, so scans regard the site positions as for the square lattice.
The ZFS data-set is generated with configurations of equal size and number to the sampled systems above, with all spin values set to -1. The RFS data-set is produced by setting spins uniformly and randomly to ±1 and representing as described above. Before compression, we concatenate each represented configuration with 8 uniformly random byte values.
Calculation of A for the ideal chain
Our simulations of ideal-chains consisting of 2 ⋅ m coordinates were recorded as 52 bit precision floating point numbers. We determine the range for each coordinate for each simulated end-to-end distance. For each choice of s , the coordinates are decimated as described above. We tested two layouts of the coordinates in a one-dimensional sequence, one is ordering by monomer index and then dimension (" 1 1 2 2 …"), and the other is ordering first by dimension and then monomer respectively. After assigning windows above (below) the line as unfolded (folded), we compared to assignments given to us with the recorded simulation achieved with the "transition-basedassignment" 7 , which were averaged over windows (value of 0/1 for unfolded/folded respectively).
The agreement reached 92.9%, 93% and 97% for temperatures 360 , 370 , 380 respectively. . It is worth noting that the analogy made there is between physical microstates and symbols of the processed sequence. As a result, convergence is guaranteed only for an over-sampled sequence of the system's microstates. Despite under-sampling of the systems in question, our results converge to an accurate estimate of entropy (Fig. 1b-e) .
Correlation between entropy and compression algorithms
We offer the following concise description of inner-workings of the current method, which may shed light on the reasons for which it works, and potential limits. The probability of observing a system's 'th microstate can be broken down to the observation probability of sub-microstates (i.e.
values of a sub-set of system variables), via the probability chain-rule: = ( Switching to the compression algorithm perspective, practical implementations find patterns of sequential bytes; these patterns can be viewed as sub-microstates. At each point during the compression process, patterns are matched to the history of data up to that point. A matched pattern is then replaced by a reference of size log to data found a distance back. If one assumes an underlying Poisson process, and therefore an exponential distribution of distance to next observation, then the average distance is 〈 〉 = −1 ; where is the probability of observing the current sub-microstate. The average size of compressed data amounts to 〈∑ log 〉 per sampled configuration, where is the index for the current pattern within a conformation (i.e. submicrostate), and is the distance to previous observation of the pattern. Empirically, due to the exponential distribution of one can replace 〈log 〉 ≈ log〈 〉. Additionally, assuming for the size of the patterns ( ): ≥ c , and using the statements above, we recover an average compressed size of −〈log 〉 per sampled configuration.
