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The literature on hidden variables in quantum mechanics is now enormous, and it may seem there is little that is new that can be said. Not everything in the present article is new, but several things are. We have tried to collect together a variety of results that go beyond the standard Clauser-Horne-Shimony-Holt form of the Bell inequalities for four observables.
First, we state, and sketch the proof, of the fundamental theorem of the collection we consider: there is a factoring hidden variable for a finite set of finite or continuous observables, i.e., random variables in the language of probability theory, if and only if the observables have a joint probability distribution. The physically important aspect of this theorem is that under very general conditions the existence of a hidden variable can be reduced completely to the relationship between the observables alone, namely, the problem of determining whether or not they have a joint probability distribution compatible with the given data, e.g., means, variances and correlations of the observables.
We emphasize that although most of the literature is restricted to no more than second-order moments such as covariances and correlations, there is no necessity to make such a restriction. It is in fact violated in the fourth-order moment that arises in the well-known Greenberger, Horne and Zeilinger [4] three-and four-particle configurations providing new Gedanken experiments on hidden variables. For our probabilistic proof of an abstract GHZ result, see Theorem 7. As is familiar, Bell's results on hidden variables were mostly restricted to ±1 observables, such as spin or polarization. But there is nothing essential about this restriction. Our general results cover any finite or continuous observables. At the end we give various results on hidden variables for Gaussian observables and formulate as the final theorem a nonlinear inequality that is necessary and sufficient for three Gaussian random variables to have a joint distribution compatible with their given means, variances and correlations.
Factorization In the literature on hidden variables, what we call the principle of factorization is sometimes baptized as a principle of locality. The terminology is not really critical, but the meaning is. We have in mind a quite general principle for random variables, continuous or discrete, which is the following. Let X 1 , . . . , X n be random variables, then a necessary and sufficient condition that there is a random variable λ, which is intended to be the hidden variable, such that X 1 . . . , X n are conditionally independent given λ, is that there exists a joint probability distribution of X 1 , . . . , X n , without consideration of λ. This is our first theorem, which is the general fundamental theorem relating hidden variables and joint probability distributions of observable random variables.
Theorem 1 (Suppes & Zanotti [13] Holland & Rosenbaum [6] ) Let n random variables X 1 , . . . , X n , finite or continous, be given. Then there exists a hidden variable λ such that there is a joint probability distribution F of (X 1 , . . . , X n , λ) with the properties
(ii) Conditional independence holds, i.e., for all x 1 , . . . , x n , λ,
if and only if there is a joint probability distribution of X 1 , . . . , X n . Moreover, λ may be constructed so as to be deterministic, i.e., the conditional variance given λ of each X i is zero.
To be completely explicit in the notation
Idea of the proof. Consider three ±1 random variables X, Y and Z. There are 8 possible joint outcomes (±1, ±1, ±1). Let p ijk be the probability of outcome (i, j, k). Assign this probability to the value λ ijk of the hidden variable λ we construct. Then the probability of the quadruple (i, j, k, λ ijk ) is just p ijk and the conditional probabilities are deterministic, i.e.,
and factorization is immediate, i.e.,
Extending this line of argument to the general case proves the joint probability distribution of the observables is sufficient for existence of the factoring hidden variable. From the formulation of Theorem 1 necessity is obvious, since the joint distribution of (X 1 , . . . , X n ) is a marginal distribution of the larger distribution (X 1 . . . , X n , λ).
It is obvious that the construction of λ is purely mathematical. It has in itself no physical content. In fact, the proof itself is very simple. All the real mathematical difficulties are to be found in giving workable criteria for observables to have a joint probability distribution. As we remark in more detail later, we still do not have good criteria in the form of inequalities for necessary and possibly sufficient conditions for a joint distribution of three random variables with m > 2 finite values, as in higher spin cases.
When additional physical assumptions are imposed on the hidden variable λ, then the physical content of λ goes beyond the joint distribution of the observables. A simple example is embodied in the following theorem about two hidden variables. We impose an additional condition of symmetry on the conditional expectations, and then a hidden variable exists only if the correlation of the two observables is nonnegative, a strong additional restriction on the joint distribution. The proof of this theorem is found in the article cited with its statement. Then a necessary and sufficient condition that there exist a hidden variable λ such that
for every value λ (except possibly on a set of measure zero) is that the correlation of X and Y be nonnegative.
Often, in physics, as in the present paper, we are interested only in the means, variances and covariances -what is called the second-order probability theory, because we consider only second-order moments. We say that a hidden variable λ satisfies the Second-Order Factorization Condition with respect to the random variables X 1 , . . . , X n whose two first moments exist if and only if
We then have as an immediate consequence of Theorem 1 the following.
Theorem 3 Let n random variables discrete or continuous be given. If there is a joint probability distribution of X 1 , . . . , X n , then there is a deterministic hidden variable λ such that λ satisfies the Second-Order Factorization Condition with respect to X 1 , . . . , X n .
The informal statement of Theorems 1 and 2, which we call the Factorization Theorems, is that the necessary and sufficient condition for the existence of a factorizing hidden variable λ is just the existence of a joint probability distribution of the given random variables X i . In our view, the condition of factorizability is often too strong a condition for hidden variables. A striking example is that gravitational phenomena in classical mechanics satisfy locality but not factorizability.
Locality The next systematic concept we want to discuss is locality. We mean by locality what we think John Bell meant by locality in the following quotation from his well-known 1964 paper [1] .
It is the requirement of locality, or more precisely that the result of a measurement on one system be unaffected by operations on a distant system with which it has interacted in the past, that creates the essential difficulty. ... The vital assumption is that the result B for particle 2 does not depend on the setting a, of the magnet for particle 1, nor A on b.
Although Theorems 1 and 2 are stated at an abstract level without any reference to space-time or other physical considerations, there is an implicit hypothesis of locality in their statements. To make the locality hypothesis explicit, we need to use additional concepts. For each random variable X i , we introduce a vector M i of parameters for the local apparatus (in space-time) used to measure the values of random variable X i .
Definition 1 (Locality Condition I)
where k = 1, 2, corresponding to the first two moments of X i , i = j, and
Note that we consider only M j on the supposition that in a given experimental run, only the correlation of X i with X j is being studied. Extension to more variables is obvious. In many experiments the direction of the measuring apparatus is the most important parameter that is a component of M i .
Definition 2 (Locality Condition II) The distribution of λ is independent of the parameter values M i and M j , i.e., for all functions g for which the expectation E(g(λ)
) and E(g(λ)|M i , M j ) are finite,
Here we follow [11] . In terms of Theorem 3, locality in the sense of Condition I is required to satisfy the hypothesis of a fixed mean and variance for each X i . If experimental observation of X i when coupled with X j was different from what was observed when coupled with X j ′ , then the hypothesis of constant means and variances would be violated. The restriction of Locality Condition II must be satisfied in the construction of λ and it is easy to check that it is.
We embody these remarks in Theorem 3. The next theorem states two conditions equivalent to an inequality condition given in [13] for three random variables having just two values. (ii) There is a joint probability distribution of the random variables X, Y, and Z compatible with the given means and covariances.
(iii) The random variables X, Y and Z satisfy the following inequalities.
There are several remarks to be made about this theorem, especially the inequalities given in (iii). A first point is how do these inequalities relate to Bell's well-known inequality [1] .
Bell's inequality is in fact neither necessary nor sufficient for the existence of a joint probability distribution of the random variables X, Y and Z with values ±1 and expectations equal to zero. That it is not sufficient is easily seen from letting all three covariances equal − 1 2
. Then the inequality is satisfied, for
but, as is clear from (iii) there can be no joint distribution with the three covariances equal to − 1 2
, for
Secondly, Bell's inequality is not necessary. Let E(XY) = , E(XZ) = − 1 2 , and E(YZ) = − 1 2 , then (2) is violated, because
but (iii) is satisfied, and so there is a joint distribution:
i.e.,
Bell derived his inequality for certain cases satisfied by a local hiddenvariable theory, but violated by the quantum mechanical covariance equal to − cos θ ij . In particular, let θ XY = 30 o , θ XZ = 60
The second remark is that (iii) is not necessary for three-valued random variables with expectations equal to zero. Let the three values be 1, 0, −1.
Here is a counterexample where each of the three correlations is − 1 2 , and thus with a sum equal to − 3 2 , violating (iii). Note that for ±1 variables with expectations zero, covariances and correlations are equal, because the variances are 1. In general, this is not the case, and it is in particular not the case for our counterexample. Except for the special case mentioned, inequalities should be written in terms of correlations rather than covariances to have the proper generality (see, e.g., Theorem 9 below.)
There is a joint probability distribution with the following values. Let p(x, y, z) be the probability of a given triple of values, e.g., (1, −1, 0) . Then, of course, we must have for all x, y and z p(x, y, z) ≥ 0 and , and Cov(XY) = Cov(YZ) = Cov(XZ) = − 1 3 , so that the correlations
It is a somewhat depressing mathematical fact that even for three random variables with n-values with expectations equal to zero, a separate investigation seems to be needed for each n to find necessary and sufficient conditions to have a joint probability distribution compatible with given means, variances and covariances. A more general recursive result would be highly desirable, but seems not to be known. Such results are pertinent to the study of multi-valued spin phenomena.
The next well-known theorem states two conditions equivalent to Bell's Inequalities for random variables with just two values. This form of the inequalities is due to Clauser et al., [2] . The equivalence of (ii) and (iii) is due to Fine [3] . 
(i) There is a hidden variable λ satisfying Locality Condition II and equation (a) of the Second-Order Factorization Condition holds.
(ii) There is a joint probability distribution of the random variables A, A ′ , B and B ′ compatible with the given means and covariances.
(iii) The random variables A, A ′ , B and B ′ satisfy Bell's inequalities in the CHSH form
It will now be shown that the CHSH inequalities remain valid for threevalued random variables, (spin 1 particles). Consider a spin 1 particle with the 3 state observables, A(a, λ) = +1, 0, −1, B(b, λ) = +1, 0, −1. λ is a hidden variable having a normalized probability density, ρ(λ). The expectation of these observables is defined as,
We have suppressed the variable dependence on A and B for clarity. Consider the following difference,
Since the density ρ > 0 and |A| = 1, 0 we have the following inequality,
Similarly we have the following inequality,
Adding the two expressions we arrive at the following inequality,
The term in square brackets is equal to 2 in all cases except when B and B ′ are both equal to zero, there the right-hand side vanishes. With this and the normalization condition for the hidden variable density we have the same inequality as the spin 1 2 CHSH inequality,
Note that we could create a stronger inequality by adding the function 2(|E(a, b)| − 1)(|E(a, b ′ )| − 1) to the left-hand side.
For higher spins we can proceed analogously and derive the following inequality which must be satisfied for spin j particles,
If we define normalized observables,
A(a,λ) j the original CHSH inequality will need to be satisfied for local hidden variable theories, although stronger inequalities could be constructed.
In Peres' work on higher spin particles the observable is defined by a mapping from the, 2j + 1-state, J z operator to a two-state operator [10] . Under this mapping it was shown that Bell's inequality is violated for certain parameter settings of the detectors.
Changing the focus, we now consider an abstract version of the GHZ gedanken experiment. All arguments known to us, in particular GHZ's [4] own argument, the more extended one in [5] and Mermin's [8, 9] proceed by assuming the existence of a deterministic hidden variable and then deriving a contradiction. It follows immediately from Theorem 1 that the nonexistence of a hidden variable is equivalent to the nonexistence of a joint probability distribution for the given observable random variables. The next theorem states this purely probabilistic GHZ result, and, more importantly, the proof is purely in terms of the observables, with no consideration of possible hidden variables.
Theorem 7 (Abstract GHZ version) . Let
be an infinite family of ±1 random variables, with ϕ i a periodic angle or phase, 0 ≤ ϕ i ≤ 2π, and let the following condition hold:
Then the finite subset of random variables
does not have a joint probability distribution.
Proof: We note first, as an immediate consequence of (12),
The proof proceeds by deriving a contradiction from the supposition of the existence of a joint probability distribution. Because conditional probabilities are used repeatedly, we must check the given condition in each such probability has positive probability. Let s i , i = 1, . . . , 4 be +1 or −1. One of the 16 products of the four signs must have positive probability, in the sense that
(We do not need to know whether each s i is +1 or −1.) Then since the angles sum to 0, the product
We also can infer at once from (12) and (ii)
since (12) ensures that the condition in (15) has positive probability. Using (i) now, by a similar argument
and from (12) and familiar facts about probability-1 propositions (see Lemma 1 of the Appendix), we may add C 0 = s 3 to the condition (16) to obtain
Using (i) and (12) again
And so, using Lemma 2 of the Appendix and (17) and (18), we infer
By an argument just like that of (16) -(19), we also infer
Dividing the equation of (19) by that of (20), we get
and since the random variables have only values +1 and −1, we may rewrite (21) as:
¿From (22) and Lemma 3 of the Appendix we get
and so immediately we may infer from (12) and (23)
Then from (i) and (24)
and finally from (22) and (25) and Lemma 5 of the Appendix
Obviously, (15) and (26) A thorough discussion and proof of this theorem can be found in Loève [7] . It is important to note that the hypothesis of this theorem is that each pair of the random variables has enough postulated for there to exist a unique bivariate Gaussian distribution with the given pair of means and variances and the covariance of the pair. Moreover, if, as required for a joint distribution of all n variables, the eigenvalues of the correlation matrix are all nonnegative, then there is a unique Gaussian joint distribution of the n random variables.
We formulate the next theorem to include cases like Bell's inequalities when not all the correlations or covariances are given.
Theorem 9
Let n continuous random variables be given such that they satisfy the locality hypothesis of Theorem 4, let their means and variances exist and be finite, with all the variances nonzero, and let m ≤ n(n − 1)/2 covariances be given and be finite. Then the following two conditions are equivalent.
(i) There is a joint probability distribution of the n random variables compatible with the given means, variances and covariances.
(ii) Given the m ≤ n(n − 1)/2 covariances, there are real numbers that may be assigned to the missing correlations so that the completed correlation matrix has eigenvalues that are all nonnegative.
Moreover, (i) or (ii) implies that there is a hidden variable λ satisfying Locality Condition II and the Second-Order Factorization Condition.
The proof of Theorem 9 follows directly from Theorem 8.
Using Theorem 8, we can also derive a nonlinear inequality necessary and sufficient for three Gaussian random variables to have a joint distribution. In the statement of the theorem ρ(X, Y) is the correlation of X and Y . 
The proof comes directly from the determinant of the correlation matrix. For a matrix to be non-negative definite the determinant of the entire matrix and all principle minors must be greater than or equal to zero,
Including the conditions for the minors we have,
The last two inequalities are automatically satisfied since the correlations are bounded by ±1.
Simultaneous observations and joint distributions When observations are simultaneous and the environment is stable and stationary, so that with repeated simultaneous observations satisfactory frequency data can be obtained, then there exists a joint distribution of all of the random variables representing the simultaneous observations. Note what we can then conclude from the above: in all such cases there must be, therefore, a factorizing hidden variable because of the existence of the joint probability distribution. From this consideration alone, it follows that any of the quantum mechanical examples that violate Bell's inequalities or other criteria for hidden variables must be such that not all the observations in question can be made simultaneously. The extension of this criterion of simultaneity to a satisfactory relativistic criterion is straightforward.
Appendix
We prove here several elementary lemmas about probability-1 statements used in the proof of Theorem 6.
Proof. Suppose, by way of contradiction, that
Now from (29) and the definition of conditional probability, we have at once P (ABC) < P (BC).
Adding P (ABC) to both sides of (30) and simplifying we have P (AB) < P (BC) + P (ABC).
We now take conditional probabilities with respect to B, and divide both sides of (31) by P (B), for by the hypothesis of the lemma, P (B) > 0, and thus we obtain P (A | B) < P (C | B) + P (AC | B), We can also prove a kind of transitivity for conditional probabilities that are 1. Finally, we also use the following, Proof. By Lemma 3 and (ii)
So, by transitivity (Lemma 4) & (i)
