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Abstract—We propose a joint channel estimation and signal
detection technique for the uplink non-orthogonal multiple access
using an unsupervised clustering approach. We apply the Gaus-
sian mixture model to cluster received signals and accordingly
optimize the decision regions to enhance the symbol error rate
(SER). We show that when the received powers of the users
are sufficiently different, the proposed clustering-based approach
with no channel state information (CSI) at the receiver achieves
an SER performance similar to that of the conventional maximum
likelihood detector with full CSI. Since the accuracy of the
utilized clustering algorithm depends on the number of the data
points available at the receiver, the proposed technique delivers
a tradeoff between the accuracy and block length.
Index Terms—Cluster analysis, detection, estimation, Gaussian
mixture model, massive IoT, non-orthogonal multiple access
(NOMA), unsupervised machine-learning, uplink.
I. INTRODUCTION
With the dramatic growth of the Internet of things (IoT)
applications and services, new communication strategies are
warranted to provide fast, reliable, and scalable connectivity
for a diverse range of IoT scenarios. IoT applications have
various service requirements in terms of throughput, reliability,
availability, end-to-end latency, energy/resource efficiency, se-
curity/privacy, and communication range [1]–[3]. Cellular net-
works are considered to provide the network infrastructure for
a large proportion of future IoT applications due to their wide
coverage, scalability, and security features [4]. Accordingly,
the release 15 and above of the 3rd generation partnership
project (3GPP) have devised particular solutions for massive
IoT, ultra-reliable low-latency communications (URLLC), and
industrial IoT (IIoT) [5].
One of the main challenges for massive IoT applications is
that the number of devices is usually large while the available
spectrum is limited. To tackle this, non-orthogonal multiple
access (NOMA) has emerged as a promising technology that
allows multiple users to simultaneously transmit their data
over the same radio resource [3]. Some prominent NOMA
techniques are power-domain NOMA, sparse code multiple
access (SCMA), multi-user shared access (MUSA), and inter-
leave division multiple access (IDMA) [6]. In power domain
NOMA, users share the same channel and are distinguished at
the receiver based on their different power levels. In SCMA,
users’ data are mapped to multi-dimensional codewords, which
not only have the ability to suppress the inter-user interference,
but also achieve a diversity gain [3]. In MUSA, complex-
valued sequences are used for spreading the users’ data
enabling the system to handle more users. In IDMA, repetition
coding and interleavers are applied to the users’ data streams
to reduce the inter-user interference when combining them [7].
In NOMA, multiuser detection techniques such as joint
user detection or successive interference cancellation (SIC) are
usually applied at the receiver to decode messages. Assuming
perfect channel state information (CSI) at the base station
(BS), the multi-user bit error rate (BER) performance for
power-domain uplink NOMA is investigated in [8]–[10]. Joint
user detection techniques typically outperform SIC in terms
of BER [9]. However, they incur much higher complexity at
the receiver side. Attaining perfect CSI at the BS requires
a significant amount of time within the channel coherence
interval [11], which can considerably limit the throughput and
increase the overhead for massive IoT applications with short
packet communications [12].
Main channel estimation methods for obtaining CSI can
be categorized as training-based, blind, and semi-blind [13]–
[17]. At the expense of a lower throughput, the training-
based estimation methods can accurately attain CSI with a
relatively low complexity when long training sequences are
available [13]. On the other hand, blind estimation methods
make use of the properties of the transmitted signal to esti-
mate the channel without any training symbol. Although the
blind estimation methods are more bandwidth efficient, they
are generally less accurate compared with the training-based
ones [14]. Semi-blind estimation methods utilize the merits
of both training-based and blind methods to create a balance
between throughput and accuracy [16]. Channel estimation is
particularly challenging in NOMA as the BS needs to estimate
the CSI of multiple users and the receiver error performance
is severely degraded due to channel estimation errors [18].
Grant-free NOMA has been proposed to reduce the sig-
naling overhead and enhance the access capability so that all
potential users can freely access the channel without waiting
for any scheduling grant [3]. Grant-free NOMA significantly
reduces the overhead of control signaling and helps meet the
requirements of massive IoT. However, it poses challenges
for reliable receiver design. A straightforward approach to
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the receiver design is to first identify the active users, then
estimate their channel coefficients, and finally recover their
transmitted data. However, this separate processing approach
may consume substantial time and power resources, which in
turn degrades the system performance [19].
Recently, the problem of joint estimation and detection in
grant-free NOMA has received increasing attention [19]–[21].
Authors of [22]–[24] reformulate the joint channel estimation
and user detection problem such that the pilot symbols suit a
compressed sensing problem. Due to the underlying sparsity,
the number of training symbols is reduced [25]. However, in
massive IoT, since the packets are small, even a few training
symbols can lead to a major efficiency loss.
In this paper, we propose a method for joint channel
estimation and user detection in uplink NOMA without using
any training symbol. We employ an unsupervised machine-
learning algorithm to cluster the received signals at the receiver
side. Using the clustering results, we estimate the channel
and perform SIC to detect each user. We show that when the
powers of the signals received from the users are sufficiently
different, the proposed clustering-based method with no CSI
at the receiver achieves the same performance in terms of
symbol error rate as the conventional maximum-likelihood
detector with full CSI. We also show that the proposed method
offers a tradeoff between accuracy and block length as the
performance of the clustering depends on the number of data
points (symbols) available at the receiver.
The rest of the paper is organized as follows. Section II
presents the system model and provides some preliminary in-
formation. The proposed clustering method based on Gaussian
mixture models is detailed in Section III. Numerical results are
provided in Section IV. Finally, Section V concludes the paper.
II. SYSTEM MODEL AND PRELIMINARIES
We consider an uplink massive IoT system where devices
use NOMA to share the available radio resources. In partic-
ular, we consider K frame-synchronized single-antenna users
transmitting their data to the BS using the quadrature phase
shift keying (QPSK) modulation. Let us denote the channel
between the uth user and the BS by hu and assume it to
be a zero-mean circular symmetric complex Gaussian random
variable, i.e., hu ∼ CN (0, βu) where βu represents the large-
scale fading component including path-loss and shadowing.
We assume block fading, that is hu remains unchanged for
each transmission frame of length N symbols.
The received superimposed signal vector at the BS, denoted
by y ∈ CN×1, can be expressed as
y = Xh + n (1)
where X = [x1, · · · ,xK ] represents the matrix of transmitted
symbols, xu ∈ CN×1 is the length-N message transmitted
from user u ∈ {1, · · · ,K}, h ∈ CK×1 contains the channels
hu for all users, n ∼ CN (0, νIN ) is the multivariate additive
white Gaussian noise, IN is the N × N identity matrix, and
ν is the noise power. We further assume that hu, xu, and n
are statistically independently of each other.
The user symbols xu,i are modulated using a com-
mon modulation scheme with the signal constellation S
and cardinality |S|, i.e., each xu,i is randomly and uni-
formly drawn from S. For simplicity, we assume that
all users use QPSK to transmit their messages, i.e.,
xu,i ∈ {exp(−jpi4 ), exp(−j3pi4 ), exp( jpi4 ), exp( j3pi4 )} ∀u ∈{1, · · · ,K} and i ∈ {1, · · · , N}1. The signal-to-noise ratio
(SNR) for the uth user is then given by γu = βu/ν. It is easy
to show that the entries of y, denoted by yi, are i.i.d. and have
the following Gaussian mixture distribution
yi ∼ 1|S|K
∑
s(i)∈SK
CN
(
hT s(i), ν
)
. (2)
Throughout the paper, we assume that all users are frame
synchronized, which can be achieved by frequently sending
beacon signals from the BS. We also assume that the BS does
not know the CSI to any user. Therefore, it attempts to jointly
estimate the channels and detect the signals. However, we
assume that the BS knows the number of transmitting users,
K, and the modulation type of each user.
III. THE PROPOSED CLUSTERING-BASED JOINT CHANNEL
ESTIMATION AND SIGNAL DETECTION TECHNIQUE
We first provide a few examples to better illustrate the basic
concepts of the proposed approach. Fig. 1 shows the signal
points in the I-Q plane collected at the receiver for a point-to-
point communication system (Fig. 1a) and two-user NOMA
(Fig. 1b,c) when both users utilize QPSK modulation to
transmit their messages. As seen in Fig.1a, with a single active
user, signal points are clumped together into four clusters,
whose centroids can be used to estimate the amplitude and
phase of the channel. Similarly, in Fig. 1b, the data points of
two users can be clustered into 16 clusters as the BS knows the
number of active users. For this particular example where the
clusters are separated from each other, the channel between
each user and the BS can be estimated accurately. However,
when the clusters overlap due to high noise and fading, as in
Fig. 1c, estimating the channels and detecting the individual
signals are more challenging. In what follows, we propose an
effective approach to cluster the received signals and perform
joint channel estimation and signal detection.
There are several clustering algorithms, such as, K-means,
DBSCAN [26], OPTICS [27], [28], mean shift [29], and
Gaussian mixture model (GMM) [30], that can be used to
estimate the clusters of the received signals. Since all users
use the same modulation scheme and the channels are block
fading, the clusters formed at the BS are symmetric with
roughly the same densities (see Fig. 1). Moreover, as the noise
has Gaussian distribution, the received signal can be modeled
by a mixture of Gaussian distributions as in (2), which makes
GMM a natural choice for our clustering problem. In our
experiments, we have found the GMM clustering to be more
effective compared with the above-mentioned alternatives,
1The proposed clustering-based joint channel estimation and signal detec-
tion technique can be easily extended to consider more complex constellations.
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Fig. 1: Received signal constellation diagram at BS, when N = 500.
especially when the users have comparable received powers
at the BS or when the SNR is low.
A. GMM-based Clustering for the SIC receiver
In SIC, the receiver first decodes the signal of the strongest
user (the user with the highest power), subtract it from the
combined received signal, then decodes the next strongest
signal and so on. To apply SIC at the receiver of our system
model, we initially divide the received signals into four clusters
representing User 1’s signals (data points). Then, we divide
each of those clusters into four extra clusters representing
user 2’s signals and so on. Taking the received signals as
our observed data, the considered joint channel estimation
and signal detection problem boils down to estimating the
unknown latent parameters of the assumed Gaussian mixture
distribution in (2).
Since we deal with complex signals, we denote a 2-
dimensional multivariate Gaussian probability density function
by g(z;µ,Σ) where µ and Σ are the mean vector and the
covariance matrix, respectively, and express it as
g(z;µ,Σ) =
exp
(− 12 (z− µ)TΣ−1(z− µ))√
(2pi)2|Σ| . (3)
In GMM clustering, the number of clusters is known and
the data is assumed to be generated by a mixture of Gaussian
distributions. A GMM parameterizes the mean, covariance,
and weight of each Gaussian distribution component. When
a common M -ary modulation scheme is adopted by all
users, there are M Gaussian distributions each with weight
ωj , j ∈ {1, · · · ,M}. Accordingly, the underlying Gaussian
mixture distribution can be written as a weighted sum of the
M constituting Gaussian distributions (each representing a
cluster), i.e.,
p(z;µ1, ...,µM ,Σ1, ...ΣM ) =
M∑
j=1
ωjgj(z;µj ,Σj) (4)
where
∑M
j=1 ωj = 1. We are interested in estimating µj , Σj ,
and ωj , j = 1, · · · ,M , from the observed data. This can be
done by maximizing the likelihood function (4) for all received
signals. To this end, we utilize the expectation maximization
(EM) algorithm [31], which is suitable for solving maximum
likelihood problems with unobserved latent variables.
Let ∆i,j symbolize the association of the ith data point to
the jth cluster represented by the jth Gaussian distribution.
Therefore, we have
∆i,j =
{
1 if zi belongs to the cluster gj
0 otherwise.
It is clear that P (∆i,j = 1) = ωj and P (∆i,j = 0) = 1− ωj .
However, both ∆i,j and ωj are unknown. In the tth iteration of
the EM algorithm, we first estimate the so-called responsibility
variable of each model j for every observation i defined as
γˆ
(t)
i,j =
ωˆj
(t−1)gj(zi; µˆ
(t−1)
j , Σˆ
(t−1)
j )∑M
k=1 ωˆk
(t−1)gk(zi; µˆ
(t−1)
k , Σˆ
(t−1)
k )
. (5)
We then assign each data point to its corresponding cluster. In
particular, for each zi we find m
(t)
i = arg maxj γˆ
(t)
i,j and set
∆
(t)
i,j =
{
1 if j = m(t)i
0 otherwise.
We define the corresponding log-likelihood function as
l(t)(µ1, · · · ,µM ,Σ1, · · · ,ΣM |z1, · · · , zN ) (6)
=
N∑
i=1
 M∑
j=1
∆
(t)
i,j ln
(
ω
(t)
j gj(zi;µ
(t)
j ,Σ
(t)
j )
) .
In the next step of the EM algorithm, we use the calculated
responsibilities to update the mean, variance, and weight of
each cluster as
ωˆ
(t)
j =
∑N
i=1 γˆ
(t)
i,j∑N
i=1
∑M
k=1 γˆ
(t)
i,k
, (7)
µˆ
(t)
j =
∑N
i=1 γˆ
(t)
i,j zi∑N
i=1 γˆ
(t)
i,j
, (8)
Σˆ
(t)
j =
∑N
i=1 γˆ
(t)
i,j (zi − µˆ(t)j )(zi − µˆ(t)j )T∑N
i=1 γˆ
(t)
i,j
. (9)
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Fig. 2: SER Comparison of GMM Clustering and optimal ML Detection Optimal for point-to-point communication.
After convergence, mi, i = 1, · · · , N , contain the final
clustering results. The EM algorithm is guaranteed to converge
to a local optimum [32].
When the signals of the users are uniformly drawn from
the same QPSK constellation, the weights of the Gaussian
distributions are the same, i.e., ωj = 14 , j = 1, · · · , 4.
Moreover, using the QPSK modulation and a SIC receiver, at
each stage of the SIC, we need to estimate only four Gaussian
distributions. This helps with managing the computational
complexity.
The proposed approach is summarized in Algorithm 1. This
algorithm is applied at each iteration of SIC. In other words,
for a two-user scenario, we first run the algorithm to detect
the four clusters of user 1, then we run it again to identify
user 2’s clusters.
In the initialization step, we divide the received data into
four quadrants and calculate the mean and covariance of
each cluster. Then, we fix the weights and calculate the
responsibility and log-likelihood function, according to (5)
and (6), respectively. We then apply the EM algorithm to
find four cluster centers and covariance matrices (lines 6 to
11 in Algorithm 1). Next, we calculate the phase of each
cluster center. Since we consider QPSK modulation, each
cluster center has a pi2 phase difference from the adjacent
clusters. Due to the phase rotation caused by the noise and
channel fading, the center phase is not exactly pi4 ,
3pi
4 ,
5pi
4 or
7pi
4 . To minimize the effect of phase rotation, we calculate
the phase difference between each center and their expected
value. Afterwards, we average the phase rotations as θ =
[(φ1− pi4 ) + (φ2− 3pi4 ) + (φ3− 5pi4 ) + (φ4− 7pi4 )]/4 (Step 13).
Given the average phase rotation, the decision boundaries are
updated accordingly. The channel gain can also be found by
taking an average over the vectors representing the centroids.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, we compare the symbol error rate (SER) per-
formance of the proposed GMM-based clustering approach for
the SIC receiver with the SER performance of the maximum-
likelihood (ML) receiver where the BS has full CSI hence is
able to attain the optimal decision boundaries.
Fig. 2 shows the SER versus SNR for a point-to-point
communication scenario when the users use QPSK modula-
Algorithm 1: Applying GMM for Clustering
Input: Received data at BS, number of Gaussian
distributions M, and convergence threshold 
Output: Clustered data, mean (centroid) of each
cluster µˆ and covariance of each cluster Σˆ.
1 Initialize µˆ(0) and Σˆ(0) by dividing received data into
four quadrants
2 Set ωj = 0.25
3 Calculate γˆ(0)i,j according to (5)
4 Calculate log-likelihood function according to (6)
5 Set t = 1
6 while l(t) − l(t−1) ≥  do
7 Update µˆ(t) and Σˆ(t) using (8) and (9)
8 Update γˆ(t)i,j according to (5)
9 Update log-likelihood function according to (6)
10 end
11 Return optimal µˆ and Σˆ
12 Calculate the phase of each cluster centroid (φi)
13 Calculate the mean phase rotation as θ =
∑M
i=1 φi−4pi
4
14 Update the QPSK decision boundaries based on the
phase rotation
tion. It is clear from this figure that when the sample size
N is sufficiently large, the proposed technique performs very
close to the optimal ML detection with full CSI. Although the
accuracy increases, the complexity also increases. When the
number of samples is small (Fig. 2c), there is a rather small
difference in the performance of the two methods that can
mainly be attributed to the sub-optimal decision boundaries
found by GMM due to limited observations.
Fig. 3 shows the performance of the proposed GMM
clustering approach for a two-user NOMA scenario when the
users have 3dB power difference, i.e. γ1 − γ2 = 3dB. As
it can be seen in this figure, the proposed GMM-clustering-
based technique can accurately determine the clusters and
performs symbol detection with an SER very close to that
of the optimal ML detection with full CSI. Similar to the
point-to-point scenario, when the sample size N is small, the
performance deviates from the optimal. However, the proposed
0 2 4 6 8 10 12 14 16 18 20
2 [dB]
10-6
10-5
10-4
10-3
10-2
10-1
100
Sy
m
bo
l E
rro
r R
at
e
ML User 1
ML User 2
GMM User 1
GMM User 2
(a) N = 500
0 2 4 6 8 10 12 14 16 18 20
2 [dB]
10-6
10-5
10-4
10-3
10-2
10-1
100
Sy
m
bo
l E
rro
r R
at
e
ML User 1
ML User 2
GMM User 1
GMM User 2
(b) N = 100
0 2 4 6 8 10 12 14 16 18 20
2 [dB]
10-5
10-4
10-3
10-2
10-1
100
Sy
m
bo
l E
rro
r R
at
e
ML User 1
ML User 2
GMM User 1
GMM User 2
(c) N = 50
Fig. 3: SER comparison of the GMM-clustering-based and ML techniques for two-user NOMA when γ1 − γ2 = 3dB.
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Fig. 4: SER comparison of the GMM-clustering-based and ML techniques for two-user NOMA when γ1 − γ2 = 6dB.
technique is still advantageous since, unlike the ML detection
technique, it does not require any pilot symbol or separate
training phase to estimate the CSI. This is however achieved
with an increased complexity at the receiver. Communicating
any training symbol sequence is generally inefficient when the
number of symbols (the packet size) is small. One needs to
send at least six symbols to acquire (semi-)accurate CSI to
each user at the receiver [12]. This results in 12% loss in
throughput when the packet contains 50 symbols, which leads
to further reduction in throughput for a multi-user scenario.
To further investigate the effectiveness of the proposed
technique, in Fig. 4, we provide the results for the two-
user NOMA scenario when the users have a 6dB power
difference, i.e., γ1 − γ2 = 6dB. As it can be observed in this
figure, the SER gap between the proposed and optimal ML
detection techniques is smaller when users have a larger power
difference. Fig. 5 shows the SER performance of a three-user
NOMA when the number of symbols is 500. It is seen that
the proposed technique can accurately detect the signals.
It is important to note that Step 13 of Algorithm 1 can be
further enhanced to improve the phase detection. In particular,
when performing symbol detection for User 2, the proposed
technique will obtain 16 phase values representing the clusters
around 4 initial clusters of User 1. In this case, one may use all
16 estimated phases to obtain a more accurate estimation of the
User 2’s channel. The proposed technique can also be modified
to exploit a few training symbols to improve the performance.
That is instead of sending training sequences for each user
to estimate the channels individually for ML detection, the
users can simultaneously send a few training symbols to help
improve the cluster formation in the proposed technique.
Since we assume that the noise affecting the received signals
is i.i.d. additive white Gaussian, from a theoretical point of
view, one may conclude that the GMM clustering used in our
technique is equivalent to the well-known K-means clustering
algorithm. However, in practice, the noise covariance matrix
is not strictly a multiple of the identity matrix, i.e., the noise
effecting different received signals may be correlated or have
different variances. Therefore, the GMM clustering is more
accurate than the K-means clustering as, unlike K-means,
it does not assume the same covariance for all clusters but
estimates the relevant covariance matrices for each cluster.
V. CONCLUSION
In this paper, we proposed a Gaussian mixture model
(GMM) clustering-based joint channel estimation and signal
detection technique for grant-free NOMA. In particular, we
applied GMM in each iteration of the successive interference
cancellation scheme to cluster constellation points. We then
performed joint channel estimation and signal detection. The
proposed approach does not rely on any training sequence to
perform channel estimation, which makes it favorable over the
maximum likelihood detection that requires full channel state
information at the receiver. Simulation results showed that
when the number of transmitted symbols is moderate or large
the symbol error rate performance of the proposed technique
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is on a par with that of the optimal maximum likelihood
detection. Since the accuracy of the employed clustering
algorithm depends on the sample size, we demonstrated the
existence of a tradeoff between the accuracy and the block
length.
REFERENCES
[1] P. N. Borza, M. Machedon-Pisu, and F. Hamza-Lup, “Design of wire-
less sensors for IoT with energy storage and communication channel
heterogeneity,” Sensors, vol. 19, no. 15, p. 3364, 2019.
[2] M. Lavassani, S. Forsström, U. Jennehag, and T. Zhang, “Combining
fog computing with sensor mote machine learning for industrial IoT,”
Sensors, vol. 18, no. 5, p. 1532, 2018.
[3] M. B. Shahab, R. Abbas, M. Shirvanimoghaddam, and S. J. Johnson,
“Grant-free Non-orthogonal Multiple Access for IoT: A Survey,” IEEE
Communications Surveys & Tutorials, vol. 22, no. 3, pp. 1805–1838,
2020.
[4] M. Shirvanimoghaddam, M. Dohler, and S. J. Johnson, “Massive non-
orthogonal multiple access for cellular IoT: Potentials and limitations,”
IEEE Communications Magazine, vol. 55, no. 9, pp. 55–61, 2017.
[5] J. Peisa, P. Persson, S. Parkvall, E. Dahlman, A. Grovlen, C. Hoymann,
and D. Gerstenberger, “5G New Radio Evolution,” Ericsson Technology
Review, no. 2, March 2020.
[6] M. Vaezi, Z. Ding, and H. V. Poor, Multiple access techniques for 5G
wireless networks and beyond. Springer, 2019.
[7] C.-H. Lin, S.-L. Shieh, T.-C. Chi, and P.-N. Chen, “Optimal Inter-
Constellation Rotation Based on Minimum Distance Criterion for Uplink
NOMA,” IEEE Transactions on Vehicular Technology, vol. 68, no. 1,
pp. 525–539, 2018.
[8] X. Wang, F. Labeau, and L. Mei, “Closed-form BER expressions of
QPSK constellation for uplink non-orthogonal multiple access,” IEEE
Communications Letters, vol. 21, no. 10, pp. 2242–2245, 2017.
[9] J. S. Yeom, H. S. Jang, K. S. Ko, and B. C. Jung, “BER Performance
of Uplink NOMA With Joint Maximum-Likelihood Detector,” IEEE
Transactions on Vehicular Technology, vol. 68, no. 10, pp. 10 295–
10 300, 2019.
[10] F. Kara and H. Kaya, “BER performances of downlink and uplink
NOMA in the presence of SIC errors over fading channels,” IET
Communications, vol. 12, no. 15, pp. 1834–1844, 2018.
[11] J. Mirza, G. Zheng, S. Saleem, and K.-K. Wong, “Optimization of
Uplink CSI Training for Full-Duplex Multiuser MIMO Systems,” IEEE
Communications Letters, vol. 23, no. 12, pp. 2325–2329, 2019.
[12] M. Shirvanimoghaddam, M. S. Mohammadi, R. Abbas, A. Minja,
C. Yue, B. Matuz, G. Han, Z. Lin, W. Liu, Y. Li, S. Johnson, and
B. Vucetic, “Short block-length codes for ultra-reliable low latency
communications,” IEEE Communications Magazine, vol. 57, no. 2, pp.
130–137, 2019.
[13] W. Zhang, X.-G. Xia, and P.-C. Ching, “Optimal training and pilot pat-
tern design for OFDM systems in Rayleigh fading,” IEEE Transactions
on Broadcasting, vol. 52, no. 4, pp. 505–514, 2006.
[14] C. Shin, R. W. Heath, and E. J. Powers, “Blind channel estimation for
MIMO-OFDM systems,” IEEE Transactions on Vehicular Technology,
vol. 56, no. 2, pp. 670–685, 2007.
[15] S. Shaham, M. Ding, M. Kokshoorn, Z. Lin, S. Dang, and R. Abbas,
“Fast channel estimation and beam tracking for millimeter wave vehic-
ular communications,” IEEE Access, vol. 7, pp. 141 104–141 118, 2019.
[16] K. Liu, J. P. C. Da Costa, H.-C. So, and A. L. De Almeida, “Semi-
blind receivers for joint symbol and channel estimation in space-
time-frequency MIMO-OFDM systems,” IEEE Transactions on Signal
Processing, vol. 61, no. 21, pp. 5444–5457, 2013.
[17] A. Ladaycia, A. Belouchrani, K. Abed-Meraim, and A. Mokraoui,
“Semi-blind MIMO-OFDM channel estimation using expectation max-
imisation like techniques,” IET Communications, vol. 13, no. 20, pp.
3452–3462, 2019.
[18] M. Rim and C. G. Kang, “Uplink non-orthogonal multiple access with
channel estimation errors for internet of things applications,” Sensors,
vol. 19, no. 4, p. 912, 2019.
[19] S. Jiang, X. Yuan, X. Wang, and C. Xu, “Joint user identification,
channel estimation, and signal detection for grant-free NOMA,” in 2019
IEEE Global Communications Conference (GLOBECOM). IEEE, 2019,
pp. 1–6.
[20] B. Wang, L. Dai, T. Mir, and Z. Wang, “Joint user activity and data
detection based on structured compressive sensing for NOMA,” IEEE
Communications Letters, vol. 20, no. 7, pp. 1473–1476, 2016.
[21] C. Wei, H. Liu, Z. Zhang, J. Dang, and L. Wu, “Approximate message
passing-based joint user activity and data detection for NOMA,” IEEE
Communications Letters, vol. 21, no. 3, pp. 640–643, 2016.
[22] Z. Chen, F. Sohrabi, and W. Yu, “Sparse activity detection for massive
connectivity,” IEEE Transactions on Signal Processing, vol. 66, no. 7,
pp. 1890–1904, 2018.
[23] L. Liu and W. Yu, “Massive connectivity with massive MIMO - part
I: Device activity detection and channel estimation,” IEEE Transactions
on Signal Processing, vol. 66, no. 11, pp. 2933–2946, 2018.
[24] Y. Zhang, Q. Guo, Z. Wang, J. Xi, and N. Wu, “Block sparse Bayesian
learning based joint user activity detection and channel estimation for
grant-free NOMA systems,” IEEE Transactions on Vehicular Technol-
ogy, vol. 67, no. 10, pp. 9631–9640, 2018.
[25] S. Jiang, X. Yuan, X. Wang, C. Xu, and W. Yu, “Joint user identification,
channel estimation, and signal detection for grant-free NOMA,” 2020.
[26] M. Ester, H.-P. Kriegel, J. Sander, X. Xu et al., “A density-based
algorithm for discovering clusters in large spatial databases with noise.”
in KDD, vol. 96, no. 34, 1996, pp. 226–231.
[27] M. Ankerst, M. M. Breunig, H.-P. Kriegel, and J. Sander, “Optics:
ordering points to identify the clustering structure,” ACM Sigmod record,
vol. 28, no. 2, pp. 49–60, 1999.
[28] H.-P. Kriegel, P. Kröger, J. Sander, and A. Zimek, “Density-based clus-
tering,” Wiley Interdisciplinary Reviews: Data Mining and Knowledge
Discovery, vol. 1, no. 3, pp. 231–240, 2011.
[29] Y. Cheng, “Mean shift, mode seeking, and clustering,” IEEE transactions
on pattern analysis and machine intelligence, vol. 17, no. 8, pp. 790–
799, 1995.
[30] R. Singh, B. C. Pal, and R. A. Jabr, “Statistical representation of distri-
bution system loads using gaussian mixture model,” IEEE Transactions
on Power Systems, vol. 25, no. 1, pp. 29–37, 2009.
[31] T. Hastie, R. Tibshirani, and J. Friedman, The elements of statistical
learning: data mining, inference, and prediction. Springer Science &
Business Media, 2009.
[32] A. P. Dempster, N. M. Laird, and D. B. Rubin, “Maximum likelihood
from incomplete data via the EM algorithm,” Journal of the Royal
Statistical Society: Series B (Methodological), vol. 39, no. 1, pp. 1–22,
1977.
