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Capitolo 1
Introduzione
Questa tesi si propone di analizzare un nuovo ed importante ambito di ricer-
ca, che unisce due settori dell’informatica storicamente ben distinti e mol-
to lontani tra loro. Stiamo parlando del “High Performance Pervasive
Computing”, formalizzato con questo termine in [58] ma gia` presente nel
mondo della ricerca nella forma delle “Pervasive Grid”[52, 62].
Il termine stesso riporta ai due settori di ricerca interessati: “Grid” e
“Pervasive” Computing. Agli inizi del nuovo secolo i ricercatori dei due
i settori hanno iniziato a guardare con interesse le innovazioni introdotte
nell’altro. Entrambi trattano infatti applicazioni distribuite tra nodi etero-
genei in ambienti di esecuzione dinamici, anche se con ottiche estremamente
differenti.
Da una parte troviamo il “Pervasive Computing”, nato alla fine degli anni
80 dalla mente visionaria di Mark Weiser[82]. In questo settore si studiano
tecnologie hardware e software per la progettazione di applicazioni distribuite
su un insieme molto dinamico di dispositivi dotati di capacita` computazionali
e comunicative (dai comuni PC a cellulari, PDA, wearable devices, etc), che
possano aiutare l’utente nei suoi compiti quotidiani. Una caratteristica base
di queste applicazioni e` la totale integrazione con l’ambiente e con gli utenti
stessi, in modo da adattarsi alle richieste e alle necessita` di essi.
Dall’altra il “Grid Computing”, promosso inizialmente da Foster[46], si
propone di utilizzare risorse sparse geograficamente per l’esecuzione di ap-
plicazioni computazionalmente pesanti e si e` rivelato negli ultimi anni come
il paradigma principale per lo sviluppo di applicazioni distribuite su grandi
distanze. In questo caso si studiano sempre problemi legati all’eterogeneita` e
alla dinamicita` dei nodi, anche se di entita` minore e nell’ottica di applicazioni
parallele ad alte prestazioni.
2 Introduzione
Lo sviluppo della tecnologia e della miniaturizzazione dei componenti ha
nel tempo avvicinato i due settori: fino a qualche anno fa i dispositivi em-
bedded ormai di uso comune (orologi digitali, navigatori GPS, cellulari, etc.)
erano quasi impensabili.
Quando fu coniato il concetto di “Pervasive Computing” lo scalino con-
siderato insormontabile era quello dell’hardware: riuscire ad ottenere dispo-
sitivi compatti, con risorse computazionali adeguate e consumi ridotti era, a
quel tempo, impossibile. Con l’evoluzione dell’hardware questo problema e`
venuto meno, ma lo sviluppo delle tecnologie software non e` andato di pari
passo: i ricercatori si sono trovati con i dispositivi immaginati da Weiser ma
senza gli strumenti adatti per programmarci applicazioni pervasive. A questo
punto e` emersa l’idea di utilizzare dei tool gia` sviluppati: quelli creati per
“Grid Computing” sembravano un buon punto di partenza[38, 70], in quanto
gia` costruiti con i meccanismi per gestire eterogeneita` e dinamicita` dei nodi.
Dal punto di vista del “Grid Computing”, invece, il fattore scatenante e`
stata la potenza computazionale fornita dagli attuali dispositivi embedded,
allineata ai computer di qualche anno fa. Nasce cos`ı il concetto di “Pervasive
Grid”, ovvero una griglia composta dai nodi tipici di un ambiente pervasivo
utilizzati, se necessario, cooperando con o sostituendo i nodi normalmente
presenti nelle griglie.
Nell’ottica di applicazioni HPC sono sempre stati considerati nodi come
server, workstation ed eventualmente PC. Il trend dei dispositivi embedded,
pero`, sottolinea una particolare evoluzione nell’ultimo periodo: gli smart-
phone sono dotati di processori molto efficienti,con velocita` che superano i
600Mhz e acceleratori grafici dedicati. La stessa ARM ha da poco presentato
una nuova architettura per dispositivi portatili ed embedded, multi-core (fino
ad 4 core per processore) con frequenze che raggiungeranno i 2Ghz[14].
“Pervasive Grid”
Rispetto ad una normale griglia computazionale, quelle pervasive estremiz-
zano sia i concetti di eterogeneita` che di dinamicita`. Abbiamo nodi profon-
damente differenti sia dal punto di vista prestazionale che architetturale che
software, e la frequenza con cui i nodi entrano o escono nella griglia aumenta
considerevolmente: stiamo infatti parlando di dispositivi per natura mobili
e di connessioni di tipo wireless, che non offrono certo le caratteristiche di
stabilita` di quelle cablate.
Ma il problema piu` importante che si pone e` la tipologia di applicazioni
che vogliamo sviluppare su queste griglie. Potremmo considerarle come nor-
mali griglie computazionali dove, se risulta conveniente, vengono utilizzati
anche i dispositivi mobili per aumentare il grado di parallelismo dell’ap-
3plicazione e, di conseguenza, le prestazioni della stessa. Questi dispositivi
verrebbero percio` trattati a tutti gli effetti come normali nodi della griglia.
Oppure si potrebbe usare un approccio piu` alla “pervasive computing”,
dove le normali applicazioni pervasive utilizzano, quando ne hanno bisogno,
il resto della griglia per calcoli intensivi.
Entrambi gli approcci rimangono pero` troppo legati al settore di pro-
venienza, e non permettono di trarre il massimo beneficio dalla “Pervasive
Grid”. Ci immaginiamo un nuovo approccio, che amalgami in modo mol-
to piu` forte le due tecnologie; da questo nasce il termine “High Perfor-
mance Pervasive Computing”1, che vuole dare la possibilita` di esprimere
applicazioni pervasive con requisiti di alte prestazioni.
Un esempio di applicazione
Ci si potrebbe chiedere quale tipo di applicazioni abbia bisogno contem-
poraneamente di caratteristiche pervasive e di alte prestazioni. Un esem-
pio pratico e` emerso all’interno del progetto FIRB In.Sy.Eme[76], focaliz-
zato allo studio di sistemi informativi integrati per la gestione di emergen-
ze sul territorio. Queste si differenziano notevolmente dai tipici casi d’u-
so di applicazioni pervasive, utilizzate normalmente per realizzare ambienti
“intelligenti”[27, 69, 82] sia per i requisiti computazionali che per l’estensione
del territorio gestito dall’infrastruttura.
Parliamo di aree grandi decine (se non centinaia) di chilometri all’aperto,
ben diverse da quelle contenute di una stanza o di un palazzo. Queste aree
sono sotto il controllo costante di sensori di vario tipo, per monitorarle sia in
una fase previsionale, che in una di decision-making durante le emergenze.
In generale gestire questo flusso di informazioni ed utilizzarlo per previ-
sioni accurate e` una operazione non banale che richiede grandi capacita` di
calcolo, per eseguire algoritmi di simulazione, data mining, etc. Questo ren-
de necessario l’utilizzo di sistemi paralleli, e di tutte le tecniche e tecnologie
tipiche dell’HPC. Allo stesso tempo, pero`, soprattutto in caso di emergenza,
abbiamo a che fare con un grande numero di dispositivi di piccole dimensioni
in un’area geografica ristretta. In questi casi, proprio a causa dell’emergenza
stessa, le risorse normalmente utilizzate per analizzare i dati potrebbero non
essere raggiungibili; nell’ottica di aiutare al meglio gli operatori si rende ne-
cessario l’utilizzo delle poche risorse accessibili sul luogo, per generare delle
previsioni “peggiori” ma che possano comunque dare agli operatori un’idea
di cosa potrebbe accadere.
1Che spesso abbrevieremo con la sigla HPPC
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Gli strumenti per costruire applicazioni HPPC
L’obiettivo principale di questa tesi e` di proporre uno strumento per la pro-
grammazione di questa tipologia di applicazioni. Essendo un settore relati-
vamente nuovo non si trovano ancora strumenti nati e sviluppati per questo.
Abbiamo percio` studiato a fondo i sistemi di sviluppo attualmente presenti sia
nell’ambito del “Pervasive Computing” che in quello del “Grid Computing”
e, piu` in generale, del “High Performance Computing”.
Da questo studio vedremo come nessuno degli strumenti attualmente esi-
stenti riesca a racchiudere tutte le caratteristiche da noi richieste. Propo-
niamo percio` un nuovo modello, che basa le sue radici sul progetto ASSIST,
sviluppato nel Dipartimento di Informatica dell’Universita` di Pisa per la rea-
lizzazione di applicazioni parallele ad alte prestazioni. A questo modello, che
supporta nativamente le griglie computazionali, aggiungiamo la possibilita`
di definire applicazioni pervasive, supportando le due caratteristiche princi-
pali di quest’ultime: context awareness e adattivita`. L’estendere ASSIST per
gestire queste due problematiche ci ha portato a chiamare il nuovo modello
ASSISTANT: ASSIST with Adaptivity and coNText awareness.
1.1 ASSISTANT: un modello per applicazio-
ni pervasive ad alte prestazioni
Il modello di programmazione ASSISTANT non viene trattato per la prima
volta in questa tesi: il nostro gruppo di ricerca ci sta lavorando da piu` di un
anno, sempre nell’ottica del progetto FIRB In.Sy.Eme (Integrated Systems
for Emergencies). Le prime idee sono state introdotte nella tesi [58]; succes-
sivamente sono stati prodotti anche degli articoli ([21, 22, 42]) e alcune prime
sperimentazioni per valutare le scelte operate a livello di modello.
Nonostante questo, lo studio su ASSISTANT non e` ancora da considerarsi
completo. Molti degli aspetti chiave sono stati studiati in modo superficiale,
nell’ottica di avere una visione d’insieme da approfondire successivamente.
Con questa tesi abbiamo percio` iniziato ad analizzare in modo piu` ap-
profondito alcuni dei problemi non ancora studiati. Durante il lavoro sono
stati modificati alcuni aspetti sintattici e semantici del modello; per questo
motivo la versione riportata qui differisce lievemente da quelle gia` presentate
nei precedenti lavori. In ogni caso neanche questa versione e` da considerarsi
definitiva: basti pensare che alcuni sviluppi nati anche all’interno della tesi
non sono stati riportati, per motivi di tempo e di spazio.
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La decisione di sviluppare il nuovo modello a partire da uno strumento per
applicazioni parallele nasce principalmente dall’esperienza del nostro gruppo
di ricerca in questo settore.
Questo non e` pero` l’unico motivo: lo studio degli strumenti per appli-
cazioni pervasive ha sottolineato come nessuno di questi permettesse lo svi-
luppo di programmi paralleli. Inserire al loro interno meccanismi per de-
scrivere computazioni di questo tipo avrebbe richiesto profonde modifiche
all’intera architettura di questi modelli. Al contrario la programmazione
parallela strutturata ci permette di inserire caratteristiche di adattivita` e
context awareness senza dover stravolgere completamente il modello, man-
tenendo quindi le caratteristiche di programmabilita` e performance che la
contraddistinguono.
La scelta del modello di programmazione parallela strutturata da utiliz-
zare come base e` caduta naturalmente su ASSIST, in quanto studiato da
anni all’interno del nostro gruppo di ricerca e molto piu` flessibile dei modelli
a skeleton classici. Il lavoro svolto e` pero` in gran parte indipendente da AS-
SIST, e puo` essere studiato anche su altri modelli, come ad esempio quello
presentato in [5], che include gia` alcune forme di adattivita`.
Gli eventi
Una applicazione adattiva e context aware richiede, per definizione, una certa
“coscienza” dell’ambiente in cui si trova. Con il termine “ambiente” nel caso
di applicazioni pervasive ci si riferisce non solo all’ambiente di esecuzione (le
macchine utilizzate dal programma), ma anche all’ambiente fisico in cui si
trova.
La modalita` piu` utilizzata per dotare l’applicazione di questa conoscenza
e` l’utilizzo di un meccanismo di “eventi”, che vengono generati in caso di
modifica dell’ambiente e notificati all’applicazione. In questo modo siamo li-
beri di definire un comportamento “asincrono”, dove il programma continua
normalmente la sua esecuzione finche´ non si verifica un particolare evento.
La gestione dell’evento puo` causare delle modifiche nel comportamento del-
l’applicazione, che diventa cos`ı context-aware. Una caratteristica importante
di un modello ad eventi di questo tipo e` la sua naturale predisposizione al-
l’adattivita`: basta definire e trattare degli eventi anche sulla variazione delle
caratteristiche delle risorse, per rendere l’applicazione adattiva.
Nella nostra proposta gli eventi diventano percio` una delle componenti
fondamentali per rendere le applicazioni ad alte prestazioni pervasive: un
programma continua la sua naturale esecuzione fino all’arrivo di un evento,
quando (in base a delle politiche decise dallo sviluppatore) decidera` se e come
modificare il suo comportamento e la sua esecuzione. Le applicazioni possono
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percio` essere adattive e context-aware allo stesso tempo, in base alla tipologia
di eventi trattati.
L’adattivita`
La strutturazione di un programma parallelo utilizzando le forme di paralleli-
smo note offre molti vantaggi, come avere un modello dei costi, conoscere im-
plementazioni ottimizzate della struttura parallela, poter applicare ottimiz-
zazioni legate all’architettura di esecuzione e scrivere programmi parametrici
sul grado di parallelismo. Tutte queste caratteristiche sono importantissime
in ambienti di esecuzione dinamici, in quanto permettono al programmatore
di descrivere il programma in una forma generica e lasciare al supporto le
eventuali ottimizzazioni per le varie architetture.
Possiamo percio` dire che i modelli di programmazione parallela struttura-
ta offrono naturalmente dei meccanismi di adattivita` trasparenti all’applica-
zione, tramite la realizzazione di supporti in grado di modificare l’implemen-
tazione dell’applicazione per sfruttare al meglio l’architettura di esecuzione
corrente. In caso di aggiunta o rimozione di nodi si puo` cambiare il grado
di parallelismo, oppure spostare parti dell’applicazione su nodi differenti e
piu` potenti. Nell’eventualita` di un cambio radicale dell’ambiente di esecuzio-
ne possiamo persino passare ad una nuova implementazione della forma di
parallelismo per migliorare le prestazioni.
Nel caso degli ambienti di griglia queste tecniche sono molto importanti,
e soprattutto sufficienti, per sfruttare al meglio i nodi disponibili. Di studi
in letteratura su questi concetti ce ne sono moltissimi, e dimostrano come
sia possibile realizzare moduli “autonomici”, in grado di modificare automa-
ticamente il proprio comportamento per rispettare determinati “contratti”
forniti dal programmatore[4, 79].
Al contrario siamo fermamente convinti che, per ambienti molto piu` etero-
genei e dinamici come quelli tipici del pervasive computing, queste tecnologie
non siano piu` sufficienti. Il forte divario tra le varie risorse hardware presenti
rende molto meno praticabile un approccio “trasparente” al programmato-
re, in cui tutta la gestione dell’adattivita` viene demandata ad un “supporto
intelligente”.
Spostare una computazione sviluppata per ambienti ad alte prestazioni su
un insieme di dispositivi mobili e` in realta` una operazione molto complicata:
non si tratta solo di questioni puramente tecnologiche, come poter disporre
di una versione compilata (ed ottimizzata) per entrambe le architetture (che
magari utilizzano supporti e meccanismi di comunicazione differenti), di spo-
stare i dati della computazione verso i nuovi nodi o di gestire dei formati di
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dato differenti2. Per risolvere questi problemi ci basta sfruttare la conoscenza
fornita dalle forme di parallelismo, e sono gia` stati tutti trattati con successo
sulle griglie computazionali.
Nel nostro caso le differenze sulle risorse sono cos`ı marcate che possono
influire sulla corretta esecuzione dell’applicazione stessa. Le risorse hardware
disponibili sui PDA non saranno sicuramente sufficienti a garantire l’esecu-
zione di un programma pensato per un cluster: anche ammettendo che la
memoria di questi dispositivi possa contenere i dati della computazione (un
server puo` gestire qualche gigabyte di dati, il pda poche centinaia di mega-
byte) i tempi esecuzione sui dispositivi mobili saranno spesso talmente alti
da risultare comunque inutili. C’e` bisogno di un cambiamento piu` radicale
nell’applicazione, di modifiche sostanziali agli algoritmi eseguiti, che permet-
tano un comportamento accettabile anche su dispositivi con caratteristiche
computazionali sensibilmente diverse.
Anche in questo caso le forme di parallelismo ci possono aiutare, con la loro
caratteristica di composizionalita` e la possibilita` di definire le applicazioni
tramite grafi generici di entita` parallele cooperanti (che per comodita` nella
trattazione chiameremo “moduli”).
In questo caso le applicazioni ereditano alcune caratteristiche tipiche del-
la programmazione a componenti, soprattutto la completa separazione tra
i differenti moduli che la compongono, e possiamo riutilizzare le tecniche
studiate in quel settore per definire un concetto di “compatibilita`”, che ci
permette di “sostituire” delle parti senza modificare l’intera applicazione.
In questo modo possiamo definire piu` “versioni” di ogni singola entita` pa-
rallela, adatte a differenti ambienti di esecuzione. Questo concetto e` differente
da quello gia` spiegato precedentemente di “implementazione” di una forma
parallela. In quel caso, infatti, la semantica del modulo non variava tra le
due implementazioni: si trattava cioe` di semplici “ottimizzazioni” del codice
parallelo. Al contrario, quello che vogliamo definire ora sono differenti ver-
sioni, con semantiche diverse ma “compatibili”, che possano essere scambiate
tra loro senza modificare il comportamento globale dell’applicazione.
Per chiarire il concetto riportiamo un esempio pratico, tratto dal calcolo
numerico. Per la risoluzione di sistemi lineari esistono molti algoritmi diffe-
renti. Alcuni sono di tipo diretto, altri di tipo iterativo. Assumiamo di avere
un modulo che risolve un sistema lineare. Questo puo` essere implementa-
to con differenti algoritmi, ma il suo risultato sara` sempre la soluzione del
sistema. Certo, potrebbe non essere esattamente uguale, in quanto ogni al-
2L’esempio piu` importante in questo ambito e` la differenza, tra i formati “big endian”
e “little endian” ancora presente nel mondo dei calcolatori.
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goritmo ha una sua stabilita` ed una sua precisione. Due moduli con lo stesso
algoritmo, ma con grado di parallelismo differente, forniranno un risultato
identico ma con tempi di esecuzione differenti. Due moduli con algoritmi
diversi forniranno, invece, un risultato simile ma non necessariamente iden-
tico; non hanno percio` la stessa semantica, ma sono compatibili, in quanto
producono un risultato concettualmente identico.
La nostra idea e` quella di poter descrivere applicazioni dotate di differenti
“versioni” di ogni singola parte parallela, adatte ad essere eseguite su diverse
tipologie di dispositivi. Questo approccio richiede pero` l’intervento del pro-
grammatore, in quanto il supporto non e` in grado di trovare automaticamente
le differenti versioni.
L’approccio all’adattivita` non e` piu` completamente trasparente, e richiede
l’intervento dello sviluppatore dell’applicazione. Si tratta comunque dell’ap-
proccio utilizzato nell’ambito del “pervasive computing”, dove le applicazioni
adattive vengono da sempre definite con l’ausilio del programmatore [61, 65].
Riprendendo ora l’esempio di prima, possiamo permetterci di spostare un
modulo da un cluster ad un pda, in quanto il programmatore avra` fornito
due differenti versioni: una per il cluster, l’altra per il pda. Chiaramente le
due versioni devono essere profondamente differenti: ci immaginiamo che la
versione per pda produca risultati meno accurati o addirittura stimati, che
pero` in molti casi sono molto piu` utili rispetto a non avere assolutamente un
risultato, o averlo in un tempo troppo elevato.
Il concetto di “versioni” diverse per ogni parte dell’applicazione non e`
comunque in contrasto con le tecniche di adattivita` sull’implementazione
della forma parallela. In generale queste due possono, e per noi devono,
essere presenti contemporaneamente nel modello; in questo modo il supporto
del modello ed il programmatore stesso cooperano per realizzare applicazioni
studiate per differenti tipologie di architetture ed ottimizzate per i singoli
ambienti di esecuzione.
La context awareness
A questo punto abbiamo gia` introdotto tutte le caratteristiche necessarie per
definire una applicazione context-aware: abbiamo un modello di eventi, che
permette di modificare il comportamento dell’applicazione in base alla loro
ricezione. Se questo non bastasse, possiamo anche definire differenti versioni
di un modulo, anche profondamente diverse tra loro. Questi due strumenti
permettono di modificare in modo molto flessibile l’intera applicazione o delle
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sue parti per renderla adatta all’ambiente (inteso nel senso piu` ampio del
termine).
I modelli per applicazioni pervasive forniscono, normalmente, tecniche
per ragionare sugli eventi ricevuti al fine di dedurre nuove informazioni. La
nostra proposta e` di dedicare parti dell’applicazione alla generazione di queste
nuove informazioni, tramite la creazione di nuovi eventi in base ad un lavoro
su quelli ricevuti. In questo modo si possono modellare anche algoritmi di
inferenza o data mining molto complicati, magari in versione parallela.
1.2 Struttura della tesi
L’obiettivo principale della tesi e` stato quello di raccogliere tutto il lavoro
svolto fino a questo momento sull’ambiente di sviluppo per descrivere ASSI-
STANT in modo completo e, al tempo stesso, correggere eventuali incoerenze
nate dallo studio sommario di alcuni aspetti del modello.
La tesi e` naturalmente suddivisa in due parti: una di presentazione dello
stato dell’arte, ed una sul nuovo modello di programmazione ASSISTANT.
Nella prima parte illustriamo le problematiche del “High Performance
Pervasive Computing” e dei suoi due parenti stretti, cercando di raccoglie-
re gli attuali sviluppi nel campo dei modelli di programmazione sia per il
“Pervasive Computing che per l’“High Performance Computing”. Nella se-
conda presentiamo invece il nuovo modello. Cerchiamo pero` di mantenere
la trattazione il piu` possibile generale e separata da ASSISTANT stesso:
solamente nell’ultimo capitolo presenteremo la sintassi del linguaggio, dove
emergeranno tutte le caratteristiche approfondite nei capitoli precedenti.
Vediamo la suddivisione dei capitoli piu` in dettaglio:
• Capitolo 2, Pervasive Computing e Applicazioni ad Alte Pre-
stazioni: in questo capitolo presentiamo i due settori che hanno por-
tato alla nascita dell’HPPC. Vengono illustrati i problemi di ricerca
risolti e quelli ancora aperti, per fornire al lettore una panoramica del
settore di ricerca in cui e` ambientata la tesi.
• Capitolo 3, Modelli di programmazione Context-Aware: ana-
lizziamo i modelli piu` promettenti per lo sviluppo di applicazioni per-
vasive. Ognuno dei sistemi trattati contiene caratteristiche interessanti
e degne di nota, ma non si candida come ambiente definitivo per lo
sviluppo di applicazioni pervasive. In questo capitolo mostriamo le
tecniche piu` utilizzate per supportare adattivita` e context-awareness
e, al tempo stesso, come i modelli esistenti non permettano di de-
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scrivere applicazioni molto complesse, tantomeno con requisiti di alte
prestazioni.
• Capitolo 4, ASSIST: gemello del precedente, questo capitolo intro-
duce gli ultimi risultati sui modelli di programmazione parallela. A
differenza del capitolo 3, pero`, ci focalizziamo interamente su un unico
ambiente, ASSIST. Rispetto ai modelli visti precedentemente, ASSIST
permette di risolvere tutti i problemi fondamentali nell’ambito dell’H-
PC, e puo` quindi essere considerato come uno strumento completo. La
trattazione estesa ci permette, inoltre, di illustrare in modo completo
quelle che saranno le basi del nuovo modello proposto nella tesi.
• Capitolo 5, Un nuovo modello per applicazioni pervasive ad
alte prestazioni: finalmente iniziamo la trattazione di ASSISTANT.
Dopo una prima fase in cui motiviamo la scelta di creare un nuovo
modello utilizzando le solide basi di ASSIST, presentiamo per la prima
volta in modo dettagliato i concetti che vogliamo introdurre nel nuovo
ambiente di sviluppo. Introduciamo una modellazione concettuale di
una applicazione “a strati” e definiamo in modo dettagliato i mecca-
nismi da noi proposti per risolvere i problemi di adattivita` e context
awareness.
• Capitolo 6, Un esempio completo: in questo capitolo cerchiamo
di dare un’idea piu` concreta dell’utilita` del modello, presentando una
applicazione studiata nell’ambito del progetto In.Sy.Eme con requisiti
di alte prestazioni in un ambiente fortemente pervasivo. Cerchiamo
di proporre una trattazione il piu` generale possibile, senza introdurre
ulteriori dettagli su ASSISTANT ma solo i concetti gia` descritti nel
capitolo 5. Le parti parallele sono descritte con ASSIST, ma solamente
perche´ si tratta dell’unico modello HPC presentato nella tesi. Lo scopo
di questo capitolo e` anche sensibilizzare il lettore alla modalita` di analisi
e di studio necessari per la realizzazione di una applicazione HPPC.
• Capitolo 7, ASSISTANT: ASSIST with Adaptivity and coN-
Text awareness: in questo capitolo viene presentata la sintassi di
ASSISTANT in modo completo. Avendo gia` studiato una applicazione
complessa, tutti gli esempi saranno basati su questa, col duplice obiet-
tivo di trattare anche quei problemi non banali che non emergerebbero
da esempio “scolastico”, e al tempo stesso fornire una implementazione
in ASSISTANT dell’applicazione trattata nel capitolo 6.
• Capitolo 8, Conclusioni: terminiamo la tesi, descrivendo a grandi








Il concetto di Pervasive Computing, noto anche come Ubiquitous Computing,
e` stato introdotto alla fine degli anni ’80 dal ricercatore Mark Weiser[82].
In questo capitolo cerchiamo di riassumere le idee iniziali del Pervasive Com-
puting, l’evoluzione del termine in questi ultimi venti anni e alcuni dei prin-
cipali problemi di ricerca, risolti o ancora presenti.
Di questi ci focalizziamo sulla Context-Awareness, concetto fondamentale per
lo sviluppo delle applicazioni pervasive immaginate da Weiser.
Infine presentiamo le ultime ricerche sull’High Performance Computing, de-
scrivendo come queste convergano verso piattaforme pervasive e, quindi, ver-
so un nuovo modello di pervasive computing orientato ad applicazioni ad alte
prestazioni.
2.1 Il Pervasive Computing
Durante il suo lavoro allo Xerox Palo Alto Research Center, Weiser sviluppo`
il concetto di computer “onnipresenti”. Una rivoluzione per l’epoca, da poco
infatti si parlava di personal computer, e Weiser gia` immaginava un mondo
dove in ogni stanza fossero presenti decine, se non centinaia, di computer dalle
forme e dimensioni piu` varie, collegati tra loro per mezzo di una rete. Ma
il pervasive computing non rappresentava solo la presenza di tanti computer
miniaturizzati. Infatti, per Weiser, un requisito fondamentale era cambiare
completamente l’interazione con i computer per renderla talmente semplice
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e comune da trasformarla in gesto ovvio e spontaneo. In questo modo le
persone si sarebbero “dimenticate” di avere a che fare con dei computer.
Weiser illustrava il pervasive computing come l’esatto opposto della realta`
virtuale. Nel primo caso, infatti, i computer sono talmente “immersi” e “on-
nipresenti” nel mondo reale che ne diventano parte integrante. Nel secondo
invece sono le persone che, per utilizzare i computer, devono entrare in un
“mondo virtuale”, differente da quello reale.
In questa ottica Weiser presento` tre tipologie di ubiquitous computer, che
riprendevano equivalenti “cartacei” utilizzati oramai da anni in tutti gli uf-
fici: il post-it, il blocco note e la lavagna. La versione “digitale” di questi
oggetti voleva in qualche modo riprendere tutti gli usi di quella originale,
aggiungendone altri tipici dei calcolatori.
Le idee di Weiser erano pero` ancora troppo futuristiche, e i problemi da
affrontare molteplici. Al PARC furono sviluppati dei primi prototipi degli
ubiquitous computer sopra presentati: Tab,Pad e Boards, ma i ricercatori si
scontrarono con problematiche sia hardware che software[83].
• Il livello di miniaturizzazione delle componenti hardware non era suffi-
ciente per permettere lo sviluppo di soluzioni che fossero piccole come
i Post-it, ma al tempo stesso abbastanza potenti per le idee di Weiser.
• Le connessioni di rete, soprattutto quelle wireless, erano ancora ad
uno stato embrionale e non offrivano la banda necessaria a condividere
grandi moli di dati.
• Nello sviluppo dei componenti elettronici ancora non si teneva con-
to del consumo energetico, aspetto fondamentale per questo tipo di
dispositivi.
• Infine i problemi software: lo sviluppo su questo tipo di piattaforme
doveva tenere in considerazione una miriade di problemi non banali e
non ancora affrontati da nessun settore della ricerca.
Ma le supposizioni di Weiser sullo sviluppo delle tecnologie erano corrette.
Nell’arco di circa dieci anni l’evoluzione hardware aveva gia` fatto passi da
gigante, e al giorno d’oggi strumenti come cellulari e PDA, GPS, reti wireless
e sensori ambientali sono ormai commercializzati e accessibili a tutti. Si
aprono quindi nuove frontiere per il pervasive computing, oggi definito come
“un ambiente pieno di oggetti con capacita` computazionali e co-
municative, talmente integrato con gli utenti da rappresentare
una tecnologia che svanisce”[65]
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In tale ambiente troviamo tutti quei dispositivi digitali dotati di CPU, su cui
necessariamente si trovano un sistema operativo e dei programmi applicativi.
Alcuni esempi di tali dispositivi, chiamati spesso “embedded” sono:
• Telefoni digitali (cellulari o anche semplici cordless).
• Palmari (PDA) e smartphone.
• Computer portatili.
• Navigatori GPS.
• SmartCard (carte di credito, badge elettronici, etc).
• Wearable device.
• Sensori (sensori di temperatura, di movimento, etc).
• Televisori.
Questi strumenti devono “cooperare” tra loro utilizzando le proprie capacita`
trasmissive, nell’ottica di assecondare le necessita` dell’utente.
Uno degli esempi piu` comuni nel campo del pervasive computing e` quello
delle Smart House, “case intelligenti” in cui i dispositivi digitali intuiscono
le intenzioni dell’utente e lo assecondano. Ad esempio accendendo la luce
quando una persona si sposta in una nuova stanza, oppure chiamando nume-
ri d’emergenza se l’utente si sente male. Anche questi due semplici esempi
richiedono l’interazione di molti dispositivi: nel primo caso, i sensori che
rilevano il movimento dell’utente all’interno delle stanze e gli attuatori che
accendono/spengono la luce. Nel secondo, uno o piu` sensori che rilevano
un comportamento anomalo dell’utente, o anche un wearable device che si
accorge di una variazione dei valori dello stato fisico della persona (ad esem-
pio battito cardiaco accelerato o assente); questi possono interagire con una
qualche base di dati che identifichi il problema come grave, cerchi su internet
il numero dell’emergenza sanitaria locale e lo passi ad un telefono digitale,
il cui compito sara` chiamare il numero e comunicare all’operatore tutte le
informazioni raccolte dai sensori e dalla base di dati.
2.2 La ricerca sul Pervasive Computing
Abbiamo gia` detto che le supposizioni di Weiser sullo sviluppo delle tecno-
logie erano corrette. Gia` oggi una stanza contiene decine di computer dotati
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di connessioni wireless; eppure non ci troviamo ancora nel mondo da lui au-
spicato. I computer sono davvero “onnipresenti”, e spesso di dimensioni cos`ı
piccole da farci dimenticare che lo sono; ma manca quella “coesione”, quella
“cooperazione” tra dispositivi tipica del pervasive computing.
Le limitazioni hardware che rendevano questo concetto poco piu` di una
“visione futuristica” sono ormai superati; nonostante questo, dal punto di
vista del software esistono ancora molteplici problemi di ricerca aperti, che
cercheremo di riassumere nelle prossime righe.
Da un certo punto di vista il pervasive computing puo` essere visto come
un passo evolutivo a partire da due settori di ricerca sviluppatisi a partire
dagli anni ’70: i sistemi distribuiti e il mobile computing. Infatti molti dei
problemi tipici di questi sistemi si ritrovano nel pervasive computing, insieme
ad altri completamente nuovi e caratteristici di quest’ultimo. A tal proposito
in figura 2.1 riprendiamo la tassonomia proposta in [65], in cui si raggruppano
i problemi del pervasive computing in tre grandi categorie:
• Derivati dai sistemi distribuiti.
• Derivati dal mobile computing.
• Introdotti dal pervasive computing.
2.2.1 Sistemi Distribuiti
Il campo dei sistemi distribuiti nacque negli anni ’70 con l’avvento dei per-
sonal computer e delle reti locali. La ricerca nel settore e` continuata fino ai
primi anni ’90, e ha portato a basi concettuali e algoritmiche molto solide,
valide per tutti i casi in cui due o piu` computer connessi tramite rete (sia essa
cablata o non, mobile o statica) devono comunicare. Riportiamo qui le ricer-
che che si applicano anche al pervasive computing ; per un approfondimento
si veda [65].
• comunicazioni remote, quindi strutturazione dei protocolli a livelli
e suddivisione delle funzionalita` tra di essi, tecniche remote procedure
call, uso dei timeout, etc.
• tolleranza ai fallimenti: transazioni atomiche e distribuite, commit
a due fasi, etc.
• alta disponibilita` dei servizi: gestione della replicazione, mirrored
execution, etc.
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Figura 2.1: I problemi di ricerca introdotti dal pervasive computing, e quelli
derivati dai settori gia` esistenti
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• accesso ad informazioni remote: database e file system remoti,
tecniche di caching, etc.
• sicurezza: tecniche di crittografia, autenticazione sicura e gestione
della privacy.
2.2.2 Mobile Computing
Il settore del mobile computing e` relativamente nuovo rispetto ai sistemi
distribuiti: si sviluppa verso la fine degli anni ’80 con l’avvento dei primi
computer portatili e delle reti wireless. Rappresenta una estensione del pre-
cedente, in cui i nodi sono anche di tipo mobile. Fondamentalmente tutti
i principi base dei sistemi distribuiti sono riportabili in questo settore, ma
devono fare i conti con alcune limitazioni tipiche dei sistemi mobili: varia-
zioni imprevedibili della qualita` della rete,risorse locali limitate e risparmio
energetico.
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Rispetto al precedente, questo e` un settore ancora aperto ed in continua
evoluzione. I risultati attuali possono essere raggruppati nelle seguenti aree
[65]:
• mobile networking: protocolli ad hoc e tecniche di ottimizzazione di
quelli standard per migliorare la performance delle reti wireless.
• accesso ad informazioni mobili: gestione delle disconnessioni dei
computer, ottimizzazione della banda, etc.
• supporto per applicazioni adattive: gestione adattiva delle risorse,
etc.
• tecniche di risparmio di energia: applicazioni energy-aware, pro-
cessori con velocita` variabile e gestione della memoria energy-sensitive.
• conoscenza della posizione: tecniche per dedurre la posizione geo-
grafica e applicazioni con comportamenti dipendenti dalla posizione.
2.2.3 Nuovi problemi
Il pervasive computing eredita tutti i problemi sopra descritti, estremizzandoli
a causa del gran numero di dispositivi interconnessi e all’alta mobilita` degli
stessi. Ne vengono poi aggiunti di nuovi, in particolare:
• Utilizzo degli “Smart Spaces”: la diffusione di un gran numero di
dispositivi embedded all’interno di un’area chiusa puo` essere sfruttata
per “acquisire” dati da essa e modificarne le caratteristiche. Dotando i
dispositivi di sensori, infatti, questi possono avere una certa percezione
dello spazio; con degli attuatori, invece, modificare le caratteristiche
dell’ambiente nell’ottica di renderlo piu` consono agli utenti presenti. Il
risultato finale e` uno “spazio intelligente”, che si auto-adatta in base
alla percezione dell’ambiente e degli utenti in esso presenti.
• Invisibilita`: uno dei principi base del pervasive computing, gia` dal-
la prima idea di Weiser, era la completa “invisibilita`” dei dispositivi
elettronici da parte dell’utente. Alcune ricerche dimostrano come una
buona approssimazione di questo concetto e` data dal minimal user di-
straction, ovvero richiedere l’intervento dell’utente il meno possibile e,
al tempo stesso, non deludere le sue aspettative; in questo modo l’u-
tente e` portato a non interagire direttamente con i dispositivi pervasivi
e “dimenticarsi” di essi.
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• Scalabilita` localizzata: un concetto che nasce principalmente in que-
sto settore, dove l’enorme numero di dispositivi presenti rende il proble-
ma della scalabilita` ancora piu` pressante. Una delle idee promettenti
e` quella di studiare un concetto di scalabilita` legato alla distanza tra
i dispositivi: in un ambiente pervasivo, cos`ı come nel mondo reale, le
interazioni tra dispositivi sono proporzionali alla loro vicinanza, men-
tre all’allontanarsi di essi si diradano, in quanto considerate “meno
rilevanti”.
• Nascondere lo “Uneven Conditioning”: con il termine “uneven
conditioning” si indica la grande irregolarita` (dal punto di vista “per-
vasivo”) degli ambienti in cui l’utente si puo` trovare. Dobbiamo consi-
derare infatti che ci vorranno decine di anni prima che ogni luogo sia
pieno di dispositivi embedded e quindi adatto alla massima espressio-
ne del pervasive computing. Fino a quel momento ci saranno grosse
differenze di “intelligenza” tra ambienti diversi, che devono in qualche
modo essere mascherate all’utente, sempre per il principio dell’invisi-
bilita`. Per questo motivo sono necessarie tecniche che permettano di
compensare queste differenze, in modo da nasconderle il piu` possibile
all’utente.
Nella ricerca sul pervasive computing due tecniche promettenti per risol-
vere alcuni dei punti sopra descritti sono adattivita` e context awareness.
2.3 Adattivita`
Il concetto di adattivita` e` fondamentale nel pervasive computing, in quanto
la forte mobilita` dei dispositivi unita al “uneven conditioning” rende impre-
vedibile la quantita` e la qualita` di risorse offerte dall’ambiente; in alcuni casi
queste potrebbero non essere sufficienti a svolgere le azioni volute. E` percio`
necessario che l’applicazione, o meglio l’insieme di applicazioni che sfruttano
l’ambiente, modifichino il loro comportamento in uno nuovo, adatto per le
risorse disponibili ed il piu` possibile simile a quello richiesto.
Questo adattamento dell’applicazione alle risorse presenti puo` seguire tre
diverse strategie, che portano sia a risultati differenti, sia ad una interazione
diversa da parte dell’utente.
1. Modificare il comportamento dell’applicazione, in modo da poter esse-
re eseguita sulle risorse presenti; questa tecnica di adattivita` normal-
mente riduce la qualita` dei risultati, e quindi la percezione di qualita`
dell’utente[43].
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2. Chiedere all’ambiente di garantire un certo livello di risorse con appositi
contratti di Quality of Service(QoS), necessario per ottenere il risulta-
to voluto. Dal punto di vista dell’utente, questo rappresenta un au-
mento delle risorse offerte dall’ambiente, magari utilizzando dispositivi
altrimenti spenti o in risparmio energetico[60].
3. Chiedere all’utente una azione correttiva, un cambiamento nelle azioni
che, con buona probabilita`, portera` a soddisfare la richiesta di risorse
dell’applicazione. Questo terzo caso, concettualmente promettente ma
non ancora implementato nella realta`, prevede per esempio la richiesta
all’utente di spostarsi in una stanza con piu` risorse, di accendere nuovi
dispositivi, etc.
Tutte e tre le strategie sono importanti nel pervasive computing, e possono
essere utilizzate anche insieme, al fine di massimizzare l’esperienza dell’uten-
te. Tra le tre, la strategia 2 ha il pregio di non richiedere assolutamente
l’intervento di esso e di essere percio` completamente “trasparente”. Non puo`
pero` essere sempre applicata, in quanto presuppone un ambiente con una
infrastruttura adeguata a supportare i meccanismi di QoS che, soprattutto
nell’ottica dell’uneven conditioning, non puo` essere considerata sempre pre-
sente. Nel caso le risorse non siano sufficienti, l’applicazione non ha altra
scelta che diminuire la qualita` dei risultati seguendo la strategia 1, ma al
tempo stesso informare l’utente che potrebbe avere risultati migliori se si
spostasse in un’altra stanza o se accendesse altri dispositivi (strategia 3).
Ovviamente esistono ancora molte domande aperte in questo settore,
come ad esempio:
• Possono esistere tecniche per prevedere il futuro spostamento dell’u-
tente in un ambiente con risorse non sufficienti ed avvertirlo in tempo?
Nel caso questi potrebbe portare l’applicazione su un dispositivo piu`
potente, che possa sopperire alle mancanze dell’ambiente futuro. Ad
esempio, se l’utente sta andando in una sala riunioni per fare una pre-
sentazione col suo PDA, e la sala e` sprovvista di un computer collegato
al proiettore, potrebbe spostare la i file dal PDA ad un portatile ed
usare questo per la presentazione.
• E` possibile costruire computer altamente modulari in modo che l’utente
possa portare con se solo i moduli necessari per la propria applicazione
e “montarli” su un computer gia` presente nell’ambiente? In parte que-
sto e` gia` possibile oggi, ma l’operazione deve essere resa notevolmente
piu` semplice ed attuabile da un utente medio. Alternativamente, que-
ste espansioni potrebbero essere pensate per il dispositivo trasportato
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dall’utente, che quindi lo configurerebbe in base alle applicazioni che
deve eseguire.
2.4 Context-Awareness
Un sistema pervasivo, per definizione, deve poter essere “cosciente” dell’am-
biente in cui si trova. Questa conoscenza deve essere il piu` possibile detta-
gliata, in modo da minimizzare le interazioni con l’utente. Al tempo stesso,
un dispositivo piu` essere spostato, a causa dell’alta mobilita` di essi. Per-
cio` la conoscenza non e` statica, in quanto il mondo in cui l’oggetto si trova
cambia nel tempo. Per questo motivo un dispositivo pervasivo deve essere
context-aware; deve cioe` conoscere il contesto, l’ambiente in cui si trova. La
conoscenza del contesto deve essere poi utilizzata dal dispositivo, che deve
adattare le sue funzioni, il suo comportamento, all’ambiente attuale.
In questo ambito uno dei punti chiave e` l’ottenere le informazioni richie-
ste dall’applicazione per avere un comportamento dipendente dal contesto.
Queste informazioni possono essere statiche e gia` conosciute dell’applicazione,
come ad esempio la lista dei contatti telefonici dell’utente o gli appuntamenti
quotidiani; altre invece sono ottenute dinamicamente dall’ambiente, come ad
esempio la posizione dell’utente nella stanza, le persone vicine, etc.
La storia dei sistemi context-aware inizia nel 1992, con la realizzazione
dell’Active Badge Location System[81], considerato una delle prime applica-
zioni context-aware; non a caso e` anche uno degli esempi citati da Weiser di
pervasive computing[82].
Il sistema era composto da una serie di badge “intelligenti”, che permetteva-
no di localizzare i dipendenti all’interno dell’edificio ed inoltrare le chiamate
telefoniche al dispositivo a loro piu` vicino.
Successivamente sono stati introdotti sistemi di visite guidate[1, 29], anche in
questo caso “location-aware”, che fornivano agli utenti informazioni in base
alla loro posizione.
Tutti questi lavori utilizzavano, come informazioni di contesto, la posi-
zione geografica degli utenti; solo successivamente sono state sviluppate e
definite applicazioni piu` generali, che utilizzassero altri tipi di dati di conte-
sto. Parallelamente a cio` sono state date molte definizioni di “contesto”; una
delle piu` accurate secondo [19] e` quella di Dey e Abowd:
“Ogni informazione che puo` essere utilizzata per caratterizzare
lo stato delle entita` (siano esse persone, luoghi o oggetti) che
sono considerate rilevanti per l’interazione tra un utente e una
applicazione, inclusi l’utente e l’applicazione stessi.”[39]
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Secondo questa definizione le informazioni di contesto sono molteplici; per
questo motivo sono spesso suddivise in due sottocategorie:
• esterne o fisiche: tutti i dati “fisici”, raccolti da sensori; ad esempio
la temperatura, la posizione, la quantita` di luce, etc.
• interne o logiche: tutti i dati raccolti dall’utente, come ad esempio i
suoi obiettivi, lo stato d’animo, il contesto di lavoro, etc.
2.4.1 Struttura di un sistema context-aware
In linea di massima un sistema context-aware puo` essere implementato in
vari modi. Vista l’eta` relativamente giovane del settore, non e` stata ancora
definita una tecnica “standard” per la realizzazione di applicazioni context-
aware; al contrario, l’approccio da utilizzare dipende spesso dalle caratteristi-
che dell’applicazione che vogliamo sviluppare, come la posizione dei sensori
(accessibili direttamente oppure tramite gateway), la quantita` di possibili
utenti, la tipologia di risorse utilizzabili, etc.
Uno dei problemi importanti in questo tipo di applicazioni e` definire il
metodo con cui i dati di contesto vengono acquisiti, poiche´ questa scelta
influenza l’architettura dell’intera applicazione. Una delle suddivisioni piu`
utilizzate e` quella di Chen[28], che presenta tre modalita` per acquisire i dati
di contesto:
• Diretto: questo approccio prevede l’accesso diretto da parte dell’appli-
cazione ai sensori, per reperirne i dati. Questa tecnica viene utilizzata
frequentemente per dispositivi con sensori integrati; non prevede un
livello tra i sensori e l’applicazione, che quindi deve essere dotata di
driver per accedere ad ogni tipologia di sensore, e richiede all’applica-
zione di occuparsi di tutti i dettagli legati ad essi. Per questo motivo
non e` utilizzabile in caso di sensori non integrati.
• Tramite middleware: l’approccio con middleware prevede l’accesso
ai sensori attraverso una architettura a livelli, dove l’applicazione ri-
chiede le informazioni al livello sottostante (il middleware, appunto),
che maschera tutti i dettagli sull’accesso ai singoli dispositivi. Rispetto
alla precedente questa tecnica e` molto piu` flessibile e semplifica lo svi-
luppo delle applicazioni, che non devono piu` occuparsi dei meccanismi
di accesso alle singole tipologie di sensori.
• Con server di contesto: in questo caso i dati dei sensori vengono
tutti raccolti da una singola entita`, il “context server”, che si occu-
pa poi di gestire l’accesso ai dati da parte di una o piu` applicazioni.
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Rappresenta un ulteriore livello tra i sensori e l’applicazione (il server
puo` a sua volta utilizzare un middleware), e offre maggiori funzionalita`
alle applicazioni finali. Si puo` infatti presumere che questo server ab-
bia una discreta potenza computazionale, che puo` essere utilizzata per
scaricare i dispositivi embedded da operazioni intensive. Rappresenta
quindi una risorsa aggiuntiva dell’ambiente, utilizzabile ad esempio per
i requisiti di QoS.
La maggior parte dei sistemi per sviluppare applicazioni context-aware
utilizzano un accesso ai sensori tramite middleware o server di contesto, uti-
lizzando quindi un approccio a “livelli”, che permette di semplificare lo svi-
luppo delle applicazioni. Col tempo i livelli di un sistema context-aware sono
stati definiti in modo piu` preciso, e gli attuali framework prevedono una
strutturazione a cinque livelli, come in figura 2.2.
Sensor
Questo livello rappresenta l’insieme dei sensori presenti nel sistema che pro-
ducono informazioni di contesto. Questa accezione di “sensori” include, quin-
di, non solo tutti i sensori hardware che rilevano misure fisiche, ma anche i
sensori logici, sulle risorse, etc. In questo senso sono spesso definiti tre ti-
pi di sensori[55], con una classificazione che riprende ed estende quella sulle
informazioni di contesto.
• Sensori fisici : la tipologia piu` classica di sensori, che si occupa di mi-
surare caratteristiche fisiche dell’ambiente. In tabella 2.1 sono presenti
le principali tipologie di sensori fisici.
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Informazione Tipi di sensori
Luce Fotodiodi, sensori di colore, IR, UV
Immagini Videocamere e fotocamere di vario tipo
Audio Microfoni
Movimento Accelerometri, motion detectors
Posizione GPS, GSM, etc
Temperatura Termometri
Tabella 2.1: I tipi di sensori piu` utilizzati
• Sensori virtuali : generano informazioni di contesto in base a dati da ap-
plicazioni o servizi. Ad esempio, si puo` immaginare un sensore virtuale
che definisce la posizione di una persona in base alla lista di appun-
tamenti giornaliera, oppure l’attivita` corrente dell’utente controllando
gli applicativi aperti sul proprio computer.
• Sensori logici : questi analizzano i dati ottenuti dai sensori fisici e vir-
tuali per definire informazioni piu` complesse; per esempio capire se in
una stanza non sono presenti persone, oppure determinare la posizio-
ne di un impiegato in base al computer attualmente utilizzato e alla
posizione di quest’ultimo all’interno dell’azienda.
Raw Data Retrieval
Questo livello si occupa di acquisire i dati dai sensori, attraverso appositi
driver per quelli fisici e API per quelli virtuali e logici. Offre al livello supe-
riore un metodo piu` generale per ottenere i dati, trasparente alla tipologia di
sensore utilizzata, in modo da offrire interfacce riusabili anche modificando
il livello sottostante. Ad esempio modificare un sistema di localizzazione ba-
sato su sensori RFID con uno basato su ricevitori GPS non deve modificare i
layer superiori, che continueranno ad utilizzare un metodo getPosition() per
ottenere la posizione dell’oggetto, indipendentemente dal sensore sottostante.
Preprocessing
Questo livello e` in realta` opzionale e non tutti gli ambienti lo offrono. Per-
mette di effettuare una prima elaborazione dei dati ottenuti dai sensori, utile
ad esempio se la quantita` di dati ottenuti dagli stessi e` elevata. Questo livello
si occupa di analizzare i dati ed interpretarli per renderli piu` utili per i livelli
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applicativi, a cui vengono quindi offerte informazioni ad un livello maggiore
di astrazione. Le operazioni di questo livello possono anche essere non banali
e lavorare con dati ottenuti da piu` sensori; tornando all’esempio della loca-
lizzazione, una applicazione potrebbe non essere interessata alle coordinate
geografiche dell’oggetto, ma alla posizione all’interno dell’edificio (ad esem-
pio il piano e la stanza).
In altri casi non si e` interessati a tutti i valori ottenuti dai sensori ma ad
informazioni piu` elaborate, ad esempio capire se la temperatura di una stan-
za e` variata sensibilmente, oppure se si discosta in modo elevato da quella
media. In questi casi sono necessarie operazioni di analisi statistica e dei dati
storici ottenuti o tramite sensori o tramite basi di dati.
Queste operazioni di preprocessing sono comunque facoltative, nel senso
che possono essere spostate a livelli differenti: se ne puo` occupare direttamen-
te l’applicazione, oppure si puo` racchiudere queste informazioni all’interno
di sensori logici. Spostare queste operazioni a livello applicativo, soprattut-
to se e` presente un server di contesto, potrebbe pero` limitare le prestazioni
dell’applicazione, specialmente dal punto di vista della rete, in quanto il pre-
processing normalmente prende in ingresso una grande quantita` di dati per
produrne pochi. Per questo motivo trasferire ai dispositivi solo il risultato del
preprocessing, e non tutti i dati da analizzare, puo` permettere un notevole
risparmio di banda. Analogamente l’utilizzo del server di contesto per effet-
tuare queste analisi libera il dispositivo mobile da computazioni intensive.
E` quindi preferibile definire un livello di preprocessing delle informazioni di
contesto, per facilitare la creazione di applicazioni piu` semplici e performanti.
Un altro problema spesso considerato a questo livello e` quello della ge-
stione dei conflitti: le informazioni di contesto ricevute potrebbero essere tra
di loro contraddittorie, a causa di ritardi temporali o di sensori di bassa qua-
lita`. Durante la fase di preprocessing ci si occupa quindi di scartare quelle
informazioni che renderebbero il contesto “contraddittorio”.
Storage and Management
Questo livello, il piu` vicino all’applicazione, si occupa di organizzare ed even-
tualmente immagazzinare i dati ricevuti da quello sottostante. In questo
livello sono definite le interfacce con cui l’applicazione puo` accedere alle
informazioni di contesto.
Normalmente le modalita` di accesso ai dati si distinguono in:
• sincrono: l’applicazione richiede, quando vuole, le informazioni di con-
testo a questo livello, con chiamate in stile RPC. Questa modalita` e`
utile se l’applicazione, durante la sua vita, vuole conoscere l’attuale
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stato dell’ambiente. Ma se invece e` interessata ad accorgersi di cam-
biamenti del contesto, deve periodicamente richiedere tali informazioni
e controllare se sono variate dalle precedenti.
• asincrono: questa modalita` sopperisce ai problemi della precedente: in
questo caso l’applicazione si “registra” su specifici eventi (ad esempio
l’arrivo di un nuovo utente nella stanza, il cambiamento della tempe-
ratura, etc) e viene “avvisata” quanto questo evento si verifica.
Normalmente la tecnica piu` utilizzata nelle applicazioni context-aware e` la
seconda: per una applicazione di questo tipo, infatti, la prerogativa princi-
pale e` adattare il proprio comportamento all’attuale contesto. Questo puo`
essere ottenuto semplicemente modificandosi (se necessario) ad ogni cambio
significativo dello stato. L’applicazione ha quindi un comportamento “ad
eventi”, che si ottiene nativamente con la modalita` asincrona.
Application
Il livello finale, in cui si trova l’applicazione context-aware, che utilizza il sot-
tostante per ottenere informazioni dal contesto ed in base a queste modifica
il proprio comportamento.
Inoltre, come gia` detto precedentemente, qui si trovano tutte le funziona-
lita` non espresse nei livelli sottostanti. Ci riferiamo principalmente alla parte
di preprocessing, che puo` non essere presente in certi ambienti di sviluppo o
essere comunque troppo semplice per descrivere il comportamento voluto.
2.4.2 Modelli per la rappresentazione del contesto
Un altro punto fondamentale di un sistema context-aware e` il modello con
cui vengono rappresentate le informazioni di contesto. Fino a questo punto
abbiamo parlato dei tipi di informazioni presenti e di come queste arrivano
all’applicazione. Non e` stato definito, invece, in che forma sono modellate.
I modelli comunemente utilizzati per rappresentare le informazioni sono de-
scritti nella loro interezza in [19]; noi citiamo solo i principali:
• Modelli chiave-valore: le informazioni sono rappresentate come coppie,
dove la chiave rappresenta univocamente una informazione di contesto.
Questa tecnica e` molto semplice e poco pesante dal punto di vista
computazionale. Purtroppo pero` non permette di definire relazioni tra
differenti informazioni, e risulta percio` piuttosto limitante.
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• Modelli basati su ontologie: le ontologie permettono di descrivere con-
cetti e relazioni fra essi in modo formale, e si adattano bene a meccani-
smi di inferenza e ontology reasoning ; per questo motivo, pur essendo
un modello piu` complicato di quello “chiave-valore”, sono la scelta piu`
comune in sistemi context-aware.
2.5 Pervasive Computing e HPC
Nell’idea iniziale di Weiser il pervasive computing era utilizzato in ambienti
chiusi, che diventavano “intelligenti” ed aiutavano l’utente nei compiti di
tutti i giorni. L’idea di base del Pervasive Computing non si e` poi discostata
piu` di tanto, e fino a questo punto anche noi abbiamo portato esempi di
questo tipo.
Recentemente si sta pero` pensando di applicare i risultati e le idee del
pervasive computing anche ad altre realta`, tra cui quella dei programmi ad
alte prestazioni: in questo ambito da qualche anno si sta studiando una evo-
luzione delle griglie computazionali, chiamata Pervasive Grid [62]; e` poi nato
un nuovo settore di ricerca, estensione del pervasive computing, in cui si trat-
tano ambienti di dimensioni maggiori e ancora piu` eterogeneita` di dispositivi,
con l’obiettivo primario di eseguire nel miglior modo possibile applicazioni
che necessitano di molta potenza di calcolo; questo settore viene chiamato
High Performance Pervasive Computing(HPPC)[58].
La convergenza di questi due settori non e` poi cos`ı “strana” o “forzata”
in quanto entrambi, pur focalizzandosi su problematiche differenti, fondano
le proprie radici sul Distributed Computing. La loro discendenza comune si fa
continuamente sentire, e ha portato i ricercatori a studiare da una parte appli-
cazioni pervasive con problematiche computazionali e dall’altra applicazioni
ad alte prestazioni su reti altamente mobili.
2.5.1 Pervasive Grid
Il grid computing si e` rivelato negli ultimi anni come il paradigma principale
per lo sviluppo di applicazioni distribuite su grandi distanze. L’obiettivo ori-
ginale delle griglie computazionali[46] era di combinare risorse rese a disposi-
zione da varie organizzazioni in un unico ambiente su cui eseguire applicazioni
parallele, nell’ottica di studiare problemi cos`ı grandi da essere considerati, fi-
no a quel momento, irrisolvibili. Al giorno d’oggi, dopo quasi un decennio
di studi e ricerche, il grid computing e` ormai una realta`, e si contano molti
strumenti per lo sviluppo di applicazioni su griglie computazionali[4, 17, 45].
La ricerca non e` pero` terminata, e negli ultimi anni la presenza sempre piu`
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importante del pervasive computing ha suggerito la possibilita` di un nuo-
vo concetto di griglia, la cosiddetta pervasive grid, in cui anche i dispositivi
embedded sono uniti nel formare una griglia[52, 63].
Nel pervasive grid confluiscono, estremizzate, le caratteristiche di eteroge-
neita` e volatilita` tipiche degli ambienti grid comuni; diventa quindi necessario
gestire tutti gli aspetti visti fino ad ora del pervasive computing, tra cui adat-
tivita` e context-awareness.
Tutti i meccanismi di deployment e resource discovery studiati nell’ambi-
to grid possono essere adattati ad ambienti pervasivi, e offrire una visione
“grid-style” alle applicazioni pervasive, che permetta sia di utilizzare tutti gli
strumenti gia` sviluppati per il settore del grid computing, sia di gestire quei
calcoli computazionalmente pesanti che un singolo dispositivo non potrebbe
eseguire[38, 62, 70].
2.5.2 High Performance Pervasive Computing
Uno dei maggiori esempi per l’HPPC e` la gestione delle emergenze ambienta-
li [42, 74], in cui operatori mobili e non (polizia, medici, vigili del fuoco, pro-
tezione civile, etc) collaborano per gestire situazioni di pericolo ambientale.
Questo tipo di applicazioni sono significative, perche´ prevedono l’elaborazio-
ne di una grande quantita` di informazioni, ottenute in parte da sensori dislo-
cati nelle aree a rischio, in parte da altri servizi (Meteo, fotografie satellitari,
etc), sia per motivi di prevenzione, sia per la gestione dell’emergenza.
In generale gestire questo flusso di informazioni ed utilizzarlo per previ-
sioni accurate e` una operazione non banale che richiede grandi capacita` di
calcolo, per eseguire algoritmi di simulazione, data mining, etc. Questo ren-
de necessario l’utilizzo di sistemi paralleli, e di tutte le tecniche e tecnologie
tipiche dell’HPC. Allo stesso tempo, pero`, soprattutto in caso di emergenze,
abbiamo a che fare con un grande numero di dispositivi di piccole dimensio-
ni nell’area geografica vicina all’emergenza. In questi casi, proprio a causa
dell’emergenza stessa, le risorse normalmente utilizzate per analizzare i dati
potrebbero non essere raggiungibili; nell’ottica di aiutare al meglio gli ope-
ratori si rende necessario l’utilizzo delle poche risorse accessibili sul luogo,
per generare delle previsioni “peggiori” ma che possano comunque dare agli
operatori un’idea di cosa potrebbe accadere.
In figura 2.3 e` riportato uno schema delle differenti tipologie di dispositivi
presenti in questo tipo di applicazione[58].
Queste applicazioni hanno quindi tutte le caratteristiche del pervasive
computing, associate alla necessita` (tipica dell’HPC ) di effettuare calcoli non
banali sulla grande quantita` di dati raccolta.
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Figura 2.3: Esempio delle tipologie di dispositivi utilizzati in una applicazione
di gestione delle emergenze
Pur essendo una idea completamente nuova, l’HPPC eredita gli ultimi stu-
di sulle pervasive grid come ambienti di esecuzione per applicazioni parallele
altamente pervasivi ed eterogenei[62, 63].
Allo stesso modo sono gia` presenti molti studi su sistemi di adattivita`
per programmi paralleli, orientati principalmente (ma non solo) all’ottimiz-
zazione automatica delle prestazioni dell’applicazione rispetto alle risorse
disponibili[10, 41, 79].




Nel capitolo precedente abbiamo mostrato i principali problemi da affrontare
nello sviluppo di applicazioni pervasive.
Fino alla fine degli anni ’90 realizzare tali sistemi significava trattare tutti
questi problemi a livello applicativo, aumentando notevolmente la comples-
sita` nello sviluppo di tali applicazioni.
Per questo motivo i ricercatori si sono concentrati sulla definizione di
strumenti atti a semplificarne la realizzazione. Questo ha portato alla nascita,
negli ultimi anni, di un numero sempre maggiore di sistemi per lo sviluppo di
applicazioni context-aware. Vista l’enorme quantita` di problemi da risolvere
in tali ambienti, gli approcci utilizzati nella definizione e nello sviluppo di
questi sono stati di due tipi:
1. studio delle caratteristiche di alcune applicazioni di esempio, e realiz-
zazione del sistema tenendo conto dei requisiti di tali applicazioni;
2. studio di un particolare problema legato alla context awareness (ge-
stione dei sensori, definizione dei dati acquisiti da essi, mobilita`, etc)
e successiva realizzazione di un framework orientato alla risoluzione di
quel particolare problema.
Questi due approcci hanno permesso agli sviluppatori di focalizzare la loro
attenzione su alcuni dei punti chiave della context-awareness, riuscendo a
definire soluzioni buone ed eleganti per tali problemi. Al tempo stesso, pero`,
questa attenzione ristretta ha portato ad ambienti di sviluppo che si adattano
alle applicazioni di esempio, ma non sono abbastanza generali per definire
altre tipologie di programmi context-aware.
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Analizzando la letteratura ci troviamo percio` davanti ad un gran numero
di sistemi di sviluppo di applicazioni pervasive, tutti diversi e focalizzati su
differenti aspetti della context-awareness. Nessuno pero` si candida ad am-
biente “definitivo” per lo sviluppo di applicazioni pervasive, ed in particolare
nessuno offre le caratteristiche richieste per lo sviluppo di una applicazione
HPPC come quella descritta nel capitolo precedente.
In questo capitolo presenteremo alcuni degli ambienti di sviluppo esistenti,
descrivendone l’architettura e le principali caratteristiche. Tra tutti i sistemi
discussi in letteratura abbiamo scelto quelli che presentano idee innovative
o particolari, e che ci hanno fornito importanti spunti per la definizione del
modello di ASSISTANT.
Infine studieremo brevemente i problemi che rendono complicata, o im-
possibile, la realizzazione dell’applicazione di gestione delle emergenze de-
scritta nella sezione 2.5.2 utilizzando i sistemi presentati, sottolineando pero`
le caratteristiche di questi che potrebbero essere utilizzate in un nuovo am-
biente di sviluppo specifico per questo tipo di applicazioni, come ASSI-
STANT.
3.1 Odyssey
Tra il lavori presentati, Odyssey e` il piu` vecchio: l’articolo che lo presenta
([61]) risale al 1997. Il lavoro su Odyssey e` poi confluito in Aura[47], di
cui parliamo nella sezione successiva. Nonostante questo consideriamo molto
importanti alcuni dei principi chiave di questo modello, passati in secondo
piano nella sua evoluzione; per questo motivo lo presentiamo come framework
indipendente.
Il problema che Odyssey si propone di risolvere e` quello dell’adattivita`.
Come descritto ampiamente nella sezione 2.3, in un ambiente pervasivo le
applicazioni possono trovare una quantita` di risorse inferiore a quella richiesta
per assicurare una corretta esecuzione. In questo caso e` necessario modificare
il comportamento delle stesse o dell’ambiente, in modo da poterle eseguire
con le risorse presenti.
In questo ambito Odyssey implementa un framework per gestire l’adat-
tivita` tramite la modifica del comportamento delle applicazioni. Questa va-
riazione porta ad una riduzione della qualita` percepita dall’utente, che in
Odyssey viene definita “fidelity”. Una diminuzione della fidelity porta ad una
applicazione che svolge il suo lavoro con una qualita` minore ma che richiede
meno risorse. In questo modo una applicazione puo` adattarsi all’ambiente (o
contesto) in cui e` eseguita.
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3.1.1 Il caso d’uso principale
Odyssey nasce nell’ottica di permettere lo sviluppo di applicazioni adattive e
context-aware in esecuzione su dispositivi mobili. Tali applicazioni richiedono
normalmente l’utilizzo di una connessione di rete per comunicare con altri
dispositivi ed eseguire le operazioni richieste dall’utente.
Lo scenario di esempio presentato con Odyssey e` quello di un turista che
si muove in citta` con un dispositivo indossabile (PDA,Smartphone, etc). Al-
l’interno della citta` il dispositivo si trovera` a contatto con piu` reti wireless,
variabili nel tempo, e dovra` di volta in volta scegliere quella piu` adatta alle
proprie applicazioni. Verosimilmente l’utente interagira` col dispositivo tra-
mite meccanismi di riconoscimento vocale, e potra` ad esempio ascoltare una
web radio, oppure visualizzare un sito internet o ancora controllare la map-
pa della citta` per trovare un particolare negozio. Tutte queste informazioni
richiedono una connessione ad internet, che in alcuni momenti potrebbe non
esistere o essere limitata. In questo caso le applicazioni dovranno in qualche
modo adattarsi alla connessione wireless utilizzabile. Un secondo fattore im-
portante sull’utilizzo delle risorse e` il consumo energetico: se l’utente prevede
di girare la citta` per tre ore, il dispositivo (e le sue applicazioni) dovrebbe
fare di tutto per non esaurire prima la batteria.
Odyssey controlla le risorse del dispositivo: connessione di rete, utilizzo
della cpu e batteria residua, ed interagisce con le applicazioni richiedendo
ad esse un cambio di “fidelity” se le risorse non sono sufficienti per l’attuale
esecuzione, o al contrario sono aumentate e permettono una qualita` maggiore.
Tutti questi cambiamenti devono avvenire in modo trasparente all’utente che,
pur accorgendosi del cambiamento di qualita` nel servizio ricevuto, non dovra`
in nessun modo richiederlo manualmente.
3.1.2 La fidelity
Punto chiave che ha portato allo sviluppo di Odyssey e` il concetto di “fide-
lity”: una applicazione adattiva deve poter modificare la qualita` del servizio
erogato in base alle risorse su cui viene eseguita. Questo tipo di adatti-
vita` ha un grosso problema: e` legata all’applicazione. Questo significa che
normalmente non e` possibile definire tecniche standard di variazione di fi-
delity adatte a tutte le applicazioni e nei pochi casi in cui queste tecniche
esistano una variazione della fidelity definita sulla singola applicazione porta
a risultati migliori, ovvero un rapporto qualita` percepita/risorse utilizzate
maggiore.
Uno dei pochi esempi di variazione della fidelity indipendente dall’ap-
plicazione e` quello della consistenza: in caso di risorse limitate possiamo
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fornire un risultato “non aggiornato”, ad esempio utilizzando una copia pre-
sente nella cache dell’applicazione. Questa tecnica e` ragionevole in molti
casi, ma utilizza cos`ı poche informazioni sull’applicazione che si rivela spesso
inefficiente (basso rapporto qualita`/risorse).
In molti casi possiamo pensare a tecniche piu` adatte alla singola applica-
zione, ad esempio:
• Per un media player possiamo diminuire la qualita` percepita utilizzando
una versione del file con compressione maggiore. Questo porta ad una
riduzione della dimensione del file al costo di una qualita` minore.
• Per una applicazione di visualizzazione di mappe possiamo aumentare
o diminuire la quantita` di dettagli visualizzati: nascondere le strade di
dimensione minore, visualizzare solo i nomi principali, etc.
• Per un browser web un esempio di riduzione della fidelity e` di scari-
care solo le pagine html senza immagini, oppure con versioni a bassa
risoluzione di quest’ultime.
I casi sopra elencati forniscono dei dati aggiornati, ma con dettagli mino-
ri; per questo motivo sono preferibili all’utilizzo di copie in cache discusso
precedentemente.
E` importante notare che tutti i tipi di adattivita` sopra menzionati si
basano sul cambiare la qualita` di un dato utilizzato dall’applicazione. Questa
e` una assunzione base degli sviluppatori di Odyssey: la fidelity ed il concetto
di adattivita` sono definiti su dati. Questa ipotesi non risulta comunque
restrittiva, se si considera (come spesso accade) l’applicazione finale, quella
eseguita sul dispositivo mobile, un mero visualizzatore di tali dati.
La dipendenza dell’adattivita` dalla singola applicazione diventa pero` un
problema nella definizione di strumenti come Odyssey perche´ non e` possibile
disaccoppiare completamente applicazione e adattivita`, in quanto la seconda
e` strettamente legata alle caratteristiche della prima.
Questa stretta dipendenza potrebbe portare a pensare che il ruolo di uno
strumento di supporto diventi minimale; in realta` questo puo` occuparsi di
monitorare le risorse presenti e notificare all’applicazione la necessita` di un
adattamento. Si libera percio` lo sviluppatore dalla gestione delle risorse, la-
sciando pero` la definizione delle politiche adattive a quest’ultimo. Questo
utilizzo del supporto permette inoltre l’esecuzione contemporanea di piu` ap-
plicazioni nell’ambiente: una applicazione ha visione solo di se stessa, e non
puo` calibrare l’utilizzo delle risorse in modo cooperativo con le altre. Spo-
stando questa gestione ad un livello di supporto unico a tutte le applicazioni
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possiamo gestire in modo migliore le risorse, definendo politiche adattive ge-
nerali e non limitate ai singoli programmi; privilegiando ad esempio alcune
applicazioni rispetto ad altre ritenute meno importanti dall’utente.
Questo tipo di supporto puo` essere visto in realta` come un compito del
sistema operativo: quest’ultimo infatti gestisce gia` due importanti risorse
come il processore e la memoria. La proposta di Odyssey e` proprio quella di
estendere il supporto offerto dal sistema operativo, affidandogli la gestione
di altre risorse importanti per applicazioni pervasive: connessione di rete e
utilizzo delle risorse energetiche.
In realta`, rispetto al supporto minimale descritto, Odyssey vuole spin-
gersi oltre: ad un cambiamento dello stato delle risorse l’applicazione non
e` notificata del nuovo stato, ma di un dato piu` raffinato: la fidelity mas-
sima ottenibile. Con questo l’applicazione puo` decidere il grado di fidelity
adeguato, rispettando il limite imposto.
3.1.3 Architettura di Odyssey
Odyssey e` stato sviluppato come estensione di sistemi operativi esistenti,
inizialmente NetBSD[61] e successivamente anche Linux[43]. L’idea e` quella
di inserire all’interno del sistema operativo le routine di gestione delle risorse,
lasciando il codice dell’applicazione fuori dal kernel e dal sistema operativo.
Abbiamo gia` detto come la definizione di fidelity sia dipendente dall’ap-
plicazione; percio` con Odyssey l’applicazione viene suddivisa in due parti:
1. una prima che produce un dato, con una certa fidelity;
2. una seconda che visualizza il prodotto della prima.
Il sistema operativo (Odyssey) si interpone tra le due entita` e ne permette la
comunicazione, sia per l’accesso ai dati prodotti, sia per modificare il grado
di fidelity richiesto. Odyssey controlla continuamente le risorse utilizzate dal
lato produttore, e nel caso queste siano maggiori di quelle allocabili, collabora
col lato 1 per calcolare il grado di fidelity massima ottenibile e notifica al
lato 2 la necessita` un cambiamento; quest’ultimo e` libero di richiedere una
qualsiasi qualita` inferiore a quella massima permessa.
Queste comunicazioni richiedono, ovviamente, una interazione col ker-
nel del sistema operativo, che e` pero` mantenuta al minimo indispensabile.
L’architettura finale di Odyssey e` rappresentata in figura 3.1; vediamo in
dettaglio punti salienti[61].
• La parte Applicazione rappresenta il visualizzatore, la parte di appli-
cazione che si occupa di visualizzare il dato prodotto
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• La parte di applicazione che produce il dato si trova nei Warden. Ogni
warden ha il compito di produrre un tipo di dato. Possono esistere
piu` warden, legati ad una o piu` applicazioni in esecuzione. I warden
producono dati su richiesta delle applicazioni, in base ad un grado di
fidelity fissato.
• I warden sono coordinati da una singola entita`, il Viceroy, che si oc-
cupa di instradare le richieste delle applicazioni verso il warden inte-
ressato.
• Le applicazioni accedono ai dati prodotti dai warden attraverso una
astrazione di VFS, Virtual File System: l’accesso ad un particolare
file causa l’invocazione del warden relativo per la sua produzione; in
questo modo non sono necessarie nuove API per la comunicazione tra
Application e Warden. Per aumentare la flessibilita` e` stata comunque
inserita una primitiva tsop, Type Specific OPeration, che permette di
richiedere operazioni particolari ai warden.
• Il kernel si occupa della comunicazione tra i due lati dell’applicazione;
in particolare sono definite nuove API per la richiesta, da parte dell’ap-
plicazione, del grado di fidelity ed un meccanismo simile a quello dei
segnali per notificare una variazione nel grado massimo ottenibile dal
produttore.
Vediamo ora in dettaglio i meccanismi di monitoring per le due nuove
risorse gestite dal sistema operativo: connessione di rete e batteria.
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Controllo sulla connessione di rete [61]
Odyssey controlla continuamente la banda massima ottenibile dalla con-
nessione di rete e la confronta con la quella richiesta dalle varie applicazioni,
ottenuta dal viceroy interrogando i singoli warden. Se la banda richiesta e`
minore di quella fornita, notifica ai warden la banda a loro assegnata e riceve
in risposta il grado di fidelity massimo ottenibile. Inoltra questo dato all’ap-
plicazione, che decide la nuova fidelity da utilizzare e la richiede al rispettivo
warden.
Questa tecnica, in cui la scelta di fidelity e` sempre richiesta all’applicazio-
ne e` importante, in quanto rende quest’ultima libera di definire una politica
di adattivita` propria e non lascia nessuna decisione al supporto.
Controllo sul consumo energetico [43]
Per quanto riguarda il controllo sul consumo energetico gli sviluppatori
di Odyssey hanno creato un profiler e, insieme ad un multimetro digitale che
analizza il consumo effettivo del computer, sono riusciti a stabilire il consumo
dei singoli programmi in esecuzione.
L’ottica finale di Odyssey e` quella di garantire la durata minima del dispo-
sitivo richiesta dall’utente. Questa durata potrebbe pero` non essere valida:
se tutte le applicazioni, utilizzando la fidelity minima, consumano comunque
troppo per garantire la richiesta, il sistema operativo informa l’utilizzatore,
che puo` specificare un nuovo obiettivo.
Odyssey calcola continuamente una stima del consumo futuro delle appli-
cazioni in esecuzione, attraverso l’analisi dei dati attuali ottenuti dal profiler,
e la confronta con la quantita` di energia rimasta. In questo modo determi-
na se le applicazioni devono diminuire la loro fidelity, ma anche se posso-
no permettersi di aumentarla, nell’ottica di rispettare la durata richiesta
dall’utente.
Nel caso sia necessario un cambio di fidelity questo viene notificato al-
l’applicazione tramite il meccanismo illustrato precedentemente.
3.1.4 Esempi di applicazioni Odyssey
Per dimostrare l’utilita` di Odyssey e l’effettivo vantaggio ottenibile tramite
l’utilizzo di applicazioni adattive, gli sviluppatori hanno lavorato su quattro
tipologie di applicazioni[43, 61], lavorando su programmi esistenti opportu-
namente modificati per lavorare sul nuovo sistema operativo.
Per tutte le applicazioni sono stati effettuati test sulla fidelity ottenuta in
caso di modifiche alla connettivita` e sulla capacita` di Odyssey di rispettare
i requisiti di durata della batteria richiesti. Per questioni di spazio non



























































(d) Architettura del Riconoscitore Vocale
Figura 3.2: Esempi di applicazioni in Odyssey
riportiamo i risultati dei test, che si sono comunque rivelati molto buoni
anche per la durata della batteria, ma ci limitiamo a riportare gli esempi
implementati, per dare un’idea dello sviluppo di programmi su Odyssey e
degli esempi ben precisi di fidelity legata alle applicazioni.
Video Player In questo caso e` stata modificata una applicazione open-
source preesistente: Xanim. Xanim e` un player multimediale per sistemi
unix, che permette di visualizzare file locali. L’applicazione e` stata divisa
in due parti, in modo da realizzarne una versione per file remoti. Il server
remoto contiene i file gia` preparati nelle varie forme di fidelity definite. In
questo caso il warden richiede al server remoto un file con la fidelity impostata
dall’applicazione, e lo invia ad essa. La struttura e` rappresentata in figura
3.2a.
In questo caso sono stati definiti tre livelli di fidelity:
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1. Fidelity massima, video a colori con frame compressi in JPEG a qualita`
99.
2. Fidelity media, video sempre a colori ma con frame compressi in JPEG
a qualita` 50.
3. Fidelity bassa, video in bianco e nero.
Mantenere i file compressi nelle tre versioni causa una occupazione maggiore
sul disco del server del 60% rispetto al singolo file di dimensione massima.
Con le tecnologie attuali si potrebbe comunque richiedere una codifica al volo
al server e minimizzare l’utilizzo del disco.
Inoltre l’accesso al video avviene richiedendo i singoli frame. In questo
modo il visualizzatore puo` definire un secondo livello di fidelity, richiedendo
un numero di frame al secondo minori rispetto a quelli totali del video. Per
finire, un ulteriore grado di fidelity e` ottenibile codificando il video a varie
risoluzioni, tecnica che si e` rivela molto utile soprattutto per il consumo
energetico, in quanto diminuisce sensibilmente il carico computazionale del
visualizzatore.
Web Browser Nel caso del browser web il grado di fidelity proposto si
basa sulla variazione della qualita` delle immagini presenti nella pagina:
1. Fidelity massima, immagine originale non ulteriormente compressa.
2. Fidelity medio-alta, immagine compressa JPEG con qualia` 50.
3. Fidelity medio-bassa, immagine compressa JPEG con qualia` 25.
4. Fidelity bassa, immagine compressa JPEG con qualia` 5.
Come esempio di browser web e` stato utilizzato Netscape Navigator. Al
tempo il browser non era ancora open-source, percio` le modifiche per rendere
l’applicazione compatibile con Odyssey si sono rivelate molto difficili. La
comunicazione tra browser e warden e` stata possibile attraverso un’ulteriore
entita`, utilizzata dal browser come proxy web, che si occupa di convertire le
richieste HTTP in un formato compatibile col warden e di decidere i livelli
di fidelity da utilizzare. Il warden comunica poi con un server remoto, che
richiede le pagine da internet e ricomprime le immagini al volo in base alle
richieste del warden. L’architettura finale e` presentata in figura 3.2b.
Questo esempio dimostra come adattare una applicazione binaria gia` esi-
stente ad Odyssey puo` risultare molto difficile. Inoltre questi gradi di fidelity
non comportavano modifiche sostanziali nel consumo dell’applicazione, in
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quanto il codice del visualizzatore (Netscape Navigator) non era stato mo-
dificato, e quindi la sua esecuzione non poteva trarre grosso vantaggio dalla
diminuzione di qualita`.
Visualizzatore di Mappe In questo caso gli sviluppatori hanno lavorato
su un visualizzatore di mappe esistente, Anvil, di cui avevano i sorgenti.
Il programma richiede una mappa da un server remoto, e la visualizza sul
dispositivo. In questo caso l’applicazione (figura 3.2c) puo` richiedere una
mappa con meno dettagli al server oppure ritagliata ad un’area piu` piccola,
per diminuire la dimensione del file scambiato ed aumentare la velocita` di
disegno sullo schermo del PDA. Vediamo le possibilita` di fidelity previste:
1. Fidelity massima, mappa a dimensione intera con tutti i dettagli pos-
sibili.
2. Fidelity medio-alta, mappa a dimensione intera ma con la rimozione di
alcuni dettagli (strade minori).
3. Fidelity media, mappa a dimensione intera ma con la rimozione di molti
dettagli (tutte le strade secondarie).
4. Fidelity medio-bassa, mappa a dimensione ridotta con tutti i dettagli
possibili.
5. Fidelity bassa, mappa a dimensione ridotta con la rimozione di alcuni
dettagli (strade minori).
6. Fidelity molto bassa, mappa a dimensione ridotta con la rimozione di
molti dettagli (tutte le strade secondarie).
Riconoscitore vocale Rispetto alle applicazioni precedenti il riconoscitore
vocale lavora solo con dati locali, e non ha bisogno di un collegamento di rete
per funzionare. Rispetto ai precedenti, pero`, non e` un semplice visualizzatore
di dati ma ha bisogno di effettuare una computazione relativamente intensiva
su quelli in ingresso.
I dispositivi wearable (almeno quelli esistenti al tempo) non hanno ri-
sorse sufficienti per questo tipo di applicazioni; la soluzione proposta dagli
sviluppatori di Odyssey e` di affiancare al software di riconoscimento vocale
presente sul dispositivo mobile, una copia in esecuzione su un server remoto
con adeguate capacita` computazionali. In questo caso il dispositivo puo` chie-
dere un riconoscimento al server inviando i dati della registrazione. Il focus
dell’adattivita` si sposta quindi nuovamente sulle risorse di rete, che devono
essere sufficienti al trasferimento della registrazione verso il server remoto.
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In questo caso per diminuire il traffico e` possibile effettuare sul client
una prima fase di preprocessing della registrazione, che diminuisce di 1/5 la
dimensione dei dati da inviare sulla rete, al costo di eseguire una parte della
computazione sul client.
Una differente soluzione prevede invece di effettuare il riconoscimento
completamente in locale, ma su un vocabolario ristretto, tale da rendere
la computazione fattibile anche per il dispositivo mobile. L’architettura
ottenuta e` in figura 3.2d; le possibilita` di fidelity le seguenti:
1. Fidelity massima, esecuzione remota senza nessuna elaborazione da
parte del client.
2. Fidelity media, esecuzione remota con preprocessing da parte del client.
3. Fidelity bassa, esecuzione locale con vocabolario ridotto.
Tutte queste possibilita` sono valide, soprattutto nell’ottica del risparmio
energetico; infatti ridurre l’uso della cpu del client diminuisce il consumo ed
aumenta la durata della batteria.
3.2 Aura
Aura[47, 69] si propone come framwork per la creazione di applicazioni perva-
sive che possano sfruttare in modo ottimale le risorse presenti nell’ambiente,
senza dover affrontare i problemi di eterogeneita` e variabilita` nelle capacita`
dei dispositivi.
Nel framework di Aura confluiscono i lavori passati del gruppo: Odyssey,
di cui abbiamo ampiamente parlato sopra, e Coda[64, 66], un file system
“nomade”. Grazie a Coda l’utente piu` accedere ai propri dati da qualsiasi
computer, anche in presenza di collegamenti di rete lenti e non affidabili; im-
plementa percio` una adattivita` “trasparente” all’applicazione, basata (come
per Odyssey) sulla qualita` dei dati.
La particolarita` di Aura e` che i concetti di adattivita` e context awareness
sono spostati ad un livello superiore rispetto a quello comune delle applicazio-
ni. Questo nasce dalla considerazione che in ambienti pervasivi l’eterogeneita`
di risorse e` cos`ı alta che una singola applicazione non puo` essere utilizzata in
modo adeguato su tutte le piattaforme. Al contrario, per ogni piattaforma
(hardware e software) sono gia` esistenti applicazioni specifiche che sfruttano
appieno le sue caratteristiche. Per fare un esempio, un editor di testo tra-
dizionale ha molte piu` funzioni di uno per smartphone; quest’ultimo pero`
permette di sfruttare il touchpad del dispositivo mobile.
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Se un utente vuole lavorare su un documento probabilmente preferira`
utilizzare due applicazioni differenti, che sfruttano tutte le caratteristiche del
dispositivo, piuttosto che una unica ma difficile da usare sullo smartphone e
con poche funzioni sul desktop.
L’idea di Aura e` di definire l’adattivita` a livello di “Task”. Un task e`
un lavoro che l’utente puo` voler fare: visualizzare un video, modificare un
testo, etc. Per ogni task esisteranno varie applicazioni capaci di eseguirlo:
basti pensare a tutti i tipi di editor di testo presenti in commercio o alla
moltitudine di media player gratuiti utilizzabili.
Con Aura, in base alle risorse attualmente disponibili all’utente, e` pos-
sibile decidere quale applicazione utilizzare per un particolare task. A tut-
ti i dettagli sottostanti ci pensa il framework: spostare i file nell’ambiente
attuale, convertirli in un formato adatto per l’applicazione corrente, etc.
3.2.1 I casi d’uso principali
Vediamo ora due scenari tenuti in considerazione durante lo sviluppo di
Aura[47]. Come per Odyssey questi esempi rappresentano una parte signifi-
cativa dei requisiti considerati durante lo sviluppo del framework.
Immaginiamo un utente in aeroporto, in attesa della chiamata di imbarco
per il proprio volo. Ha appena finito di modificare una presentazione e deve
inviarla via email ad un collega il prima possibile. La presentazione, pero`, e`
molto grande perche´ piena di immagini, e la rete wireless dell’aeroporto lenta
perche´ in molti stanno navigando su internet. Aura si accorge che, a quella
velocita`, l’utente non riuscirebbe ad inviare la presentazione completa prima
dell’imbarco. Consultando l’elenco dei voli in partenza e la copertura wireless
dell’edificio il sistema si accorge che al gate 15 la copertura e` buona, la rete
libera e non ci sono voli in partenza ne´ in arrivo. Consiglia percio` all’utente
di spostarsi al gate 15, per terminare l’invio dell’email prima della chiamata
d’imbarco. Analogamente, quando l’invio delle email e` quasi terminato, Aura
informa l’utente che puo` nuovamente spostarsi al gate originario in attesa
della propria chiamata.
Il secondo scenario vede un utente nel suo ufficio, che sta ultimando le
modifiche alla presentazione per un meeting che si terra` tra non molto in un
edificio vicino. Non ha ancora terminato il lavoro, ma e` gia` in ritardo; percio`
si incammina, portando con se il proprio PDA. Aura si accorge del movimen-
to, e trasferisce la presentazione non ancora terminata sul dispositivo mobile;
in questo modo l’utente puo` completare le ultime modifiche durante il viag-
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gio. Attraverso la lista degli appuntamenti si accorge inoltre del meeting, ed
inizia a scaricare il software per la presentazione sul terminale della stanza in
cui si terra`. Quando l’utente arriva al meeting il sistema ha gia` provveduto
ad accendere il proiettore e a spostare le ultime modifiche sul computer della
stanza, in modo che questi riesca ad iniziare la presentazione in orario.
3.2.2 Architettura di Aura
Il concetto chiave di Aura e` il Task : con esso si definisce una azione ben
precisa dell’utente: preparare una presentazione, leggere le email, scrivere
un documento, etc. Ad ogni Task sono associati dei programmi (chiamati
in seguito supplier) che permettono all’utente di eseguire l’azione, ed i file
necessari per completare quel particolare lavoro. All’interno della descrizione
del task trovano posto anche le politiche di “conversione” dei file tra differenti
supplier.
Aura e` un framework molto complesso, e suddiviso in vari livelli. L’archi-
tettura e` rappresentata in figura 3.3; in essa ritroviamo Coda e Odyssey, che
fanno da supporto ad un tool, Spectra, di esecuzione remota di applicazioni;
questo decide, in base ai dati di contesto, la tecnica di esecuzione remota piu`
adatta nell’ambiente corrente. La parte piu` interessante sono pero` i livelli su-
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periori: Environment Manager, Supplier, Context Observer e Task Manager ;
vediamoli in dettaglio[69]
• Task Manager (Prism): questo layer, in cooperazione con l’osserva-
tore di contesto, analizza le operazioni dell’utente per capire le sue in-
tenzioni senza richiederle esplicitamente, nell’ottica della minimal user
distraction; il task manager si accorge, tramite osservazioni sul conte-
sto, di spostamenti dell’utente nello spazio e di cambiamenti nel ta-
sk eseguito; in base a questo coordina le altre entita` per modificare
automaticamente l’ambiente senza bisogno di richieste esplicite.
Un cambio di ambiente, o in generale di task, prevede la ricerca di
un nuovo supplier in grado di eseguire il task nell’ambiente corrente,
la raccolta dei file necessari e la conversione di questi per il supplier
scelto.
• Service Suppliers: sono le applicazioni vere e proprie, che permet-
tono all’utente di eseguire un task. Prerogativa principale di Aura e`
quella di utilizzare applicazioni preesistenti senza ulteriori modifiche:
l’adattivita` e` quindi “trasparente” alle applicazioni, che devono solo es-
sere inserite in un contenitore per fornire al resto del sistema interfacce
standard. Tra queste troviamo anche il meccanismo di conversione di
file, che si occupa di estrarre le informazioni utilizzabili dall’attuale ap-
plicazione e, una volta modificate, reinserirle nel file iniziale in modo
da non perdere quelle non trattate da tale programma.
• Context Observer: fornisce a Prism tutte le informazioni di contesto
acquisite; e` un punto chiave della piattaforma, in quanto tante piu`
informazioni offre al task manager, tanto piu` precisa sara` la previsione
di quest’ultimo.
• Environment Manager: il componente che si occupa di interagire
con l’ambiente: trovare il supplier necessario, distribuire le applicazioni,
lanciarne l’esecuzione, etc.
3.2.3 Esempi di applicazioni Aura
Riportiamo ora due applicazioni sviluppate con Aura e descritte in [47];
lo scopo di queste e` di supportare la collaborazione all’interno del campus
universitario della Carnegie Mellon University.
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(a) Screenshot dell’applicazione PHD
(b) Screenshot dell’applicazione Idealink
Figura 3.4: Esempi di applicazioni in Aura
Portable Help Desk PHD e` una applicazione spatial-aware e temporal-
aware: conosce l’attuale posizione degli utenti all’interno del campus, ed e`
collegata con un database degli eventi pubblici o privati in programma.
Portable Help Desk fornisce una mappa della zona in cui si trova l’utente,
dove sono rappresentati i colleghi vicini e alcuni servizi, come le stampanti
o i distributori automatici. Permette di conoscere l’attuale posizione dei
propri amici ed affianca all’interfaccia grafica (in figura 3.4a) un sistema di
riconoscimento vocale per interagire con l’applicazione anche in movimento.
Grazie ad Aura PHD offre anche alcuni comportamenti proattivi: ad
esempio, se l’utente vuole stampare un documento, PHD puo` accorgersi se
la coda di stampa e` troppo lunga e suggerire all’utente una stampante vicina
meno affollata, oppure proporre una stampante vicina al luogo di destinazione
per un utente in movimento.
Idealink La seconda applicazione presentata e` un “ambiente di collabora-
zione virtuale”, e si propone come sostituto elettronico di una meeting room;
il cuore di Idealink e` una lavagna condivisa in cui tutti gli utenti possono
scrivere contemporaneamente, come in figura 3.4b. L’applicazione si integra
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con PHD per salvare e caricare le preferenze dell’utente e i propri appun-
tamenti, e decide automaticamente in quale “meeting virtuale” collegarsi in
base ad essi.
Alcuni studi hanno dimostrato che questa applicazione si rivela molto
utile, in quanto permette di rendere gli incontri piu` produttivi ed accorciare
i tempi dei meeting.
3.3 CoBrA
CoBrA[27, 28] (Context Broker Architecture) e` un framework per applicazio-
ni pervasive sviluppato dall’Universita` del Maryland a Baltimora, con parti-
colare attenzione verso gli smart spaces. Rispetto ad Aura i ricercatori hanno
focalizzato i loro sforzi nella definizione e nel trattamento delle informazioni
di contesto. Tra tutti i sistemi analizzati in questo capitolo CoBrA rappre-
senta percio` quello piu` evoluto nell’analisi del contesto al fine di inferire nuove
informazioni.
L’entita` centrale in CoBrA e` il Context Broker (da cui il nome del fram-
work), che si occupa di gestire il contesto: acquisire le informazioni dai
sensori, ragionare su di esse e fornirle ai dispositivi che le richiedono.
In Cobra il contesto e` rappresentato mediante ontologie, che rispetto alle
altre tecniche aumenta l’espressivita` nella definizione delle relazioni tra in-
formazioni e permette inferenze piu` complesse.
Le ontologie sono espresse con il linguaggio OWL (Web Ontology Language),
standard nel campo del Web Semantico. CoBrA offre un insieme di ontologie
gia` pronte, COBRA-ONT, che descrivono le informazioni acquisibili in una
meeting room intelligente. Lo sviluppatore puo` utilizzare questo set come
base per la propria applicazione, eventualmente espandendolo con altre piu`
complesse legate al particolare dominio applicativo.
3.3.1 Il caso d’uso principale
Riportiamo l’esempio di applicazione riportato in [27], considerato durante lo
sviluppo di CoBrA, che tratta una stanza per meeting “intelligente”, dotata
di proiettore, sensori e vari dispositivi pervasivi.
Un utente entra nella stanza; grazie ad alcuni sensori l’ambiente di accorge
della sua entrata, identifica la persona e cerca di capire le sue intenzioni. Si
accorge che in quell’orario e` in programma una presentazione, e che la persona
appena entrata e` proprio colui che la deve tenere. Trova tra i file dell’utente
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quello per la presentazione, lo invia al proiettore ed avvia il programma per
la visualizzazione.
L’utente inizia la presentazione, intanto l’ambiente si accorge che la quan-
tita` di luce nella stanza e` troppo elevata per il proiettore e spegne alcune
lampade.
Finita la presentazione, l’ambiente si accorge della presenza di un PDA
e ne identifica il proprietario, colui che ha tenuto la presentazione. Deduce
che ha dimenticato il PDA nella stanza, e cerca di localizzarlo all’interno
dell’edificio, senza successo. Dalla lista di appuntamenti, pero`, trova la pre-
notazione di un volo aereo per il pomeriggio; ipotizza quindi che sia gia` in
viaggio; ricerca il suo numero di cellulare e gli invia un sms per informarlo
del PDA perso.
Infine si accorge che nella stanza mancavano alcune persone che aveva-
no segnalato interesse per questa presentazione; per ognuna individua un
contatto email ed inoltra una registrazione del meeting.
3.3.2 Architettura di CoBrA
Come gia` anticipato, il cuore di CoBrA e` il Context Broker : coordina tutte
le entita`, che possono cooperare tra di loro attraverso questo componente.
L’architettura e` quindi come quella rappresentata in figura 3.5, con il context
broker al centro del sistema.
Dati i suoi molteplici compiti, questa entita` e` suddivisa in quattro com-
ponenti funzionali:
• Context Knowledge Base: si occupa di immagazzinare tutta la co-
noscenza relativa al contesto. In particolare, questa componente gesti-
sce le ontologie che descrivono il contesto e la conoscenza acquisita dai
sensori.
• Context Reasoning Engine: il motore che analizza le informazioni
di contesto per dedurne di nuove. Interpreta quelle presenti nella Know-
ledge Base, aggrega dati da piu` fonti, intercetta e rimuove inconsistenze
all’interno della KB.
• Context Acquisition Module: l’insieme di librerie che si occupano
di acquisire informazioni dal contesto: sensori, programmi, etc.
• Privacy Management Module: CoBrA presta particolare attenzio-
ne alle politiche di sicurezza e gestione della privacy. L’utilizzo di un
broker centralizzato favorisce questo tipo di controlli, che sono racchiusi
in questo modulo; il suo compito e` controllare i permessi associati alle
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Figura 3.5: L’architettura di CoBrA
entita` che richiedono informazioni al broker ed eventualmente negare
l’accesso ai dati.
Il sistema di inferenza della conoscenza, F-OWL, e` stato sviluppato appo-
sitamente per CoBrA e utilizza come base il motore deduttivo XSB, offrendo
caratteristiche migliori rispetto ai comuni sistemi di inferenza per ontologie.
La scelta di design di utilizzare una entita` centrale come il context broker
ha semplificato molti aspetti, come la creazione di una Knowledge Base, la
gestione di privacy e sicurezza, etc. D’altro canto impone grosse limitazioni
sulla scalabilita` dell’architettura: come sottolineano anche gli stessi creatori,
in presenza di spazi molto grandi con un numero elevato di dispositivi (come
nell’idea di Weiser) il broker potrebbe diventare un collo di bottiglia e non
riuscire a gestire l’intero sistema.
Per questo motivo sono state studiate tecniche per permettere la coesi-
stenza di piu` broker, che si suddividono lo spazio da gestire e periodicamente
aggiornano le proprie Knowledge Base.
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Figura 3.6: Esempio di applicazioni in CoBrA: Interazione tra i componenti
di EasyMeeting
Alcuni problemi sorgono comunque in caso di nodi fortemente mobili, che si
adattano male ad una architettura cos`ı centralizzata.
3.3.3 Esempi di applicazioni CoBrA
Vediamo ora due applicazioni sviluppate in CoBrA e presentate in [27] come
esempio di applicazioni context-aware per smart spaces.
EasyMeeting EasyMeeting e` una applicazione per gestire smart spaces
sviluppata a partire da Vigil[75], una infrastruttura per pervasive computing
prodotta sempre nell’Universita` del Maryland in Baltimora. EasyMeeting
porta in Vigil il supporto a context-awareness e protezione della privacy uti-
lizzando CoBrA. L’applicazione fornisce un gruppo di servizi utili per intera-
gire con uno smart space: riconoscimento vocale, visualizzazione di presenta-
zioni, controllo della luce, riproduzione di musica, benvenuto personalizzato,
etc. In figura 3.6 riportiamo lo schema di interazione dei vari componenti. In
EasyMeeting il context broker offre un modello di contesto condiviso da tutti
i servizi, che si occupa di mantenere informazioni sulla posizione delle persone
nella stanza, la programmazione dei meeting e delle presentazioni, gli auto-
ri delle presentazioni e altro, utilizzando sensori e informazioni presenti sul
50 Modelli di programmazione Context-Aware
web. Tutte queste informazioni sono utilizzate dal componente MajorDemo
per decidere quali servizi abilitare in un particolare momento.
CoBrA Text Messaging Commands CoBrA Text Messaging Commands
e` una applicazione di controllo tramite SMS integrata col Context Broker.
Tramite l’invio di messaggi di testo gli utenti possono interagire col broker,
ponendo domande o invocando azioni. Il prototipo corrente di CoBrA per-
mette di ottenere informazioni sui meeting in programma all’eBiquity group
dell’UMBC. Le operazioni offerte dall’applicazione sono le seguenti:
• qMeeting: il sistema risponde, tramite sms, con la lista di meeting
presenti nel programma giornaliero.
• qSpeaker [meeting-id]: il sistema invia all’utente alcune informazio-
ni utili sul presentatore di un particolare meeting, ad esempio nome,
istituzione di provenienza, titolo professionale, ambiti di ricerca etc.
• qInfo [meeting-id]: il sistema offre all’utente informazioni sul mee-
ting, come luogo ed ora della presentazione, breve descrizione, etc.
• qFollowup [meeting-id] [email-address]: con questa operazione
l’utente richiede l’invio dei documenti associati al meeting ad un in-
dirizzo di posta elettronica, per agevolare chi non ha potuto essere
presente.
3.4 CORTEX
Vediamo ora CORTEX (CO-operating Real-time senTient objects: archi-
tecture and EXperimental evaluation)[24, 80, 84], prodotto di un omonimo
progetto europeo che ha visto coinvolte, tra le altre, le universita` di Lancaster
e di Dublino.
Come i precedenti sistemi, anche CORTEX si propone come modello di
programmazione per applicazioni pervasive context-aware. In questo caso
pero` non si parla necessariamente di smart spaces, ma anche di applicazio-
ni con mobilita` maggiore, come veicoli intelligenti e sistemi di gestione del
traffico.
In questi casi particolari non e` plausibile la presenza di un punto di cen-
tralizzazione, si hanno problematiche stringenti sul tempo di reazione e si
deve assicurare un certo grado di sicurezza. Questi requisiti hanno portato
allo sviluppo di un modello di programmazione delle applicazioni che diffe-



















Figura 3.7: Eventi ed interazioni tra oggetti in CORTEX
Una applicazione in CORTEX e` descritta da un insieme di entita` coope-
ranti, chiamate Sentient Object [24]. Un oggetto “senziente” e` a sua volta un
piccolo sistema context-aware che puo` interagire con l’esterno tramite sensori
ed attuatori; prevede meccanismi di analisi dei dati acquisiti, ha una propria
conoscenza del contesto e possiede anche un motore di inferenza per dedurre
nuove informazioni. Infine, un sentient object puo` essere collegato ad altri
per realizzare forme di cooperazione basate su scambio di eventi. In figura
3.7 sono illustrate le modalita` che permettono la cooperazione tra sentient
object: attraverso uno scambio di eventi o attraverso modifiche all’ambiente
che vengono catturate da sensori.
3.4.1 Scenari e casi d’uso principali
Riportiamo due esempi di possibili applicazioni CORTEX, descritti in [80].
Questa volta non si tratta di meeting room, ma di situazioni piu` complesse
e con caratteristiche tipiche dei sistemi real time.
Sistema di aiuto per il soccorso alpino Nell’ambiente del soccorso alpi-
no, i soccorritori sono costantemente impegnati nella ricerca e nel salvataggio
di persone bloccate, e in alcuni casi anche ferite, in condizioni estremamen-
te pericolose. In questo ambito anche i dispositivi mobili devono rispettare
requisiti stringenti, soprattutto in termini di peso e durata della batteria.
Una conoscenza della posizione dei singoli soccorritori puo` permettere una
migliore pianificazione da parte del centro che coordina la ricerca e rappre-
senta una sicurezza maggiore per queste persone, poste di fronte ad una














Figura 3.8: Il modello di un sentient object
situazione di pericolo costante. In questo scenario sono necessarie tecniche
di cooperazione tra i dispositivi dei soccorritori per sopperire alla mancanza
di sistemi di comunicazione affidabili sul luogo della ricerca, e possibilmen-
te tecniche che offrano una certa “intelligenza” ai dispositivi, per aiutare i
singoli soccorritori.
Auto intelligenti In questo scenario si ipotizza la presenza di sistemi au-
tomatizzati sulle auto per evitare situazioni di grave pericolo. Ad esempio,
nel caso di un incidente su una autostrada, la circolazione rimarra` bloccata
per molto tempo. In questa situazione sono molto probabili tamponamenti
a catena a causa dell’improvviso rallentamento sulla corsia di marcia. Un
sistema di comunicazione tra automobili permette, ad esempio, la notifica
dell’improvvisa frenata di una macchina a quelle vicine, che potrebbero de-
cidere di frenare autonomamente, eludendo i controlli del guidatore. In altre
situazioni, le auto potrebbero notificare condizioni di pericolo, come un tratto
di strada allagato, per aiutare l’utente nella guida.
3.4.2 Architettura di CORTEX
In CORTEX, a differenza dei precedenti modelli, non esiste un’infrastrut-
tura centrale che gestisce le applicazioni, ma un insieme di sentient object
indipendenti che cooperano tra loro. L’ambiente fornisce gli strumenti per
programmare questi oggetti e per permettere la loro comunicazione verso
l’esterno: sensori, attuatori e altri sentient object.
Le comunicazioni sono modellate come eventi, sia per i dati che arrivano
dai sensori, sia per le richieste inviate agli attuatori, sia per la comunicazione
tra oggetti.
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In figura 3.7 abbiamo gia` visto lo schema di una applicazione, con le
interazioni tra oggetti, mentre nella 3.8 riportiamo la struttura di un sentient
object. Come si puo` vedere dall’immagine un oggetto CORTEX contiene
le entita` base di una applicazione context-aware: un sistema per acquisire
dati dai sensori, una rappresentazione del contesto e un motore di inferenza.
Vediamo meglio in dettaglio queste componenti:
• Sensory Capture: questo modulo si occupa principalmente di pren-
dere i dati provenienti dall’esterno ed effettuare operazioni di sensor
fusion, per risolvere i problemi legati agli errori commessi dai senso-
ri e derivare informazioni a piu` alto livello da fonti di dati multiple.
Utilizza uno schema probabilistico basato su reti Bayesiane. In questo
modo si puo`, ad esempio, modellare l’incertezza dei dati acquisiti, le
dipendenze tra gruppi di sensori e dedurre la veridicita` di fatti.
• Context Hierarchy: definisce il contesto in cui si trova l’oggetto. Il
contesto e` modellato da un insieme di fatti, rappresentati gerarchica-
mente secondo il paradigma Context-based Reasoning presentato in [50].
Gestire il contesto gerarchicamente permette di limitare il ragionamen-
to ad un sottoinsieme delle regole e delle azioni possibili, aumentando
l’efficienza del sistema di inferenza e decisione.
• Inference Engine: si occupa di modificare il comportamento dell’og-
getto in base ai dati di contesto; le regole, definibili dall’utente, sono
espresse con linguaggio CLIPS (C Language Integrated Production Sy-
stem), che permette di inferire fatti a partire da un insieme di regole;
il linguaggio e` molto espressivo, permette di definire relazioni di even-
ti molto complicate e offre la possibilita` di integrazione con linguaggi
procedurali come C++ e Java.
Infine, una importante caratteristica di CORTEX e` la dinamicita` dei col-
legamenti dei sentient object. Questi non sono infatti statici, ma permettono
un continuo ricambio di produttore/consumatore: la definizione di comuni-
cazioni ad eventi fa si che un oggetto possa ricevere un evento di un certo tipo
da qualsiasi entita` a lui vicina, sia essa sensore, attuatore o altro oggetto. In
questo modo si favorisce la programmazione di applicazioni anche in casi di
alta mobilita` dei dispositivi.
3.4.3 Un esempio di applicazione CORTEX
Riportiamo ora il risultato della sperimentazione di CORTEX: lo studio
di un veicolo intelligente, capace di raggiungere destinazioni prestabilite ed
interagire con gli altri veicoli incontrati.
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(b) Il sentient object che guida un’auto
Figura 3.9: L’esempio di applicazione CORTEX: un sistema di guida
automatica
Gli obiettivi dell’auto sono impostati attraverso un “circuito virtuale”,
composto da una serie di coordinate GPS da raggiungere in sequenza. Ogni
veicolo costruisce una rappresentazione dell’ambiente che lo circonda per de-
cidere le mosse da effettuare. La cooperazione tra veicoli e` necessaria per
evitare scontri, oppure per seguire il percorso di altre auto.
L’applicazione e` in sviluppo su un test-bed di auto radiocomandate, mo-
dificate per muoversi autonomamente nello spazio. Sono dotate di ricevitore
GPS e sensori ad ultrasuoni per individuare oggetti vicini ed utilizzano due
schede di rete wireless per comunicare con le altre auto presenti nello spazio.
In figura 3.9a e` riportata una foto dell’auto prototipo, mentre nella 3.9b
lo schema del sentient object che la governa.
Questa applicazione e` dotata di modelli di data-fusion sui dati dei sensori
ad ultrasuoni, per dedurre la presenza, e la relativa distanza, di ostacoli vicini;
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questa informazione viene utilizzata per definire il contesto attuale, mentre
il sistema di inferenza definisce la velocita` dell’auto e controlla lo sterzo.
3.5 MB++
Terminiamo l’analisi con MB++[56], framework per applicazioni context-
aware che cerca di portare caratteristiche tipiche dell’High Performance Com-
puting anche in sistemi pervasivi.
Gli autori sottolineano come, al momento, non esistano modelli di svilup-
po per applicazioni pervasive con elevate richieste computazionali. Questo
problema accomuna anche tutti i modelli fin qui studiati, dove sia gli approc-
ci “centralizzati” come CoBrA, sia quelli molto distribuiti come CORTEX,
non considerano la presenza di piattaforme ad alte prestazioni che offrano le
proprie capacita` computazionali. MB++ si propone percio` come ambiente
di programmazione per quelle applicazioni pervasive che hanno bisogno di ef-
fettuare elaborazioni significative sui dati ottenuti dal contesto, offrendo una
infrastruttura che permetta ai dispositivi pervasivi di entrare ed uscire dina-
micamente dal sistema, e richiedere l’esecuzione di parti dell’applicazione su
risorse HPC.
Le applicazioni possono utilizzare le risorse computazionali del server me-
diante la definizione di “trasformazioni”. Una trasformazione e` un algoritmo
computazionalmente significativo che lavora su uno o piu` stream di dati, pro-
ducendo uno stream di risultati. Questa trasformazione puo` essere dovuta ad
operazioni sui dati acquisiti, come algoritmi di data fusion, oppure causata
da problemi di interoperabilita` tra applicazioni, che lavorano su dati analoghi
ma in formato differente (si pensi alla moltitudine di formati audio/video),
un po’ come in Aura.
In MB++, quindi, una applicazione e` definita come composizione di un
grafo data-flow di trasformazioni su stream, contenenti dati prodotti da di-
spositivi pervasivi o da precedenti elaborazioni; il risultato del grafo viene
inviato, sempre tramite stream, al visualizzatore in esecuzione su dispositivi
mobili. La struttura di una applicazione pervasiva e` riportata in figura 3.10
3.5.1 Il caso d’uso principale
Vediamo un esempio, tratto da [56], di applicazione pervasiva che potrebbe
trarre vantaggio dall’utilizzo di un ambiente come MB++.
Lo scenario proposto e` un sistema di risposta alle emergenze di un’area
metropolitana, che ottiene informazioni da telecamere per il controllo del














Figura 3.10: La struttura di una applicazione MB++
traffico, dispositivi mobili della polizia locale, allarmi antincendio e contro le
intrusioni, etc.
Supponiamo che un ladro entri in un negozio per una rapina, facendo
scattare l’allarme. Il comando della polizia e` avvisato immediatamente, e
il poliziotto che gestisce l’emergenza, attraverso il proprio palmare, richie-
de i video registrati nella zona dell’infrazione che possono aver inquadrato
il criminale. Questo servizio richiede algoritmi specifici, ad esempio di rico-
noscimento di movimento per identificare la posizione del ladro all’interno
dell’edificio; il PDA dell’utente interroga il sistema, e fornisce gli eventuali
algoritmi non ancora presenti. Vista la natura della richiesta, il sistema in-
dividua una risorsa HPC adeguata ed esegue l’applicazione su di essa. Una
volta prodotti i risultati, questi saranno inviati al palmare del poliziotto, che
potra` visualizzarli durante lo spostamento verso il luogo del crimine.
3.5.2 Architettura di MB++
Vediamo ora in dettaglio l’architettura proposta in MB++ per la comuni-
cazione tra i dispositivi pervasivi e le risorse HPC. Il sistema (illustrato in
figura 3.11 e` suddiviso in tre entita` principali:
• Type Server: il componente che si occupa di gestire le definizioni dei
tipi di dati e le trasformazioni definite su di essi. Queste vengono fornite























Figura 3.11: Architettura del framework MB++
• Stream Server: ha il compito di gestire gli stream; e` il componente che
contiene le definizioni degli stessi e il grafo dataflow di trasformazioni
da eseguire; contiene fisicamente gli stream e, tramite lo scheduler,
gestisce le politiche di assegnamento delle risorse ai singoli grafi.
• Transformation Engine: l’entita` che si occupa dell’esecuzione effet-
tiva delle trasformazioni. Esiste un TE per ogni risorsa HPC presente
nel sistema, e la sua esecuzione e` guidata dallo stream server, che al-
loca parti di un grafo data-flow su di esso; il codice da eseguire per la
trasformazione viene invece fornito dal Type Server.
MB++, considera scenari con un numero elevato di grafi data-flow attivi
contemporaneamente, richiesti da differenti applicazioni pervasive; in questo
ambiente si giustifica ulteriormente l’utilizzo di risorse HPC per l’esecuzione
parallela di tutte le richieste.
Dal punto di vista del calcolo ad alte prestazioni, la modellazione della
computazione come data flow permette di eseguire la catena di trasforma-
zioni in parallelo. L’assegnazione di queste ai TE avviene pero` staticamente,
al momento dell’allocazione del grafo, e quindi non si ottiene un naturale
bilanciamento del carico tipico di soluzioni come Muskel[9].




































Figura 3.12: Struttura dell’applicazione di riconoscimento di intrusi in
MB++
Il focus di MB++ e` di fornire un ambiente di calcolo ad alte prestazioni
per dispositivi mobili e pervasivi; rispetto agli altri modelli non si concentra
pero` sullo sviluppo di applicazioni context-aware o adattive: mancano com-
pletamente modelli per definire il contesto e per le interazioni tra dispositivi
pervasivi, se non quelle che passano dallo stream server.
3.5.3 Esempio di applicazione MB++
Riportiamo l’esempio utilizzato in [56] per dimostrare la bonta` dell’ambien-
te. Si tratta di una applicazione di analisi dei dati ricevuti da un insieme di
videocamere, alla ricerca di persone in movimento. Rappresenta una evolu-
zione dei classici sensori di movimento che oltre ad individuare intrusi in un
ambiente, ne visualizza anche il volto.
Nel caso proposto abbiamo due fonti che producono video in streaming;
questi dati vengono analizzati da due differenti algoritmi, uno per il ricono-
scimento di volti, l’altro per la rilevazione di movimento. Questi dati vengono
inviati ad una terza trasformazione, che analizzando la coppia di valori sta-
bilisce se e` presente un intruso nell’ambiente ed invia il volto riconosciuto
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al consumatore dello stream, che lo visualizza su un monitor. Lo schema
dell’applicazione e` illustrato in figura 3.12.
I test di questa applicazione hanno mostrato la scalabilita` del sistema, au-
mentando il numero di grafi data-flow in esecuzione (piu` istanze della applica-
zione) fino ad occupare completamente le risorse fornite dai Transformation
Engine.
3.6 Conclusioni
Torniamo ora all’esempio di applicazione HPPC riportato nella sezione 2.5.2,
ovvero un supporto alla gestione delle emergenze. In questo caso abbiamo
bisogno di molte risorse computazionali, da utilizzare non solo durante una
emergenza, ma anche nella fase, continua, di previsione e prevenzione.
Tra tutti i modelli analizzati fino ad ora, l’unico che prevede l’utilizzo di
risorse HPC e` MB++. La strutturazione a stream si rivela, inoltre, adat-
ta agli algoritmi di data-mining e di simulazione tipici per la gestione delle
emergenze. In questo modello, pero`, mancano i meccanismi di adattivita`
per trasportare le computazioni sull’insieme di nodi disponibili. Inoltre non
vengono forniti strumenti adatti allo sviluppo della parte “pervasiva” del-
l’applicazione, ovvero dei sensori che acquisiscono i dati ambientali e di tutti
i dispositivi mobili utilizzati durante la gestione di una emergenza.
Al contrario i modelli come Aura, CoBrA e CORTEX permettono di svi-
luppare in modo efficiente le applicazioni da eseguire sulle risorse pervasive,
ma non offrono una integrazione con risorse HPC per le elaborazioni intensi-
ve. Inoltre nessuno di questi sistemi supporta ambienti con nodi distribuiti
in un’area molto estesa, come il letto di un fiume oppure una foresta.
Dobbiamo comunque considerare che i modelli fino ad ora sviluppati si
basano sulle idee originarie di Weiser sul pervasive computing ([82]): ambien-
ti intelligenti (soprattutto edifici) con buona parte dei dispositivi pervasivi
allocati staticamente, ed utilizzati per eseguire applicazioni “leggere”: visua-
lizzatori o editor di file, registratori, etc. Nel nostro caso stiamo parlando di
applicazioni che richiedono simulazioni molto complesse, eseguite in ambienti
pervasivi creati magari solo nel momento di una emergenza e composti quasi
esclusivamente da dispositivi mobili,
Si rende percio` necessario lo studio di un nuovo modello di programma-
zione, che permetta la cooperazione delle risorse pervasive con quelle ad alte
prestazioni e l’utilizzo di adeguate connessioni di rete per far comunicare i
vari dispositivi in ambienti molto vasti. A questo proposito, sottolineiamo
inoltre che tipicamente le risorse HPC non sono dislocate vicino all’area di
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emergenza, ma si troveranno a distanze molto elevate. Si rende quindi neces-
sario l’utilizzo di connessioni ad alta velocita` per collegare i centri di calcolo
all’area della possibile emergenza, e tecnologie per sfruttare al meglio queste
reti.
Nonostante questo, gli ambienti visti in questo capitolo presentano ca-
ratteristiche degne di nota ed idee riutilizzabili all’interno di questo tipo di
ambiente. Ad esempio:
• La modellazione delle informazioni del contesto tramite ontologie, come
proposto da CoBrA, permette l’utilizzo di potenti strumenti di inferen-
za che possono rivelarsi utili per lo sviluppo delle applicazioni da ese-
guire sui dispositivi mobili utilizzati durante l’emergenza, soprattutto
nei casi di bassa connettivita` con le risorse HPC, per aiutare gli utenti
(soccorritori, forze dell’ordine, etc) anche senza il supporto del sistema
previsionale e di supporto alle decisioni.
• Tecnologie come quelle utilizzate in Aura potrebbero permettere l’uti-
lizzo di applicazioni gia` sviluppate e la cooperazione con sistemi preesi-
stenti, con un possibile risparmio sui tempi di sviluppo, ma soprattutto
la possibilita` di realizzare un sistema “estendibile”, che possa inglobare
nuove tipologie di risorse e di applicazioni, in base all’ambiente in cui
si trova.
• Anche le caratteristiche di proattivita` del Task Manager di Aura sono
molto interessanti, ed il supporto potrebbe fornire strumenti per aiutare
le applicazioni context-aware nella loro definizione.
• Le tecniche di riduzione della fidelity introdotte in Odyssey sono sicura-
mente promettenti, e necessitano uno studio accurato anche nel nostro
caso, soprattutto a causa dei problemi di affidabilita` e di velocita` delle
connessioni tra ambiente pervasivo e ambiente HPC. In questa appli-
cazione si rivela necessario un approccio a qualita` dei dati - e delle
computazioni - variabile, ed il meccanismo della fidelity introdotto in
questo modello sembra adattarsi perfettamente al nostro caso.
• L’approccio di CORTEX nella realizzazione di piu` entita` al loro interno
context-aware ed adattive, che cooperano per realizzare l’intera appli-
cazione, sembra un buon metodo per risolvere i problemi di complessita`
di queste applicazioni, e al tempo stesso ottenere un comportamento
adattivo per l’intero sistema.
• La definizione, sempre di CORTEX, di un ambiente non centralizzato
si rivela sicuramente vincente nel nostro caso, dove ogni dispositivo
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deve essere in grado di funzionare anche con connettivita` assente, ma
al tempo stesso sfruttare al massimo le risorse eventualmente presenti.
• La modellazione riportata in MB++, in cui i dispositivi pervasivi agi-
scono da produttori e consumatori di dati nei confronti delle risorse
HPC si rivela molto valida per le operazioni di previsione e anche nei
casi di emergenza, se in presenza di un collegamento di rete adeguato.
Vogliamo pero` inserire anche meccanismi aggiuntivi, per poter eseguire
le computazioni intensive su tutti i dispositivi presenti nella rete.
L’analisi di questi modelli ha percio` dato una serie di spunti e di idee per
la definizione di un ambiente per lo sviluppo di applicazioni pervasive e ad
alte prestazioni. Vedremo piu` avanti come alcune di queste idee costituiscono
la base del modello di programmazione di ASSISTANT.
In definitiva in questo capitolo abbiamo visto come il pervasive computing
sia un settore di ricerca ancora giovane, con tante idee e soluzioni prometten-
ti ma ancora nessun ambiente di sviluppo abbastanza evoluto per la realiz-
zazione di una applicazione pervasiva realmente complessa, tantomeno una
applicazione HPPC. E` importante capire come il problema degli strumenti
presentati non sia di tipo implementativo, ma architetturale: i modelli fin
qui visti non raggiungono quel livello di espressivita` richiesto in applicazioni
non banali, come quella da noi proposta di gestione delle emergenze.
Da questi modelli emergono percio` le limitazioni di uno studio guidato da
esempi, che porta allo sviluppo di strumenti che si adattano male ad applica-
zioni significativamente differenti da quelle studiate. Nei capitoli successivi
vedremo invece come ASSISTANT nasca proprio nell’idea di offrire un mo-
dello di programmazione il piu` generale possibile, partendo da basi solide
derivate da un settore, quello dell’HPC, molto piu` sviluppato.
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Capitolo 4
ASSIST: un ambiente di
programmazione per
applicazioni parallele e
distribuite ad alte prestazioni
Con questo capitolo analizziamo il secondo campo di ricerca che converge
nell’HPPC, quello delle applicazioni parallele ad alte prestazioni. Come nel
capitolo 3 vogliamo illustrare l’attuale stato dell’arte in questo settore, in
modo da fornire al lettore le basi per comprendere le idee che hanno portato
allo sviluppo di ASSISTANT, e come queste hanno guidato la definizione di
tale modello.
Il settore delle applicazioni parallele ad alte prestazioni nasce molto pri-
ma rispetto al pervasive computing ed ha visto l’interesse di molte aziende
importanti; per questo motivo la ricerca e` ormai ad uno stato molto piu` ma-
turo, ed esistono tanti ambienti di programmazione, profondamente diversi
tra loro, per lo sviluppo di applicazioni parallele.
All’interno dell’Universita` di Pisa si studiano, oramai da anni, modelli
per lo sviluppo di applicazioni parallele “ad alto livello”, ritenuti da mol-
ti una tecnica vincente per governare la sempre piu` alta complessita` delle
applicazioni e delle piattaforme hardware e software[16, 31].
Questo interesse ha portato nel tempo alla definizione ed implementazio-
ne di vari modelli di programmazione: P 3L[15] (Pisa Parallel Programming
Language), SkIE [16] (a Skeleton Integrated Environment), Lithium[35] e per
finire ASSIST [78] (A Software development System based on Integrated
Skeleton Technology). I primi sistemi sviluppati prevedevano un approccio
“a skeleton” classico, in stile Cole[31], che col tempo si e` evoluto in un mo-
dello di programmazione parallela strutturata piu` generale, per sopperire alla
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difficolta` di esprimere molte computazioni parallele significanti (ad esempio
data-parallel con stencil) tramite gli skeleton.
In questo capitolo parleremo di ASSIST, da noi considerato lo stato del-
l’arte per gli ambienti di programmazione parallela, in quanto unisce alle
caratteristiche tipiche degli skeleton (facilita` di programmazione, possibilita`
di ottimizzazioni automatiche e modelli dei costi noti) una maggiore genera-
lita` che lo rende adatto ad implementare molti algoritmi paralleli difficilmente
esprimibili tramite skeleton.
Inoltre la generalita` del modello ha permesso di introdurre delle prime
forme di dinamicita` nell’esecuzione[79], al fine di sfruttare nel miglior modo
possibile le risorse o di mantenere un livello di prestazioni minimo richiesto;
questi meccanismi, nell’ottica della classificazione dei sistemi pervasivi, fini-
scono sotto la definizione di adattivita`, e possono essere considerati il primo
passo per un modello per lo sviluppo di applicazioni pervasive.
Per questo motivo il modello di ASSIST e` stato utilizzato come base
per la definizione di ASSISTANT, che in un certo senso rappresenta la sua
evoluzione.
Nel seguito, il capitolo e` strutturato come segue: dopo una introduzione ai
modelli di programmazione parallela strutturati (4.1), descriveremo ASSIST:
le idee che hanno portato alla sua definizione (sezione 4.2), il modello di
programmazione e la sua attuale implementazione (rispettivamente 4.3 e 4.4).
4.1 La Programmazione Parallela Struttura-
ta
Storicamente, le due tecniche principali per realizzare programmi paralleli
sono state l’uso di memorie condivise o sistemi a scambio di messaggi. Que-
sti metodi erano strettamente legati all’hardware delle macchine parallele,
che potevano supportare uno o l’altro formalismo nativamente. La moda-
lita` di programmazione non veniva quindi scelta dal programmatore, ma era
definita dalla piattaforma su cui il programma veniva sviluppato. Chiara-
mente un cambiamento della piattaforma hardware rendeva necessarie pro-
fonde modifiche al codice, soprattutto nel caso di passaggio da un formalismo
all’altro.
Col tempo gli sviluppi hardware hanno portato a piattaforme in grado
di emulare reciprocamente i meccanismi senza incorrere in overhead signi-
ficativi: piattaforme a memoria condivisa possono offrire una astrazione di
scambio di messaggi e, analogamente, quelle a scambio di messaggi possono
realizzare una memoria condivisa distribuita.
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Attualmente si trovano molti modelli di programmazione parallela di
questo tipo; i piu` conosciuti e supportati sono OpenMP [33] (Open Multi-
Processing), che offre una astrazione a memoria condivisa, e MPI [44, 51]
(Message Passing Interface), a scambio di messaggi. Abbiamo utilizzato il
nome modelli, e non linguaggi, perche´ tipicamente sono API implementate
su piu` linguaggi (C, C++ e Fortran) attraverso l’uso di librerie e/o direttive
per i compilatori. Come abbiamo detto prima sono indipendenti dall’archi-
tettura sottostante, ed esistono versioni di OpenMP per cluster e di MPI per
macchine a memoria condivisa.
Nonostante questa forma di “portabilita`” offerta dalle piattaforme, il pas-
saggio ad architetture differenti comporta, nel migliore dei casi, la necessita`
di una revisione del codice sorgente per sfruttare al massimo le caratteristiche
della nuova piattaforma.
Nella progettazione di una applicazione parallela, infatti, ci troviamo
spesso di fronte ad un differente significato di portabilita`: se in un program-
ma sequenziale si usa per indicare la possibilita` di utilizzare codice scritto
per altre piattaforme senza modifiche (almeno non sostanziali), nella ver-
sione parallela non ci si accontenta che il programma “funzioni”, ma siamo
interessati alla “portabilita` delle prestazioni”, ovvero a sfruttare al meglio le
differenti piattaforme.
Oltre ai problemi di portabilita` queste librerie rendono i programmi com-
plessi da realizzare, in quanto richiedono al programmatore di gestire espli-
citamente i meccanismi di cooperazione delle entita` che compongono l’appli-
cazione parallela.
Ci troviamo in una situazione analoga a quando, nella programmazione
sequenziale, non esistevano i linguaggi ad alto livello e i programmatori passa-
vano molto tempo a scrivere codice particolare per la piattaforma utilizzata:
in quel caso una modifica della piattaforma poteva avere risultati catastro-
fici. Come nei programmi sequenziali sono stati introdotti linguaggi ad alto
livello, che offrono dei livelli di astrazione e lasciano ai tool di sviluppo la
creazione di codice ottimizzato per i vari sistemi, cos`ı si vorrebbe fare anche
per la programmazione parallela, ed offrire strumenti per definire le applica-
zioni parallele ad “alto livello” che permettano ottimizzazioni automatiche
del codice.
La maggiore espressione di questo concetto prende il nome di programma-
zione parallela strutturata[31], e offre astrazioni per costruire le applicazioni
tramite la composizione di pattern paralleli di base.
Con questo non vogliamo sminuire l’importanza dei modelli come MPI
o OpenMP, ma semplicemente chiarire che, come in tutte le strutturazioni
a livelli, e al pari dei linguaggi macchina, questi debbano rappresentare il
supporto per dei modelli di programmazione di piu` alto livello.
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Tra i vari modelli per la programmazione parallela strutturata, uno dei
piu` interessanti e` sicuramente il modello a skeleton. Uno skeleton[16, 31, 77]
astrae paradigmi di computazione comuni nella programmazione parallela,
le cosiddette forme di parallelismo, come pipeline e farm (parallelismo su
stream) o divide et impera, map e map&reduce (parallelismo sui dati). Nel
modello a skeleton il programma viene descritto tramite una definizione della
sua struttura parallela, ovvero la/le forme di parallelismo che utilizza (lo sche-
letro dell’applicazione) e la scrittura del codice sequenziale dell’applicazione
(il contenuto).
Rispetto ai modelli a basso livello, nei quali il codice sequenziale (che
chiameremo spesso anche “codice utente”) si mischiava alle primitive per la
cooperazione, abbiamo ora una netta separazione, che permette di modificare
uno dei due senza toccare l’altro.
Una caratteristica molto interessante degli skeleton, derivata dall’uso di
forme di parallelismo note, e` che si conoscono i pattern di comunicazione tra
le entita` dell’applicazione. Questo permette di ricavare un modello dei costi
che, unito alla conoscenza della piattaforma di esecuzione, offre una stima
del comportamento dell’applicazione.
Ma i vantaggi dati da una conoscenza della struttura parallela non si
fermano alla caratterizzazione dei modelli di costo. E` stato dimostrato infatti
che, grazie a queste informazioni, si possono supportare in modo efficiente e
trasparente all’applicazione tolleranza ai fallimenti[20, 23] e adattivita`[4, 79].
Questo permette al programmatore di non curarsi di aspetti sempre piu`
importanti nel mondo delle applicazioni parallele ad alte prestazioni, dove
l’introduzione del Grid Computing [46] ha promosso piattaforme eterogenee
e fortemente dinamiche. In questi ambienti non sono utilizzabili modelli
come MPI o OpenMP, ma ci troviamo di fronte a strumenti specifici come
ad esempio Globus[45]; l’elevata dinamicita` della piattaforma richiede inoltre
applicazioni in grado di sopportare fallimenti dei nodi e riconfigurazioni.
Grazie agli skeleton il programmatore non deve considerare molti degli
aspetti inerenti alla gestione della griglia, e puo` lasciare agli strumenti di
programmazione questi compiti. Questa malleabilita` degli skeleton ha por-
tato alla definizione di ambienti, come appunto ASSIST, utilizzabili per svi-
luppare applicazioni parallele indipendenti dalla piattaforma di esecuzione,
portabili sia su ambienti grid che su cluster o macchine SMP senza ulteriori
modifiche[6, 8].
Esistono anche altri modelli di programmazione parallela strutturata oltre
a quello a skeleton; ad esempio i linguaggi concorrenti orientati agli oggetti,
come Linda[48], che offrono un livello di astrazione molto piu` elevato, a
scapito di ridotta portabilita` delle prestazioni[68].
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4.2 ASSIST
ASSIST (A Software development System based on Integrated Skeleton Tech-
nology) nasce all’interno del Dipartimento di Informatica dell’Universita` di
Pisa, come proposta di un nuovo ambiente di programmazione orientato al-
lo sviluppo di applicazioni parallele e distribuite con un approccio unificato.
L’obiettivo principale e` la creazione di un sistema di programmazione ad alto
livello per applicazioni complesse e multidisciplinari, che garantisca elevate
prestazioni e scalabilita` su differenti piattaforme (da singole macchine paral-
lele a cluster eterogenei fino a griglie computazionali) e il riuso di software
parallelo preesistente.
Lo sviluppo di ASSIST deriva dall’esperienza maturata nei precedenti
ambienti P 3L e SkIE, bastati su un modello a skeleton, che hanno mostrato
i benefici degli skeleton ma anche le loro maggiori limitazioni:
• gli skeleton sono composti tramite interfacce ben definite, e separano
l’implementazione dalla definizione del programma;
• le parti sequenziali degli skeleton possono essere scritte in qualsiasi lin-
guaggio di programmazione, aumentando la produttivita` degli svilup-
patori di applicazioni che non devono riscrivere il codice gia` prodotto;
• l’adozione di linguaggi standard permette anche di utilizzare i compila-
tori preesistenti, che garantiscono la creazione di un codice sequenziale
ottimizzato;
• con alcune restrizioni, anche del codice binario puo` essere utilizza-
to per le parti sequenziali degli skeleton, garantendo quindi anche la
portabilita` di applicazioni chiuse e non modificabili;
• la portabilita` delle performance risulta soddisfacente, soprattutto su
piattaforme omogenee, in quanto la conoscenza dei modelli dei co-
sti permette di ricompilare i programmi per utilizzare efficientemente
l’ambiente di esecuzione.
In certi casi pero` l’espressivita` degli skeleton non basta per sviluppare ap-
plicazioni complesse, ed ASSIST si propone di superare alcuni di questi
problemi, in particolare:
• oltre alla capacita` di esprimere alcuni schemi paralleli tipici, si vuo-
le offrire la possibilita` di descrivere strutture piu` generiche, in modo
da favorire applicazioni con pattern di comunicazioni particolari non
supportate dagli skeleton classici;
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• i modelli a skeleton offrono spesso una semantica funzionale e determi-
nistica, che puo` limitarne l’uso in applicazioni complesse;
• si vuole migliorare il concetto di composizione di skeleton, e supera-
re le inefficienze indotte in alcune forme che mischiano i concetti di
parallelismo su dati e su stream;
• in molte applicazioni e` necessaria la presenza di uno stato condiviso, o
meglio una Distributed Shared Memory per lavorare efficientemente con
grandi quantita` di dati e semplificare la programmazione di problemi
dinamici o irregolari;
• infine, progetti precedenti hanno dimostrato che il modello a skeleton
non e` spesso sufficiente per riusare applicazioni parallele scritte in diffe-
renti formalismi, in quanto si riesce ad ottenere un buon grado di riuso
solo per le parti interamente sequenziali; si vogliono quindi sviluppare
tecniche per aumentare il riuso del codice parallelo preesistente.
Tutte queste considerazioni hanno portato allo sviluppo di ASSIST, che cerca
di superare tutte le limitazioni sopra descritte:
1. permette di esprimere programmi paralleli e distribuiti tramite grafi
generici, che si sono rivelati abbastanza potenti per modellare la mag-
gior parte delle applicazioni parallele; al tempo stesso, pero`, supporta
il riconoscimento di strutture note, di cui sono conosciute informazioni
aggiuntive (ad esempio il modello di costi);
2. i nodi del grafo sono moduli paralleli (parmod) o sequenziali, facilmente
sostituibili con nuove versioni senza modificare il resto dell’applicazione;
3. i moduli comunicano tra loro attraverso stream con tipo, rappresentanti
nel grafo come archi;
4. il codice sequenziale contenuto nei moduli puo` essere sorgente scrit-
to nei linguaggi piu` comuni (C, C++, Fortran) oppure, con alcune
limitazioni, un binario precompilato;
5. il concetto di skeleton non appare piu` in modo evidente nel modello,
ma e` stato sostituito da quello di “modulo parallelo”, che puo` essere
considerato una sorta di skeleton generico, programmabile per emulare
sia le forme di parallelismo piu` comuni e normalmente rappresentate
dagli skeleton, sia forme differenti (composizione di parallelismo su dati
e su stream, non determinismo, etc);
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6. i moduli paralleli introducono il concetto di “stato interno” per soppe-
rire alla semantica funzionale degli skeleton, e la possibilita` di gestire
il non determinismo sugli stream in ingresso;
7. permette di condividere dati tra i moduli tramite “oggetti condivisi”
implementati con DSM, per sopperire ai tipici problemi degli stream
nel caso di moduli che lavorano con grandi moli di dati.
Ovviamente la maggiore generalita` si paga; nel caso particolare di ASSIST la
struttura a grafo generico e il modulo parallelo che racchiude differenti tipo-
logie di skeleton potrebbero limitare l’applicabilita` dei modelli di costo e di
conseguenza le ottimizzazioni possibili. In realta` la computazione mantiene
una struttura ben precisa che, seppur piu` complicata da analizzare rispetto
alla semplice composizione di skeleton, si puo` formalizzare grazie ad elementi
di teoria delle code; per quanto riguarda il parmod, con esso si riesce comun-
que a realizzare solo forme di parallelismo note (esattamente come con gli
skeleton) di cui conosciamo tutte le informazioni.
L’evoluzione di ASSIST La bonta` e la generalita` del modello di ASSIST
sono state poi dimostrate nel tempo, grazie a successivi progetti.
Innanzitutto la caratteristica principale derivata dal modello e` che i mo-
duli ASSIST possono essere compilati in una versione parametrica sul grado
di parallelismo in modo trasparente al programmatore; in questo modo il
grado di parallelismo viene scelto al momento dell’esecuzione, in base alle
caratteristiche della piattaforma scelta o delle prestazioni desiderate.
Un successivo progetto[79] ha permesso l’introduzione di meccanismi a
run time per la modifica del grado di parallelismo dell’applicazione, esten-
dendo cos`ı le potenzialita` dell’ambiente; a questo e` stato poi affiancato un
sistema di gestione automatica del grado di parallelismo che, in base ad un
contratto di QoS specificato dal programmatore e variabile nel tempo, decide
autonomamente se aggiungere o rimuovere processi all’interno dei moduli pa-
ralleli. Questo ha portato ad una prima forma di Adattivita` delle applicazioni
ASSIST.
La tipizzazione degli stream ha permesso la realizzazione di meccanismi
automatici di conversione dei tipi tra piattaforme differenti, per permettere
l’esecuzione di applicazioni parallele su piattaforme eterogenee.
Tutte queste funzionalita` sono poi confluite in una versione di ASSIST
che supporta griglie computazionali tramite il middleware Globus[6], e sfrutta
le tecniche per eterogeneita` ed adattivita` di cui abbiamo parlato sopra per
supportare le caratteristiche intrinseche del grid computing.
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Infine, nell’ambito del progetto GRID.it[11] i moduli e le applicazioni
ASSIST sono state incapsulate in componenti e web-service, al loro interno
paralleli, per fornire componenti e servizi ad alte prestazioni.
Tutte le modifiche di cui abbiamo parlato sono state apportate tramite
modifiche al supporto e all’implementazione. Non abbiamo toccato il modello,
che si e` rivelato molto flessibile e potente.
Al fine di dimostrare l’effettiva programmabilita` di ASSIST sono state
poi realizzate molte applicazioni complesse, ad esempio:
• algoritmi di data mining irregolari e difficilmente implementabili tra-
mite skeleton, come il C4.5[78];
• algoritmi di simulazione, come il Barnes-Hut N-Body[7];
• un sistema di Knowledge Discovery parallelo su Database, integrato con
altre applicazioni, per il progetto SAIB (System for Internet Banking
Applications)[32];
• un algoritmo di “isosurface extraction” applicato alla bioinformatica[59].
ASSIST si e` quindi dimostrato un modello di programmazione parallela
molto espressivo, e al tempo stesso adatto per delegare la gestione di gran
parte dei dettagli al supporto.
4.3 Il modello di programmazione di ASSIST
Questa sezione cerca di approfondire i concetti e la sintassi base del modello
di ASSIST. Si tratta comunque di una introduzione, in cui trattiamo princi-
palmente gli aspetti del modello a cui siamo interessati nell’ottica di illustrare
successivamente ASSISTANT. Per maggiori dettagli si rimanda a [30, 78].
Le applicazioni ASSIST vengono descritte tramite l’uso di un “linguaggio di
coordinamento”[48], chiamato ASSIST-CL, col quale si definisce la struttura
parallela: i moduli e le loro interazioni. Ad ogni entita` viene poi associato
del codice sequenziale, in formato sorgente oppure, in casi particolari, binario
precompilato.
4.3.1 Struttura di una applicazione
Gli stream Come anticipato, la struttura di ASSIST e` un grafo di moduli
collegati tramite stream. Uno stream e` una sequenza ordinata, di lunghezza
potenzialmente illimitata, di valori tipati. Un modulo viene attivato in base
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alla presenza di un valore su uno o piu` degli stream in entrata, seguendo
delle politiche definibili dal programmatore. In questo modo si puo` modellare
semplicemente un comportamento su stream di tipo data-flow, ma anche grafi
piu` generali, con cicli o con moduli che lavorano in modo non deterministico
sugli stream in ingresso; inoltre non ci sono relazioni tra il numero di elementi
degli stream in ingresso e quelli in uscita.
I tipi degli stream sono definibili dal programmatore, con un meccanismo
analogo alle struct del linguaggio C. ASSIST definisce dei tipi primitivi che
riprendono i tipi classici dei linguaggi di programmazione: booleani, interi,
numeri in virgola mobile, etc. Per una lista completa dei tipi primitivi e
del loro mapping nei tipi dei linguaggi ospite si rimanda a [30]. A questi ne
sono affiancabili di nuovi definiti dal programmatore tramite la composizione
di tipi primitivi. Gli stream possono, ovviamente, contenere anche array
multidimensionali.
I moduli Abbiamo detto che i moduli ASSIST sono di due tipi
1. Sequenziali: moduli al loro interno sequenziali, attivati in presenza
di un valore su ogni stream di ingresso; producono uno o piu` valori
sugli stream di uscita per ogni attivazione. A causa dell’attivazione in
presenza di elementi su tutti gli stream, non permettono di gestire il
non determinismo; sono adatti per realizzare stadi di un pipeline o di
un grafo data-flow.
2. Paralleli: moduli internamente paralleli; in questo caso sono definibili
condizioni piu` complesse sugli stream di ingresso, tra cui non determi-
nismo e selezione in base allo stato corrente. Permette di definire com-
putazioni di tipo farm o data-parallel con stencil; vedremo piu` avanti,
con la definizione, le sue potenzialita`.
Un modulo puo` anche non avere stream di ingresso o di uscita; nel primo
caso la modalita` di attivazione non puo` essere definita sugli stream. ASSIST
prevede che il modulo venga attivato una sola volta, all’avvio dell’applica-
zione.
Il grafo di moduli La composizione di moduli e stream avviene in ASSIST-
CL tramite il costrutto generic, che modella un grafo generico. Al suo interno
vengono dichiarati gli stream (archi del grafo) e i moduli (nodi). Nel listato
4.1 si puo` vedere la sintassi del costrutto, mentre nel 4.2 e` modellato un grafo
con quattro moduli, illustrato graficamente in figura 4.1. In questo esempio
si puo` anche vedere la definizione di un nuovo tipo per rappresentare delle
coordinate cartesiane.
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generic main ( ) {
stream <t ipoStream1> <nomeStream1>;
. . .
stream <t ipoStreamM> <nomeStreamM>;
<nomeModulo1> ( input stream<nomeStream1,1 > , . . . ,<nomeStream1,K1>
output stream<nomeStream1,K1+1 > , . . . ,<nomeStream1,L1>) ;
. . .
<nomeModuloN>
( input stream<nomeStreamN,1 > , . . . ,<nomeStreamN,KN>
output stream<nomeStreamN,KN+1 > , . . . ,<nomeStreamN,LN>) ;
}





} T cart ;
generic main ( ) {
stream T cart [N] A1 ;
stream long A2 ;
stream T cart [N] B;
genera1 (output stream A1) ;
genera2 (output stream A2) ;
e l abora ( input stream A1 , A2 output stream B) ;
stampa ( input stream B) ;
}







Figura 4.1: Grafo dell’esempio corrispondente al listato 4.2
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4.3.2 Il codice utente ed il modulo sequenziale
Nella definizione di ASSIST si e` cercato fornire un metodo unico e riusabile
per descrivere il codice sequenziale, da utilizzare in tutte le parti dell’applica-
zione. Questo ha portato alla definizione delle proc. Le proc sono parti che
possono contenere il codice utente, e sono utilizzate in ASSIST-CL per legare
i moduli al loro contenuto. Una proc definisce una funzione, con un insieme
di parametri di ingresso e di uscita. Il codice della funzione e` esprimibile in
uno dei linguaggi ospite supportati, e sono definiti dei costrutti per richiedere
l’inclusione di file sorgenti (inc) e/o oggetto (obj) esterni. Nel listato 4.3 e`
presente la sintassi completa, mentre nel 4.4 mostriamo un esempio.
I tre linguaggi attualmente supportati sono C, C++ e F77 (Fortran 77);
dalla sintassi si puo` vedere anche la keyword path, per indicare i percorsi in
cui cercare i file sorgenti e binari. Inoltre emerge la distinzione, per i valori
in uscita, tra out e output stream.
Vista la modalita` di esecuzione dei moduli, le funzioni verranno invocate
in corrispondenza di una attivazione; per questo, per poter definire moduli
che producono un numero di risultati differente dal numero di attivazio-
ni e` necessario fornire l’astrazione di stream anche all’interno delle funzioni
sequenziali. Una variabile di tipo out riprende il comportamento tipico dei
valori di ritorno: alla fine dell’esecuzione conterra` un valore che verra` poi uti-
lizzato in base alla struttura del modulo. Al contrario il tipo output stream
rappresenta uno stream, in cui il codice sequenziale puo`, durante l’esecuzio-
ne, decidere di inviare risultati utilizzando una funzione (assist out) offerta
dall’ambiente ASSIST.
E` importante sottolineare che il modello e` definito in modo da non avere
visione del contenuto delle proc; non a caso assist out non rappresenta una
keyword di ASSIST-CL, ma una funzione che l’ambiente fornisce per tutti i
linguaggi supportati.
Il modulo sequenziale Introdotto il concetto di proc possiamo presentare
la sintassi del modulo sequenziale.
In questo tipo di modulo dobbiamo solo descrivere gli stream in ingres-
so/uscita ed il codice sequenziale, sotto forma di proc, da eseguire al momento
dell’attivazione. La sintassi e` quindi semplice e molto scarna, l’unica spiega-
zione degna di nota riguarda l’uso degli stream, e la sequenza di invocazione
in presenza di proc multiple. Per avere una semantica corretta e` necessario
utilizzare tutti gli stream di entrata, e tutti quelli di uscita. Gli stream di
ingresso possono essere usati su piu` proc, mentre quelli di uscita esattamente
in una sola. Nel caso di piu` invocazioni di proc, queste verranno eseguite se-
quenzialmente, una dopo l’altra, nell’ordine in cui si presentano. Nel listato
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proc <nomeProc>(in <t i po 1> <nome1 > , . . . ,< t i poK> <nomeK>
out <t i poK+1> <nomeK+1 > , . . . ,< t i poH> <nomeH>
output stream <t i poH+1> <nomeH+1 > , . . . ,< t i poM> <nomeM>)
inc< <so rgente 1 > , . . . ,< so rgenteL> >
path< <d i r e c t o r y 1 > , . . . ,< d i r e c t o r y S> >
obj< <b i n a r i o 1 > , . . . ,< b i n a r i oG> >
$<l i nguagg io>{
cod i c e s e q u e n z i a l e de l l i n g u a g g i o
}< l i nguagg io>$
Listato 4.3: Sintassi del costrutto proc per la definizione di una funzione
sequenziale in ASSIST-CL
proc Fgenera1 (output stream T cart A1 [N] )
inc<” iostream ”>
$C++{
T cart tmp A [N ] ;
std : : c e r r << ”STARTING fgen1 ” << std : : endl ;
for ( int k=0; k<MAX ITER1; k++) {
for ( int i =0; i<N; i++) {
tmp A [ i ] . x = i +(k/MAX ITER1) ;
tmp A [ i ] . y = ( i +(k/MAX ITER1) ) ∗ ( i +(k/MAX ITER1) ) ;
}
assist out (A1 , tmp A) ;
}
}C++$
Listato 4.4: Esempio di definizione di una funzione sequenziale
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<nomeModulo>(input stream <t i po 1> <nome1 > , . . . ,< t i poL> <nomeL>
output stream <t i poL+1> <nomeL+1 > , . . . ,< t i poS> <nomeS>){
<nomeProc1>(in <nome1,1 > , . . . ,<nome1,K1>
out <nome1,K1+1 > , . . . ,<nome1,H1>
output stream <nome1,H1+1 > , . . . ,<nome1,M1>) ;
. . .
<nomeProcN>(in <nomeN,1 > , . . . ,<nomeN,KN>
out <nomeN,KN+1 > , . . . ,<nomeN,HN>
output stream <nomeN,HN+1 > , . . . ,<nomeN,MN>) ;
}
Listato 4.5: Sintassi per la definizione di un modulo sequenziale in
ASSIST-CL
genera1 (output stream T cart A1 [N] ) {
Fgenera1 (output stream A1) ;
}
Listato 4.6: Esempio di definizione di un modulo sequenziale
4.5 si trova la sintassi della definizione del modulo, mentre nel 4.6 si trova
un modulo di esempio che utilizza la proc definita in 4.4.
4.3.3 Il modulo parallelo
Il modulo parallelo (o parmod) rappresenta il fulcro dell’ambiente ASSIST
in quanto, solo o tramite composizioni, permette di esprimere le forme di
parallelismo piu` comuni.
I Virtual Processor
Il parmod e` essenzialmente composto da un gruppo di processori virtuali
(VP), entita` che al momento dell’attivazione vengono eseguite in modo indi-
pendente ed il piu` possibile parallelo. Il numero di VP eseguiti effettivamente
in parallelo dipende, ovviamente, dal grado di parallelismo scelto al momento
dell’esecuzione; i singoli VP eseguono codice sequenziale, percio` il grado di
parallelismo massimo di un singolo parmod e` determinato dal numero di VP
dichiarati. I VP, pur essendo indipendenti, possono cooperare tra di loro per
mezzo di una astrazione di stato condiviso, che vedremo piu` avanti.
I Virtual Processor di un parmod sono configurabili per realizzare sia
forme stream-parallel che data-parallel, in particolare:
76 ASSIST
• stream-parallel di tipo farm;
• data-parallel di tipo map&reduce;
• data-parallel con stencil.
Inoltre possono essere utilizzati come modulo sequenziale evoluto, con la ge-
stione del non determinismo sugli stream di ingresso ed uno stato interno.
Con un parmod non possono essere realizzate le forme stream-parallel pipe-
line e data-flow, ma questo non comporta una limitazione di espressivita` del
modello, in quanto le due forme sono realizzabili al livello del grafo suddivi-
dendo gli stadi in moduli differenti; al contrario, in questo modo e` possibile
realizzare composizioni di forme di parallelismo (tipiche degli skeleton) e
realizzare stadi al loro interno farm o data-parallel.
La Topologia e lo stato interno Esistono differenti modi di “organizza-
re” i VP di un parmod, in base alla forma di parallelismo che vogliamo rea-
lizzare; l’organizzazione, chiamata topology, rappresenta la modalita` con cui
i VP sono indicati all’interno del modulo. Esistono tre tipologie in ASSIST:
• array multidimensionale: ogni VP rappresenta un elemento di un array,
e viene indicato tramite indice; questa modalita` si adatta a forme di
tipo data-parallel, in cui ogni ad ogni VP viene assegnata una partizione
precisa dei dati in ingresso e, nel caso di stencil, deve comunicare con
gli altri;
• none: i VP non sono indicabili singolarmente, e vengono scelti in
maniera automatica dal sistema; adatta per computazioni in cui i
VP lavorano in modo indipendente, come ad esempio computazioni
stream-parallel farm;
• one: per avere un singolo VP; il modulo ha una semantica sequenziale,
ma puo` sfruttare alcune caratteristiche tipiche del parmod come lo stato
interno e il non determinismo sugli stream.
Una caratteristica fondamentale del parmod e` la possibilita` di definire
uno stato interno; questo puo` essere fondamentalmente di due tipi: replicato
o partizionato. Nel primo caso ogni VP ha la sua copia privata dello stato,
alla quale accede esclusivamente; nel secondo, invece, tutti i VP possono
accedere in lettura all’intera struttura, che pero` e` partizionata tra i processori
virtuali; ognuno ha inoltre la possibilita` di modificare la propria partizione
(Owner-Compute-Rule).
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topology <t ipoTopolog ia> <Parametri> <nomeProces sor iV i r tua l i >;
attribute <t i po 1> <nome1> <modal ita1> <parametr i1>;
. . .
attribute <t i poN> <nomeN> <modal itaN> <parametr iN>;
stream <t i poN+1> <nomeN+1>;
. . .
stream <t i poM> <nomeM>;
in i t {
cod i c e per l a i n i z i a l i z z a z i o n e d e g l i a t t r i b u t i (C/C++)
}
Listato 4.7: Sintassi per la definizione di topologia e stato interno in
ASSIST-CL
Nello stato interno sono anche definibili stream temporanei, usati per
collezionare i dati in uscita dai processori virtuali ed effettuare una fase di
post-elaborazione prima dell’uscita dal modulo. Vedremo meglio l’utilizzo
nella fase di collezione dei risultati del parmod.
Lo stato di un parmod puo` essere definito in parte replicato ed in parte
partizionato; e` importante sottolineare pero` come con una topologia ano-
nima (none) la partizione dello stato non e` possibile, in quanto i VP non
sono indicabili singolarmente; in questo caso si puo` solo definire uno stato
replicato.
Ovviamente con l’introduzione dello stato e` necessaria anche una mo-
dalita` di inizializzazione, fornita in ASSIST-CL tramite la sezione init del
parmod; questa avviene in modo indipendente per ogni VP, ed e` esprimibile
in linguaggio C/C++ (inserito direttamente e non tramite proc). Le varia-
bili dello stato sono invece definite con la keyword attribute. Nel listato
4.7 trovate la sintassi per definire topologia e stato interno, mentre nel 4.8
e` riportato un esempio per la topologia array con stato sia partizionato che
replicato.
Il codice sequenziale dei VP La definizione del codice sequenziale con-
tenuto nei VP risiede nella sezione virtual processors. Il comportamento
e` definibile in modo separato per differenti condizioni di attivazione (che
vedremo piu` avanti) e, nel caso di topologia array, anche per VP singoli o
gruppi. Grazie a questa caratteristica si possono modellare semplicemente
computazioni particolari, ad esempio data-parallel con stencil in cui i VP ai
bordi hanno un comportamento differente.
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topology array [ i :N ] [ j :N] VP;
attribute long S [N ] [ N] scatter S [∗ i ] [ ∗ j ] onto VP[ i ] [ j ] ;
attribute long L replicated ;
stream long out matr ix ;
in i t {
L = 0 ;
}
Listato 4.8: Esempio di definizione di topologia e stato interno
virtual processors {
e l a b o r a z i o n e ( in guard1 out out matr ix ) {
VP i =1. .N, j =1. .N {
for (h=0;h<N; h++){
F( in L , S [ i ] [ h ] , S [ h ] [ i ] out S [ i ] [ j ] ) ;
}




Listato 4.9: Esempio di definizione del codice eseguito dai VP
Il codice utente deve essere racchiuso in apposite proc, seguendo la sin-
tassi vista prima; come nel modulo sequenziale si possono usare piu` proc in
cascata, ma nel parmod e` anche possibile utilizzare costrutti aggiuntivi: ese-
guire operazioni tra interi e definire cicli for e while per modellare algoritmi
con iterazioni. Per una sintassi precisa e completa di questa parte si rimanda
a [30]; qui riportiamo solamente un esempio, nel listato 4.9
Nell’esempio (un data-parallel con stencil) si definisce la stessa computa-
zione per ogni VP, che consiste nell’eseguire N volte una funzione che prende
come parametri due elementi di una matrice presente nello stato interno,
ed aggiorna l’elemento (i,j) della matrice stessa, su cui il VP ha possibilita`
di scrittura. Infine, al termine del loop, l’elemento modificato viene inviato
sullo stream out matrix per essere poi collezionato.
Distribuzione e raccolta dei dati
Parliamo ora di due parti importanti del parmod, ovvero le modalita` di
attivazione e di distribuzione degli elementi ricevuti sugli stream di ingresso e
la collezione dei dati prodotti dai VP per formare gli stream di uscita. Queste
parti sono gestite da due costrutti particolari del parmod: input section per
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gestire gli stream di input e l’attivazione, e output section, per la collezione
dei risultati e la preparazione degli stream di output.
Input Section Questa parte si occupa delle operazioni sugli stream in
ingresso. Permette di gestire il non determinismo e condizioni particolari
di attivazione, riprendendo il comportamento dei comandi con guardia del
linguaggio concorrente ECSP[18].
Nella sezione di input vengono definite una serie di guardie. Ogni guardia
e` composta da una tripla <priorita`,condizione booleana,lista di stream>, e
viene definita attiva se e solo se la condizione booleana e` verificata e su ogni
stream della lista e` presente un valore.
Se una guardia della sezione di input e` attiva, il modulo stesso viene
attivato, ed assume il comportamento associato a quella guardia; nel caso
piu` guardie siano attive contemporaneamente, viene scelta quella a priorita`
piu` alta, e a parita` di priorita` in modo non deterministico.
Attivato il modulo, i virtual processor assumono il comportamento legato
alla guardia; per fare questo devono pero` essere distribuiti i valori presenti su-
gli stream ai VP. Con ASSIST e` possibile specificare politiche di distribuzione
differenti per ogni stream, scelte tra:
• on demand : l’intero valore e` inviato ad uno dei VP attualmente “libe-
ri”, scelto non deterministicamente;
• scheduled : l’intero valore e` inviato ad uno solo dei VP, indicato in fase
di distribuzione;
• scatter : il dato viene partizionato tra i vari VP;
• multicast : il dato viene inviato interamente a tutti i VP appartenenti
ad un particolare gruppo;
• broadcast : il dato viene inviato a tutti i VP.
Le distribuzioni scheduled e scatter richiedono una topologia di tipo array
per poter essere utilizzate, mentre le altre sono disponibili su tutte le topo-
logie. I dati possono essere inviati ai VP direttamente come stream, oppure
attraverso l’uso delle variabili di stato.
Oltre alla distribuzione dei valori, all’attivazione di un modulo e` possibile
effettuare altre operazioni, ad esempio modificare il valore di quelle variabili
che determinano la condizione booleana delle guardie o la terminazione del
modulo.
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Output Section In molti casi i dati prodotti dai VP non possono essere
inviati direttamente sugli stream di output, e in generale necessitano di una
fase di “collezione”, in cui si ottengono i valori dai singoli VP per generare
un unico dato da inviare sullo stream. Questo e` particolarmente vero nel
caso dei data-parallel, in cui ogni VP produce una parte del risultato.
La sezione di output permette di collezionare i dati dai VP, eventual-
mente effettuare anche una fase di postprocessing, e aggiornare le variabili
di stato utilizzate dalla sezione di input per l’attivazione delle guardie e la
terminazione del modulo.
ASSIST definisce due tipologie di collezione dei dati:
• from any, per elaborare separatamente gli output dei VP;
• from all, per raccogliere gli output di tutti i VP e successivamente
effettuare una elaborazione.
Il primo caso permette di trattare facilmente ed efficientemente i casi in
cui i singoli VP producano un output per il modulo; il secondo si adatta invece
al caso di cui abbiamo parlato sopra. Nel caso di collezione from all si ottiene
una struttura iterabile tramite il costrutto AST FOR EACH, che restitui-
sce i singoli risultati gia` ordinati per VP, indipendentemente dall’ordine col
quale sono stati prodotti.
Come per la sezione init anche in questo caso si puo` usare del codice
C/C++ per determinare il comportamento di questa parte di parmod, e in
questo modo definire anche operazioni di post-processing.
Nel listato 4.10 e` riportata la sintassi dei due costrutti. Nel 4.11 si trova
invece un esempio, da cui si puo` vedere l’utilizzo del costrutto per iterare su
tutti gli elementi ricevuti dai VP.
La struttura completa del parmod
Vediamo ora di definire in modo piu` completo la struttura di un parmod.
Come abbiamo detto e` composto essenzialmente dai Processori Virtuali, ma
con la necessita` di una fase di distribuzione e una di collezione. Grazie agli
studi sulle forme di parallelismo sappiamo che modellare queste due fasi come
entita` separate dalla computazione permette di ottenere prestazioni migliori
e allo stesso tempo predicibili. In questo modo infatti stiamo definendo un
pipeline, dove i tre stadi sono:
• Input Section, che si occupa di ricevere i dati dagli stream e distri-
buirli ai Virtual Processor;
• Virtual Processor, che effettuano il calcolo vero e proprio;
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input section{
<nomeGuardia1>: on <p r i o r i t a`1>,<cond i z i one 1>,
<stream1,1>&&...&&<stream1,K1> {
distribution <stream1,1> <d i s t r i b u z i o n e 1,1> <parametr i1,1>;
. . .
distribution <stream1,K1> <d i s t r i b u z i o n e 1,K1> <parametr i1,K1>;
operation { Codice per l e v a r i a b i l i d i cond i z i one (C/C++)
}< v a r i a b i l i d i s t a t o modi f i cate>
}
. . .
<nomeGuardiaN>: on <p r i o r i t a`N>,<cond i z i oneN>,
<streamN,1>&&...&&<streamN,KN> {
distribution <streamN,1> <d i s t r i b u z i o n eN,1> <parametr iN,1>;
. . .
distribution <streamN,KN> <d i s t r i b u z i o n eN,KN><parametr iN,KN>;
operation { Codice per l e v a r i a b i l i d i cond i z i one (C/C++)
}< v a r i a b i l i d i s t a t o modi f i cate>
}
}while(< cond i z i one d i fermata>)
output section{
col lects <nomeStream1> from <t i p o C o l l e z i o n e 1> <parametr i1>{
Codice per post−p r o c e s s i n g e modi f i ca d e l l v a r i a b i l i (C/C++)
}< v a r i a b i l i d i s t a t o modi f i cate >;
. . .
col lects <nomeStreamM> from <t i p o C o l l e z i o n eM> <parametr iM>{
Codice per post−p r o c e s s i n g e modi f i ca d e l l v a r i a b i l i (C/C++)
}< v a r i a b i l i d i s t a t o modi f i cate >;
}
Listato 4.10: Sintassi per la definizione di input e output section in
ASSIST-CL
input section{
guard1 : on , , A && X {
distribution A[∗ i 0 ] [ ∗ j 0 ] scatter to S [ i 0 ] [ j 0 ] ;
distribution X broadcast to L ;
}
}while ( true )
output section{
col lects out matr ix from ALL Pv [ i ] [ j ] {
int elem ; int r i s [N ] [ N ] ;
ASTFOREACH( elem ) {
r i s [ i ] [ j ]=elem ;
}
assist out ( r e s u l t , r i s ) ;
}<>;
}
Listato 4.11: Esempio di definizione di input e output section
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• Output Section, che colleziona i risultati ed effettua una fase di post-
processing.
Questa suddivisione e` importante per mascherare la latenza delle comu-
nicazioni e del post-processing; inoltre permette ulteriori ottimizzazioni su
pipeline di parmod, in cui sezioni di input e di output possono essere fuse per
diminuire ulteriormente la latenza. Questa struttura a pipeline e` illustrata
in figura 4.2.
A questo punto possiamo definire la sintassi completa del parmod, che tro-
vate nel listato 4.12. Nel 4.13 riportiamo invece il parmod completo derivato
dagli esempi precedenti.
4.3.4 Oggetti esterni e DSM
I moduli possono utilizzare oggetti esterni, per cooperare con altri moduli
ASSIST (dell’applicazione stessa o di altre) o applicazioni esterne. In ASSIST
esistono due tipi di oggetti esterni.
• Variabili condivise, variabili definite con i tipi di dati di ASSIST-CL:
estensione del concetto di stato interno del modulo, le variabili con-
divise rappresentano lo stato dell’intera applicazione. Sono dichiarate
utilizzando la keyword shared, all’esterno delle definizioni dei moduli
e del grafo. Eventuali strategie per la cooperazione dei moduli trami-
te variabili condivise spettano al programmatore, che puo` ad esempio
usare gli stream per mandare messaggi di sincronizzazione.
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parmod <nomeModulo>(
input stream <t i po 1> <nome1 > , . . . ,< t i poK> <nomeK>
output stream <t i poK+1> <nomeK+1 > , . . . ,< t i poM> <nomeM>){
d e f i n i z i o n e t o p o l o g i a
d e f i n i z i o n e a t t r i b u t i ( s t a t o in t e rno )
in i t {
i n i z i a l i z z a z i o n e s t a to in t e rno
}
input section{
d e f i n i z i o n e guard ie e d i s t r i b u z i o n e de i da t i
}while ( cond i z i one d i te rminaz ione )
virtual processors {
d e f i n i z i o n e de l comportamento de i VP
}
output section{
r a c c o l t a de i da t i ed i n v i o s u g l i stream di u s c i t a
}< v a r i a b i l i d i s t a t o modi f i cate >;
}
Listato 4.12: Sintassi per la definizione di un modulo parallelo in ASSIST-CL
• Oggetti contenuti in Distributed Shared Memory, accessibili all’interno
dei programmi ASSIST attraverso librerie proprie delle DSM specifi-
che; rispetto alle variabili condivise, possono ospitare tipi diversi da
quelli definiti da ASSIST ed essere condivisi anche attraverso differen-
ti applicazioni, ma e` cura del programmatore utilizzare le librerie in
modo corretto; teoricamente tutte le DSM possono essere utilizzate
nei moduli, importando le adeguate librerie; attualmente ASSIST in-
tegra il supporto per DVSA, Shared Tree, SHOB e Reference, anche se
normalmente si consiglia di utilizzare la Reference[30].
Dal punto di vista modellistico le due tipologie si differenziano in modo so-
stanziale: nel primo caso parliamo di entita` del modello, che fanno parte della
struttura del programma ASSIST e che sono gestite in modo automatico dal
suo supporto. Nel secondo invece abbiamo librerie esterne, utilizzate dentro
al codice utente e non rappresentate nel modello. Queste non sono gestibili
dal supporto, e tutti gli aspetti sono delegati al programmatore. Per fare
un esempio, le tecniche di conversione di tipi per ambienti eterogenei non
possono essere garantite con le DSM esterne.
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parmod matrixCalc ( input stream long S [N ] [ N] , long L
output stream long r e s u l t [N ] [ N] ) {
topology array [ i :N ] [ j :N] VP;
attribute long S [N ] [ N] scatter S [∗ i ] [ ∗ j ] onto VP[ i ] [ j ] ;
attribute long L replicated ;
stream long out matr ix ;
in i t {
L = 0 ;
}
do input section{
guard1 : on , , A && X {
distribution A[∗ i 0 ] [ ∗ j 0 ] scatter to S [ i 0 ] [ j 0 ] ;
distribution X broadcast to L ;
}
}while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out out matr ix ) {
VP i =1. .N, j =1. .N {
for (h=0;h<N; h++){
F( in L , S [ i ] [ h ] , S [ h ] [ i ] out S [ i ] [ j ] ) ;
}





col lects out matr ix from ALL Pv [ i ] [ j ] {
int elem ; int r i s [N ] [ N ] ;
ASTFOREACH( elem ) {
r i s [ i ] [ j ]=elem ;
}




Listato 4.13: Esempio di definizione di un modulo parallelo
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4.4 L’implementazione di ASSIST
In questa sezione descriveremo brevemente l’attuale implementazione di AS-
SIST. Non ci soffermeremo troppo su questa parte, in quanto non siamo
interessati all’implementazione ma al modello; per maggiori informazioni
rimandiamo agli articoli [3, 7] e alla tesi [25].
L’ambiente ASSIST e` composto dal compilatore, una serie di librerie e
programmi per creare i moduli ed il GEA (Grid Execution Agent).
Una volta prodotto il file sorgente ASSIST si puo` utilizzare il compilato-
re astCC, fornito dall’ambiente, che si occupa di interpretare il linguaggio di
coordinamento, compilare moduli e proc (invocando i compilatori necessa-
ri), e creare un file di configurazione (ast.out.xml) che descrive l’applicazione
ed i suoi requisiti. Una applicazione e` composta da una serie di programmi
eseguibili da distribuire, insieme ad eventuali librerie e programmi di suppor-
to, sul gruppo di macchine sulle quali eseguirla; questo rende la procedura
piuttosto complicata, specialmente per un utente che non conosce a fondo
l’ambiente ASSIST.
Nel tempo si sono susseguiti diversi sistemi di deployment e caricamento
(chiamati GEA), atti a rispecchiare le modifiche apportate al compilatore.
Attualmente la versione di GEA considerata stabile e` il “Loader” [57], ma
sono presenti studi per una nuova implementazione piu` flessibile[36]. Il Loa-
der e` composto da un server, che gestisce la distribuzione e l’esecuzione dei
programmi ASSIST, e un client, per richiedere operazioni al server; i co-
mandi principali consistono nel caricamento di un modulo o di una intera
applicazione e l’esecuzione di una applicazione. Al momento dell’esecuzio-
ne il Loader si occupa di distribuire i file eseguibili sui nodi a disposizione
(specificati in un file di configurazione xml e accessibili tramite ssh, oppure
rintracciabili tramite i servizi GIS - Grid Information Services del kit di svi-
luppo Globus[45]) e di eseguire i vari moduli dell’applicazione, con il grado
di parallelismo specificato nel file di descrizione dell’applicazione. Per una
descrizione piu` approfondita del GEA si consiglia [57].
4.4.1 Compilatore ed esecutore di ASSIST
Il compilatore, astCC, e` stato progettato per essere modulare ed estensibile;
per questo motivo e` diviso in tre livelli:
• Front End, che si occupa di interpretare il linguaggio ASSIST-CL,
estrarre il codice sequenziale dei moduli e le dipendenze da librerie
esterne, ed infine generare una rappresentazione interna al compilatore
dell’applicazione;
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• Middle End, nel quale i moduli vengono traslati in “task code”,
una implementazione in un linguaggio di programmazione (C++) dei
moduli; su questo livello intermedio possono essere eseguite ottimiz-
zazioni del codice, basate sulla conoscenza della struttura parallela
dell’applicazione;
• Back End, che si occupa di compilare il task code prodotto, comprese
le parti di codice sequenziale espresse in uno dei linguaggi di program-
mazione supportati, e riunire i file oggetto prodotti in singoli eseguibili.
Una volta compilata l’applicazione, questo livello si occupa di creare
dei file che la descrivono (il grafo dei moduli e tutte le informazioni
necessarie al GEA).
Gran parte dell’implementazione dei moduli, pero`, non risiede effettiva-
mente nel task code, ma in una libreria, assistLib, che contiene, ad esempio, le
routines di comunicazione e sincronizzazione tra moduli e processi; modifiche
a questa libreria permettono di usare differenti tecniche di comunicazione; at-
tualmente si puo` scegliere di usare un’implementazione basata su ACE1 (per
l’esecuzione su cluster) o sul Globus Toolkit2 (per l’esecuzione su griglia).
Questa libreria, nell’ottica di inserire un overhead minimo, fa molto uso di
template e codice inline.
In figura 4.3 sono illustrate le fasi di compilazione di un programma
ASSIST.
Al contrario dei programmi ASSIST e del compilatore, il GEA e` realizzato
in Java. Questo per una maggiore modularita` e facilita` di programmazione
di un tool che non influisce sulle prestazioni dell’applicazione; anche il GEA
nasce con la portabilita` in mente; utilizza infatti un sistema a plugin per per-
mettere l’uso di differenti sistemi di caricamento. Attualmente sono presenti
il plugin per Globus e quello per accedere alle macchine via SSH.
4.4.2 Compilazione di un programma ASSIST
Vediamo ora brevemente come un programma ASSIST venga compilato in un
insieme di processi cooperanti a scambio di messaggi. A seconda della libreria
di comunicazione avremo poi una compilazione per cluster o per grid.
L’applicazione prodotta e` parametrica sul grado di parallelismo: all’avvio
si puo` decidere quanti processi allocare sulle macchine disponibili. A diffe-
renza dei modelli come MPI il prodotto non e` un singolo processo SPMD, ma
1ADAPTIVE Communication Environment, un framework che implementa i principali
pattern utilizzati in software con comunicazioni concorrenti[67].
2Un insieme di tool per realizzare applicazioni su grid[45].
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un gruppo di processi che implementano i moduli. I moduli sequenziali, visto
l’assenza di parallelismo interno, vengono realizzati da un processo, mentre
per i parmod si vuole mantenere la semantica pipeline introdotta prima, che
porta alla definizione di tre processi: Input Section Manager, Virtual Process
Manager e Output Section Manager.
Tra questi siamo ovviamente interessati ad allocare piu` o meno risorse al
VPM, per poter eseguire in parallelo piu` processori virtuali. La definizione
di VP ci permette di realizzare un Virtual Process Manager parametrico, di
tipo SPMD, che all’avvio si coordina con tutte le sue istanze per decidere
come allocare i Processori Virtuali sulle risorse fisiche.
Anche qui il comportamento varia in base alla topologia: in caso di pro-
cessori anonimi, e quindi non numerati, si decide all’avvio il numero di pro-
cessori virtuali presenti, facendolo coincidere con il numero di processi; se
invece i VP sono indicizzati il loro numero e` fissato dal programmatore e non
modificabile; i processori virtuali vengono percio` partizionati sui processi
esistenti.
In figura 4.4a si mostra la struttura dei processi cooperanti che imple-
mentano il parmod. La struttura e` molto simile a quella del modello, perche´
questo tipo di implementazione offre generalmente le prestazioni migliori.
Detto questo esistono molte possibili implementazioni, ad esempio di tipo
master-slave con ISM e OSM coincidenti in un unico processo che comunica
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(a) Parmod implementato tramite partizio-










(b) Parmod implementato con un modello
macro data flow
Figura 4.4: Differenti implementazioni di un parmod
data-flow, con uno scheduler e degli esecutori generici[34].
Nel secondo caso la struttura fisica e` sempre di tipo master-slave, dove i
worker non sono piu` i VPM visti prima ma degli esecutori generici di Virtual
Processor, coordinati dallo scheduler. In questo modo si riesce a bilanciare
quei programmi in cui il tempo di calcolo dei singoli VP e` molto variabi-
le, ed un partizionamento statico come quello definito dai VPM degrada le
prestazioni. La Struttura di questa implementazione e` riportata in figura
4.4b.
Sul modello di processi definito si possono poi applicare delle ottimizza-
zioni per ridurre la latenza, accorpando due o piu` processi. Esistono dei casi,
infatti, in cui questa trasformazione porta sempre a latenze migliori e tempi
di servizio uguali. Studiando il modello dei costi di un pipeline si puo` ad
esempio vedere che ISM e OSM sono computazionalmente “leggeri”3, con un
tempo di servizio molto basso. Su un pipeline di parmod si possono percio`
unire, come illustrato in figura 4.5a; analogamente nel caso di parmod con
topologia one il singolo VPM puo` essere unito all’OSM, che non fa altro che
ricevere un elemento da uno stream interno ed inviarlo su uno esterno (figura
4.5b).
3a parte casi particolari con codice di post-processing molto costoso













(a) Ottimizzazione su pipeline di parmod
ISM OSMVPM ISM VPMOSM
(b) Ottimizzazione su parmod con topologia one
Figura 4.5: Esempi di ottimizzazioni in ASSIST
4.4.3 Adattivita` in ASSIST
In un successivo momento l’implementazione e` stata estesa per permettere
la modifica del grado di parallelismo dei singoli parmod durante l’esecuzione.
In questo modo il programmatore puo` adattare il programma in un momento
successivo al caricamento, in base alle attuali risorse a disposizione.
Per implementare questa caratteristica sono stati definiti dei punti in
cui l’intero parmod raggiungeva uno stato consistente, chiamati reconf safe
point. In quei momenti puo` avvenire una riconfigurazione del parmod, ovvero
una variazione del numero di processi VPM utilizzati. Anche in questo caso
la procedura di riconfigurazione dipende strettamente dalla topologia del
parmod:
• nel caso di topologia none, essendo i processori indipendenti, basta
aggiungere o rimuovere un nuovo VP al sistema, notificare input e
output section della sua presenza e, nel caso della rimozione, aspettare
la terminazione dell’ultima attivazione prima di rimuovere il processo;
• nel caso di topologia array la cosa si fa piu` complicata, perche´ i VP
sono gia` stati assegnati ai VPM presenti, ed e` quindi necessario un
nuovo partizionamento di essi.
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Una seconda fonte di problemi e` la presenza di uno stato interno ai VP,
che deve essere trasportato nel caso del ripartizionamento ed inizializzato nel
caso di aggiunta di VP.
Grazie alla presenza di questa dinamicita` e` stato possibile implementare
una forma di adattivita` in ASSIST, dove il parmod si riconfigura automati-
camente per mantenere un tempo di servizio richiesto dall’utente mediante
un contratto di QoS. In questo caso nel parmod e` stata inserita una nuova
entita`, il manager, che si occupa di analizzare il comportamento del modulo
e richiedere eventuali riconfigurazioni. Inoltre i vari processi sono stati modi-
ficati per catturare statistiche in tempo reale sul comportamento del modulo:
tempo di servizio, latenza, etc.
4.5 Conclusioni
In questo capitolo abbiamo presentato i risultati delle ultime ricerche nel-
l’ambito della programmazione parallela strutturata, e l’ambiente di svilup-
po progettato all’interno del Dipartimento di Informatica dell’Universita` di
Pisa.
La possibilita` di descrivere il programma in un modo tale da permette-
re lo sviluppo di strumenti di supporto efficienti per automatizzare molti
degli aspetti fondamentali di una applicazione parallela e`, dal nostro punto
di vista, molto importante per lo sviluppo di applicazioni parallele ad alte
prestazioni, soprattutto in ambienti particolarmente dinamici come le griglie
computazionali.
Con ASSIST e` stato introdotto un modello per la programmazione strut-
turata abbastanza formale da permettere lo sviluppo di un supporto efficiente
con tali caratteristiche e, al tempo stesso, molto piu` espressivo dei modelli a
skeleton puri.
ASSIST rappresenta quindi la soluzione ideale per sviluppare applicazio-
ni parallele negli ambienti di grid computing, ma anche in altri ancora piu`
dinamici come quelli pervasivi. Per questo sara` la base della definizione del
modello di programmazione di ASSISTANT.
Parte II




Un nuovo modello per
applicazioni pervasive ad alte
prestazioni
Nell’ottica di realizzare applicazioni HPPC, che uniscano le caratteristiche del
pervasive computing alla richiesta di alte prestazioni, abbiamo inizialmente
studiato gli strumenti di sviluppo attuali.
Per fare questo ci siamo concentrati sui due settori separatamente: nel
capitolo 3 sono stati discussi i principali modelli esistenti per applicazioni
pervasive, mentre nel 4 abbiamo riportato quello che per noi rappresenta lo
stato dell’arte nei modelli per applicazioni parallele ad alte prestazioni.
Questo studio ci ha portato alla conclusione che nessuno dei modelli pre-
senti si adatta perfettamente alle nostre esigenze; abbiamo quindi deciso di
svilupparne uno nuovo, che tenesse conto nativamente sia degli aspetti di per-
vasive computing sia di quelli delle applicazioni parallele. Da questo e` nato
l’ambiente ASSISTANT: ASSIST with Adaptivity and coNText awareness.
ASSISTANT sfrutta l’esperienza maturata dal gruppo di ricerca nello
sviluppo di modelli per applicazioni parallele, e riprende il modello di base
di ASSIST, estendendolo per fornire i meccanismi di adattivita` e context
awareness necessari per gestire le caratteristiche degli ambienti pervasivi.
In questo capitolo descriveremo le caratteristiche principali del model-
lo, introducendo per la prima volta ASSISTANT. Innanzitutto riprendiamo
brevemente le caratteristiche interessanti e le mancanze dei modelli visti nei
capitoli precedenti (Sezione 5.1), per poi motivare la nascita di un nuovo
modello e le caratteristiche cercate in esso (5.2). Parliamo poi dei concet-
ti base di ASSISTANT: la suddivisione del modello a strati (Sezione 5.3) e
la gestione delle problematiche di adattivita` (5.4), context-awareness (5.5) e
tolleranza ai guasti (5.6).
94 Un nuovo modello per applicazioni pervasive ad alte prest.
5.1 I modelli studiati
Riprendiamo velocemente le caratteristiche dei modelli studiati, nell’ottica di
capire quanto si prestano a realizzare una applicazione HPPC e se le idee di
questi possano essere in qualche modo utilizzate come base per ASSISTANT.
5.1.1 Modelli per pervasive computing
Gli strumenti per pervasive computing attuali non sono abbastanza generali,
e si adattano a poche tipologie di ambienti pervasivi. Ognuno di essi pre-
senta comunque delle caratteristiche interessanti, che non ci fanno preferire
completamente un modello agli altri, ma piuttosto protendere verso la defi-
nizione di un ambiente che in qualche modo riprenda tutte le caratteristiche
interessanti viste in questi sistemi.
Quasi tutti i modelli hanno studiato ambienti statici, come stanze o edifi-
ci. Pur considerando la volatilita` di alcuni dispositivi intrinsecamente mobili,
assumono la presenza fissa di altre risorse. Questo ha semplificato notevol-
mente la definizione di questi sistemi, poiche´ ha permesso l’utilizzo di mec-
canismi di supporto centralizzati, allocabili sui nodi statici, per coordinare
tutte le altre risorse del sistema, comprese quelle mobili.
Nel nostro caso vogliamo invece poter definire un supporto completamente
decentralizzato, che possa essere distribuito interamente tra nodi mobili e
tollerare disconnessioni improvvise, come per i sistemi Peer to Peer.
Allo stesso modo vorremmo offrire meccanismi di tolleranza a guasti e
disconnessioni al livello applicativo. I modelli attuali generalmente non con-
siderano questo problema, mentre noi vorremmo permettere alle applicazioni
di poter continuare a lavorare anche in questi casi.
Se escludiamo MB++, inoltre, questi modelli non considerano minima-
mente applicazioni con requisiti computazionali elevati, caratteristica fonda-
mentale per l’HPPC. Anche MB++ affronta questa necessita` in modo troppo
blando, in quanto si focalizza sul supportare un ambiente di esecuzione re-
mota con caratteristiche prestazionali elevate, ma non necessariamente per
applicazioni parallele. Permette comunque di descrivere computazioni di tipo
data-flow, sulle quali offre un minimo di parallelismo allocando, se possibile,
gli stadi su nodi differenti. Nonostante questo non garantisce di sfruttare al
meglio le macchine e non offre garanzie sull’effettivo grado di parallelismo
utilizzato. Dobbiamo inoltre considerare che i grafi data-flow modellano solo
un piccolo sottoinsieme degli algoritmi paralleli. Per finire, questo modello
non si pone nell’ottica di utilizzare le risorse pervasive presenti per suppor-
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tare applicazioni parallele, e senza la connettivita` verso una piattaforma ad
alte prestazioni remota non e` di alcuna utilita`.
Vorremmo percio` provare ad utilizzare un approccio completamente dif-
ferente per il modello, che non nasca dai requisiti di pervasive computing,
ma da quelli delle applicazioni ad alte prestazioni.
5.1.2 Modelli per applicazioni ad alte prestazioni
Per le applicazioni ad alte prestazioni abbiamo visto in dettaglio ASSIST
(sviluppato qui a Pisa dal nostro gruppo di ricerca), che presenta un modello
molto potente in grado di descrivere la maggior parte degli algoritmi paralleli,
ma al tempo stesso ad alto livello.
Con ASSIST si possono gestire nativamente e in modo trasparente al-
l’utente molte caratteristiche normalmente lasciate al programmatore, come
la realizzazione di applicazioni eterogenee, la gestione di nodi fortemente
dinamici tramite tolleranza a guasti e disconnessioni, e forme di adattivita`
dell’applicazione parallela.
Tutte queste caratteristiche sono state studiate ed introdotte nell’am-
bito del grid computing, in cui diventa necessario trattare dinamicita` ed
eterogeneita` delle risorse.
Una certa somiglianza tra grid e ambienti pervasivi e` stata notata da
tempo sia dagli studiosi di pervasive computing([38, 70]), sia dagli esperti di
griglie ([62, 63]). Il concetto di pervasive grid e` ormai utilizzato per denotare
griglie composte da quei dispositivi mobili tipici del pervasive computing.
Per questi motivi ASSIST ci sembra un buon punto di inizio per la de-
finizione di un modello per applicazioni ad alte prestazioni pervasive. Ov-
viamente la versione di ASSIST attuale, sviluppata solo per applicazioni
parallele, non contiene molti dei concetti base richiesti come la gestione del
contesto, il supporto a dispositivi mobili e meccanismi di adattivita`. Abbia-
mo visto come alcuni di questi requisiti (come la tolleranza ai guasti e alle
disconnessioni improvvise) possano essere delegati al livello di supporto senza
modificare il modello. Altre caratteristiche, invece, (ci riferiamo a context-
awareness e adattivita`) non possono essere trattate in modo automatico e
devono “apparire” all’interno del modello.
5.2 La nascita di ASSISTANT
Le considerazioni sui modelli visti ci hanno portato a decidere di adattare
ASSIST ad ambienti pervasivi, inserendo meccanismi per gestire le proble-
matiche di adattivita` e context awareness. Abbiamo percio` deciso di chia-
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mare il nuovo modello ASSISTANT: ASSIST with Adaptivity and coNText
awareness. Il nostro gruppo di ricerca sta lavorando su ASSISTANT da piu`
di un anno, nell’ottica del progetto FIRB In.Sy.Eme (Integrated Systems for
Emergencies); l’obiettivo attuale e` quello di poter descrivere interamente una
applicazione di gestione delle emergenze.
Rispetto ai progetti precedenti, questa volta si sono rese necessarie delle
modifiche al modello. A livello implementativo la versione attuale di ASSIST
e` nata per ambienti di esecuzione statici, e nonostante le modifiche per il
supporto delle griglie, non e` facilmente adattabile ad ambienti fortemente
dinamici; inoltre non e` portabile (se non con grandi sforzi) su molti dispositivi
tipici del pervasive computing come cellulari, pda e navigatori.
La necessita` di modifiche importanti al modello e di una completa ripro-
gettazione dell’implementazione ci portano a considerare ASSISTANT come
un nuovo strumento, che riprende le caratteristiche di base di ASSIST, ma
con un target di applicazioni molto differente; rappresenta quindi qualcosa
di piu` di una semplice evoluzione.
5.2.1 Le caratteristiche richieste
Il nostro obiettivo principale e` di mantenere le caratteristiche fondamentali
di ASSIST per le applicazioni parallele, e fornire un ambiente utilizzabile
anche per sviluppare applicazioni parallele su ambienti di esecuzione classici:
sistemi a parallelismo massiccio, cluster di workstation, etc. Nelle applicazio-
ni HPPC che immaginiamo, infatti, una parte di esse richiede calcoli molto
pesanti normalmente eseguiti su piattaforme tipiche dell’HPC, e vorremmo
ottenere le massime prestazioni possibili da questo tipo di macchine.
Ma in mancanza di tali risorse, l’applicazione puo` contare solo sull’insieme
di dispositivi mobili attualmente presenti. Ci troviamo percio` di fronte ad
un ambiente di esecuzione molto variabile che passa da cluster a palmari, con
ovvie differenze prestazionali e architetturali.
Adattivita` La realizzazione di un ambiente per esprimere computazioni
adatte a tutti questi sistemi e` una sfida notevole, che richiede anche l’inte-
razione col programmatore: un programma sviluppato per essere eseguito su
cluster difficilmente potra` essere “trasportato” su un gruppo di PDA inter-
connessi con reti wireless. L’utilizzo di un modello ad alto livello, infatti, ci
permette di compilare senza problemi il programma per le due piattaforme.
Possiamo ottenere un modello dei costi, determinare l’implementazione piu`
efficiente per la particolare piattaforma, etc. Ma le risorse hardware dispo-
nibili sui PDA non saranno sicuramente sufficienti a garantire una corretta
esecuzione: anche ammettendo che la memoria di questi dispositivi possa
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contenere i dati della computazione (un server puo` gestire qualche gigabyte
di dati, il pda poche decine di megabyte) i tempi esecuzione sui dispositivi
mobili saranno spesso talmente alti da risultare inutili.
L’applicazione parallela deve quindi adattarsi all’ambiente di esecuzione,
esattamente come tutte le applicazioni pervasive.
Per garantire delle forme evolute di adattivita` l’interazione con l’applica-
zione e` necessaria. I meccanismi di adattivita` di ASSIST, basati sulla modi-
fica del grado di parallelismo, permettono di utilizzare un numero di risorse
adeguato all’ambiente, ma spesso non sono sufficienti ad ottenere applicazioni
in grado di essere eseguite su di esse.
Abbiamo visto nel capitolo 3, grazie ad Odyssey, che l’adattivita` intesa co-
me “modifica del comportamento dell’applicazione” necessita una interazione
con quest’ultima, e non puo` essere realizzata solo dal livello del supporto.
La nostra idea e` di permettere al programmatore di definire differenti “ver-
sioni” dell’applicazione, con requisiti computazionali differenti, adatte ai vari
ambienti possibili.
L’approccio da noi proposto e` quindi analogo a quello di Odyssey: un
cambio del comportamento provochera` una qualita` nei risultati differente,
riprendendo esattamente il concetto di “fidelity” di Odyssey. A differenza
del loro lavoro, pero`, non e` necessariamente il visualizzatore a richiedere una
fidelity particolare, ma il produttore del dato che, automaticamente, defini-
sce la fidelity in base alle risorse a sua disposizione. Ci saranno comunque
meccanismi per permettere la richiesta di un cambio di fidelity dalle altre
entita` dell’applicazione.
Context Awareness Altro punto fondamentale che richiede una modifica
del modello e` la gestione del contesto. Una applicazione deve poter interagire
con esso, per acquisire informazioni anche complesse tramite meccanismi di
inferenza e richiedere modifiche tramite degli attuatori.
Abbiamo quindi la necessita` di modellare il contesto in modo che una
applicazione parallela possa interagire con esso. In questo caso consideriamo
interessanti le idee di CORTEX, dove il contesto emerge tramite un meccani-
smo di “eventi” che vengono notificati alle entita` attive, che nel loro caso sono
i sentient object, mentre nel nostro saranno i moduli dell’applicazione. Que-
sti eventi possono essere informazioni “primitive”, acquisite dai sensori (fisici
o virtuali), oppure derivate (ad esempio tramite meccanismi di inferenza).
Non abbiamo ancora definito completamente la parte di gestione del con-
testo, ma pensiamo ad una soluzione completamente decentralizzata, simile
a quella utilizzata in CORTEX, in cui i dati del contesto possono essere
ricevuti dai moduli dell’applicazione che ne hanno bisogno.




Figura 5.1: Suddivisione a strati di una applicazione ASSISTANT
5.3 Struttura delle applicazioni ASSISTANT
La struttura di una applicazione riprende quella del modello di ASSIST,
formata da un insieme di moduli che cooperano attraverso l’invio di dati su
stream. I singoli moduli mantengono tutte le caratteristiche viste nel capitolo
4: possono essere al loro interno sequenziali o paralleli, e sono espressi con gli
stessi costrutti. Vista la relativa indipendenza tra moduli, abbiamo deciso di
inserire i concetti di adattivita` e context awareness all’interno di ogni modulo,
e non al livello dell’intera applicazione.
Per semplificare la modellazione abbiamo separato la logica dell’applica-
zione in “strati” cooperanti, come illustrato in figura 5.1.
• RED: rappresenta lo strato “applicativo”, modella i moduli computa-
zionali le interazioni tra essi.
• BLUE: lo strato di gestione del comportamento dell’applicazione, per-
mette di introdurre adattivita` e context-awareness nel modello.
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• GREEN: modella le interfacce di contesto, le cui informazioni sono
utilizzate dallo strato blu per prendere decisioni.
5.3.1 RED
In questo strato ritroviamo la concezione di applicazione tipica di ASSIST:
un grafo generico di moduli eventualmente paralleli collegati da stream, che
modellano l’aspetto “computazionale” di una applicazione pervasiva. Defi-
nire adattivita` a livello dei singoli moduli richiede in essi la predisposizione
ad eseguire differenti computazioni, adatte a differenti risorse e contesti. Le
varie implementazioni di un modulo sono percio` definite a questo strato, e
l’interazione con il BLUE permette di cambiarle in base all’ambiente attua-
le. Questa variazione avviene sui singoli moduli in modo indipendente: non
vogliamo che la riconfigurazione di un modulo richieda modifiche a quelli a
lui collegati, per non incorrere in effetti “a catena”.
5.3.2 BLUE
Vediamo ora lo strato che ci permette di definire i comportamenti adattivi
di una applicazione; questo non era presente in ASSIST e, insieme al green,
incapsula le principali novita` di ASSISTANT.
A questo strato l’applicazione e` vista come un insieme di entita`, i Mana-
ger, che implementano le politiche adattive dell’applicazione. Interagiscono
con il green, dal quale ricevono eventi per acquisire conoscenza del contesto,
e in base a queste informazioni e allo stato dei moduli possono richiedere al
red un cambio di comportamento. Abbiamo detto che i differenti compor-
tamenti (implementazioni) sono gia` disponibili nel red, che pero` non decide
autonomamente se e quando utilizzarli.
Durante lo sviluppo di ASSISTANT abbiamo pensato ad uno schema
“partizionato” per i manager. Concettualmente potremmo avere un unico
manager che ha una visione di tutte le informazioni del contesto e comanda
tutti i moduli del red, ma abbiamo pensato ad una suddivisione che rispec-
chiasse in modo piu` naturale il concetto di adattivita` dei singoli moduli. Per
questo, come nella figura, abbiamo esattamente un manager per ogni modulo.
I manager, a questo punto, hanno bisogno solo di una parte delle informazioni
di contesto, quelle richieste per il singolo modulo. Per questo motivo, spesso
useremo il termine Manager per indicare il manager del singolo modulo.
Nella figura sono presenti anche connessioni tra manager. Riteniamo
quest’ultime fondamentali, nell’ottica di poter definire anche delle politiche
adattive per l’intera applicazione; in questo modo un manager puo` richiedere
modifiche dei comportamenti anche sugli altri moduli.
100 Un nuovo modello per applicazioni pervasive ad alte prest.
I manager hanno inoltre la possibilita` di richiedere una modifica dell’allo-
cazione dei moduli sulle risorse, necessaria per gestire un ambiente fortemente
dinamico come quello del pervasive computing.
Infine assumiamo i manager come entita` robuste ed affidabili, sempre
presenti all’interno dell’applicazione. Per questo potrebbero essere necessarie
tecniche di replicazione che ne garantiscano la presenza anche in caso di
disconnessioni o guasti.
Le informazioni del contesto e delle risorse arrivano ai manager sotto forma
di eventi. In questo modo possiamo unificare la gestione di adattivita` e
context-awareness: in entrambi i casi ci aspettiamo infatti una modifica del
comportamento dell’applicazione; possiamo percio` dire che, in base al tipo di
evento ricevuto dal manager, questi chiedera` una modifica dell’applicazione,
ottenendo:
• un comportamento adattivo se l’evento era relativo alle risorse
attualmente disponibili;
• un comportamento context-aware se l’evento era relativo ad infor-
mazioni del contesto.
Ovviamente, perche´ questa tecnica sia funzionale e abbastanza generale
per descrivere molte tipologie di applicazioni pervasive, e` necessario avere una
astrazione di evento molto potente; prevediamo la possibilita` di definizione
di eventi da parte del programmatore, l’utilizzo di tecniche di inferenza e di
algoritmi paralleli per derivare nuovi eventi complessi.
L’utilizzo di eventi rende i moduli concettualmente reattivi, perche´ modifi-
cano il loro comportamento al verificarsi di una determinata condizione. Que-
sto modello, per quanto potente, non permette la definizione nativa di com-
portamenti proattivi (come quelli di Aura), in cui il sistema cerca di prevedere
le necessita` future e su queste previsioni basa il proprio comportamento.
Siamo comunque convinti, anche se questo aspetto e` da studiare e speri-
mentare, che questo modello permetta di emulare comportamenti proattivi,
tramite la definizione di eventi complessi che possono essere generati, a par-
tire dagli eventi ottenuti dal contesto, con meccanismi di previsione analoghi
a quelli di Aura; in questo modo, a differenza di Aura, i meccanismi previsio-
nali possono essere specificati dal programmatore, offrendo anche maggiore
flessibilita`.
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5.3.3 GREEN
Lo strato verde modella “il contesto”, le modalita` con cui le informazioni
catturate dall’ambiente (ad esempio tramite sensori) vengono gestite ed ela-
borate per formare gli eventi utilizzati dall’applicazione. Modella anche il
flusso di informazioni opposto, ovvero quello dall’applicazione verso gli at-
tuatori presenti nell’ambiente. E` quindi definito in funzione del blue, ma puo`
essere utilizzato anche dal red.
Si noti come, infatti, in alcuni casi le informazioni di contesto potreb-
bero essere utilizzate anche a livello applicativo, non per gestire la context-
awareness, ma come dati da elaborare. Nell’applicazione di gestione delle
emergenze, ad esempio, i dati raccolti da un insieme di sensori sono utilizzati
per eseguire gli algoritmi previsionali. Allo stesso modo, questo permet-
te al programmatore di definire eventi “complessi”, derivati da una post-
elaborazione dei dati acquisiti dalle interfacce di contesto. Questo puo` essere
ottenuto semplicemente utilizzando dei moduli (comuni parmod) che tratta-
no i dati ricevuti dal contesto come stream, li elaborano e producono nuovi
eventi. Vedremo successivamente come introdurre tutte queste possibilita`
all’interno del modello di ASSISTANT.
In questa ottica, gli eventi non vengono prodotti solo dallo strato green,
ma anche dal red e (abbiamo visto prima) dallo stesso blue per la coordina-
zione di manager. Abbiamo percio` differenti fonti di generazione di eventi.
Tra queste, il green rappresenta sicuramente una parte importante: tutti
e soli i dispositivi che non sono “programmati” direttamente dall’utente.
Rappresenta infatti la modalita` con cui le entita` esterne all’applicazione, e
programmate da altri, interagiscono con essa.
Nella nostra ottica le interfacce nel green non sono scritte dal programma-
tore, ma piuttosto dai produttori di sensori o dagli sviluppatori del modello.
Spendiamo un’ultima parola per chiarire il significato di questi strati. In-
nanzitutto, non sono da confondersi con i livelli. La rappresentazione grafica
in questo senso puo` essere fuorviante, in quanto questi tre si trovano tutti
al livello applicativo, e modellano differenti aspetti della stessa applicazione.
Non sono implementati uno sopra l’altro, ma cooperano tra loro. In questo
senso, il BLUE utilizza i dati ottenuti dal GREEN, ma quest’ultimo non e` il
supporto del primo, piuttosto saranno implementati tutti dal supporto di
ASSISTANT.
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5.4 Adattivita` in ASSISTANT
Vediamo ora di spiegare in modo dettagliato come si e` scelto di gestire il
concetto di adattivita` all’interno di ASSISTANT.
Abbiamo gia` parlato del fatto che le modifiche del comportamento posso-
no essere anche non banali e sono relative alle singole applicazioni; richiedono
percio` un’interazione con il programmatore. A questo proposito sono stati
inseriti meccanismi per
1. definire un insieme di comportamenti possibili per il modulo.
Nel caso di applicazioni parallele strutturate sappiamo che e` possibile definire
in modo automatico, senza bisogno dell’intervento del programmatore, diffe-
renti versioni del solito modulo; queste possono differire per implementazione
della forma parallela oppure per grado di parallelismo.
Non vorremmo perdere queste caratteristiche, ma ci rendiamo conto che
non sono sufficienti per ambienti fortemente dinamici. A queste aggiungiamo
quindi la possibilita` di definire comportamenti completamente diversi per il
modulo, che possano realizzare la stessa funzionalita` in modo differente, ed
essere eseguiti in ambienti molto diversi tra loro.
Queste due modalita` concorrono nel fornire l’insieme di comportamenti
possibili del modulo, che puo` quindi avere in modo nativo e senza sforzo
ulteriore una forma base di adattivita`, estendibile dal programmatore con un
meccanismo molto flessibile.
L’esistenza di differenti comportamenti non basta pero` per ottenere un’ap-
plicazione adattiva; dobbiamo anche fornire strumenti per
2. decidere quando e come modificare il comportamento di un modulo.
Le informazioni dell’ambiente (dati di contesto e sulle risorse) sono uti-
lizzati per definire degli eventi; al verificarsi di un evento il modulo puo`
cambiare comportamento.
Il compito del programmatore e` definire le operazioni da eseguire al ve-
rificarsi di alcuni eventi. Ogni evento porta con se un valore, che potrebbe
essere booleano nel caso di eventi base (ad esempio “la connessione di rete e`
presente”) oppure rappresentare qualcosa di piu` complesso, come “l’attuale
banda massima e` x”, oppure “vorrei una fidelity y”. In ogni caso il modulo
puo` controllare il valore ricevuto e decidere se riconfigurarsi in base ad esso;
inoltre puo` utilizzare il suo stato interno per prendere decisioni ancora piu`
complesse.
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In teoria la strutturazione parallela del modulo ci da` abbastanza infor-
mazioni per conoscere tutte le comunicazioni interne ed esterne al modulo,
mentre da un’analisi statica del codice si dovrebbe poter ottenere una buo-
na approssimazione del numero e della tipologia di istruzioni eseguite dalle
parti sequenziali. Grazie a queste informazioni dovrebbe essere possibile an-
che inserire meccanismi automatici di gestione dell’adattivita`, che scelgano
il migliore comportamento attuale per i moduli, conoscendo l’ambiente di
esecuzione.
Nell’ottica della programmazione parallela il termine di paragone sul qua-
le decidere e` sempre stata la performance (tempo di servizio o latenza) del
modulo; stiamo pero` studiando altre funzioni obiettivo per ottimizzare, ad
esempio, il consumo della batteria per i dispositivi mobili (esattamente come
hanno fatto i ricercatori di Odyssey). Se questi studi si verificheranno validi,
potremmo inserire anche meccanismi di adattivita` autonomi all’interno del
modulo ASSISTANT.
Attualmente, pero`, deleghiamo la definizione di questi comportamenti al
programmatore, che conosce l’applicazione e (almeno in questo momento)
puo` definire politiche migliori di quelle automatiche che conosciamo.
In ASSISTANT la modifica del comportamento di un modulo viene chia-
mata “riconfigurazione”. Abbiamo deciso di distinguere le riconfigurazioni
in due differenti tipologie, derivate dai due tipi di adattivita` definiti prece-
dentemente in quanto queste presentano caratteristiche differenti e, al fine di
garantire prestazioni migliori, dovrebbero essere trattate in modo differente.
5.4.1 Riconfigurazioni non funzionali
Questa modalita` di riconfigurazione rappresenta una estensione di quella in-
trodotta in ASSIST con [79]; con ASSISTANT ci proponiamo di superare
le difficolta` incontrate da tale approccio, e soprattutto offrire al program-
matore la possibilita` di definire comportamenti adattivi personalizzati e non
solamente quelli statici presentati in ASSIST.
Con questo termine ci riferiamo ad una modifica del modulo che non
tocca la sua struttura parallela ne´ il codice utente. Esattamente come in
ASSIST, infatti, possiamo modificare la richiesta di risorse di un modulo pa-
rallelo cambiandone il grado di parallelismo, oppure migliorare le prestazioni
spostandone alcune parti su nodi differenti.
Questo tipo di modifica, ereditata dal precedente ambiente di sviluppo,
viene gestita interamente dal supporto e non necessita di lavoro addizio-
nale da parte del programmatore durante la definizione dell’applicazione;
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possiamo percio` dire che si tratta di una modifica che si ripercuote solo
sull’implementazione del modulo, e non sui livelli superiori.
Modifica del grado di parallelismo
Per chiarire le idee riportiamo un esempio, ragionando su un programma
ASSIST. Parliamo di un modulo per la moltiplicazione matrice-vettore, pa-
rallelizzato nella forma data-parallel map; il codice di un parmod per tale
operazione e` illustrato nel listato 5.1. In questo caso abbiamo definito un
partizionamento per righe della matrice (il metodo piu` comune per questo
algoritmo) che ci permette di raggiungere un grado di parallelismo massimo
pari al numero di queste. Non abbiamo stencil, ma solo una fase di scatter
ed una di gather; il partizionamento inoltre rende la versione parallela ab-
bastanza bilanciata. A parte casi particolari, questa applicazione dovrebbe
avere una buona scalabilita`, e garantirci un aumento di prestazioni lineare
sul numero di nodi utilizzato.
Assumiamo che per motivi legati all’applicazione questo modulo debba
garantire un tempo di servizio minore di una costante, TS. In questo caso
il programmatore puo` chiedere di aumentare il numero di nodi se il tempo
di servizio attuale e` maggiore di TS, e diminuire il grado di parallelismo
se bastano meno nodi per rimanere sotto la soglia di TS. Questa seconda
operazione ha senso nell’ottica di liberare nuove risorse per altre applicazioni
(o moduli) nel caso di esecuzione su un cluster, e di risparmio energetico nel
caso di esecuzione su un insieme di nodi mobili. In figura 5.2 mostriamo il
cambiamento che avverrebbe con questo tipo di riconfigurazione, marcando le
modifiche in rosso. Come si puo` vedere dall’immagine, il programma rimane
identico, ma cambia la sua implementazione, che utilizza piu` nodi dopo la
riconfigurazione.
Ovviamente questo ragionamento e` molto “leggero” e non tiene conto delle
caratteristiche dell’architettura su cui viene eseguito; ci e` servito solo per
mostrare l’utilita` delle riconfigurazioni non funzionali. In realta` uno studio
piu` accurato ci porterebbe a stabilire che il tempo impiegato per distribuire
i dati aumenta con l’aggiunta di nodi (abbiamo piu` comunicazioni per la
scatterizzazione di A ed inviamo piu` copie di B) e potrebbe percio` influire
negativamente sulle prestazioni.
Oltretutto fino a questo momento abbiamo pensato all’implementazione
classica di ASSIST, che pero` non e` l’unica e potrebbe variare in futuro. Questi
problemi si presentano in modo maggiore su parallelizzazioni con stencil, dove
le comunicazioni tra i nodi dipendono fortemente dal tipo di ottimizzazioni
che il supporto e` riuscito ad introdurre[37].
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parmod matrixCalc ( input stream double A[N ] [ N] , double B[N]
output stream double r e s u l t [N] ) {
topology array [ i :N] Pv ; stream double out matr ix ;
do input section{
guard1 : on , , A && B {
distribution A[∗ i 0 ] [ ] scatter to Pv [ i 0 ] ;
distribution B broadcast to Pv ;
}
}while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out out matr ix ) {




col lects out matr ix from ALL Pv [ i ] {
int elem ; double r i s [N ] ;
ASTFOREACH( elem ) { r i s [ i ]=elem ;}




proc Fmul( in double A[N] , double B[N] out double C)
$c++{ double r =0;
for ( int k=0; k<N; ++k ) { r += A[ k ]∗B[ k ] ; }
C = r ; }c++$









































































Figura 5.2: Modifica del grado di parallelismo del modulo sopra descritto:
un esempio di riconfigurazione non funzionale.
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Per questi motivi il programmatore ASSISTANT non puo` essere a cono-
scenza dei modelli dei costo della propria applicazione, in quanto sono stret-
tamente dipendenti dall’architettura di esecuzione e dall’implementazione
fornita dal supporto.
Infine, se anche i modelli di costo fossero fissati, il programmatore diffi-
cilmente potrebbe conoscerli a fondo, e rischierebbe di utilizzarli nel modo
sbagliato.
In questo scenario le riconfigurazioni non funzionali perderebbero gran
parte del proprio significato, in quanto difficilmente si potrebbe decidere se
conviene riconfigurarsi ed in che modo.
In ASSISTANT vogliamo inserire meccanismi per offrire nativamente al
programmatore questi modelli di costo, per permettergli di valutare se la
riconfigurazione puo` rivelarsi valida oppure no. In questa ottica pensiamo
di offrire un insieme di funzioni, che forniscano stime del comportamento
del modulo al variare del grado di parallelismo. Come detto prima, per ora
conosciamo solo stime legate alla performance, ma contiamo di introdurne
altre col tempo.
Modifica dell’allocazione del modulo sui nodi disponibili
Proponiamo ora un secondo esempio importante di riconfigurazione funziona-
le, sempre a partire dall’esempio del listato 5.1. Pensiamo ad una esecuzione
su un ambiente molto dinamico, dove nuovi nodi entrano regolarmente nel
sistema. In questo caso, anche senza modificare il grado di parallelismo, po-
tremmo essere interessati a “spostare” parte della computazione su uno dei
nuovi nodi del sistema. Questo per motivi prestazionali (il nuovo nodo e` piu`
veloce) o anche per problematiche di tolleranza alle disconnessioni (ad esem-
pio, la probabilita` che un nodo si disconnetta potrebbe essere proporzionale
al suo tempo di rimanenza nella rete).
Un altro esempio importante si puo` trovare durante l’esecuzione su di-
spositivi a batteria (portatili,pda,etc): se uno dei nodi utilizzati raggiunge
un livello di carica critico, si dovrebbe spostare la computazione su uno li-
bero, anche se con prestazioni inferiori. Abbiamo riportato questo esempio
nella figura 5.3, dove nella configurazione iniziale il sistema aveva scelto due
laptop per la parte computazionalmente intensiva del modulo (la sezione vir-
tual processors), e solo le parti di distribuzione e collezione venivano eseguite
su terminali piu` lenti (i PDA). Quando uno dei portatili raggiunge un livello
di batteria critico, l’allocazione delle risorse viene modificata, spostando i
processi allocati nel laptop su un PDA precedentemente in standby.


















Figura 5.3: Un secondo esempio di riconfigurazione non funzionale: modifica
dell’allocazione delle risorse in caso di livello di batteria critico.
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Questo secondo esempio ci pone un problema non ancora considerato, ov-
vero la conoscenza dei dispositivi presenti nell’ambiente. Nell’esempio di
prima, infatti, il programmatore si limitava a chiedere la modifica del grado
di parallelismo al sistema; qui, invece, dovremmo avere conoscenza di tut-
ti i nodi utilizzati dal modulo stesso e di eventuali nodi “liberi”. Questo
complicherebbe notevolmente la modellazione di una richiesta di riconfigu-
razione, richiederebbe nuovamente al programmatore di conoscere dettagli
dell’implementazione e sarebbe comunque difficile da gestire.
Per questo motivo, per il momento non pensiamo di inserire questa tipolo-
gia in ASSISTANT, ma questo non vuol dire che il problema verra` ignorato
per sempre: a livello di supporto inseriremo i meccanismi per permettere
anche questo tipo di riconfigurazione1, e quando riusciremo a definire mec-
canismi automatici per la decisione delle riconfigurazioni non funzionali, in
questi inseriremo anche la logica per gestire casi come quello dell’esempio.
Un lettore attento notera` che, in fondo, anche nella modifica del grado
di parallelismo emergono problemi di allocazione su nuovi nodi; in quel caso
abbiamo deciso di lasciar scegliere al supporto quali rimuovere e/o inserire,
anticipando quindi alcuni meccanismi di scelta dei nodi che in futuro verranno
formalizzati in modo migliore.
5.4.2 Riconfigurazioni funzionali
In questo tipo di riconfigurazione si puo` modificare completamente il com-
portamento del modulo. Concettualmente questa operazione corrisponde a
“sostituire” il modulo con uno differente; ovviamente, per garantire una cor-
retta esecuzione dell’intera applicazione, i due moduli in gioco devono essere
in qualche modo “compatibili”. Questi concetti sono stati studiati in modo
molto accurato per la programmazione a componenti, ed hanno portato alla
definizione di interfacce ben definite per l’interazione tra essi. In questi mo-
delli un componente puo` essere sostituito con uno nuovo, a patto che i due
mantengano la stessa semantica e le stesse interfacce.
In ASSISTANT possiamo trovare una certa analogia tra moduli e compo-
nenti: entrambi sono entita` autonome, con interfacce ben definite, componi-
bili per realizzare applicazioni complesse. Abbiamo percio` deciso di utilizzare
un concetto analogo a quello dei componenti: due moduli sono “compatibili”
se mantengono le stesse interfacce (gli stream di ingresso e di uscita) e la stes-
sa semantica. Una riconfigurazione funzionale corrisponde alla sostituzione
di un modulo con uno ad esso compatibile. In figura 5.4 abbiamo illustrato
1Che poi rappresenta un caso particolare della modifica del grado di parallelismo in cui
il nuovo grado e` uguale al vecchio.











Figura 5.4: Esempi di correttezza di una riconfigurazione funzionale
due modifiche: una corretta, che rispetta le interfacce tra moduli, ed una non
corretta, dove i moduli non riuscirebbero piu` a comunicare.
In ASSISTANT il modello di programmazione si occupa di mantenere in-
variate le interfacce esterne: lo sviluppatore, infatti, descrive differenti “im-
plementazioni del parmod”, chiamate nel linguaggio operation, che possono
differire tra loro sia come struttura parallela, sia come codice utente; ma gli
stream di ingresso/uscita sono descritti a livello di parmod e non di opera-
tion, garantendo cos`ı nativamente la compatibilita` sintattica tra operation
dello stesso modulo.
Modifica del codice sequenziale
Vediamo un caso in cui si possa essere interessati solo alla modifica del codice
sequenziale eseguito, senza voler modificare la struttura parallela del modu-
lo. Riprendiamo l’esempio della moltiplicazione matrice-vettore visto prima;
questa volta proponiamo una versione di tipo farm, riportata nel listato 5.2.
Anche per un problema cos`ı semplice (che non offre differenti algoritmi
per risolverlo) possiamo pensare ad una versione ottimizzata per architet-
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parmod matrixCalc ( input stream double A[N ] [ N] , double B[N]
output stream double r e s u l t [N] ) {
topology none Pv ;
do input section{
guard1 : on , , A && B {
distribution A on demand to Pv ;
distribution B on demand to Pv ;
}
} while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out r e s u l t ) {
VP { Fmul( in A,B out r e s u l t ) ; }
}
}
output section{ col lects r e s u l t from ANY Pv ; }
}
proc Fmul( in double A[N ] [ N] , double B[N] out double C[N] )
$c++{
for ( int i =0; i<N; i++){ double r =0;
for ( int k=0; k<N; k++) { r += A[ i ] [ k ] ∗ B[ k ] ; }
C[ i ] = r ; }
}c++$
Listato 5.2: Modulo ASSIST per la moltiplicazione matrice-vettore parallela
in versione farm
ture particolari. Consideriamo, ad esempio, i dispositivi mobili tipo PDA,
SmartPhone, Navigatori, etc. Questi dispositivi sono, dal punto di vista
computazionale, molto simili tra loro: utilizzano gli stessi sistemi operativi,
processori di tipo ARM e sono dotati di connettivita` wireless. I processori di
cui sono dotati, pur avendo un rapporto consumo/prestazioni molto elevato,
non sono pensati per elaborazioni pesanti; ad esempio il supporto nativo per
calcoli in virgola mobile e` delegato ad un coprocessore esterno[13], non di-
sponibile su tutti i modelli, ed in sua assenza il calcolo deve essere eseguito
a software.
In questo scenario ci immaginiamo un guadagno prestazionale significa-
tivo utilizzando dati con minore precisione, ed eseguiamo l’intero calcolo su
float invece che su double. Questa modifica intacca solo il codice utente, e
non modifica la struttura parallela. In questo caso basta modificare la proc
invocata dai VP, sostituendola con quella riportata nel listato 5.3. Il risulta-
to e` quindi un modulo ASSIST piu` veloce su alcune particolari architetture,
al costo di una precisione minore. Nell’ottica dei sistemi adattivi stiamo
percio` modificando la fidelity del dato prodotto, ma questa volta al livello
5.4 Adattivita` in ASSISTANT 111
dell’applicazione, modificando l’algoritmo.
La riconfigurazione appena descritta trova la sua applicazione naturale
all’interno di un ambiente fortemente pervasivo. Inizialmente il modulo po-
trebbe essere in esecuzione su un laptop di ultima generazione. Da qualche
anno, ormai, questi dispositivi sono dotati di processori dual core, percio`
anche se allocato su un singolo nodo, il modulo utilizzerebbe un grado di
parallelismo 2, per sfruttare meglio la macchina. Il laptop, per qualche mo-
tivo, potrebbe non essere piu` disponibile: la batteria si e` scaricata, oppure
il proprietario lo ha spostato, o ancora si trova in una zona con interferenze
che rende inutilizzabile la rete wireless. Il modulo verra` spostato sulle risorse
rimaste, che potrebbero essere solo alcuni pda o smartphone. In questo caso
oltre allo spostamento del modulo si richiedera` il passaggio alla versione ot-
timizzata, che verra` eseguita su dispositivi mobili. Questa riconfigurazione e`
mostrata nella figura 5.5.
Anche questo caso necessita, ovviamente, di alcuni commenti. Innanzitutto
si rivela necessario poter definire, nel modello, il tipo di risorse pensate per
ogni versione del modulo: il primo era per computer standard, il secondo per
PDA o SmartPhone non troppo evoluti.
Nel codice utente si rivela necessario effettuare manualmente la conver-
sione tra double e float per eseguire l’algoritmo con precisione inferiore, in
quanto il tipo di dati trattato al livello di ASSIST rimane il double. Pro-
babilmente questa cosa potrebbe essere migliorata, ottimizzata ed eseguita
automaticamente dal livello di supporto: non scordiamoci, infatti, che il mo-
dulo e` studiato per essere eseguiti in ambienti pervasivi, e le rappresentazioni
dei dati sono dipendenti dall’architettura. Nell’esempio abbiamo il modulo
che produce il dato e` un laptop, quindi verosimilmente con architettura x86.
Il trasferimento dei dati verso una ARM potrebbe richiedere comunque una
manipolazione dei dati per renderli compatibili. Se i dati sono gia` manipolati
dal supporto, possiamo approfittarne per chiedere una ulteriore conversione
tra tipi compatibili (come int e long o float e double) automatica, eseguita
dal supporto. In questo caso il codice della proc verrebbe quello del listato
5.4, aumentando la leggibilita` e le prestazioni.
Infine, un ultimo commento importante riguarda il possibile utilizzo con-
temporaneo di differenti codici sequenziali all’interno del modulo. In un am-
biente eterogeneo, infatti, nell’ottica di utilizzare tutte le possibili risorse,
potremmo trovarci di fronte alla scelta di quale ottimizzare. L’algoritmo vi-
sto prima che trasforma i dati durante la computazione diventa piu` lento
sui processori moderni, in quanto la conversione dei dati non permette l’u-
tilizzo di istruzioni vettoriali, mentre il costo delle moltiplicazioni sulle due
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proc FmulARM( in double A[N ] [ N] , double B[N] out double C[N] )
$c++{
for ( int i =0; i<N; i++){
f loat r =0;
for ( int k=0; k<N; k++) {
r += ( f loat )A[ i ] [ k ] ∗ ( f loat )B[ k ] ;
}
C[ i ] = (double ) r ;
}
}c++$















Figura 5.5: Esempio di riconfigurazione funzionale tramite modifica del solo
codice sequenziale
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proc FmulARM float ( in f loat A[N ] [ N] , f loat B[N] out f loat C[N] )
$c++{
for ( int i =0; i<N; i++){
f loat r =0;
for ( int k=0; k<N; k++) {
r += A[ i ] [ k ] ∗ B[ k ] ;
}
C[ i ] = r ;
}
}c++$
Listato 5.4: Proc che utilizza tipi differenti (ma compatibili) con quelli del
modulo ASSIST
precisioni e` pressoche´ identico. Potrebbe essere interessante studiare casi in
cui, su ogni nodo, viene eseguita una versione del modulo differente. In un
farm questa cosa e` realizzabile senza problemi, in quanto i singoli worker non
comunicano. Ovviamente, su un data-parallel di qualsiasi tipo questo non e`
possibile, in quanto tutti i nodi cooperano per produrre una unica soluzione,
e devono percio` adottare il solito algoritmo.
Esempi piu` complessi Quello della moltiplicazione matrice-vettore e` solo
un esempio semplice, utilizzato per far capire i concetti senza dover spiegare
un problema complesso. Ci sono molti casi in cui queste riconfigurazioni sono
piu` complesse, e possono utilizzare un algoritmo sensibilmente differente.
Nell’ottica della risoluzione di sistemi lineari, per esempio, esistono molte
tecniche differenti, a partire da metodi diretti o iterativi. Per ogni classe
esistono poi differenti algoritmi, tutti con caratteristiche prestazionali e di
precisione differente.
Applicabilita` alle forme data-parallel Questa tipologia di riconfigura-
zione si presta principalmente per parallelizzazioni di tipo farm. La carat-
teristica importante di questo tipo di parallelizzazione, infatti, e` che tutti i
dettagli dell’algoritmo sono racchiusi nel codice sequenziale e (a parte i dati
in entrata/uscita) non emergono nella struttura parallela. Da questo punto
di vista, i casi data-parallel sono differenti: nel caso di presenza di stencil,
questi sono strettamente legati all’algoritmo. Una modifica di quest’ultimo
modificherebbe quasi sicuramente anche lo stencil, le comunicazioni tra nodi
e quindi la struttura parallela. Nella map invece, nonostante l’assenza di co-
municazioni tra nodi, emerge lo stato utilizzato dall’algoritmo e la modalita`
di distribuzione del dato da elaborare.
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In questi casi, percio`, difficilmente potranno essere introdotte modifiche
riguardanti solamente il codice sequenziale, ma con alta probabilita` que-
ste interesseranno anche la struttura parallela, ed apparterranno percio` alla
tipologia descritta successivamente.
Modifica della struttura parallela
Parliamo ora del caso piu` importante di riconfigurazione funzionale, dove il
modulo cambia completamente comportamento, modificando anche la strut-
tura parallela. Per non affaticare il lettore non introduciamo nuovi esempi,
ma sfruttiamo quelli gia` discussi: abbiamo infatti due versioni del modulo
fin ora utilizzato: uno farm (listato 5.2), l’altro map (listato 5.1). Delle
due versioni non ne esiste una “migliore in assoluto”, in quanto in base alle
caratteristiche dei nodi di esecuzione una si comporta meglio dell’altra, e
viceversa.
In condizioni ottimali le due forme garantiscono un tempo di servizio ana-
logo, ma la forma map offre anche una diminuzione della latenza proporzio-
nale al numero dei nodi, e l’occupazione di memoria richiesta sui singoli nodi
risulta nettamente inferiore; per questi motivi saremmo portati a preferire la
forma data parallel.
In realta` le prestazioni di questa versione vengono fortemente ridotte
in caso di sbilanciamento del carico; in ambienti molto eterogenei rischia
percio` di essere penalizzata rispetto ad una versione farm che si bilancia
automaticamente.
In presenza di un cluster, o anche di un semplice multicore ad alte presta-
zioni, possiamo utilizzare senza problemi la versione map, che ci garantisce
ottime prestazioni in questo ambiente omogeneo. Se questo non fosse dispo-
nibile (ad esempio perche´ necessario per un modulo piu` pesante oppure per
una applicazione differente con priorita` maggiore), passando ad un gruppo
di dispositivi molto eterogenei, conviene cambiare il modulo in farm. Infine,
potremmo essere obbligati a tornare alla versione Map anche su macchine ete-
rogenee, a causa della richiesta eccessiva di risorse di quella stream parallel.
Queste due trasformazioni sono illustrate in figura 5.6.
Inizialmente il programma e` eseguito su una macchina quad core di ul-
tima generazione; successivamente questo computer viene riservato per una
applicazione con priorita` maggiore e percio` non e` piu` disponibile per il nostro
modulo. Le macchine rimaste vengono utilizzate, ma a causa della loro ete-
rogeneita` passiamo ad una versione di tipo farm. Si scelgono due laptop in
quanto questi offrono prestazioni sufficienti per la computazione. Infine, uno
dei due portatili esce dal sistema, e siamo obbligati ad utilizzare i dispositivi
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Figura 5.6: Esempi di riconfigurazione funzionale tramite modifica della
forma parallela. Le modifiche in rosso
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mobili presenti. A questo punto il farm non puo` piu` essere eseguito a causa
di limiti della memoria, e percio` torniamo alla versione data-parallel.
Riportiamo alcuni brevi commenti anche per questo tipo di riconfigurazio-
ne, quella in assoluto piu` potente introdotta in ASSISTANT.
Con questa possiamo modificare ogni particolare del modulo, e definire
percio` comportamenti anche profondamente differenti. Nel nostro caso, per
questioni di spazio, ci siamo limitati a descrivere due forme parallele per lo
stesso algoritmo. Gia` con queste siamo riusciti a trattare profondi cambia-
menti nell’ambiente di esecuzione, in modo pressoche´ trasparente al resto
dell’applicazione.
Un lettore attento avra` notato che in questo ultimo esempio oltre alla mo-
difica della struttura parallela abbiamo anche modificato il numero di nodi
utilizzati durante l’esecuzione. Questo comportamento e` stato gia` illustrato
precedentemente come una “riconfigurazione non funzionale”. E` chiaro che
sia spesso necessario anche nel caso di questo tipo di riconfigurazioni, in quan-
to con buona probabilita` differenti algoritmi avranno bisogno di una quantita`
di nodi differente. Potremmo considerare questa modifica come parte della
riconfigurazione funzionale, oppure un passo ulteriore di ottimizzazione ef-
fettuato dopo di essa. Noi preferiamo considerarlo come una trasformazione
unica, in quanto questo ci porterebbe ad un cambio di comportamento molto
piu` veloce ed e` comunque concettualmente aderente all’idea di un cambio
dell’implementazione del modulo.
5.4.3 Differenze tra riconfigurazioni funzionali e non
funzionali
Cerchiamo ora di capire per quale motivo abbiamo deciso di considerare
le riconfigurazioni non funzionali come “diverse” da quelle funzionali. Le
motivazioni di questa scelta nascono, ancora una volta, sia per motivi di
ottimizzazione, sia per motivi “storici”. Come abbiamo gia` detto, la prima
e` ereditata dal modello di ASSIST, nel quale e` stata trattata come unica
tecnica di adattivita`. Inoltre, non richiede l’interazione del programmatore,
in quanto viene creata automaticamente dal supporto di ASSISTANT. No-
nostante questo, niente vieterebbe di considerarla semplicemente come caso
specifico di una piu` vasta gamma di riconfigurazioni.
In realta` il conservare la forma di parallelismo e il codice utente ci per-
mette di inserire una ottimizzazione molto importante, che nell’altro caso, in
generale, non e` possibile.
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Ricordiamo che i moduli ASSISTANT hanno una semantica “a stream”,
ovvero eseguono la stessa operazione ad ogni attivazione del modulo. Le ri-
configurazioni, di qualsiasi tipo esse siano, devono mantenere una semantica
corretta e ben precisa del modulo. A questo proposito, anche in applicazio-
ni puramente sequenziali, e` necessario poter definire in modo preciso cosa
succede ai dati nel caso avvenga una riconfigurazione. Nel caso parallelo la
situazione e` ancora peggiore, in quanto in realta` stiamo modificando il com-
portamento di tanti programmi che cooperano insieme: garantire una forma
di correttezza non e` necessariamente banale ne´ da ottenere, ne´ da dimostrare.
Non possiamo “riconfigurare” un modulo in qualsiasi momento della sua
esecuzione, in quanto questo porterebbe a risultati impredicibili ed inconsi-
stenti. Al contrario, vogliamo garantire una semantica ben precisa nel ca-
so di una riconfigurazione, che ci garantisca un risultato “valido”, ovvero
producibile da uno dei due comportamenti in gioco.
Per fare questo, un modo semplice (ma spesso anche l’unico, se non si
hanno informazioni aggiuntive) e` quello di assicurare che ogni attivazione del
modulo viene trattata da un singolo comportamento. Questo vuol dire che
la computazione in corso durante la riconfigurazione verra` eseguita intera-
mente da una singola versione del modulo. Non e` necessario che sia quella
precedente alla riconfigurazione, in quanto si hanno due possibilita`:
1. continuare l’elaborazione corrente con il vecchio comportamento, ed
applicare il nuovo solo alle successive attivazioni del modulo;
2. annullare l’elaborazione corrente, e rieseguirla col nuovo comporta-
mento.
Ovviamente entrambe le soluzioni hanno un senso, ed esistono casi un cui
potrebbe essere meglio utilizzare la prima, altri in cui questa non e` piu`
praticabile, e siamo in qualche modo “costretti” ad utilizzare la seconda.
Tutto questo, pero`, nel caso “generale” di una qualsiasi riconfigurazione.
Con le riconfigurazioni non funzionali il modello ad alto livello di ASSI-
STANT ci permette di fare qualcosa in piu`: ci offre una terza scelta che e`
sempre migliore delle due precedentemente discusse.
Infatti, la modellazione ad alto livello ci permette di definire dei punti,
all’interno della computazione, in cui lo stato dell’intero modulo e` “consisten-
te”. In questi momenti (che saranno poi utilizzati anche per ottenere tolle-
ranza ai fallimenti) lo stato del modulo e` ben definito e puo` essere utilizzato
come punto di partenza di una nuova computazione.
In una prima approssimazione, raggiungere uno stato consistente per l’in-
tero modulo richiede dei momenti di “sincronizzazione”, dove le singole entita`
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del modulo si fermano, in attesa delle altre. Continuare la propria elaborazio-
ne porterebbe a modifiche dello stato interno rendendolo non piu` consistente.
Questa limitazione puo` essere facilmente superata tramite tecniche di chec-
kpoint non coordinato, dove queste entita` salvano, in momenti ben precisi,
il proprio stato interno mediante tecniche di checkpointing. Gli studi in
[20] dimostrano come sia possibile utilizzare tali tecniche per formare check-
point “validi” dello stato dell’intera applicazione. In questo modo possiamo
definire uno stato consistente come l’ultimo checkpoint globale raggiunto,
ed eliminare la necessita` di sincronizzazione. La definizione di checkpoint
consistenti permette di implementare in modo ottimizzato sia tolleranza a
guasti/fallimenti, sia i meccanismi di riconfigurazione.
Mantenere la stessa struttura parallela e lo stesso codice utente in ASSI-
STANT significa (nel caso di topologia array) ridistribuire i Virtual Processor
su un insieme differente di nodi. In questo caso ci basta ridistribuire lo stato
sui nuovi nodi, ed il modulo riconfigurato potra` continuare l’esecuzione dal
punto raggiunto con il vecchio comportamento.
Per la topologia none il discorso e` differente: ogni Virtual Processor e`
indipendente dagli altri; qui, per ogni singolo VP possiamo applicare una
delle due scelte elencate prima: mantenere il comportamento vecchio, oppure
annullarli. Ma nel caso di riconfigurazione non funzionale il comportamento
del singolo VP e` rimasto invariato, percio` abbiamo un passaggio “indolore”
da una versione all’altra.
Le tecniche utilizzate nel caso di riconfigurazione non funzionale sono co-
munque molto interessanti, e stiamo studiando come applicarle anche nel
caso piu` generale, ovviamente non piu` in modo automatico, ma aiutati dal-
lo sviluppatore, che puo` fornirci preziose informazioni per l’applicabilita` di
queste tecniche sulla singola applicazione.
5.4.4 Descrivere quando effettuare le riconfigurazioni
Fino a questo momento non abbiamo trattato una questione fondamentale
del modello di ASSISTANT: come descrivere quando effettuare le riconfigura-
zioni. E` ormai abbastanza chiaro che i differenti comportamenti del modulo
sono forniti dal programmatore mediante la definizione di differenti opera-
tion, che riprendono la sintassi dei parmod ASSIST: tutti i listati visti fino
a questo momento possono essere trasformati in operation senza particolari
modifiche. Non abbiamo ancora parlato a fondo, invece, dei meccanismi per
modellare il “manager”, necessari per descrivere come e quando decidere di
effettuare una riconfigurazione.













(a) Esempio di un grafo di riconfigurazione
MapOP
FarmOP
EV0:    Personal Computer not available
EV1:    Memory Requirements unmet
EV0 AND NOT(EV1)
EV0 AND EV 1
NOT(EV0)
(b) Grafo di riconfigurazione che modella il
comportamento illustrato in figura 5.6
Figura 5.7: Event-Operation Graph
Parlando dello strato blue dell’applicazione abbiamo gia` spiegato che in
ASSISTANT le riconfigurazioni sono scaturite dagli eventi. Le decisioni,
pero`, non dipendono esclusivamente dall’evento ricevuto, ma anche dallo sta-
to interno del modulo stesso: primo fra tutti, il comportamento attualmente
in esecuzione. Questo ci porta alla definizione di una riconfigurazione in base
alla ricezione di un evento e dell’attuale operation attiva. Possiamo quindi
modellare l’insieme di possibili riconfigurazioni tramite un grafo, in cui i nodi
rappresentano operation e gli archi eventi, esattamente come in figura 5.7a.
Gli archi che tornano sulla stessa operation rappresentano le riconfigurazioni
non funzionali, quelli tra operation diverse le riconfigurazioni funzionali. Gli
eventi possono essere semplici eventi esterni oppure combinazioni di essi.
Dal grafo si puo` notare la dipendenza tra riconfigurazioni e operation
corrente: infatti la ricezione dello stesso evento da due operation diverse puo`
portare a riconfigurazioni differenti.
Inoltre dalla stessa operation possiamo avere piu` archi con lo stesso even-
to. Questo perche´, come abbiamo gia` detto, una riconfigurazione e` scaturita
dalla ricezione di uno o piu` eventi, ma determinata anche dallo stato interno
del modulo. In base a questo si potrebbe definire, su uno stesso evento, due
possibili riconfigurazioni.
Per fare un esempio concreto, di un grafo di riconfigurazioni (chiamato
in ASSISTANT event-operation graph) riportiamo il grafo (figura 5.7b)
che rappresenta il comportamento del modulo descritto nella figura 5.6 per
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presentare le riconfigurazioni funzionali con cambio di forma parallela. In
questo caso abbiamo definito due eventi:
1. EV0: Un evento ricevuto quando il computer multicore diventa non
disponibile per il modulo, perche´ non piu` raggiungibile o perche´ allocato
per altre applicazioni.
2. EV1: Un evento ricevuto quando la piattaforma corrente non rispetta
i requisiti di memoria imposti dalla versione farm (la quantita` di ram
di almeno uno dei dispositivi non e` sufficiente).
Il grafo mostra anche l’utilizzo di combinazioni di eventi mediante il costrutto
“AND”, e del “NOT” per definire la non presenza di un particolare evento.
Nell’esempio, rispetto a quanto detto discusso nella sezione precedente,
abbiamo inserito anche la logica per ritornare all’esecuzione sul quad-core
nel caso questo torni disponibile. Inoltre le riconfigurazioni sono piu` precise:
si passa dal Map al Farm se il Personal Computer non e` disponibile e, nello
stesso momento, i dispositivi utilizzati rispettano i requisiti di memoria. Al
contrario si torna al Map se il PC non e` ancora disponibile e i dispositivi non
hanno abbastanza memoria oppure se il PC torna disponibile.
Questi due archi potrebbero essere in realta` collassati in un arco con even-
to EV0 OR EV1. Ma questo grafo viene fornito esplicitamente dal program-
matore, che difficilmente si accorgera` di questa possibilita` e verosimilmente
li terra` divisi. Comunque al livello del modello o delle prestazioni questo non
influisce minimamente.
5.4.5 Analogie con i meccanismi di adattivita` dei si-
stemi context-aware
Facendo una analogia con i sistemi visti nel capitolo 3 la prima tecnica ri-
prende il concetto di Coda e Aura, in cui a livello applicativo non emerge
l’adattivita`; al contrario, la seconda vede un approccio piu` simile ad Odyssey,
dove il programmatore deve descrivere le implementazioni dei Warden per i
vari livelli di fidelity.
Le nostre tecniche di adattivita` si discostano comunque da queste nomina-
te, in quanto si definisce l’adattivita` in termini di qualita` delle computazioni
e non, come in Odyssey e Coda, in funzione dei dati. In ogni caso le due cose
sono strettamente correlate: un algoritmo piu` veloce produce risultati (dati)
con qualita` (e quindi fidelity) minore, e al tempo stesso un dato con fidelity
bassa avra` richiesto computazioni “leggere”.
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5.5 Context Awareness in ASSISTANT
Fino a questo momento lo sviluppo di ASSISTANT si e` focalizzato principal-
mente sulle tecniche per l’adattivita`, mentre l’aspetto della context-awareness
e` stato un po’ trascurato e rimandato a studi futuri.
Nonostante questo siamo fermamente convinti che esista una forte ana-
logia tra adattivita` e context-awareness, e che le riconfigurazioni funzionali
possano permettere di esprimere anche comportamenti context-aware per i
moduli.
Dal nostro punto di vista la struttura base per realizzare applicazioni
context-aware e` gia` presente in ASSISTANT. Ovviamente va studiata me-
glio, al fine di verificare le nostre ipotesi ed eventualmente fornire costrutti
appositi (ma si tratterebbe comunque di “zucchero sintattico”) per facilitare
la descrizione di tali comportamenti.
Un aspetto di sicuro interesse e` l’elaborazione e l’analisi dei dati nell’ottica
di dedurre nuova conoscenza. Molto probabilmente anche in ASSISTANT
sara` necessario introdurre tecniche di inferenza, analoghe a quelle presenti
in tutti i modelli context-aware, per generare nuove informazioni a partire
da quelle acquisite dal contesto. Nel nostro caso la conoscenza dei singoli
moduli e` limitata ad una parte dell’ambiente, quello di cui ricevono gli eventi,
esattamente come in CORTEX.
In un primo momento abbiamo pensato di definire un sistema di inferen-
za della conoscenza da inserire in ogni modulo. In questo modo ogni singola
componente dell’applicazione, a partire dagli eventi che riceve dal contesto,
potrebbe dedurre nuovi fatti (e quindi generare nuovi eventi). Questa nuo-
va conoscenza sarebbe comunque rilegata al singolo modulo, dotato di un
processo di inferenza indipendente dagli altri. La prima modellazione, pro-
posta in [58] e riportata in figura 5.8 vede nel manager una parte dedicata
alla gestione dei dati di contesto, molto simile a quella di CORTEX: i dati
vengono acquisiti dal contesto, modellati tramite ontologie ed elaborati con
tecniche di inferenza, allo scopo di dedurre nuove informazioni. Questa parte
pero`, pur essendo considerata nella struttura del Manager, non e` stata mai
modellata nei programmi ASSISTANT.
Ultimamente stiamo pensando di modificare questa struttura, lasciando
ai manager il solo compito di decidere le riconfigurazioni e guidare lo strato
RED in queste operazioni.
La necessita` di modellare i dati provenienti dalle interfacce di conte-
sto sia come dati su stream che come eventi, ci ha portato ad una con-
siderazione importante riguardo all’essenza di questi ultimi. Un “evento”
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Figura 5.8: La prima versione di Manager, con componenti per la gestione
del contesto e un motore di inferenza
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viene rappresentato da un valore, inviato al verificarsi della condizione che
rappresenta.
Possiamo percio` trovare una certa analogia tra connessioni per eventi e
stream: entrambe modellano una comunicazione tra due entita`, in cui il dato
scambiato e` sempre dello stesso tipo.
Percio` la nostra proposta e` di modellare anche gli eventi come dati inviati
su uno stream; in questo modo possiamo trattare in uniformemente i due
concetti: il contenuto di uno stream puo` essere sia un dato per l’applicazione
che un evento, in base a come viene trattato dal parmod.
In questo modo possiamo modellare in modo nativo quei casi in cui i
dati prodotti da interfacce di contesto non rappresentano eventi, ma valori
utilizzati come dati di input per l’applicazione. Analogamente un modulo puo`
generare dati che vengono trattati come “eventi” dai parmod che li ricevono.
Le potenzialita` di questo approccio sono molteplici; vediamone alcune:
• Possiamo modellare in modo nativo e trasparente la produzione di
eventi e di dati dalle interfacce di contesto.
• Analogamente anche lo scambio di informazioni tra manager viene
gestito in modo uniforme alle restanti informazioni.
• Lo sviluppatore ha la possibilita` di creare eventi “derivati” utilizzando
un parmod programmato a dovere che, ricevendo eventi dalle interfacce
di contesto, ne genera di piu` complessi; in questo modo possiamo creare
sistemi di inferenza come quelli utilizzati dai modelli context-aware
classici, ma anche algoritmi piu` complessi ed eventualmente paralleli,
grazie alla potenza del parmod.
La generazione di eventi complessi, derivati da inferenze, verrebbe cos`ı
spostata nello strato RED e trattata semplicemente come una parte compu-
tazionale dell’applicazione, al pari dei restanti moduli ASSISTANT.
Ovviamente in futuro possiamo studiare modalita` per fornire dei costrut-
ti al livello di linguaggio per definire queste entita`, ad esempio utilizzando
linguaggi logici stile CLIPS, Prolog, etc. Potremmo inserire queste capacita`
all’interno del parmod, oppure offrire una nuova tipologia di modulo (un po’
come il modulo sequenziale in ASSIST) che espone i costrutti per utilizzare
un motore di inferenza fornito nativamente da ASSISTANT.
5.6 Tolleranza ai guasti e alle disconnessioni
Uno degli aspetti che consideriamo fondamentali in questo tipo di applicazio-
ni e` la tolleranza a guasti e disconnessioni, che in un ambiente di esecuzione
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normale sono da considerarsi eccezioni (ed essere trattate come tali), mentre
in ambienti pervasivi diventano situazioni comuni. Il nostro proposito e` di
utilizzare il lavoro svolto in [20]; questo ci permette di inserire tecniche effi-
cienti di tolleranza a guasti, attraverso l’uso di meccanismi di checkpointing
e rollback-recovery, in applicazioni composte da grafi di forme di parallelismo
note: esattamente la struttura di applicazione ASSISTANT.
Per quanto riguarda i manager, invece, questi richiedono un trattamento
particolare, in quanto esterni alla struttura parallela dell’applicazione; a dif-
ferenza delle altre parti di un modulo, questi devono essere sempre presenti
durante l’intera computazione, anche in caso di fallimenti. Proponiamo per-
cio` tecniche di replicazione, probabilmente di tipo Active, dove ogni copia
esegue esattamente le stesse operazioni.
Le tecniche di tolleranza ai guasti tramite checkpointing si possono anche
applicare per realizzare in modo efficiente le modalita` di riconfigurazione di
cui abbiamo parlato nella sezione sull’adattivita`. Infatti il primo requisito
per le tecniche di checkpointing su applicazioni parallele e` quello di trovare
dei punti durante l’esecuzione in cui lo stato dell’intera applicazione (vista
come insieme di processi) sia “consistente”.
Questo requisito e` fondamentale anche per la modifica del comportamento
dell’applicazione. I reconfiguration point di ASSIST, utilizzati per modificare
il grado di parallelismo dei moduli paralleli, sono esattamente punti in cui lo
stato dell’intero modulo e` consistente. Il checkpoint stesso puo` essere utiliz-
zato anche durante una riconfigurazione, per trasferire sui processi appena
avviati la parte di stato interno di cui hanno bisogno.
L’utilizzo di tecniche di checkpointing si rivela quindi una ottima solu-
zione per risolvere contemporaneamente i problemi di adattivita` e di fault
tolerance.
5.7 Conclusioni
In questo capitolo abbiamo proposto una prima introduzione alle caratteristi-
che di ASSISTANT. Abbiamo preso spunto dai lavori presentati nel capitolo 3
per estendere il modello di ASSIST, in modo da poter realizzare anche appli-
cazioni adattive e context-aware, capaci quindi di essere eseguite in ambienti
pervasivi ed in pervasive grid.
Abbiamo discusso una la modellazione a tre strati, che rappresenta tre
differenti aspetti di una applicazione ASSISTANT e ci guida nella sua defi-
nizione.
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Abbiamo mostrato la tecnica da noi proposta per gestire in modo coe-
rente sia l’adattivita` che la context awareness, tramite la definizione di piu`
versioni di una stessa entita` (nel nostro caso il modulo) dell’applicazione,
con un approccio che riprende le idee dei modelli come Odyssey e Aura, per
applicarle ad una strutturazione a moduli derivata da ASSIST.
A questo punto pensiamo di aver posto le basi per presentare in modo
definitivo la sintassi di ASSISTANT, applicata ad un esempio piu` complesso
di applicazione adattiva e context aware che vedremo nel prossimo capitolo.
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Capitolo 6
Un esempio completo
Presentiamo ora un esempio completo di applicazione ASSISTANT, studiato
nell’ambito del progetto In.Sy.Eme come test-bed per una applicazione di
gestione delle emergenze.
Questo esempio e` stato trattato, con diverse sfaccettature, in [21, 22]. Lo
riprendiamo, per dare al lettore un’idea piu` chiara della reale utilita` delle
riconfigurazioni considerate in ASSISTANT, e dello studio richiesto per lo
sviluppo di una applicazione pervasiva per tale modello.
In una applicazione di gestione di inondazioni fluviali la parte di previ-
sione (eseguita costantemente e non solo in situazioni critiche) utilizza dei
modelli di idrodinamica per prevedere il livello dei fiumi e, nel caso di strari-
pamenti, le probabili zone interessate dagli allagamenti. Questi modelli fan-
no largo uso di sistemi lineari per risolvere equazioni differenziali parziali[72].
Le matrici dei sistemi da risolvere normalmente non sono generali, ma piut-
tosto sparse e con caratteristiche peculiari che permettono una risoluzione
efficiente: ci troviamo spesso a lavorare con sistemi lineari tridiagonali.
Esistono diversi algoritmi per la risoluzione di sistemi lineari tridiagonali,
ognuno con caratteristiche differenti. In questa ottica, uno studio dei va-
ri algoritmi porterebbe gia` alla definizione di piu` operation, con algoritmi
diversi, da scegliere in base all’ambiente di esecuzione. Nel nostro caso ci
siamo focalizzati su un unico algoritmo di tipo diretto. Tra questi, alcuni
esempi importanti sono la twisted factorization e la cyclic reduction[40]. Ab-
biamo scelto il secondo perche´ facilmente generalizzabile a sistemi “a banda”
o “tridiagonali a blocchi”.
Successivamente nel capitolo presenteremo l’algoritmo base nella sezio-
ne 6.1, ed una versione specifica studiata per una migliore parallelizzazione
(sezione 6.2). Di queste forniremo, come al solito, una implementazione in
ASSIST; passiamo poi a descrivere l’ambiente e le infrastrutture su cui l’ap-
plicazione verra` eseguita nella sezione 6.3. Continuiamo presentando in modo
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completo l’esempio di applicazione studiato dal gruppo (sezione 6.4), le con-
siderazioni su quale versioni dei moduli eseguire sulle varie piattaforme (6.5)
e, per finire, le riconfigurazioni proposte per il modulo principale nella sezione
6.6.
6.1 Cyclic Reduction
Una matrice tridiagonale e` della forma 6.1, che permette una rappresentazio-
ne compatta dell’intero sistema utilizzando quattro elementi per ogni riga,
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L’algoritmo di cyclic reduction originale, ideato da Golub e Hockney, nasce
per la risoluzione dell’equazione di Poisson tramite il calcolo di un insieme di
sistemi tridiagonali [54]. L’algoritmo prevede di avere un numero di righe nel-
la forma 2q − 1, ma studi successivi[71] ne hanno dimostrato l’applicabilita`
anche per matrici piu` generali. Nel nostro caso, per semplicita`, riportia-
mo l’algoritmo originale. Per una trattazione piu` approfondita della cyclic
reduction consigliamo [53].
L’idea base dell’algoritmo e` di applicare una trasformazione per eliminare
le incognite con indice dispari. In questo modo ci troviamo con un sistema di
dimensione dimezzata. Applicando la trasformazione iterativamente, si riesce
ad ottenere un sistema con una singola incognita dalla soluzione ovvia. A
questo punto, mediante una procedura di riempimento, si ottengono, sempre
in modo iterativo, i valori per tutte le altre incognite.
L’algoritmo e` quindi naturalmente suddiviso in due parti: trasformazione
e risoluzione.
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Fase di Trasformazione
Questa fase si suddivide in q − 1 passi con q = log2(N + 1), e ad ogni passo
trasforma un numero sempre minore di righe. Le righe interessate dalla
trasformazione al passo l sono quelle con indice divisibile da 2l, ovvero le i
tali che i mod 2l = 0.
Ad ogni passo la trasformazione necessita dei dati del precedente, e mo-
































Questa fase, che produce i valori del vettore X delle soluzioni, e` suddivisa in
q passi (uno in piu` della precedente), ed utilizza i dati prodotti da tutti gli
step di trasformazione per calcolare la soluzione.
Ad ogni passo l = q, q− 1, ..., 1 vengono calcolate le soluzioni per le righe
i tali che i mod 2l−1 = 0, se non gia` calcolate precedentemente, secondo la
formula in 6.4.
xi =
kl−1i − al−1i xi−2l−1 − cl−1xi+2l−1
bl−1i
xi = 0, per i < 0 e i > N (6.4)
Parallelizzazione dell’algoritmo
I passi dell’algoritmo sono illustrati graficamente in figura 6.1.
La struttura di questo algoritmo suggerisce una parallelizzazione di tipo
data-parallel con stencil, ma in un’ottica parallela i processori rimarrebbero
inutilizzati per gran parte del tempo durante entrambe le fasi (ad ogni passo
si lavora con la meta` delle righe del passo precedente). Questa versione,
infatti, e` stata pensata per minimizzare il numero di operazioni nell’ottica di
una esecuzione sequenziale. Dal punto di vista prestazionale questo algoritmo
si comporta quindi molto meglio con parallelizzazioni di tipo farm.
Per questo motivo presentiamo, nel listato 6.1, la sola versione farm.
Durante i test abbiamo anche sviluppato una versione data-parallel, che si
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typedef struct { double a , b , c , k ; } row ;
parmod Tr id i agona lSo lv e r ( input stream row System [N]
output stream double So lu t i on [N] ) {
topology none Pv ;
do input section{
guard1 : on , , System {
distribution System on demand to Pv ;
}
}while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out So lu t i on ) {
VP {





col lects So lu t i on from ANY Pv ;
}
}
Listato 6.1: Modulo Cyclic Reduction parallelizzata tramite farm
p21 p41 p61
p1 p2 p3 p4 p5 p6 p7
p42




x1 x3 x5 x7
x0 x8
Figura 6.1: Rappresentazione grafica dei passi dell’algoritmo Cyclic
Reduction e delle dipendenze tra i dati (stencil).
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e` pero` rivelata molto meno performante dei quella farm; evitiamo percio` di
riportarla.
6.2 Parallel Cyclic Reduction
Il calcolo su un numero sempre piu` basso di righe della Cyclic Reduction
rende l’algoritmo poco adatto ad una parallelizzazione di tipo data-parallel;
per questo motivo e` stata studiata una variante, chiamata Parallel Cyclic
Reduction, piu` adatta a questa forma di parallelismo, che cerca di mitigare
il problema.
In questa versione si cerca di superare i problemi della Cyclic Reduction
vista prima aumentando il numero di operazioni nella fase di trasformazione,
per sfruttare al meglio i processori; ovviamente il lavoro aggiuntivo non e`
completamente perso, e permette di ridurre significativamente la fase di riso-
luzione, eseguita in un solo passo e senza dipendenze funzionali tra le righe.
Vediamo meglio l’algoritmo:
Fase di Trasformazione
In questo caso si applicano ancora le formule in 6.3, ma per tutte le righe,
ad ogni passo, e questa volta per q passi. L’attivazione su tutte le righe
porta la dipendenza funzionale su i ± 2l−1 alla generazione di indici di riga
negativi o non esistenti. Per tutti questi casi utilizziamo una riga fittizia,
come riportato in 6.5
(




0 1 0 0
)
i < 0 e i > N (6.5)
In questo modo tutti i nodi utilizzati eseguono la stessa quantita` di lavoro,
mantenendo quindi il carico tra essi bilanciato. Purtroppo aumenta notevol-
mente anche la quantita` di dipendenze logiche e quindi di dati trasferiti, in
quanto il calcolo su ogni riga ne richiede due del passo precedente.
Fase di Risoluzione
La caratteristica importante di questa versione di cyclic reduction e` che ci
permette di calcolare le soluzioni senza una procedura iterativa di riempi-
mento.
Infatti l’equazione 6.4 rimane valida per calcolare le soluzioni, ma l’appli-
cazione di un ulteriore passo di trasformazione ci ha portato ad avere tutte
le dipendenze della forma xi−2l−1 ad una riga i < 0 e quelle xi+2l−1 ad una
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riga i > N . Percio` i due termini additivi della 6.4 si annullano e la soluzione





Questo ci porta ad una fase di risoluzione senza dipendenze logiche ed
eseguibile, in parallelo, su tutte le righe in un solo passo.
Parallelizzazione dell’algoritmo
I passi di questa versione dell’algoritmo sono illustrati graficamente in figura
6.2. Questa versione presenta molte caratteristiche interessanti nell’ottica di
una versione data-parallel, ma anche per quella sequenziale.
Innanzitutto questa versione sfrutta in modo migliore i processori, in
quanto tutti lavorano ad ogni passo, ed in questo modo riusciamo a diminui-
re i passi totali. Purtroppo, come possiamo vedere anche nella figura 6.2, la
quantita` di dati scambiati aumenta considerevolmente; in un ambiente pa-
rallelo a scambio di messaggi questa caratteristica potrebbe limitare in modo
consistente le prestazioni dell’algoritmo, in quanto non possiamo sovrapporre
il calcolo alle comunicazioni. In una architettura a memoria condivisa, inve-
ce, possiamo sperare in un comportamento migliore, in quanto non abbiamo
bisogno di copiare i dati delle dipendenze logiche ma possiamo accedervi
direttamente.
La Parallel Cyclic Reduction presenta anche caratteristiche interessanti
per quanto riguarda l’occupazione di memoria. Infatti, la versione originale
richiede, nella fase di risoluzione, i valori di tutti gli step di trasformazio-
ne; su matrici grandi la quantita` di memoria richiesta potrebbe non essere
non trascurabile, soprattutto per esecuzioni interamente sequenziali, in cui
allochiamo tutto nella memoria del singolo nodo. In quest’ottica questo se-
condo algoritmo puo` essere ottimizzato, durante la fase di trasformazione,
per mantenere solo i dati a partire dal penultimo ultimo step non ancora
completamente terminato. Nella versione sequenziale questo si traduce nel
dover mantenere solo due copie della matrice: una per lo step precedente,
una per quello attuale.
Per questo motivo questo algoritmo, pur richiedendo piu` tempo a cau-
sa dei maggiori calcoli eseguiti, puo` essere utilizzato anche per versioni se-
quenziali pure o in farm, per i dispositivi con poca memoria come PDA e
SmartPhone.
Riportiamo percio` due differenti versioni di questo algoritmo, paralleliz-
zato tramite farm (listato 6.2) e tramite data-parallel (listato 6.3).
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typedef struct { double a , b , c , k ; } row ;
parmod Tr id i agona lSo lv e r ( input stream row System [N]
output stream double So lu t i on [N] ) {
topology none Pv ;
input section{
guard1 : on , , System {
distribution System on demand to Pv ;
}
}while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out So lu t i on ) {
VP {





col lects So lu t i on from ANY Pv ;
}
}
Listato 6.2: Modulo per Parallel Cyclic Reduction parallelizzata tramite
farm. L’unica differenza rispetto alla 6.1 e` la proc invocata
p11 p21 p31 p41 p51 p61 p71
p1 p2 p3 p4 p5 p6 p7p0 p8
p12 p22 p32 p42 p52 p62 p72
p13 p23 p33 p43 p53 p63 p73
x1
x1 x2 x3 x4 x5 x6
x2 x3 x4 x5 x6 x7
x7
Figura 6.2: Rappresentazione grafica dei passi dell’algoritmo Parallel Cyclic
Reduction e delle dipendenze tra i dati (stencil).
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typedef struct { double a , b , c , k ; } row ;
parmod Tr id i agona lSo lv e r ( input stream row System [N]
output stream double So lu t i on [N] ) {
topology array [ i :N] Pv ;
attribute row M[N ] [ LOG 2 N ] ;
attribute row empty ;
stream long out matr ix ;
in i t { empty . a=0; empty . b=1; empty . c =0; emprty . k=0; }
do input section{
guard1 : on , , System {
distribution System [∗ i 0 ] scatter to M[ i 0 ] [ 0 ] ;
}
}while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out out matr ix ) {
VP i =1. .N {
for ( l =0; l<LOG 2 N−1; l++){ //Transformation
l e f t = i − pow(2 , l −1) ;
r i g h t = i + pow(2 , l −1) ;
i f ( l e f t < 0 && r i g h t < N)
FTrasform ( in M[ i ] [ l −1] , empty ,M[ r i g h t ] [ l −1] out
M[ i ] [ l ] ) ;
else i f ( sx >= 0 && dx => N)
FTrasform ( in Mat [ i ] [ l −1] ,Mat [ l e f t ] [ l −1] , empty out
Mat [ i ] [ l ] ) ;
else i f ( l e f t < 0 && dx => N)
FTrasform ( in Mat [ i ] [ l −1] , empty , empty out Mat [ i ] [ l ] ) ;
else
FTrasform ( in Mat [ i ] [ l −1] ,Mat [ l e f t ] [ l −1] ,
Mat [ r i g h t ] [ l −1] out Mat [ i ] [ l ] ) ;
}
// So l v ing




col lects out matr ix from ALL Pv [ i ] {
double elem ; double r i s [N ] ;
ASTFOREACH( elem ) { r i s [ i ]=elem ;}




Listato 6.3: Modulo per Parallel Cyclic Reduction parallelizzata tramite
data-parallel con stencil
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La versione farm e` identica a quella vista precedentemente, se non per
la proc invocata. Il data-parallel invece merita qualche cenno ulteriore. Un
lettore attento avra` notato che lo stencil della computazione e` di tipo va-
riabile: e` definito staticamente, ma cambia ad ogni passo. Purtroppo, come
possiamo vedere nel codice, la presenza di casi speciali (quelli che utilizza-
no la riga vuota vista in 6.5) e di uno stencil calcolato in modo complesso
(i ± 2l−1) richiedono un lavoro notevole da parte del compilatore per rico-
noscere lo stencil come variabile e non dinamico. Questo e` importante, in
quanto nel primo caso il compilatore potrebbe conoscere l’entita` delle comu-
nicazioni ad ogni passo, ottenere un modello dei costi e ragionare su differenti
ottimizzazioni che, nel secondo caso, non potrebbe fare.
6.3 La piattaforma per la gestione delle emer-
genze
Vediamo ora nel dettaglio l’insieme di risorse su cui pensiamo di sviluppare
l’applicazione di gestione delle emergenze per il progetto InSyEme. L’appli-
cazione studiata tratta il problema, molto diffuso in Italia, di previsione e
gestione delle inondazioni. L’estensione geografica delle aree da monitorare
anche per un singolo fiume e` significativa, e richiede una infrastruttura in-
formatica che segua tutto il letto del fiume per ottenere misurazioni fisiche
del livello di esso in vari punti.
La necessita` di utilizzare algoritmi di previsione molto pesanti rende ne-
cessaria la presenza di un centro di elaborazione molto potente. Difficilmente
questo sara` situato direttamente nella zona dell’emergenza, a causa sia della
sua estensione fisica sia della necessita` di mantenere questo centro lontano
da zone di pericolo.
I sensori devono essere collegati al centro di calcolo mediante una rete ad
alta velocita`, per inviare tutti i dati raccolti al fine di effettuare successive
elaborazioni. La rete verra` anche utilizzata, nel caso di una emergenza, per
inviare i risultati delle computazioni ai dispositivi mobili presenti nell’area in-
teressata. L’eccessiva estensione dell’area da monitorare rende impraticabile
l’utilizzo di una unica connessione tra sensori e centro di calcolo, e suggeri-
sce un partizionamento dell’area da monitorare in piccole sottoaree, ognuna
coordinata da un nodo speciale collegato tramite una connessione dedicata
ad alta velocita` col centro.
Proponiamo quindi una infrastruttura organizzata gerarchicamente, come
quella riportata in figura 6.3, con le seguenti caratteristiche:






















Figura 6.3: La struttura computazionale immaginata nell’ambito del
progetto InSyEme
• Abbiamo una o piu` reti di sensori, che acquisiscono i dati necessari per
eseguire previsioni e/o computazioni pesanti.
• I calcoli di previsione vengono normalmente eseguiti su un cluster di
macchine ad alte prestazioni, situato in un centro di calcolo distante
dal luogo di emergenza.
• Durante le emergenze possiamo assumere di avere un gruppo abbastan-
za numeroso di PDA nella zona di interesse, utilizzati dalle forze che
gestiscono l’emergenza.
• I sensori sono organizzati in reti autonome, e controllati da un nodo
specifico chiamato Sink che li interfaccia col resto del sistema.
• Le reti di sensori ed i PDA sono collegati al cluster per mezzo di nodi
dedicati (che chiameremo nodi di interfaccia), collocati staticamente
in zone ben precise del territorio; questi nodi sono singole macchine
ma abbastanza potenti, dotate di processori multicore e connessioni
dedicate ad alta velocita` verso il centro di calcolo.
Questa architettura gerarchica permette l’esecuzione delle applicazioni
anche in casi critici: in assenza della connessione verso il cluster possiamo
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contare sulle potenzialita` del nodo di interfaccia per eseguire l’applicazione
in modalita` ridotta, ed utilizzare i dispositivi mobili presenti nel caso anche
il nodo di interfaccia sia occupato oppure non disponibile.
Inoltre dobbiamo considerare anche l’aspetto “context-aware” della parte
di applicazione che verra` eseguita sui PDA della protezione civile: ci troviamo
quindi in un ambiente pervasivo a tutti gli effetti, e abbiamo bisogno di
strumenti adatti per sfruttarlo correttamente.
6.4 Una applicazione per la previsione delle
inondazioni
In questa sezione presentiamo lo schema generale di una classica applicazione
previsionale, e l’esempio da noi realizzato per emulare il comportamento di
una piccola parte di essa.
Una applicazione di previsione di inondazioni e` suddivisa in piu` parti,
riportate in figura 6.4.
• Geographic Information System (GIS) Questo modulo si occupa
di immagazzinare tutti i dati relativi all’ambiente naturale su cui ese-
guire la previsione; questi dati possono essere determinati staticamente
(come la conformazione del territorio, il letto del fiume, la presenza
di strade, etc) oppure dinamicamente, come i dati raccolti dai sensori
(che modellano un’informazione variabile nel tempo). Come illustra-
to in figura, queste informazioni sono necessarie ad ogni singola parte
dell’applicazione.
• Meteorological Prediction Model Necessario per avere delle stime



















Figura 6.4: La struttura di una applicazione di previsione e gestione delle
inondazioni
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• Flood Forecasting Model Il vero modello previsionale. Riceve i
dati dal GIS e dal modello meteorologico, li elabora e fornisce delle
previsioni sul futuro livello del fiume e su possibili inondazioni.
• Decision Support System Utilizzando i dati del modello previsionale
elabora le strategie per gestire al meglio le emergenze.
Una piccola ma significativa parte dell’applicazione
Vista la dimensione di questa applicazione abbiamo cercato di isolarne una
parte significativa, che ci permettesse da un lato di tener conto di aspetti
di adattivita` e context-awareness, dall’altro di ottenere risultati riportabi-
li all’intera applicazione. In questa ottica ci siamo focalizzati sulla parte
previsionale.
In commercio si trovano pacchetti software gia` pronti che realizzano tutte
le parti di un sistema previsionale; tra questi segnaliamo i modelli Mike 11
e Mike 21[73] e TUFLOW[72]. Quest’ultimo si basa sul calcolo di equazioni
alle derivate parziali per massa e momento tramite la risoluzione di sistemi
lineari. Preso un insieme di punti geografici, per ognuno di esso richiede la ri-
soluzione di quattro sistemi tridiagonali. Possiamo modificare la qualita` della
previsione aumentando il numero di punti campionati oppure la dimensione
dei sistemi lineari utilizzati.
Lo studio precedente sulla Cyclic Reduction si pone percio` nell’ottica di
studiare uno dei meccanismi di base del modello previsionale. Non essendo
interessati allo studio di tutti i problemi legati all’applicazione, approssimia-
mo quest’ultima con un modulo che si occupa di risolvere i quattro sistemi
tridiagonali a partire dall’insieme di dati necessario per generarli.
La nostra applicazione diventa quindi quella in figura 6.5, composta da
tre moduli:
• TridiagonalSolver: rappresenta il modello previsionale: riceve i dati
di un punto geografico e da questi genera e risolve i quattro siste-
mi lineari tridiagonali presentati in TUFLOWS; il risultato di questa
simulazione viene inviata al modulo visualizzatore.
• Generator: genera i dati da inviare al “modello previsionale”. Questi
dati dovrebbero essere generati a partire dai campionamenti del sensore,
ma attualmente questa parte del sistema e` emulata.
• Viewer: visualizza i dati ricevuti dal “modello previsionale”; non ci
effettua ulteriori elaborazioni, ma li stampa a video.




Figura 6.5: L’esempio di applicazione ASSISTANT nell’ottica della gestione
delle emergenze
I moduli ASSIST presentati precedentemente per la Cyclic Reduction
variano quindi leggermente: non ricevono piu` il sistema da risolvere, ma
un insieme di valori: posizione del punto (x,y) a cui applicare il modello,
profondita` del fiume in quel punto, altezza dalla superficie e velocita` media
del flusso (u,v). In base a questi 6 valori siamo in grado di generare i quattro
sistemi lineari, risolverli ed ottenere due vettori di flussi: Fx e Fy.
Per non appesantire ulteriormente la trattazione non riportiamo la nuova
versione dei moduli, ma sottolineiamo una nuova caratteristica molto im-
portante. Questa modellazione, infatti, ci permette di applicare una nuova,
importante forma di adattivita`: ora il modulo puo` modificare la dimensio-
ne dei sistemi risolti, mentre prima, a causa delle interfacce verso l’esterno
non modificabili, la dimensione della matrice di input e del vettore di output
erano fissate.
Vista l’importanza di questa forma di adattivita` pensiamo comunque di
studiare questo problema in generale: vogliamo poter definire tipi di dato di
dimensione variabile nell’ottica di modificarne il grado di accuratezza.
6.5 La Cyclic Reduction su differenti piatta-
forme
Una volta definita l’applicazione, abbiamo iniziato a scrivere dei prototipi di
possibili applicazioni ASSISTANT per le varie piattaforme. Vista la man-
canza di un modello definitivo e, soprattutto, di una sua implementazione,
abbiamo realizzato i prototipi nell’ottica di studiare gli strumenti a basso li-
vello da utilizzare nell’implementazione di ASSISTANT. Per alcune versioni
abbiamo anche scritto i moduli in ASSIST, ma i test che riportiamo riguar-
dano implementazioni con strumenti a piu` basso livello (socket, MPI, librerie
di comunicazione specifiche, etc).
Nell’ottica del lavoro su InSyEme abbiamo realizzato versioni del modulo
adatte ad essere utilizzate su tutte le piattaforme di esecuzione possibili:
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cluster, nodo di interfaccia, PDA. Vediamo in dettaglio il lavoro svolto ed i
risultati ottenuti, suddivisi per ambiente di esecuzione.
6.5.1 Versione per Cluster
Abbiamo realizzato piu` versioni della Cyclic Reduction per cluster, utiliz-
zando la libreria di comunicazione MPI. Sono state implementate la forme
parallele farm e data-parallel. La piattaforma di esecuzione e` il cluster del
gruppo di ricerca, Pianosa.
Pianosa e` composto da 32 nodi Pentium III 800Mhz con 512 KB di cache
ed 1 GB di memoria principale. I nodi sono connessi tramite una rete Fast
Ethernet a 100 Mbit/s. Pur non essendo recente questo cluster ci permette
di studiare la scalabilita` di una applicazione su un discreto numero di nodi; i
risultati di questa versione vanno quindi analizzati in questa ottica: non con
l’idea di ottenere i tempi di servizio di un cluster moderno, ma di conoscere
quali implementazioni della cyclic reduction potranno essere verosimilmente
implementate su un cluster.
In questo scenario la versione data-parallel presenta grossi problemi, sia
di scalabilita` che di prestazioni assolute, a causa del traffico eccessivo tra i
nodi durante la singola computazione. Queste comunicazioni non possono
essere sovrapposte al calcolo, e quindi rappresentano tempo “perso”, in cui i
nodi rimangono fermi, in attesa del dato.
Per questo motivo su un cluster la versione farm si comporta molto meglio,
e rimane in assoluto la scelta preferibile. I risultati prestazionali di questa
versione sono riportati nei grafici in figura 6.6, che riportano scalabilita` e
tempi di servizio al variare del grado di parallelismo. Abbiamo eseguito i te-
st con tre differenti dimensioni di matrice: 218, 219 e 220 righe, che occupano
rispettivamente 8, 16 e 32 MB. Questo per studiare l’andamento delle pre-
stazioni al variare della qualita` richiesta, per poter definire diverse politiche
adattive.
I risultati mostrano una scalabilita` molto buona del farm, in linea con
quella ideale, fino a quando non si raggiunge un tempo di servizio piu` basso
del tempo per l’invio di un sistema sulla rete; questi risultati sono tutto
sommato soddisfacenti, perche´ in linea col modello dei costi di questa forma
parallela.
6.5.2 Versione per Nodo di Interfaccia
Per il nodo di interfaccia abbiamo studiato due differenti piattaforme, en-
trambe di tipo multicore, su singolo nodo. Queste piattaforme sono molto
piu` moderne rispetto al cluster: questa volta, oltre a studiare la scalabilita`
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(a) Tempo di servizio (b) Scalabilita`
Figura 6.6: Prestazioni del farm di Cyclic Reduction sul cluster Pianosa
teorica della Cyclic Reduction su questa tipologia di nodi, possiamo anche
ottenere delle stime molto valide sui limiti delle attuali tecnologie utilizzabili
sui nodi di interfaccia.
I tempi di servizio ottenuti possono quindi essere considerati anche nel-
l’ottica di conoscere il tempo di risposta effettivo dell’applicazione nella
situazione di una emergenza.
Abbiamo considerato come possibile nodo di interfaccia due architetture
molto differenti:
• un server di ultima generazione, dotato di due processori Intel E5420
Quad Core, per un totale di 8 Core a 2.5Ghz di frequenza, 12 MB di
cache e 8GB di memoria principale.
• un server dotato di processore IBM Cell, architettura multicore sostan-
zialmente differente dalla precedente a causa dei core non omogenei.
Questo e` stato emulato con una PS3, dotata di processore Cell e 256MB
di memoria principale.
Piattaforma Intel E5420 Sulla prima piattaforma abbiamo eseguito sia
la versione farm che la data-parallel, ed abbiamo ottenuto risultati molto
buoni per entrambe; in questa architettura, grazie alla memoria condivisa,
possiamo realizzare in modo efficiente anche la Parallel Cyclic Reduction,
che diventa un’ottima soluzione nel caso la macchina non abbia abbastanza
memoria per ospitare le versioni farm. Anche sulla macchina da noi utilizzata,
infatti, la dimensione massima delle matrici per il farm risulta essere 220 righe:
gia` con matrici grandi 221 righe avremmo bisogno di piu` di 10 GB di ram
al grado di parallelismo 8. La versione data-parallel, invece, e` stata eseguita
con matrici fino a 225 righe.
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(a) Tempo di servizio (b) Scalabilita`
Figura 6.7: Prestazioni del data-parallel di Parallel Cyclic Reduction sul
server Intel Dual Quad Core
Il codice utilizzato e` lo stesso della versione per cluster, e eseguito utiliz-
zando il supporto per memoria condivisa. Questo ci ha permesso di riutiliz-
zare il codice gia` sviluppato, al costo di una perdita di prestazioni.
Allo stesso modo, per comportamenti non su stream la versione data-
parallel risulta piu` veloce, in quanto, con un numero adeguato di nodi, la
Parallel Cyclic Reduction ottiene una latenza minore rispetto alla versio-
ne sequenziale di Cyclic Reduction. In figura 6.7 riportiamo i risultati, per
matrici piu` piccole: da 215, 216 e 217, in quanto verosimilmente nei casi di
esecuzione sul nodo di interfaccia siamo nel mezzo di una emergenza ed i
risultati richiesti dagli operatori devono essere prodotti in un tempo molto
basso. La scalabilita` del data-parallel e` buona, ma a causa delle comunicazio-
ni dello stencil non sovrapposte al calcolo non riesce comunque a raggiungere
quella teorica.
La non perfetta scalabilita` e` dovuta in buona parte all’utilizzo di un siste-
ma a scambio di messaggi: in futuro potremmo anche studiare una versione
ottimizzata per l’utilizzo diretto della memoria condivisa, ed evitare le copie
dei dati, con un approccio simile a quello riportato in [12]; in questo modo la
scalabilita` dovrebbe migliorare notevolmente ed avvicinarsi a quella teorica.
Piattaforma IBM Cell In questo caso non abbiamo potuto utilizzare la
versione MPI, in quanto al momento non esistono implementazioni pubbliche
di questa libreria sul Cell. Sviluppare un programma su un processore Cell
richiede un approccio differente a causa della non omogeneita` dei core: se vo-
gliamo utilizzare al meglio le 8 SPU dobbiamo scrivere del codice sequenziale
ottimizzato ad-hoc per queste unita`.
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Figura 6.8: Prestazioni del data-parallel di Parallel Cyclic Reduction sul
server IBM Cell
In questo caso la memoria limitata delle SPU (256KB di local storage, da
utilizzare per programma e dati) rende necessaria una implementazione “in-
telligente” per minimizzare i trasferimenti dalla memoria principale. A cau-
sa di una grande difficolta` di implementazione per la versione data-parallel,
abbiamo realizzato solo la versione farm.
Un altro grosso limite della macchina da noi utilizzata e` la quantita` di
memoria ram disponibile, di soli 256MB. In questo caso una implementazio-
ne farm con la Cyclic Reduction originale diventa molto limitata, in quanto
possiamo utilizzare matrici grandi al massimo 1MB (215 righe). Sopra que-
sto limite il programma continua ad essere eseguibile, in quanto il sistema
utilizza lo spazio di swap, ma le prestazioni vengono compromesse in modo
significativo. Abbiamo percio` creato un farm di Parallel Cyclic Reduction,
che ci permette di risolvere sistemi con dimensioni analoghe a quelli delle
altre piattaforme (fino a 219 righe, 16MB).
I risultati di questa versione sono raccolti nella figura 6.8. I tempi di
questa versione sono direttamente confrontabili con quelli del data-parallel
sul processore Intel, in quanto entrambi sono eseguiti sullo stesso algoritmo,
stesse dimensioni ma forme parallele differenti. Rispetto all’Intel i tempi
sono piu` alti a causa dell’architettura differente, ma lavorando con un farm
abbiamo una scalabilita` molto vicina a quella ideale.
6.5.3 Versione per PDA
Nell’ottica di utilizzare i dispositivi pervasivi abbiamo anche effettuato un
primo test su un PDA in nostro possesso. Si tratta di un ARM 926T a
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Righe Matrice Dimensione Sistema Tempo di Calcolo
212 − 1 128K 3.84
213 − 1 256K 8.08
214 − 1 512K 17.16
215 − 1 1M 36.08
216 − 1 2M 75.88
217 − 1 4M 157.92
Tabella 6.1: Prestazioni della versione sequenziale di Parallel Cyclic
Reduction sul PDA
300Mhz, dotato di 64MB di ram. Su questo sistema non abbiamo abba-
stanza memoria per poter eseguire la Serial Cyclic Reduction su matrici di
dimensioni considerevoli; da questo punto di vista si comporta decisamente
meglio la Parallel Cyclic Reduction, che richiede una quantita` di memoria
di circa 2 volte la dimensione della matrice in ingresso (contro le log2(N)
della Serial). Su questo sistema siamo riusciti a risolvere sistemi con matrici
grandi fino a 8 MegaByte (218 righe) con la versione Parallel, mentre con la
versione Serial possiamo arrivare al massimo ad 1 MegaByte (corrispondenti
a 215 righe). Il guadagno e` notevole, ma si paga con prestazioni minori.
Abbiamo effettuato un test sequenziale per la Parallel Cyclic Reduction,
che ci ha dato i risultati riportati in tabella 6.1. Questi tempi possono essere
utilizzati per ottenere una stima di una eventuale parallelizzazione di tipo
farm: con una scalabilita` vicina alla ideale ci basterebbero pochi dispositivi
per ottenere tempi ragionevoli (di qualche secondo) con sistemi da 1MB;
assumendo un buon dispiego di personale possiamo sperare di avere anche 20-
30 PDA nella zona dell’emergenza, e sfruttandoli tutti potremmo raggiungere
tempi di servizio decenti anche con matrici piu` grandi.
6.6 Le riconfigurazioni proposte
A questo punto abbiamo abbastanza elementi per poter stimare, in una infra-
struttura come quella di gestione delle emergenze, come e quando utilizzare
le differenti versioni di Risolutore di Sistemi in casi critici.
Condizioni ideali
In una situazione ideale tutta l’infrastruttura informatica e` presente ed uti-
lizzabile. Abbiamo quindi a disposizione il cluster in un centro di calcolo
remoto, un nodo di interfaccia ed un insieme di PDA. In questa situazione
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un agente presente sul posto richiede una previsione a medio termine per la
zona in cui si trova. Non impone nessun vincolo sulla qualita` del risultato
ottenuto, ma specifica un tempo massimo di esecuzione: entro 10 minuti la
previsione deve essere visualizzata sul suo PDA.
Per semplicita` assumiamo che l’applicazione ASSISTANT di figura 6.5
sia gia` in esecuzione, con la seguente disposizione:
• Generator sul nodo Sink, che riceve i dati direttamente dai sensori e
puo` generare le richieste di elaborazione per i singoli punti.
• Tridiagonal Solver sul cluster, gia` allocato a causa di una precedente
richiesta.
• Viewer sul PDA dell’agente che ha richiesto la previsione.
Nella figura 6.5 sono illustrati solo gli stream per la computazione; a
questi aggiungiamo inizialmente due ulteriori stream, che portano ad una
struttura illustrata in figura 6.9a, per i seguenti eventi:
1. start, inviato dal Viewer al Generator per richiedere l’inizio di una
computazione;
2. serviceTime, inviato sempre dal Viewer ma questa volta al Tridiagonal
Solver per richiedere un certo tempo di servizio massimo.
Con questi due stream addizionali possiamo modellare interamente la ri-
chiesta di una nuova previsione entro un tempo limite. Quando l’evento start
arriva al Generator questo inizia la generazione dei dati per una nuova pre-
visione, suddividendo l’area con la precisione richiesta dal Viewer tramite
l’evento, e li invia al Tridiagonal Solver. Intanto, anche quest’ultimo ha rice-
vuto un evento, che lo portera` a riconfigurarsi mediante un cambio di grado
di parallelismo, per poter rispettare la richiesta ricevuta dal Viewer con un
numero di nodi sufficiente e al tempo stesso non eccessivo. L’evento service-
Time non contiene esattamente il tempo di risposta per l’intera previsione,
in quanto il modulo Tridiagonal Solver lavora su piccole parti di essa in modo
indipendente. Il Viewer, invece, ha una visione piu` generale della previsione:
sa in quante parti e` suddivisa (ha specificato tale valore sull’evento start),
quante ne ha gia` ricevute e puo` quindi conoscere il numero di risoluzioni
devono ancora essere eseguite. Da questi dati puo` richiedere un tempo di
servizio che porti alla fine dell’intera previsione entro il tempo specificato
dall’utente. Successivamente il modulo Viewer potra` inviare nuovi eventi
serviceTime per aggiustare il tempo di servizio medio del modulo risolutore.
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Possiamo gia` iniziare a descrivere l’event-operation graph del modulo
risolutore (figura 6.9b): abbiamo una unica operation (clusterOP) e un unico
evento, che genera una riconfigurazione non funzionale.
Dopo qualche minuto l’operatore potrebbe accorgersi di aver sbagliato
stime e di poter aspettare piu` o meno tempo rispetto a quello inizialmen-
te comunicato al modulo; in questo caso puo` richiedere questa modifica al
Viewer che inviera` nuovi eventi di tipo serviceTime al risolutore.
Problemi sulla connessione al cluster
Durante la computazione potrebbero verificarsi gravi problemi alla connes-
sione tra nodo di interfaccia e cluster. Il cluster potrebbe diventare irrag-
giungibile, ed e` necessario passare ad una computazione sui nodi rimasti.
Assumiamo invece che rimanga stabile la connessione locale, quella tra PDA,
sensori e nodo di interfaccia. Viene generato un evento, mainNetOff, da una
entita` esterna ai moduli. Vedremo nel prossimo capitolo che questa verra`
modellata come una interfaccia primitiva, ma al momento non e` necessario
approfondire l’argomento.
In questa situazione il luogo migliore dove eseguire il risolutore tridiago-
nale e` sicuramente il nodo di interfaccia. Come abbiamo visto nella sezione
precedente in questo caso dobbiamo (o ci conviene) cambiare operation, e
passare ad una implementazione della Parallel Cyclic Reduction. Assumia-
mo di avere come nodo di interfaccia il server con processore Intel, percio`
la scelta ricade su una versione data-parallel; chiamiamo questa operation
InterfaceNodeOP.
Abbiamo percio` un cambio di operation; in corrispondenza della nuova
allocazione dobbiamo anche decidere come configurare il modulo, in modo da















Figura 6.9: Il primo passo di modellazione per l’esempio di applicazione
ASSISTANT ed il relativo grafo di operation





















Figura 6.10: Il secondo passo di modellazione per l’esempio di applicazione
ASSISTANT ed il relativo grafo di operation
modificare il grado di parallelismo fino ad un massimo di 8, ma verosimil-
mente questo non bastera` per rispettare i requisiti dell’agente. Sfruttiamo
allora la possibilita` di scegliere una dimensione di matrice piu` piccola, per
rispettare i vincoli dati.
Anche in questo caso prevediamo la presenza dell’evento responseTime,
che non causa un cambio di operation ma una semplice riconfigurazione non
funzionale. Infine prevediamo un ulteriore evento, mainNetOn, per rappre-
sentare il ritorno della connessione verso il cluster, che causera` un passaggio
alla operation clusterOP.
In figura 6.10 sono riportati il grafo dei moduli e l’event-operation graph
modificati.
Nodo di interfaccia sovraccarico
Per ultimo, consideriamo la situazione in cui il nodo di interfaccia sia so-
vraccarico e che non possa sopportare anche il carico di lavoro richiesto
dal modulo Tridiagonal Solver. Abbiamo sempre a disposizione l’insieme di
PDA per poter eseguire una veloce approssimazione dell’intera simulazione.
Introduciamo percio` una nuova operation: pdaOP che, in base ai risulta-
ti visti precedentemente, implementa un farm di Parallel Cyclic Reduction
sequenziali.
Anche questa operation prevedera` una riconfigurazione nel caso di ricezio-
ne dell’evento responseTime, esattamente come le altre. Si possono aggiun-
gere PDA precedentemente non utilizzati, oppure diminuire ulteriormente la
dimensione della matrice.
Inseriamo due nuovi eventi: Interface Node Load High (abbreviato con
INLHigh) ed il suo complementare INLLow. Con questo evento definiamo
lo switch tra interfacenodeOP e pdaOP. Questo non ci basta per modellare



























Figura 6.11: Il terzo ed ultimo passo di modellazione per l’esempio di
applicazione ASSISTANT ed il relativo grafo di operation
tutte le possibilita`: dobbiamo modificare anche le reazioni all’evento main-
NetOff, come riportato in figura 6.11b. Stiamo definendo una transizione
da clusterOP, per il solito evento, verso due differenti operation in base allo
stato interno: il modulo dovra` infatti decidere, in base all’attuale carico del
nodo di interfaccia, quale delle due utilizzare.
A questo punto il grafo delle riconfigurazioni e` terminato; riportiamo
in figura 6.11 la versione finale dell’applicazione. Vedremo, nel prossimo
capitolo, come descrivere tutto questo all’interno di ASSISTANT.
6.7 Conclusioni
In questo capitolo e` stata analizzata in modo approfondito una applicazione
con requisiti di adattivita`, context awareness e alte prestazioni. Abbiamo
riportato questo studio per fornire un esempio di possibile applicazione AS-
SISTANT completa e, allo stesso tempo, per dare un’idea dei passi da seguire
durante l’analisi di una applicazione di questo tipo.
L’applicazione (o almeno la sua semplificazione presentata) si presta ad
essere modellata con il modello presentato in questa tesi. Abbiamo discusso
le caratteristiche di varie implementazioni del solito modulo per architetture
differenti e alcune politiche su cui definire le riconfigurazioni.
Non e` stata ancora fornita una vera implementazione ASSISTANT, in
quanto, fino a questo momento, abbiamo descritto le caratteristiche del mo-
dello ma non la sua sintassi. Questa verra` presentata nel prossimo capitolo





Vediamo ora in dettaglio il modello ASSISTANT, presentandone la sintassi
ed illustrando come questa aderisce ai concetti visti nei capitoli precedenti.
Il modello non e` ancora definito in modo ufficiale, e stiamo studiando
continuamente modifiche e miglioramenti che permettano di rappresentare
i concetti che consideriamo importanti per le applicazioni pervasive ad alte
prestazioni.
Quello che presentiamo non e` percio` un lavoro ben definito e necessaria-
mente coerente, ma piuttosto il risultato di un primo studio sommario di
tutte le caratteristiche richieste e delle considerazioni fin’ora riportate. Ci
rendiamo conto che una trattazione sommaria di alcuni aspetti puo` aver por-
tato alla mancanza di parti anche fondamentali nel modello, che verra` quindi
esteso in futuro, in base ai risultati degli studi piu` approfonditi.
Nell’ottica di dare un’idea piu` completa del modello e della sua applicabi-
lita` useremo in modo intensivo l’esempio del capitolo 6, molto significativo in
quanto parte di una applicazione reale. In questo modo alla fine del capitolo
avremo raggiunto anche una implementazione ASSISTANT completa di una
applicazione pervasiva ad alte prestazioni.
Vedremo inizialmente, nella sezione 7.1, come inserire tutte le caratteri-
stiche che abbiamo descritto all’interno di un modello derivato da ASSIST,
per dare forma al linguaggio di ASSISTANT. Dopo aver descritto i concetti
principali passeremo alla definizione del linguaggio stesso: come descrivere
una applicazione (sezione 7.2), la nuova sintassi per descrivere un modulo
parallelo (sezione 7.3) e, per finire, come definire i comportamenti adattivi e
context-aware di un modulo (sezione 7.4).
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7.1 Mantenere il modello unificante di ASSI-
ST
Amalgamare le estensioni proposte nel capitolo 5 all’interno del modello di
ASSIST, mantenendone la filosofia e le caratteristiche principali, ci ha portato
a definire un nuovo approccio nello sviluppo di una applicazione parallela
adattiva, in cui:
• Una applicazione e` sempre definita come un grafo di moduli intercon-
nessi da stream.
• I moduli applicativi ereditano le caratteristiche dei parmod di ASSIST.
• La riconfigurazione e` supportata nativamente dal modello, e allo svi-
luppatore viene richiesto solo di definire le differenti versioni dei moduli
per le riconfigurazioni funzionali.
• Le entita` dello strato BLUE fanno parte dell’applicazione. Non ven-
gono programmate a parte con un differente formalismo, ma in modo
consistente e coerente al resto dell’applicazione.
• Queste sono percio` inserite nella descrizione dei singoli moduli, in modo
che il programmatore possa descrivere, in modo coerente, sia le versioni
che il comportamento adattivo e context aware di un modulo.
• Allo stesso modo, anche la modellazione del contesto rientra nel mo-
dello: fa parte dell’applicazione e viene descritto attraverso moduli che
producono eventi.
• I dati del contesto e sulle risorse vengono percio` modellati come eventi.
• I sensori vengono modellati tramite moduli particolari, la cui imple-
mentazione viene gia` fornita in modo nativo dall’ambiente, chiamati
Interfacce Primitive.
• I meccanismi di fault tolerance sono introdotti in modo trasparente
all’utente e, a differenza della maggior parte dei lavori presenti in lette-
ratura, possono utilizzare protocolli ottimizzati basati sulla conoscenza
della struttura parallela dei vari moduli.
Utilizzando l’esperienza maturata in ASSIST abbiamo deciso di descri-
vere un programma ASSISTANT mediante un linguaggio di coordinamento,
che definisce la struttura del programma con una sintassi tipo linguaggio im-
perativo, fornendo costrutti specifici per la descrizione di programmi paralleli
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Interfaccia primitivaModulo applicazione Stream
Figura 7.1: Grafo di una applicazione ASSISTANT
adattivi. Per il codice sequenziale da eseguire nei singoli moduli, come per
ASSIST, e` possibile utilizzare codice C /C++. Per ora non pensiamo di in-
trodurre il supporto a Fortran per non complicare ulteriormente il supporto,
ma non certo per problemi di tipo modellistico.
Il linguaggio di coordinamento e` derivato da ASSIST-CL, e` fortemente
tipato e ne eredita i meccanismi per la definizione di tipi da parte dello
sviluppatore.
Anche con ASSISTANT non e` previsto l’uso di oggetti. Questo per vari
motivi, ma principalmente per garantire la compatibilita` con linguaggi impe-
rativi come il C. Permettere l’utilizzo di un gruppo di linguaggi sequenziali
diversi richiede infatti che i tipi del linguaggio di coordinamento siano com-
patibili con quelli di ogni linguaggio, e siamo quindi costretti a definire un
sottoinsieme di caratteristiche minimo che sia supportabile in tutti. In ogni
caso, all’interno del codice sequenziale lo sviluppatore puo` sfruttare in tutte
le sue potenzialita` il linguaggio scelto.
7.2 Il grafo di moduli
La struttura di una applicazione ASSISTANT e` rappresentabile, come per
ASSIST, da un grafo di moduli, interconnessi tra stream. In questa strut-
tura i tre strati RED-BLUE-GREEN, seppur individuabili, sono inseriti in
una unica descrizione. Infatti l’uniformare stream ed eventi ci porta ad una
naturale fusione degli strati GREEN e RED, in linea con la nostra idea di
“differenti visioni della stessa applicazione”, in cui tutti i flussi di dati (siano
essi provenienti da moduli o da interfacce primitive; eventi o dati su stream)
sono modellati tramite un unico grafo. Nella figura 7.1 troviamo una rappre-
sentazione del grafo di moduli di una applicazione ASSISTANT. Utilizzando
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i tre colori mostriamo come la stessa applicazione verrebbe modellata utiliz-
zando il concetto di “strati” visto precedentemente. Un modulo applicativo
e` composto da una parte RED ed una BLUE, in quanto la sua descrizio-
ne contiene sia la parte “computazionale” che il comportamento adattivo e
context aware. Allo stesso livello troviamo anche le interfacce primitive, che
rappresentano il GREEN.
Un programma ASSISTANT rimane quindi, come per il predecessore,
espresso attraverso la descrizione di un grafo di moduli. La sintassi e` molto
simile a quella di ASSIST, ma con alcune ovvie differenze. Il grafo viene
definito tramite il costrutto application, con la sintassi riportata nel listato
7.1, che permette di dichiarare:
• gli stream tipati, tramite la parola chiave stream;
• i moduli, secondo le due tipologie presenti in ASSISTANT:
– moduli paralleli che compongono la logica applicativa, tramite la
parola chiave parmod ereditata da ASSIST
– moduli che rappresentano le interfacce primitive e producono even-
ti, con la parola chiave primitive interface
• Le connessioni tra moduli nella forma di stream di input e stream di
output.
Con questa sintassi possiamo descrivere anche l’applicazione previsionale
vista nel capitolo precedente. Per far cio` dobbiamo pero` introdurre alcune
interfacce di contesto: un lettore attento si ricordera` che nella figura 6.11a
erano rimasti degli stream “esterni”, di cui non si descriveva il produtto-
re. Inseriamo percio` due interfacce di contesto, per modellare altrettanti
“generatori di eventi”:
• Network Monitor: una interfaccia primitiva per il monitoring della
rete; nel nostro caso siamo interessati a monitorare la rete tra Nodo
di Interfaccia e Centro di calcolo, per la generazione dei due eventi
“mainNetOff” e “mainNetOn”.
• Load Monitor: interfaccia primitiva per monitorare il carico compu-
tazionale di un nodo; genera gli eventi “Interface Node Load High” e
“Interface Node Load Low”.
A questo punto abbiamo tutto il necessario per poter descrivere l’applicazio-
ne: nel listato 7.2 trovate la definizione del grafo di moduli, e nella figura 7.2
la sua rappresentazione grafica. In questa, per facilitarne la lettura, abbia-
mo deciso di colorare gli stream, in modo da distinguere velocemente quali
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application {
stream <t ipoStream1> <nomeStream1>;
. . .
stream <t ipoStreamM> <nomeStreamM>;
parmod <nomeModulo1>
( input stream<nomeStream1,1 > , . . . ,<nomeStream1,K1>
output stream<nomeStream1,K1+1 > , . . . ,<nomeStream1,L1>) ;
. . .
parmod <nomeModuloN>
( input stream<nomeStreamN,1 > , . . . ,<nomeStreamN,KN>
output stream<nomeStreamN,KN+1 > , . . . ,<nomeStreamN,LN>) ;
primitive interface <nomeModuloN+1>
( input stream<nomeStreamN+1,1 > , . . . ,<nomeStreamN+1,KN+1>
output stream<nomeStreamN+1,KN+1+1 > , . . . ,<nomeStreamN+1,L1>) ;
. . .
primitive interface <nomeModuloP>
( input stream<nomeStreamP,1 > , . . . ,<nomeStreamP,KP>
output stream<nomeStreamP,KP+1 > , . . . ,<nomeStreamP,LP>) ;
}
Listato 7.1: Sintassi per la dichiarazione del grafo dei moduli che compone
l’applicazione ASSISTANT
contengono dati per le computazioni e quali eventi. Sottolineiamo pero` come
questa distinzione non appaia (almeno, non a questo livello) nel modello.
Spieghiamo velocemente i tipi di dato utilizzati per gli eventi:
• serviceTime rappresenta un tempo di servizio in secondi, quindi la
sua rappresentazione ideale e` un numero in virgola mobile;
• start e` l’evento per avviare una nuova previsione; conterra` un valore,
intero, per specificare il numero di partizioni in cui suddividere lo spazio
dell’emergenza;
• mainNetOff e mainNetOn sono eventi di tipo “acceso”-“spento”:
la rete e` disponibile oppure no; tutta l’informazione e` gia` racchiusa
nell’invio dell’evento, che potrebbe quindi non avere tipo, ma questo
non e` possibile e scegliamo quindi un semplice booleano;
• InterfaceNodeLoadLow e High, oltre a segnalare un carico eccessi-
vamente alto o basso del nodo, possono informarci dell’effettivo livello
di utilizzazione, in percentuale.
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application{
stream Request Req ;
stream So lu t i on Sol ;
stream double serv iceTime ;
stream long s t a r t ;
stream bool mainNetOff ;
stream bool mainNetOn ;
stream double INLLow ;
stream double INLHigh ;
parmod Generator ( input stream s t a r t output stream Req) ;
parmod Tr id i agona lSo lv e r ( input stream Req , serviceTime ,
mainNetOff , mainNetOn , INLLow , INLHigh output stream Sol ) ;
parmod Viewer ( input stream Sol output stream
s ta r t , serv iceTime ) ;
primitive interface Load Monitor (output stream
INLLow , INLHigh ) ;
primitive interface Network Monitor (output stream
mainNetOff , mainNetOn) ;
}


















Figura 7.2: Grafo dei moduli corrispondente al listato 7.2
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Differenti tipologie di moduli
Rispetto ad ASSIST sono state profondamente modificate le tipologie di mo-
duli esistenti. Abbiamo mantenuto il modulo parallelo, in quanto punto cen-
trale del modello, ma quello sequenziale e` stato rimosso per far posto ad una
nuova tipologia di moduli, le interfacce primitive.
7.2.1 Il modulo sequenziale
La prima differenza riguarda i moduli sequenziali: questi non sono piu` pre-
senti in ASSISTANT, in quanto ritenuti superflui. Questa decisione non
impatta sull’espressivita` del linguaggio, in quanto e` sempre possibile definire
moduli paralleli costituiti da un solo processore virtuale, che si comporta-
no quindi a tutti gli effetti come moduli “sequenziali”. Permette invece di
amalgamare la definizione dei moduli, trasformando la versione sequenziale
da entita` separata a caso particolare di quello parallelo. In ASSISTANT,
quindi, il concetto di parmod corrisponde a quello di modulo applicativo.
7.2.2 Le interfacce primitive
Abbiamo introdotto questa tipologia di modulo per modellare principalmente
le interfacce di contesto. Possono essere viste come una sorta di “adattatori”,
che si occupano di trasformare i segnali ricevuti dai sensori (in qualsiasi forma
essi siano) in uno stream di dati o eventi, e permettere l’interazione di questi
dispositivi con i moduli dell’applicazione ASSISTANT. Questa conversione,
necessaria per far interagire i dispositivi con le applicazioni, non puo` essere
effettuata automaticamente dal supporto, in quanto abbiamo gia` visto come
ogni tipologia di sensore utilizzi api differenti per lo scambio di informazioni.
Inoltre possiamo realizzare come interfacce primitive anche meccanismi
software di monitoring delle risorse, come abbiamo gia` anticipato attraverso
i moduli “Load Monitor” e “Network Monitor” descritti precedentemente.
Ipoteticamente il contenuto di queste interfacce dovrebbe essere fornito
dai produttori di sensori o dal supporto del modello (da qui il nome di “in-
terfaccia primitiva”), ma nel caso questi non lo offrano puo` essere sempre
definito dal programmatore dell’applicazione.
La tecnica di programmazione di questi moduli non e` stata ancora stu-
diata a fondo; per il momento proponiamo un modello simile a quello dei
moduli sequenziali ASSISTANT, dove il contenuto del modulo e` dato da un
codice sequenziale scritto dall’utente, nel linguaggio C++. Nel listato 7.3
trovate la sintassi proposta al riguardo. Per permettere l’inclusione di file
156 ASSIST with Adaptivity and coNText awareness
primitive interface <nomeModulo>(
input stream <t i po 1> <nome1 > , . . . ,< t i poK> <nomeK>
output stream <t i poK+1> <nomeK+1 > , . . . ,< t i poM> <nomeM>){
inc< <so rgente 1 > , . . . ,< so rgenteL> >
path< <d i r e c t o r y 1 > , . . . ,< d i r e c t o r y S> >
obj< <b i n a r i o 1 > , . . . ,< b i n a r i oG> >
{
cod i c e s e q u e n z i a l e in C++
}
Listato 7.3: Sintassi per la definizione di una interfaccia primitiva
sorgenti e binari esterni, abbiamo riutilizzato la sintassi gia` definita per le
proc ASSIST.
Le modalita` di definizione di interfacce primitive “esterne”, sviluppate da
terzi (ad esempio i produttori di sensori) non sono state ancora studiate in
dettaglio. A livello di modello ci aspettiamo di poter definire un meccani-
smo di include, simile a quello dei linguaggi sequenziali, per poter utilizzare
moduli “esterni”, senza doverne dare la rispettiva implementazione.
7.3 Il parmod
Il modulo parallelo rimane l’entita` base di ASSISTANT per descrivere un’ap-
plicazione parallela. Eredita le caratteristiche base di ASSIST, ma viene
esteso per definire le riconfigurazioni funzionali e la logica di adattivita` e
context-awareness.
Un parmod racchiude piu` comportamenti, chiamati operation; la sua de-
finizione coincide quindi con quella delle varie operation che lo compongono.
Tra queste lo sviluppatore dovra` decidere quella attiva al momento dell’avvio
dell’applicazione. Oltre alle operation aggiungiamo una sezione (chiamata
global state) che permette di definire uno stato “comune” a tutte queste; ve-
dremo piu` avanti nella trattazione il significato e la sua utilita`. Abbiamo
quindi uno schema come quello riportato nel listato 7.4.
Possiamo quindi gia` iniziare a descrivere il modulo ASSISTANT piu` im-
portante nell’esempio di applicazione del capitolo 6: il Tridiagonal Sol-
ver. Abbiamo tre operation: “clusterOP”,“interfacenodeOP” e “pdaOP”.
Per il momento lasciamo lo stato globale vuoto; piu` avanti, se necessario, lo
modificheremo. Lo scheletro del modulo e` presente in figura 7.5.
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parmod <nomeModulo>(
input stream <t i po 1> <nome1 > , . . . ,< t i poK> <nomeK>
output stream <t i poK+1> <nomeK+1 > , . . . ,< t i poM> <nomeM>){
global state { . . . }
i n i t i a l operation <nomeOperation1> { . . . }
operation <nomeOperation2> { . . . }
. . .
operation <nomeOperationN> { . . . }
}
Listato 7.4: Sintassi per la dichiarazione di un parmod composto da piu`
operation
parmod Tr id i agona lSo lv e r ( input stream Request Req , double
serviceTime , bool mainNetOff , bool mainNetOn , double INLLow ,
double INLHigh output stream So lu t i on Sol ) {
global state {}
i n i t i a l operation clusterOP { . . . }
operation inter facenodeOP { . . . }
operation pdaOP{ . . . }
}
Listato 7.5: Scheletro del parmod “Tridiagonal Solver”
7.3.1 Le operation
Ogni singola operation definisce in modo completo il comportamento del
modulo parallelo; per questo motivo all’interno di essa troviamo la sintassi
tipica del parmod ASSIST, suddiviso in:
• Definizione della topologia,
• Sezione di stato,
• Sezione di input,
• Sezione dei processori virtuali,
• Sezione di output,
La sintassi e` rimasta invariata, se non per la dichiarazione dello stato interno,
raggruppata in una nuova sezione apposita chiamata local state. Il nome
della sezione e` stato scelto per sottolineare la caratteristica di “localita`” di
quest’ultimo, differente da quello visto precedentemente in quanto legato alla
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singola operation. In ogni caso il contenuto riprende la sintassi di ASSIST
per attributi, stream interni e la parte di inizializzazione delimitata dal
costrutto init.
Il resto e` stato trattato in modo dettagliato nel capitolo 4, e percio` non
ci soffermiamo ulteriormente su questo punto.
A quelle ereditate dal parmod ASSIST si aggiungono pero` due nuove
sezioni:
• on event, necessaria per descrivere il comportamento in risposta ad un
evento;
• nodes, necessaria per descrivere quali nodi utilizzare per eseguire l’ope-
ration.
La sezione nodes
Con questa sezione possiamo definire i nodi su cui eseguire la particolare ope-
ration. Nell’ottica di definire comportamenti specifici per particolari tipologie
di risorse, questa sezione e` fondamentale: qui possiamo descrivere l’insieme
di nodi da utilizzare. Almeno in una prima parte dello sviluppo permet-
teremo anche di definire staticamente i nodi su cui eseguire l’operation, in
modo da non dover utilizzare un motore di resource discovery. Quando que-
sto sara` sviluppato ed abbastanza potente potremo anche rimuovere la parte
di definizione statica.
Per la parte dinamica, il programmatore deve definire solamente una o piu`
tipologie dei nodi; una volta scelta l’operation, il motore di resource discovery
cerchera` un numero sufficiente di nodi con quelle particolari tipologie. I
tipi di nodo non sono definiti staticamente, ma forniti dal programmatore
stesso all’interno della definizione dell’applicazione ASSISTANT. Ogni nodo
disponibile ad eseguire una parte di applicazione dovra` in qualche modo
presentarsi al sistema di resource discovery, e in quel momento comunichera`
la sua tipologia.
Nel listato 7.6 trovate una prima sintassi per la sezione nodes, mentre
nel 7.7 la parte di definizione dei tipi di nodo presenti nel sistema. Questa
si trova all’esterno della definizione del parmod, in quanto comune a tutta
l’applicazione.
Per la parte statica, invece, richiediamo al programmatore l’insieme mini-
mo di caratteristiche necessarie per comunicare con la macchina: indirizzo
ip e (probabilmente) sistema operativo. Con queste il sistema e` in grado di
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nodes{
dynamic{
use node type <typeName1>;
. . .
use node type <typeNameN>;
}
stat ic {
use node{ address=<ad1>; operating system=<os1>; }
. . .
use node{ address=<adM>; operating system=<osM>; }
}
}







Listato 7.7: Sintassi per la definizione dei tipi di nodo presenti
nell’applicazione
comunicare con la parte di supporto “locale” in esecuzione sul nodo stesso,
e definire automaticamente tutte le restanti caratteristiche (set di istruzioni
del processore, meccanismi di comunicazione, etc).
La sezione on event
La sezione fondamentale per definire un modulo reattivo agli eventi: al suo in-
terno possiamo definire le azioni da intraprendere alla ricezione di un evento.
Vista l’importanza di questo nuovo costrutto, ne approfondiremo il significato
successivamente in una sezione apposita.
Per non appesantire la lettura, in questo caso non forniamo l’intera sintassi
del costrutto operation, ma riportiamo in dettaglio (figura 7.8) la definizio-
ne della “clusterOP”; la sintassi generale e` facilmente ricavabile, in quanto
identica (se non per piccole parti) a quella del parmod ASSIST fornita nel ca-
pitolo 4. Nell’esempio abbiamo lasciato vuota la sezione on event, che verra`
trattata in modo approfondito piu` avanti. Per quanto riguarda la sezione
nodes, chiediamo di scegliere dinamicamente tra i nodi di tipo “clusterno-
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i n i t i a l operation clusterOP {
topology none Pv ;
local state { }
do input section{
guard1 : on , , System {
distribution System on demand to Pv ;
}
}while ( true )
virtual processors {
e l a b o r a z i o n e ( in guard1 out Sol ) {
VP {





col lects Sol from ANY Pv ;
}
nodes{
dynamic{ use node type c l u s t e rnode ; }
}
on event{ . . . }
}
Listato 7.8: Definizione della operation “clusterOP” del “Tridiagonal Solver”
de”, ovvero le macchine che fanno parte del cluster localizzato nel centro di
calcolo.
7.3.2 Lo stato globale
In ASSISTANT abbiamo inserito una distinzione sulle variabili di stato, che
ha portato alla definizione di una sezione global state per il parmod ed una
local state per le singole operation.
La definizione di uno stato “locale” alle operation si rende necessaria,
in quanto ognuna di esse puo` implementare un algoritmo completamente
differente, ed obbligare il programmatore ad utilizzare le stesse variabili per
tutte ne abbasserebbe enormemente l’espressivita`.
Infatti si potrebbe pensare di definire solamente uno stato globale, su cui
tutte le operation possono lavorare; non abbiamo problemi di concorrenza,
in quanto per ogni modulo rimane attiva una sola operation alla volta. Dob-
biamo pero` pensare che in una applicazione parallela lo stato e` partizionato
o replicato, e due operation diverse possono avere strutture completamente
differenti: il partizionamento dei dati necessario per una operation potrebbe
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non essere definibile sull’altra. Inoltre abbiamo parlato spesso della possi-
bilita` di realizzare operation “leggere” nell’occupazione di memoria. Defi-
nire uno stato con le variabili utilizzate da tutte le operation annullerebbe
completamente questa possibilita`.
Queste considerazioni suggeriscono la necessita` di uno stato proprio della
operation, e hanno portato alla definizione dello stato “locale”. Questo pero`
non elimina la necessita` di uno spazio “condiviso” tra le varie operation, o
meglio di informazioni persistenti ad un cambio di comportamento. Abbiamo
quindi inserito anche uno stato globale, condiviso tra tutte le operation. In
questo stato abbiamo normali variabili, ne´ partizionate ne´ replicate.
Come abbiamo gia` accennato per questo stato non sono previsti accessi
concorrenti tra differenti operation, in quanto in ogni istante ne sara` in ese-
cuzione una sola. Questo pero` non risolve tutti i problemi: il modulo e` al
suo interno parallelo, percio` sono comunque necessarie delle politiche di ac-
cesso allo stato. Per il momento lasciamo questo compito al programmatore;
vedremo in lavori futuri, se necessario, tecniche migliori per gestire queste
informazioni.
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Passiamo ora alla parte veramente innovativa di ASSISTANT, quella che per-
mette di definire un comportamento reattivo agli eventi per ottenere moduli
adattivi e context-aware. Questa parte modella lo strato BLUE dell’applica-
zione, ed e` descritta nella sezione on event delle singole operation.
7.4.1 La sezione On Event
Questa sezione definisce il comportamento del modulo al verificarsi degli
eventi di contesto. Per facilitare la programmazione, abbiamo deciso di spo-
stare la gestione degli eventi dal modulo intero alle singole operation. In
questo modo lo sviluppatore puo` decidere la reazione del modulo agli eventi
in base alla operation attiva.
All’interno della sezione on event il programmatore puo` definire le azioni
da intraprendere al verificarsi di differenti eventi o combinazioni di eventi.
Gli eventi arrivano ad un modulo tramite degli stream. Le azioni da eseguire
alla loro ricezione possono percio` essere definite esattamente come per la
input section della operation: tramite una guardia con priorita`.
Abbiamo quindi una sintassi come quella riportata in 7.9: possiamo asso-
ciare a condizioni anche complesse di eventi un particolare comportamento.
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on event{
<p r o r i t y 1>: <event combinat ion1> do { . . . }
. . .
<p r o r i t yN>: <event combinationN> do { . . . }
}
Listato 7.9: Sintassi del costrutto on event
Se sono verificate piu` condizioni contemporaneamente viene scelta quella con
priorita` piu` alta e, a parita` di priorita`, non deterministicamente.
Combinazioni di eventi
Le combinazioni di eventi permesse sono piu` complesse di quelle della input
section, in modo da garantire una maggiore flessibilita` per questo costrut-
to. In particolare possiamo definire condizioni non solo sulla presenza di un
evento ma anche sul suo valore, che puo` essere confrontato con delle costan-
ti, delle variabili del modulo o delle funzioni primitive fornite dal modello.
Oltre a cio` possiamo anche definire condizioni booleane tra eventi, tramite le
parole chiave AND, OR e NOT. Sono percio` permesse combinazioni come:
on event{
0 : mainNetOff AND INLHigh do { . . . }
0 : serv iceTime < 10 do { . . . }
0 : mainNetOff OR (NOT INLHigh ) do { . . . }
}
In questa sezione si possono utilizzare tutti gli stream non precedentemen-
te utilizzati nella “input section”, per evitare “conflitti” tra le due sezioni. E`
comunque in linea col concetto di dati-eventi: la suddivisione tra stream di
dati e stream di eventi, pur non presente al livello del grafo di applicazione
ASSISTANT, emerge all’interno del singolo parmod, che puo` utilizzare un
particolare stream o per i dati o per gli eventi.
Le variabili di stato del modulo devono essere identificate in modo univo-
co; percio` non possono essere quelle replicate dello stato locale alla operation;
per il momento abbiamo deciso che si puo` accedere in lettura e scrittura solo
alle variabili del “global state”.
Un’altra questione importante riguarda l’operatore NOT su un evento;
questo rappresenta la non presenza dell’evento, che non va confusa con un
evento presente ma con valore false. Il primo si tratta con l’operatore NOT,
il secondo con una condizione sul valore dell’evento, del tipo (mainNetOff ==
false).
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Reazione ad un evento
La reazione piu` comune ad un evento e` una riconfigurazione, che porta ad
una variazione del comportamento del modulo. Le due modalita` di riconfi-
gurazione viste fino a questo momento sono esprimibili tramite due costrutti
differenti:
• parallelism grado di parallelismo: permette di richiedere una riconfi-
gurazione non funzionale tramite il cambio del grado di parallelismo;
• switch to nome operation: permette di richiedere una riconfigurazione
funzionale.
A cui si aggiungono la loro composizione ed il meccanismo per generare nuovi
eventi:
• switch to nome operation parallelism grado di parallelismo: permet-
te di richiedere una riconfigurazione funzionale e, contemporaneamente,
modificare il grado di parallelismo;
• notify stream valore: permette di generare un nuovo evento, con un
valore determinato.
Chiaramente nella maggior parte dei casi prima dell’invocazione di que-
sti costrutti bisogna eseguire qualche calcolo, verificare alcune condizione,
etc. Per questo motivo la reazione ad un evento puo` essere descritta con lin-
guaggio di programmazione standard (C++) arricchito con i costrutti visti.
Questo permette, ad esempio, di calcolare il grado di parallelismo adeguato
prima di invocare il costrutto parallelism. Possiamo pero` descrivere anche
comportamenti avanzati, perche´ in questo codice si puo` utilizzare:
• alcune funzioni built-in, come i modelli di costo della particolare forma
parallela e la conoscenza dell’attuale grado di parallelismo;
• i valori degli eventi che hanno attivato la guardia;
• lo stato interno del modulo, nella forma del “global state”.
Inoltre non e` necessario riconfigurare veramente il modulo: alla ricezione
di un evento possiamo semplicemente modificare lo stato globale, richie-
dere la riconfigurazione solo sotto determinate condizioni oppure utilizzare
riconfigurazioni differenti in base allo stato del modulo.
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Le funzioni built-in Elenchiamo velocemente le funzioni che abbiamo
pensato per il momento; questo insieme e` ovviamente destinato a variare
nel tempo: ci potremmo accorgere dell’inutilita` di alcune funzioni e della
necessita` di altre.
• double estimatedServiceTime(string operation, int parallelismDegree):
fornisce una stima del tempo di servizio dell’attuale operation, sti-
mando il tempo di calcolo del codice sequenziale con misurazioni sulle
precedenti esecuzioni oppure tramite una analisi euristica del codice.
• double estimatedLatency(string operation, int parallelismDegree): ana-
loga alla precedente, ma restituisce la latenza invece che il tempo di
servizio.
• int estimatedParallelismForST(string operation, double serviceTime)
int estimatedParallelismForLat(string operation, double serviceTi-
me): rappresentano le funzioni “inverse” alle precedenti, restituendo
il grado di parallelismo minimo necessario per ottenere un tempo di
servizio o una latenza dati;
• double currentServiceTime()
double currentLatency(): restituiscono, rispettivamente, il tempo di
servizio e la latenza dell’operation;
• int currentParallelismDegree(): restituisce il grado di parallelismo cor-
rente.
La stima che utilizziamo sul tempo di calcolo della parte sequenziale vie-
ne calcolata normalmente tramite una analisi delle esecuzioni pregresse dello
stesso codice. Ovviamente questa stima non e` calcolabile alla prima esecu-
zione della operation; in questo caso verra` sostituita da una stima ottenuta
attraverso una analisi euristica del codice sequenziale. Ovviamente questa
puo` essere molto distante dai risultati reali, ma e` comunque meglio di niente.
Le funzioni “estimatedParallelismFor...” sono, al contrario di quello che
si potrebbe pensare intuitivamente, molto utili: il comportamento di un pro-
gramma parallelo non e` sempre lineare, e possiamo avere risultati inaspet-
tati, come un aumento del tempo di servizio con l’aggiunta di nodi, oppure
“picchi” destinati poi a riscendere grazie alla modifica dell’implementazione
fornita dal supporto. In questo modo racchiudiamo tutte queste problema-
tiche all’interno delle funzioni fornite dall’ambiente di sviluppo. Potremmo
anche trovarci nella situazione di non poter garantire il tempo richiesto, ed
in questo caso le funzioni restituiranno il codice di errore −1.
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Consumazione degli eventi
Prima di continuare la trattazione vogliamo soffermarci sul concetto molto
particolare della “consumazione” di un evento. Si tratta di una parte fon-
damentale della on event, in quanto un utilizzo non corretto puo` portare
ad un comportamento del modulo molto diverso da quello aspettato ad una
prima analisi.
Spiegando la semantica del costrutto abbiamo detto che si tratta di una
guardia sugli stream che trasportano eventi. La semantica di una guardia
(ripresa dal linguaggio ECSP[18]) si adatta al trattamento dei dati ma po-
trebbe risultare “anomala” in caso di eventi. I dati sugli stream non vengono
mai persi, e rimangono “in attesa” di essere trattati. Allo stesso modo un
evento arrivato su uno stream rimane in attesa di essere gestito finche´ non
viene attivata una guardia che lo utilizzi.
Questo comportamento potrebbe essere, in alcuni casi, non voluto sugli
eventi: finche´ un evento non viene trattato, quelli inviati sullo stesso stream
e generati successivamente non possono essere analizzati. Questo puo` creare
grossi problemi se utilizzato insieme alle guardie con condizioni sul valore
dell’evento: la condizione indicata potrebbe non verificarsi mai, ed in quel
caso “disabilitiamo” la ricezione di quel tipo di eventi, perche´ non passeremo
mai all’ascolto dei successivi.
Facciamo un esempio con il seguente codice, preso da un esempio rea-
listico. Si consideri lo stream TS MAX da cui si riceve una richiesta sul
tempo di servizio che il modulo dovrebbe rispettare. In un primo momento
si potrebbe pensare di utilizzare una guardia sul valore ricevuto, del tipo:
0 : ( currentServ iceTime ( ) > TS−MAX) do { . . . }
Dove si attiva la guardia quando il tempo di servizio corrente supera quello
richiesto. In questa situazione, pero`, il TS-MAX sullo stream potrebbe es-
sere sensibilmente superiore a quello del modulo; in questo caso la guardia
non si attivera` neanche successivamente. A questo punto, se viene inviata
una nuova richiesta di TS-MAX, anche minore dell’attuale tempo di servi-
zio, la guardia non verra` comunque attivata, perche´ il primo valore ricevuto
rimane in attesa di essere consumato. In questo caso si rende necessaria una
differente scrittura:
0 : (TS−MAX) do {
i f ( currentServ iceTime ( ) > TS−MAX) { . . . }
}
dove consumiamo subito l’evento, appena ricevuto. Una volta attivati, con-
trolliamo se e` necessaria una riconfigurazione. In questo modo l’evento viene
comunque rimosso dallo stream, e siamo pronti per riceverne uno nuovo.


















Figura 7.3: Event-Operation Graph del Tridiagonal Solver
Con questo termina la trattazione della sezione “on event”. Passiamo ad
una applicazione pratica, ovvero il problema di descrivere queste sezioni per
il modulo “Tridiagonal Solver”.
7.4.2 Le riconfigurazioni del Tridiagonal Solver
Vediamo ora in dettaglio degli esempi reali per la sezione on event, scrivendo
quelle delle tre operation del modulo “Tridiagonal Solver”. Descriveremo,
a piccoli passi, l’event-operation graph presentato alla fine del capitolo
precedente e che riportiamo nella figura 7.3.
clusterOP
Iniziamo con la descrizione del costrutto on event per la clusterOP. Possia-
mo ricevere degli eventi di tipo “serviceTime”, che richiedono di rispettare
un determinato tempo di servizio. Alla ricezione di questo evento voglia-
mo riconfigurarci per rispettare la richiesta. Potremmo quindi definire una
guardia del tipo:
0 : ( serv iceTime ) do {
i f ( currentServ iceTime ( ) > serv iceTime ) {
int newpar =
est imatedPara l l e l i smForST ( ” clusterOP ” , serv iceTime ) ;
parallelism newpar ;
}
In questo codice, pero`, non consideriamo la possibilita` di liberare risorse se
abbiamo un tempo di servizio minore di quello richiesto. Una implementa-
zione piu` intelligente potrebbe essere la seguente:
0 : ( serv iceTime ) do {
int newpar =
est imatedPara l l e l i smForST ( ” clusterOP ” , serv iceTime ) ;
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i f ( currentServ iceTime ( ) > serv iceTime )
parallelism newpar ;




Cos`ı descriviamo anche una riconfigurazione se il nostro grado di parallelismo
e` maggiore di quello necessario. Ovviamente questa verra` eseguita solo se
la differenza tra il grado corrente e quello ideale e` abbastanza elevata da
giustificare l’overhead della riconfigurazione.
Passiamo ora a descrivere le operazioni per la ricezione dell’evento “main-
NetOff”, che rappresenta una caduta della rete tra cluster e nodo di inter-
faccia. In questo caso il grafo definisce due possibili operation switch, verso
“interfacenodeOP” e “pdaOP”, in base all’attuale utilizzo delle risorse del
nodo di interfaccia.
In generale non possiamo conoscere questo valore, ma nel nostro caso
abbiamo definito appositamente due eventi per rappresentarlo. Nel grafo
eventi-operation non abbiamo modellato la cosa, ma in realta` possiamo rice-
vere gli eventi “INLLow” e “INLHigh” anche durante l’esecuzione su cluster,
perche´ questi sono generati da una interfaccia primitiva esterna al modulo.
Seguendo le considerazioni di prima dovremmo in qualche modo “consuma-
re” ugualmente gli eventi; visto che li consumiamo, possiamo salvarci in
una variabile il contenuto dell’ultimo evento (che rappresenta la percentuale
di utilizzazione del nodo) per poterlo utilizzare successivamente. Inseriamo
percio` una variabile nello stato globale:
global state {
double i n t e r f a ceNodeLeve l = 0 ;
}
e due guardie per gestire gli eventi:
0 : (INLLow) do {
i n t e r f a ceNodeLeve l = INLLow ;
}
0 : ( INLHigh ) do {
i n t e r f a ceNodeLeve l = INLHigh ;
}
Abbiamo ora tutto il necessario per definire la guardia per l’evento “main-
NetOff”:
0 : ( mainNetOff ) do {
i f ( in t e r f aceNodeLeve l <= 30) {
systemSize = 131071;
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switch to ” interfacenodeOP ” ;
} else {
systemSize = 32767;
switch to ”pdaOP” ;
}
}
In questo caso non specifichiamo il nuovo grado di parallelismo, che verra`
definito automaticamente dal sistema; se il tempo di servizio ottenuto non
e` in linea con le richieste, il Viewer potra` sempre inviare un nuovo evento
ServiceTime. Abbiamo aggiunto anche l’assegnamento ad una variabile, sy-
stemSize. Questa ci serve per definire la dimensione del sistema che la nuova
operation dovra` eseguire (ricordiamo infatti che nodeinterfaceOP e pdaOP
possono eseguire il calcolo su dimensioni di sistemi differenti). Anche questa
variabile sara` allocata nello stato globale.
Raggruppiamo ora tutte le guardie descritte nel listato 7.10, per for-
mare la on event della clusterOP. Aggiustiamo anche le priorita` per gestire
eventi concorrenti nel giusto ordine: a priorita` massima mettiamo l’evento
mainNetOff, mentre gli altri possiamo inserirli alla stessa priorita` in quanto
indipendenti.
interfacenodeOP
Passiamo ora ad analizzare l’operation “interfacenodeOP”. La trattazione
degli eventi “mainNetOn” e “INLHigh” si ottiene semplicemente con uno
switch di operation:
0 : ( INLHigh ) do {
i n t e r f a ceNodeLeve l = INLHigh ;
systemSize = 32767;
switch to ”pdaOP” ;
}
1 : (mainNetOn) do {
switch to ” clusterOP ” ;
}
Nel primo caso salviamo il carico attuale per mantenere la variabile globale
aggiornata ed impostiamo la dimensione di default per l’operation su pda;
inoltre trattiamo con priorita` maggiore l’evento per la nuova presenza della
rete in quanto ci permette di tornare subito al cluster. Gli eventi “mainNe-
tOff” e “INLLow” possono non essere “ascoltati”, in quanto per definizione
questa operation viene utilizzata solo se la rete e` non utilizzabile e il carico
sul nodo basso, mentre la ricezione degli eventi complementari ai due pro-
voca immediatamente uno switch di operation. Sono quindi eventi che non
dovrebbero arrivare durante l’esecuzione della “interfacenodeOP”.




0 : serv iceTime do {
int newpar =
est imatedPara l l e l i smForST ( ” clusterOP ” , serv iceTime ) ;
i f ( currentServ iceTime ( ) > serv iceTime ) {
parallelism newpar ;
}





0 : INLLow do {
i n t e r f a ceNodeLeve l = INLLow ;
}
0 : INLHigh do {
i n t e r f a ceNodeLeve l = INLHigh ;
}
1 : mainNetOff do {
i f ( in t e r f aceNodeLeve l <= 30) {
systemSize = 131071;
switch to ” interfacenodeOP ” ;
} else {
systemSize = 32767;





Listato 7.10: Sezione on event per la clusterOP
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Vediamo ora il trattamento dell’evento serviceTime. Questo e` piu` comples-
so dei precedenti, perche´ oltre al cambio del grado di parallelismo possiamo
modificare la dimensione dei sistemi risolti. Per come la abbiamo definita,
non si tratta di una “riconfigurazione” vera e propria, in quanto non passiamo
ad un’altra operation ne´ effettuiamo una riconfigurazione funzionale.
Semplicemente modificando una variabile dello stato globale il codice se-
quenziale della operation genera sistemi di dimensioni differenti, modifican-
do in modo sostanziale la precisione ed il tempo di calcolo. Cerchiamo di
capirne il funzionamento: in questo caso la operation implementa un data-
parallel; nella input section riceve i valori necessari per generare le matrici e,
a questo punto, accedera` al valore presente nello stato globale per definire la
dimensione delle stesse, che una volta generate saranno scatterizzate ai VP.
Il valore nello stato globale viene modificato solo all’interno della “on event”
e letto nella input section; in questa sequenza non abbiamo problemi di ac-
cesso concorrente: le attivazioni del modulo precedenti alla modifica utiliz-
zeranno il vecchio valore, quelle successive il nuovo. Per il comportamento
del modulo, quindi, sappiamo che tutte le attivazioni successive alla modifica
utilizzeranno la nuova dimensione del sistema e saranno percio` piu` veloci.
Questa modifica non va pero` effettuata ad ogni evento “serviceTime”,
ma solo se le riconfigurazioni non funzionali non permettono di rispettare il
tempo di servizio richiesto. Abbiamo quindi la seguente guardia:
0 : ( serv iceTime ) do {
int newpar =
est imatedPara l l e l i smForST ( ” inter facenodeOP ” , serv iceTime ) ;
i f ( newpar==−1){
systemSize = ( systemSize −1) /2 ;
} else i f ( newpar==1){
systemSize = ( ( systemSize +1)∗2)−1;
} else {
i f ( currentServ iceTime ( ) > serv iceTime )
parallelism newpar ;





Per prima cosa ci calcoliamo il grado di parallelismo necessario per ottenere
il tempo di servizio richiesto. Il risultato, per definizione della funzione, sara`
calcolato sui tempi delle esecuzioni precedenti, e quindi con la dimensione
dei sistemi attuale. Se il risultato della funzione e` −1 sappiamo di non
avere abbastanza nodi per ottenere il tempo richiesto; dimezziamo percio` la
dimensione dei sistemi. Al contrario, se il grado di parallelismo necessario e`




0 : ( serv iceTime ) do {
int newpar = est imatedPara l l e l i smForST (
” interfacenodeOP ” , serv iceTime ) ;
i f ( newpar==−1){
systemSize = ( systemSize −1) /2 ;
} else i f ( newpar==1){
systemSize = ( ( systemSize +1)∗2)−1;
} else {
i f ( currentServ iceTime ( ) > serv iceTime )
parallelism newpar ;





1 : ( INLHigh ) do {
i n t e r f a ceNodeLeve l = INLHigh ;
systemSize = 32767;
switch to ”pdaOP” ;
}
2 : (mainNetOn) do {




Listato 7.11: Sezione on event per la interfacenodeOP
1, possiamo permetterci di aumentare le dimensioni dei sistemi ed ottenere
comunque tempi di servizio ragionevoli.
Se non ci troviamo in questi due casi estremi, invece, modifichiamo sem-
plicemente il grado di parallelismo, con la stessa tecnica vista per la operation
precedente.
Nel listato 7.11 troviamo la on event completa.
pdaOP
Terminiamo la trattazione con la on event dell’ultima operation rimasta.
Questa non presenta nuovi concetti rispetto alle precedenti, percio` riportiamo
direttamente l’intera sezione nel listato 7.12.
Anche in questo caso l’accesso in scrittura da parte della “on event” sul-
la variabile systemSize non costituisce un problema; questa volta abbiamo




0 : ( serv iceTime ) do {
int newpar =
est imatedPara l l e l i smForST ( ”pdaOP” , serv iceTime ) ;
i f ( newpar==−1){
systemSize = ( systemSize −1) /2 ;
} else i f ( newpar==1){
systemSize = ( ( systemSize +1)∗2)−1;
} else {
i f ( currentServ iceTime ( ) > serv iceTime )
parallelism newpar ;





1 : (INLLow) do {
i n t e r f a ceNodeLeve l = INLLow ;
systemSize = 131071;
switch to ” interfacenodeOP ” ;
}
2 : (mainNetOn) do {




Listato 7.12: Sezione on event per la pdaOP
un farm, percio` la dimensione del sistema viene letta in momenti differenti
dai singoli VP. Questo provoca dei momenti di “disallineamento” tra i VP
attualmente in esecuzione, dove alcuni hanno letto il nuovo valore, altri il vec-
chio. Questo pero` non costituisce comunque un problema, in quanto stiamo
parlando di un farm, dove i VP sono tra loro assolutamente indipendenti.
7.5 Conclusioni
In questo capitolo abbiamo presentato la sintassi completa di ASSISTANT,
descrivendo in modo abbastanza accurato tutte le parti modificate rispetto
a quella iniziale di ASSIST.
Abbiamo finalmente chiarito le modalita` per descrivere il comportamento
adattivo e context aware di un parmod, attraverso la sezione “on event” che
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modella la parte BLUE dell’applicazione.
Siamo percio` riusciti a definire in modo completo (e con il modello di
ASSISTANT) l’applicazione di gestione delle emergenze descritta nel capitolo
6.
Con la definizione del linguaggio di ASSISTANT e di una applicazione
completa per tale modello termina la tesi.
Nel prossimo capitolo analizzeremo in modo sommario alcuni dei concet-
ti ancora in fase di definizione e percio` non ancora ben formalizzati, ma
molto importanti per raggiungere una definizione abbastanza precisa di AS-
SISTANT per poter iniziare una prima implementazione degli strumenti di
supporto al modello.
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Capitolo 8
Conclusioni e Sviluppi Futuri
Con questa tesi abbiamo studiato i modelli presenti in letteratura per descri-
vere applicazioni pervasive con requisiti ad alte prestazioni. Al momento non
esistono modelli specifici, percio` ci siamo orientati verso gli strumenti utilizza-
ti nel “Pervasive Computing” e nel “High Performance Computing”. Nessu-
no di questi offriva le caratteristiche richieste, ed abbiamo quindi continuato
verso la definizione di un nuovo modello studiato appositamente.
Le basi su cui e` stato modellato ASSISTANT sono quelle delle forme
di parallelismo, che ci permettono di rappresentare in modo semplice ed
efficiente applicazioni parallele anche complesse. Su queste abbiamo inserito
meccanismi per gestire le problematiche di adattivita` e context awareness
tipiche dei programmi pervasivi, riuscendo percio` a fornire un ambiente per
la descrizione di applicazioni pervasive con requisiti di alte prestazioni.
Per la definizione non siamo partiti da zero, ma piuttosto cercando di
riutilizzare le nostre conoscenze sugli ambienti di programmazione paralleli
strutturati. Abbiamo quindi esteso il modello offerto da ASSIST, un lin-
guaggio per applicazioni parallele ad alte prestazioni sviluppato dal nostro
gruppo di ricerca, e considerato piu` potente e flessibile dei classici ambienti
a “skeleton”.
Su questo modello abbiamo inserito dei meccanismi per definire moduli
paralleli con comportamenti multipli che, affiancati ad un sistema di gestio-
ne di eventi, permettono di esprimere adattivita` e context awareness per le
singole componenti dell’applicazione.
Per dimostrare l’applicabilita` e la potenza del linguaggio introdotto ab-
biamo mostrato un esempio di applicazione pervasiva ad alte prestazioni,
modellata tramite i concetti introdotti e descritta utilizzando la sintassi di
ASSISTANT.
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In questa tesi abbiamo presentato solamente il modello di ASSISTANT,
senza pero` parlare di una sua eventuale implementazione. Gli esempi portati
in questa tesi e nei precedenti articoli sono stati prodotti senza l’ausilio di tool
automatici, ma scrivendo direttamente il codice che dovrebbe essere prodotto
da un eventuale compilatore ASSISTANT.
Lo sviluppo dell’intero ambiente di sviluppo non e` ancora iniziato (se non
con piccoli test-bed di prova), perche´ in realta` ci sono ancora molti aspetti
importanti da chiarire prima di passare alla scrittura del codice. Tra gli
sviluppi futuri riteniamo quindi fondamentale lo studio di questi aspetti, per
poter arrivare ad una prima implementazione del compilatore di ASSISTANT
e degli strumenti di supporto necessari.
In queste ultime pagine riportiamo i principali ambiti su cui vogliamo
continuare la ricerca, suddivisi tra obiettivi a breve/medio termine e obiettivi
a lungo termine.
8.1 Obiettivi a breve e medio termine
In questa sezione parliamo dei principali aspetti su cui stiamo procedendo in
questo momento, e che consideriamo fondamentali per ogni studio successivo.
Alcuni di questi sono nati, o comunque stati analizzati almeno in parte,
durante la redazione di questa tesi. Non ne abbiamo parlato per motivi di
spazio e di tempo, ma li vogliamo comunque accennare velocemente in questa
sezione.
Modellazione delle interazioni tra RED e BLUE dei
singoli moduli
Si tratta del problema su cui stiamo concentrando le nostre forze, e che
ci permettera` di sbloccare qualche prima forma di implementazione (anche
prototipale e non completa) degli strumenti di ASSISTANT.
Non abbiamo sottolineato in modo significativo questo aspetto durante
la tesi, ma in realta` il problema di come far interagire la “sezione on event”
col resto del parmod non e` banale. Per comodita` in questa trattazione sepa-
riamo il parmod tra parte “computazionale” e “logica di riconfigurazione”,
riprendendo quindi la suddivisione tra RED e BLUE.
In letteratura l’interazione tra le due parti viene spesso trattata come
una interazione completamente asincrona: la parte BLUE (nel nostro caso
costituita dalla “on event”) puo` decidere di effettuare una riconfigurazione.
A questo punto comunica questa volonta` al RED che, quando possibile, effet-
tuera` materialmente la riconfigurazione. Con questa tipologia di interazioni





variabili di stato ordini diriconfigurazione
calcolo calcolo
Figura 8.1: Modalita` di interazione “sincrona” tra RED e BLUE
tra la decisione e l’effettiva riconfigurazione puo` passare un tempo anche
molto lungo e non sempre determinabile.
Con ASSISTANT vorremmo risolvere (nel limite del possibile) questo pro-
blema, e proponiamo un approccio concettualmente molto differente, in cui le
due parti del parmod collaborano attivamente nella fase di riconfigurazione.
Innanzitutto osserviamo come, in realta`, l’osservazione degli eventi potrebbe
non avvenire in modo continuativo, ma solo in determinati momenti.
Finche´ la parte RED non raggiunge un punto in cui e` disposta ad effet-
tuare una riconfigurazione, l’osservazione degli eventi e` superflua, e puo` anzi
portare a situazioni particolari, in quanto differenti richieste di riconfigura-
zione, seppur generate in tempi differenti, si possono trovare contemporanea-
mente in coda al RED, che dovrebbe decidere se effettuarle entrambe o solo
alcune.
Parallelamente a questo riprendiamo un altro concetto importante: per
la gestione degli eventi abbiamo spesso bisogno anche di variabili di stato del
modulo, che si trovano nativamente nella parte RED.
Questi aspetti ci portano a modellare la riconfigurazione con un protocollo
sincrono, come quello illustrato in figura 8.1. Intuitivamente ci possiamo
rendere conto che, per i motivi appena descritti, pur essendo una modalita`
sincrona offre prestazioni allineate a quelle della modalita` asincrona vista
prima.
Questo schema ricorda molto un’altra modalita` di interazione, formaliz-
zata da Gerace per la realizzazione di unita` di elaborazione a partire da un
microprogramma [49]. Il modello di Gerace prevede proprio la separazione di
tali unita` in due reti sequenziali distinte, chiamate Parte Operativa e Parte
Controllo.
Possiamo trovare una forte analogia, considerando il RED la parte ope-
rativa, il BLUE la parte controllo e i punti in cui il RED e` disposto a
riconfigurarsi come “segnale di clock”.








Figura 8.2: Modulo rappresentato con la modellazione PC-PO
La nostra proposta e` quindi quella di modellare le interazioni tra i due strati
del parmod in stile PC-PO, come illustrato in figura 8.2. Ovviamente il lavoro
da fare e` ancora molto, soprattutto nell’ottica di non introdurre overhead
inutili. Da questo punto di vista, infatti, in realta` la nostra PO e` composta da
un insieme di entita` separate ed indipendenti, che possono quindi raggiungere
il punto di “riconfigurazione” in modo indipendente tra di loro. Con la
modellazione appena fornita, intuitivamente, queste si dovrebbero “fermare”,
per aspettare di raggiungere congiuntamente il punto e solo allora inviare le
variabili di condizionamento alla PC. Questo introduce un overhead notevole,
che vorremmo in qualche modo eliminare. Abbiamo gia` qualche idea su come
superare questo problema, ma le stiamo ancora formalizzando.
Dobbiamo comunque sottolineare che non siamo ancora certi che questa
modellazione si adatti perfettamente al problema. Ne siamo fortemente con-
vinti, ma non siamo ancora riusciti a dimostralo. Percio` e` possibile che nel
tempo questa possibilita` venga abbandonata verso altre ritenute piu` valide.
Gestione della dinamicita` dei nodi
Un secondo punto su cui focalizzare i nostri studi e` quello sulla gestione
efficace dell’alta dinamicita` dei nodi, gia` accennato durante la tesi.
In un’ottica adattiva si potrebbero considerare le scomparse dei nodi come
dei semplici eventi che, al pari di tutti gli altri, necessitano di essere gestiti. In
questo caso dobbiamo trattare come interazioni RED-BLUE tutti i problemi
legati alla fault tolerance: checkpointing, ripristino dello stato, allocazione
di nuovi nodi, etc.
La loro trattazione risulta pero` scollegata dalla “on event”, che modella
solo quegli eventi che servono al programmatore per definire il comporta-
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mento adattivo e context aware. Allo stesso tempo complicherebbe in modo
spropositato la logica del BLUE, che dovrebbe cooperare in modo molto piu`
stretto e frequente con la RED.
Per dominare questa complessita` proponiamo di trattare la dinamicita` in
modo profondamente diverso, inserendo un supporto RED che sia automati-
camente fault tolerant. In questo modo la logica di riconfigurazione si occupa
solo degli eventi definiti dall’utente all’interno del modulo, e diventa quindi
molto piu` semplice da descrivere.
Ovviamente anche questa tecnica ha degli svantaggi, basta pensare al
“Tridiagonal Solver” descritto nei capitoli precedenti: in caso di interruzione
della connessione col cluster abbiamo un’azione combinata di “supporto fault
tolerant” e “supporto alle riconfigurazioni”. In questo caso una gestione uni-
taria, da parte dello strato BLUE, potrebbe portare ad un trattamento piu`
veloce della situazione, rispetto ad un supporto che si occupa prima di ripri-
stinare come puo` la computazione sui nodi rimasti e, solo successivamente,
di gestire l’evento che portera` ad una riconfigurazione funzionale.
Il lavoro in questo campo deve percio` tendere alla definizione di un com-
portamento indipendente tra le due parti ma il piu` possibile efficiente in tutti
i casi.
Ottimizzazione dell’operation switch
Dal nostro punto di vista un ulteriore punto critico da studiare a fondo e`
la definizione di meccanismi di ottimizzazione per la parte di “operation
switch”.
Quando, nel capitolo 5, abbiamo effettuato la distinzione tra riconfigura-
zioni funzionali e riconfigurazioni non funzionali la motivazione fornita era,
principalmente, una questione di prestazioni.
Con le riconfigurazioni non funzionali, infatti, possiamo definire delle tec-
niche per “sospendere” la computazione attuale e “riprenderla” esattamente
dallo stesso punto sulla nuova configurazione, mantenendo una semantica del
modulo corretta.
Sulle riconfigurazioni funzionali questo non e` possibile, almeno non in
generale: essendo computazioni differenti, non possiamo riprendere l’esecu-
zione della nuova con lo stato della precedente. Una semantica corretta e`
ottenibile lasciando gestire ogni elemento dello stream da una sola operation.
In questa ottica, al momento di una riconfigurazione, possiamo fondamental-
mente scegliere tra due possibilita`: lasciare l’esecuzione sul dato attuale con
il vecchio comportamento e gestire i successivi col nuovo, oppure annullare
l’esecuzione attuale e rieseguirla completamente col nuovo comportamento.
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In ogni caso abbiamo una possibile perdita notevole di prestazione, che
potrebbe essere in alcuni casi immotivata: crediamo infatti che esistano algo-
ritmi “compatibili”, che possono sfruttare uno i dati dell’altro per continuare
la computazione.
Per questi algoritmi potremmo utilizzare la tecnica introdotta con le ri-
configurazioni non funzionali per sfruttare parte del lavoro eseguito sull’ele-
mento corrente prima della riconfigurazione. Con buona probabilita` lo stato
tra le due operation non sarebbe comunque identico; ci immaginiamo percio`
delle “trasformazioni”, per adattare lo stato di un comportamento a quello
di un altro e cos`ı non perdere tutta o parte della computazione gia` eseguita.
Un possibile esempio di algoritmi “compatibili” che stiamo studiando ulti-
mamente si ricava sempre dai problemi di calcolo numerico. Per il problema
di fattorizzare una matrice nella forma QR (ovvero come prodotto di una
matrice unitaria ed una triangolare superiore) esistono piu` algoritmi, tra cui:
• fattorizzazione mediante trasformazioni di HouseHolder;
• fattorizzazione mediante rotazioni di Givens.
Un primo studio ci ha portato a dimostrare che i due algoritmi sequenziali
sono tra loro “compatibili”. Entrambi si basano sul concetto di trasformare
ad ogni passo una colonna della matrice iniziale per raggiungere la forma
triangolare; in questo caso le colonne annullate da un algoritmo possono
essere utilizzate interamente dall’altro, che puo` procedere all’annullamento
delle sole successive ed ottenere, alla fine, sempre una fattorizzazione di tipo
QR.
Non abbiamo ancora dimostrato la compatibilita` anche nel caso parallelo,
ma ci proponiamo sicuramente di continuare su questa strada.
Repository di codice e dati
Un altro aspetto che necessita di un ulteriore studio e` la realizzazione di un
repository di codice e dati efficace anche su piattaforme pervasive.
In questa tipologia di sistemi si rende necessario un approccio “dinamico”
anche nella distribuzione dei dati e del codice da eseguire: per ovvi motivi
non possiamo infatti assumere di avere il codice ed i dati necessari alle varie
operation gia` su tutti i nodi “candidati” per una possibile riconfigurazione.
Ogni dispositivo conterra` normalmente una piccola parte del supporto
di ASSISTANT, coi compiti di avvisare il resto del sistema (soprattutto il
motore di resource discovery) della sua presenza e ad abilitare il dispositivo
all’eventuale esecuzione di una parte dell’applicazione.








. . . DispositivoNPDA
MEMORIA LOGICAMENTE CONDIVISA
(repository di moduli, operation, stato, canali di comunicazione...)
Figura 8.3: Modellazione dell’ambiente di esecuzione tramite memoria
logicamente condivisa e processori anonimi
Se il sistema decide di spostare l’esecuzione su un nuovo nodo non ancora
utilizzato, i programmi necessari ed i dati della computazione dovranno esse-
re portati sul nodo scelto. Per far questo ci immaginiamo la presenza di uno
spazio logicamente condiviso tra tutti i nodi, che contenga indistintamente
tutte le informazioni richieste, tra cui programmi e dati. Ogni nodo, trami-
te l’accesso a questo spazio, puo` reperire tutte le informazioni necessarie e
spostarle sulla propria memoria.
La presenza di una memoria condivisa che contenga tutte le informazio-
ni, e di nodi generici che possono eseguire in modo indifferente diverse parti
dell’applicazione trova una certa analogia col modello a processori anonimi
con memoria condivisa studiato per le architetture parallele. Possiamo in-
fatti vedere i nodi come dei “processori generici” su cui vengono eseguite,
in base ad una politica di scheduling decisa dai manager dei vari moduli,
parti dell’applicazione. La memoria logicamente condivisa contiene tutti i
dati dell’intera applicazione, ed al momento dell’esecuzione ogni nodo sca-
rica tutte le informazioni necessarie all’esecuzione nella sua memoria locale
(che corrisponde logicamente ad una cache). Questa modellazione, illustra-
ta in figura 8.3, potrebbe offrirci molti vantaggi nella trattazione di alcuni
problemi, come ad esempio la gestione della consistenza tra memoria locale
e quella logicamente condivisa.
Ovviamente nella realizzazione di questo spazio condiviso ritroviamo i
problemi di fault-tolerance gia` affrontati in tutta la tesi. Pensiamo di risolvere
il problema tramite tecniche di replicazione dei dati, in modo da mantenere
piu` copie degli stessi e permettere ai nodi che implementano la memoria di
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disconnettersi improvvisamente. In questo ambito si potrebbe anche studiare
in modo piu` approfondito la tecnica presentata in [2] e nel mio lavoro di
tirocinio ([26]) per implementare una memoria logicamente condivisa fault-
tolerant.
8.2 Obiettivo a lungo termine
Ovviamente l’obiettivo a lungo termine di questa tesi, ed in generale del-
l’intero gruppo di ricerca, e` di giungere ad una implementazione utilizzabile
di ASSISTANT. Per raggiungere questo obiettivo dovremo prima risolvere
molti problemi, tra cui quelli presentati nella sezione precedente.
Nell’ottica dell’implementazione il lavoro di ASSIST ci sara` sicuramen-
te di aiuto, in quanto con buona probabilita` molti dei tool sviluppati per
quell’ambiente potranno essere utilizzati come base per ASSISTANT.
Ci riferiamo in particolare al compilatore del linguaggio, che rappresenta
sicuramente una delle parti piu` complesse dell’ambiente, ma per il quale
possiamo contare quantomeno sull’esperienza acquisita durante lo sviluppo
di ASSIST, e con buona probabilita` alcune delle sue parti potranno essere
riutilizzate o comunque adattate.
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