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Abstract. The topological structure of skeleton data plays a signifi-
cant role in human action recognition. Combining the topological struc-
ture with graph convolutional networks has achieved remarkable perfor-
mance. In existing methods, modeling the topological structure of skele-
ton data only considered the connections between the joints and bones,
and directly use physical information. However, there exists an unknown
problem to investigate the key joints, bones and body parts in every
human action. In this paper, we propose the centrality graph convolu-
tional networks to uncover the overlooked topological information, and
best take advantage of the information to distinguish key joints, bones,
and body parts. A novel centrality graph convolutional network firstly
highlights the effects of the key joints and bones to bring a definite im-
provement. Besides, the topological information of the skeleton sequence
is explored and combined to further enhance the performance in a four-
channel framework. Moreover, the reconstructed graph is implemented
by the adaptive methods on the training process, which further yields
improvements. Our model is validated by two large-scale datasets, NTU-
RGB+D and Kinetics, and outperforms the state-of-the-art methods.
Keywords: Centrality, Graph convolutional network, Skeleton data, Hu-
man action recognition.
1 Introduction
Human action recognition has attracted substantial attention from different re-
search areas in recent years, since the deluge of skeleton data offers unprece-
dented opportunities to investigate structures, appearance, joints and bones,
video sequences of human actions [56,47,58,27]. The study of human action recog-
nition provides significant insights into action surveillance, pose tracking, medical
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monitor and diagnosis, sports analysis, security reports, and human-computer
interaction [51,49,1,17,8,2,7]. Compared to traditional RGB or RGB-D video
data, the skeleton sequences are compact motion data, which can significantly
reduce computational cost on human action recognition. Besides, the skeleton
data could show better performance when the background of human action is
complicated [20,56,54].
The study of human action recognition, like walking, sitting and eating ac-
tions, has witnessed significant progress recently, like modeling the structures
of human joints and analyzing their dynamic features. To accurately classify
and predict human actions, many learning methods, such as recurrent neural
networks (RNN) or convolutional neural networks (CNN), graph convolutional
networks (GCN), and spatial-temporal graph convolutional networks (ST-GCN),
have been proposed [15,25,56]. The earliest models for human action recognition
often construct all coordinates of human joints from each frame for convolutional
learning, like RNN or CNN [15,25]. These learning models rarely investigate the
endogenous relationships between joints and bones, leading to missing abun-
dant unique and significant information. To emphasize the relationships between
joints and bones, recent models build a skeleton graph, where nodes are human
joints and edges are natural bones between two connected joints, and implement
GCN to extract correlated features [24]. Later, the spatial-temporal GCN (ST-
GCN) further developed GCN to simultaneously learn spatial features of skeleton
sequences [56]. The ST-GCN constructed a graph to represent the connections of
joints, and firstly proposed the temporal edges to link the relationships between
consecutive frames. Although the ST-GCN captures the features of joints and
bones, structurally key joints and bones are largely ignored, which may contain
significant patterns and information of actions. For example, human hand joints
and knee joints play key roles in the walking action. While the ST-GCN tries to
capture all of the human joints with hierarchical GCN, the correlations between
key joints and actions might weaken during the training process.
To address such issues, we need a new solution that can automatically de-
tect the key human joints and bones, and deeply emphasize their relationships
in terms of their large distance for every human action. Meanwhile, the new
method could encode the highlighted features into the topological structures of
the human skeleton as well as their dynamic properties, which could strongly
elaborate on the strength of GCN, that is, highly clustering performance. While
the skeletons are the structural graphs instead of 2D or 3D grids on different
human actions, most of the previous models construct a constant graph as the
input signal. Basically, to complete an action, everyone needs the cooperation of
various body parts. The phenomenon indicates human actions are based on the
relationships between different body parts, but some body parts may play key
roles in human actions. For example, walking action strongly depends on legs,
knees, and feet, while sitting action is closely related to the head and trunk.
An exogenous dependency has been proposed for disconnected joints or human
parts, but they could not cover wider-range human actions [59].
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In this paper, we systematically study human actions, and propose a new
and generic graph convolutional network to model characteristic skeletons for
human action recognition, called the Centrality Graph Convolutional Networks
(CGCN). In graph theory, centrality is defined to identify the most important
nodes, edges or subgraphs within a graph. Centrality concepts were first devel-
oped in social network, and many of the terms used to measure centrality reflect
their influential agent [38]. Applications include identifying the most influential
persons in a social network, network flows, walk structure, and key infrastruc-
ture subgraphs in Internet networks [40,39,57]. Considering the skeleton data,
this new model answers what characterizes important joints, bones and endoge-
nous body parts for different actions. Then, the CGCN is expected to provide a
ranking that identifies the most important joints, bones and body parts.
The CGCN provides new and significant insights for skeleton-based action
recognition by highlighting the key joints, bones and body parts. As illustrated
in Fig. 1, this graph model is formulated on top of a sequence of skeleton graphs,
where each node reflects a joint on the human body. The basic structure learns
the centrality features, like joint centrality, bone centrality and subgraph central-
ity, called the centrality module. Then, the extracted features are encoded into
the spatial-temporal module for further training. The CGCN can model the rela-
tionships between physically connected and disconnected joints simultaneously,
which could effectively capture low-level and high-order skeleton information.
Besides, the centrality module via closeness, eigenvector and triplet subgraph
calculations can obtain characteristic topological features from skeleton data.
This module also reflects endogenous dependencies in an attention mechanism
to enhance clustering performance.
Based on the intrinsic graph structures and human actions, we study new
strategies to design centrality graph convolution networks, with inspirations from
graph theory. The major contributions of this work are summarized in four as-
pects: (1) The CGCN is the first work for highlighting the centrality structures,
like the key joints, bones and body parts on human actions. And it is designed
to uncover the overlooked information between physically connected and dis-
connected parts of the human skeleton. (2) The CGCN follows several graph
mechanisms in designing the centrality module to meet specific demands in hu-
man actions. It could offer a new and deep understanding of the action recogni-
tion task. (3) The motion information between consecutive frames is extracted
for temporal information modeling. Both the spatial and motion information
is fed into a four-channel framework for the action recognition task. (4) Our
model outperforms the state-of-the-art methods on two large-scale datasets for
skeleton-based action recognition. The find indicates that these centrality struc-
tures are fundamental mechanisms and factors hidden in the skeleton topology,
which brings remarkable improvements for human action recognition.
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Fig. 1. The architecture of the Centrality Graph Convolution Networks (CGCN). The
”Diff” module calculates three orders of differences, namely joint positions, velocities
and accelerations.
2 Related work
Skeleton-based action recognition. Despite the illumination change and
scene variation, the reliable skeleton data could be easily and accurately ex-
tracted by pose estimation algorithms from depth sensors [46] or RGB cam-
eras [43,18,55] and temporal CNN [31]. The substantial skeleton data spurs the
creation of new technological or theoretical action recognition models [6,48,52].
Recently, deep learning approaches have been widely applied to build the spatial-
temporal frameworks of skeleton sequences in human action recognition [42,36].
For example, RNN models are implemented into human action recognition due
to effectively learning long-term sequence data [32,45]. And Jain combines a
spatial-temporal graph with RNN to model the human body components, like
arm, leg, and trunk, which finds a good way to map joints into a graph [19].
Meanwhile, compared to RNN, CNN also showed important implications for hu-
man action recognition, owing to its powerful parallelization over every element
in the training process. Skeleton data are manually transferred into 2D or 3D
images deployed by CNN [33], which achieves high performance in action recog-
nition. However, these images used by CNN cannot fully reflect the topological
structures of skeleton data. To address the limitations, GCN successfully applies
to human action recognition, and its plausible mechanisms show more promising
results [56]. The traditional GCN models only consider physical connections be-
tween different joints on human actions. Since the endogenous factors, referring
to physically disconnected joints, also play a preeminent role in human action
recognition, the skeleton structure conveys much unrevealed information and
leaves potential space to improve the performance of GCN [53]. In this work,
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we investigate key topological properties of the skeleton data, such as closeness,
eigenvalue, and triplet subgraphs. By using the centrality module, we success-
fully encode these characteristic features into the GCN framework and highlight
the key joints, bones, and body parts for learning better human actions.
Graph convolutional networks. Mapping the relational data into graphs,
the topological structures can be encoded to model the connections among nodes,
and provide more promising perspectives underlying the data. Inspiring by this
mechanism, GCN is successfully implemented in deep learning research. The
various approaches in modeling GCNs fall into two categories, including spatial
and spectral approaches. Spatial approaches use graph theory to define the nodes
and edges for entities on data [12,3]. Interestingly, spectral approaches analyze
the constructed graph in the frequency domain [16,9]. The spectral approach
usually leverages the Laplacian eigenvector to transform a graph in the time
domain to in frequency domain, potentially resulting in large computation cost
[16]. Considering human action recognition, most of the methods choose the
spatial approaches to construct the GCN due to the large size of skeleton data.
Since the human body is naturally formed as a graph, not a sequence or an
image, the related features are easily extracted from skeleton data. However,
their works only focus on the static graph structure and are hard to understand
the dynamic information from human actions. Here, our model could adaptively
extract the key information on joints, bones and body parts, which yields a
dynamical GCN. Besides, the CGCN combines the high-order information to
provide a new insight for learning human actions.
3 Method
In this section, we explicate the centrality GCN for human action recognition
based on skeleton data. Firstly, we introduce how to build the topological struc-
tures of a spatial graph from skeleton data.
3.1 Spatial graph construction
A graph is a diagrammatical representation of the skeleton structure. It consists
of nodes and edges and can be defined to G = (N,E), where N is the number
of joints, and E is the number of bones. A is considered as its adjacency matrix
with N × N dimensions. The entry A(i, j) is 1 if the edge connects node i to
node j; or 0 otherwise. Let x ∈ RN be a feature vector for every node in a graph.
By Fourier transformation, a spectral filter is defined to g(θ) = diag(θ), where
θ ∈ RN is a parameter vector. Thus, the spectral convolution on a graph can be
formulated as
z = g(θ) ⋆ x = Ug(θ)UTx, (1)
where z is the extracted feature vector for each node, and U is the orthog-
onal matrix of eigenvectors of the Laplacian matrix L, i.e. L = UΛUT =
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IN×N −D
− 1
2AD−
1
2 (Di =
∑
j A(i, j) is the degree vector). Through the Lapla-
cian transform, the g(θ) can be considered as a function of the eigenvalues of L,
i.e. g(θ)(Λ). Since the complexity time of UΛU
T is O(N2), solving Eq. 1 is com-
putationally expensive. In order to reduce time cost for large graphs, g(θ)(Λ) can
be approximated by a truncated expansion by Chebyshev polynomials Tm(x) up
to M th order [56]
g(θ′)(Λ) ≈
M∑
m=0
θ′mTm(Λˆ), (2)
where Λˆ = 2
Λmax
Λ − IN×N , and θ
′ ∈ RM is a vector of Chebyshev coefficients.
λmax is the maximum eigenvalue of L. Generally speaking, the Chebyshev poly-
nomials are two sequences of polynomials, and defined by the recurrence relation:
Tm(x) = 2xTm−1(x) − Tm−2(x), with T0(x) = 1 and T1(x) = x.
Thus, with the approximating method, the Eq. 1 can be addressed
z = g(θ′) ⋆ x ≈
M∑
m=0
θ′mTm(Lˆ)x, (3)
where Lˆ = 2
Λmax
L− IN×N , and (UΛU
T )m = UΛmUT . Note that this formula is
M -localized since it is a M th-order polynomial in the Laplacian matrix, that is,
it is determined by nodes that are at maximum M steps away from the central
node (M th-order neighborhood). The complexity time of Eq. 3 is O(E), where E
is the number of edges. Defferrard et al. (2016) use this M -localized convolution
to successfully implement a convolutional network on graphs.
In order to obtain the linear Laplcian spectrum, we setM = 1 and λmax = 2
in Eq. 3. By this method, we could derive a linear formulation of Eq. 3 as
z = g(θ′) ⋆ x ≈ θ′0x+ θ
′
1(L− IN×N )x = θ
′
0x− θ
′
1D
− 1
2AD−
1
2x, (4)
with two parameters θ′0 and θ
′
1. Here, Eq. 4 allows us to construct deeper models
to improve their capacity on large graphs. Besides, the two parameters could
adapt to the change in scale during training.
In practice, minimizing the number of operations per layer, and Eq. 4 can be
simplified to
z = g(θ) ⋆ x ≈ θ
(
IN×N +D
− 1
2AD−
1
2
)
x, (5)
where θ = θ′0 = −θ
′
1, and the eigenvalues of IN×N +D
− 1
2AD−
1
2 range from 0 to
2.
For Eq. 5, the normalized formulation can be written as
Z = Dˆ−
1
2 AˆDˆ−
1
2XΘ
= A˜XΘ, (6)
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where A˜ = Dˆ−
1
2 AˆDˆ−
1
2 = IN×N + D
− 1
2AD−
1
2 , Dˆi =
∑
j Aˆij , X ∈ R
N×C and
Θ ∈ RC×F (C is the dimensions of feature vector per node and F is the filter
channels). Note that Z is the convolved or extracted feature matrix, and Θ is the
filtering-parameters matrix. Thus, the complexity of this normalized formulation
is O(EFC).
3.2 Centrality graph convolutional networks
Considering human actions, the skeleton graphs are the sequence graphs or tem-
poral graphs, that is, G = G1, G2, G3, ..., Gt, where t is the time steps. Besides,
human action recognition can be defined as a supervised-learning classification
problem. Based on GCN, the proposed model, centrality graph convolutional
networks, consists of three modules, such as skeleton-data input module, cen-
trality module, Softmax module. The schematic of CGCN is illustrated in Fig. 1.
In the first module, the joints and bones of the skeleton are extracted from the
input images, i. e. Xin. The last module obtain the trained features and model
(i. e. Xout) to calculate the action scores, and then make a prediction [56]. The
function of the centrality module plays a significant role in highlighting the key
joints, bones and body parts during training. It has three components, namely,
joint centrality, bone centrality, subgraph centrality. Next, the components of
the centrality module will be explicated below.
Joint centrality. In the directed skeleton graph, the joint can be considered
as a node in the graph. Meanwhile, every node has the corresponding coordinates.
And different human action has different coordinates in the spatial domain, that
is, the spatial distance between two nodes is changed on human action. In graph
theory, the normalized closeness centrality is a reasonable solution to measure
the relevance between two nodes in the spatial distance. In a connected graph,
the closeness centrality of a node is the average length of the shortest path
between the node and all other nodes [4]. It can be defined as the reciprocal of
the distance
Nc(i) =
N − 1∑
j d(i, j)
, (7)
where d(i, j) is the spatial distance between node i and j, N is the number of
nodes in the graph (normalizing the closeness value). Basically, the more cen-
tral a node is, the closer it is to all other nodes. Measuring distances between a
node and other nodes are irrelevant in undirected graphs, whereas it can yield
highly correlate results in directed graphs. Indeed, our skeleton graph is a di-
rected graph. Inspired by the mechanism, the skeleton graph can easily capture
a high closeness centrality from outgoing edges, but low closeness centrality from
incoming edges. This method can efficiently highlight the key joints (nodes) in
the skeleton graphs for various human actions. To encode the significant and
potential features into training, the closeness matrix of the skeleton graph is
set as J ∈ RN×N . Note that J is a symmetric matrix, has same size with the
adjacency matrix.
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Bone centrality. In the skeleton graph, the bone can be served as an edge.
Due to the different coordinates of each node, the distances of bones have various
changes. Considering graph theory, the edge betweenness centrality is a feasible
method to measure the importance degree of an edge within a graph. The edge
betweenness centrality is defined as the number of the shortest paths that pass
through a specific edge in a graph or network [14]. Each edge in the skeleton
graph can be associated with an edge betweenness centrality value. It can be
written as
Bc(ei,j) =
∑
(l,q) 6=(i,j)
S˜l,q(ei,j)dl,q(ei,j)
S˜l,qdl,q
, (8)
where ei,j is the edge between node i and node j, S˜l,q is the number of all existing
shortest paths from node l to node q, S˜l,q(ei,j) is the number of all shortest
paths from node l to node q that pass through edge ei,j , dl,q is the total distance
length from node l to node q, and dl,q(ei,j) is the total distance length from node
l to node q that pass through edge ei,j . An edge with a high edge betweenness
centrality score represents a bridge-like connection between two parts of a graph.
If this edge is removed, it will directly affect the connectivity between many pairs
of nodes through this edge. Maybe the removal of this edge leads to a partition
of the skeleton graph into two densely connected subgraphs. Thus, the edge
betweenness can directly highlight the importance of edges in the skeleton graph.
The edge betweenness scores are also encoded into the betweenness matrix, i.e.
B ∈ RN×N .
Subgraph centrality. Different body parts are associated with complete
human actions. However, there exists a problem of how to evaluate the influence
of every body part in human actions and measure the correlations between two
body parts. In graph theory, the body part could be seen as a subgraph. A
subgraph S is a graph whose node set N(S) is a subset of the node set N(G),
i. e. N(S) ⊆ N(G). Similarly, the subgraph edge set E(S) is a subset of the
edge set E(G), that is E(S) ⊆ E(G). In 2016, Benson et al. [1] investigated
the triplet subgraph in directed graphs, and proposed a feasible and efficient
method to encode subgraph features into every corresponding node. Here, let
S1, S2, S3, ..., Sk denote a set of subgraphs (these subgraphs could have different
node sets; in this work, we only consider 3-node subgraphs. For every node
belonging to a subgraph Sk, its weight will be counted by 1. Thus the subgraph-
weighted matrix, named W ∈ RN×N , is built by this method. The associations
with many pairs of subgraphs are measured by every node weights, that is, a
weighted adjacency matrix. Through the subgraph centrality, strong connections
are built through disconnected body parts, which could highlight the key body
parts of human actions.
3.3 Implementing CGCN
To implement the CGCN in human action recognition, let X = Xin be the
input feature matrix on total frames per one video sample. Then, Eq. 6 can be
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rewritten as
Z = A˜XΘ
= A˜XinΘ, (9)
Considering the proposed centrality matrixes J,B,W , A˜ is replaced by J +
B +W + A˜. Solving Eq. 9 yields
Z = (J +B +W + A˜)XinΘ. (10)
Using Softmax classifier, one has
Z = Softmax
(
(J +B +W + A˜)ReLU((J +B +W + A˜)XΘ0)Θ1
)
= Softmax
(
CˆReLU(CˆXΘ0)Θ1
)
, (11)
where Cˆ = J+B+W + A˜, Θ0 ∈ RC×N is a weight matrix with N feature maps,
and Θ0 ∈ RN×F is a hidden-to-output weight matrix. The softmax operation
normalizes the combinations of four matrixes.
3.4 Network architecture
One convolutional block for the CGCN is based on ST-GCN, i.e., implementing
spatial and temporal convolution on three dimensions of feature maps, including
the joint features (C), the frame number (T ), the number of joints (N). In
Fig. 2, one basic block of the CGCN is composed of seven layers, namely a
spatial convolution (S-conv) layer, two batch normalization (BN) layers, two
ReLU layers, a temporal convolution (T-conv) layer and a dropout layer. Note
that the drop rate is set to 0.5. Note that the spatial convolution layer contains
four different streams, such as joint centrality stream, bone centrality stream,
subgraph centrality stream, and adjacency stream.
The centrality graph convolutional network (CGCN) has nine basic convolu-
tion blocks. The numbers of output channels are 64, 64, 64, 128, 128, 128, 256,
256 and 256 on every block. At the beginning of nine basic blocks, there exists
a data BN layer, which normalizes the input skeleton data. Through nine basic
blocks, it is followed by a global average pooling layer, adjusting different feature
dimensions of video samples into the same dimensions. Finally, the final results
are calculated by a Softmax classifier layer to yield the classification results.
According to the architecture of CGCN in Fig. 1, the extracted topology
information, i.e., the joint centrality, bone centrality and subgraph centrality,
plays a significant role for human action recognition but is ignored in previous
methods. Thus, we develop a new method to extract topology information with
a four-channel framework to improve recognition.
In the directed skeleton graph, each bone is linked by two joints, such as the
source node and the target node, respectively. The source node is close to the
gravity point of the skeleton, while the target node is far away from that. A
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Fig. 2. The schematic of the centrality graph convolutional blocks. S-conv is the spatial
convolution layer, and T-conv is the temporal convolution layer. Both of them are
connected to a BN layer and a ReLU layer.
directed edge is defined as a bone between the source node and the target node.
Note that every directed edge has the length of the corresponding bone and the
direction information. For example, given two joints coordinates, that is, the
source node ni = (xi, yi, zi) and the target node nj = (xj , yj, zj), the length of
the bone can be calculated as d(ni, nj) =
√
(xj − xi)2 + (yj − yi)2 + (zj − zi)2.
In this directed skeleton graph, there is no cycle, which indicates every directed
edge can only contain a source node and a target node. In this way, the skeleton
adjacency, joint centrality, bone centrality and subgraph centrality are calcu-
lated and implemented into graph convolution blocks, respectively. Finally, the
Softmax classifier calculates the results of four streams to yield the score ranking
and predict the action classification.
4 Experiment
To evaluate the proposed CGCN model, we conduct the experiments on two
large-scale action recognition datasets: NTU-RGB+D [43,35] and Kinetics [21].
First, since the size of the NTU-RGB+D dataset is smaller than that of the
Kinetics dataset, we perform the ablation studies of our model on the NTU-
RGB+D dataset, which examines every component of the proposed model on
the action recognition performance. Then, the performance of the CGCN model
is verified and compared with that of the other state-of-the-art approaches.
4.1 Datasets
NTU-RGB+D: NTU-RGB+D is currently one of the largest dataset widely
used in the skeleton-based action recognition, which consists of 56,880 video
samples categorized into 60 action classes. All of video samples are acted by
40 volunteers, who come from different age groups from 10 to 35. Each action
is recorded by three Kinect V2 cameras concurrently from different horizontal
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angles, like −45◦, 0◦, 45◦. This dataset contains 3D skeletal data for each video
sample. Here, it records 25 joints for each frame on each subject sample, while
each video sample has one or two subjects. The dataset recommends two bench-
marks. The first one is the cross-subject (X-sub), which is composed of a training
set (40,320 video samples) and a testing set (16,560 video samples). The second
one is the cross-view (X-view), where the training set contains 37,920 video sam-
ples captured by cameras No. 2 and No. 3, and the testing set contains 18,960
video samples captured by camera No. 1. In the comparison, we report the top-1
accuracy on two benchmarks.
Kinetics: Kinetics is a large-scale dataset for human action recognition, con-
taining 300,000 video samples. All of video samples covers 400 human action
classes. The video samples are recorded by YouTube and have various subjects.
It only contains RGB video samples without raw skeleton data. We obtain 18
joints’ positions of every frame using the publicly available OpenPose toolbox [5].
The captured skeleton data contains two dimensions of coordinates, i.e., (x, y),
and confidencd score (c) for each joint. The dataset consists of a training set
(240,000 video samples) and a testing set (20,000 video samples). Following the
evaluation method, we report the top-1 and top-5 accuracies on the benchmark.
4.2 Training details
The CGCN model is implemented on the PyTorch deep learning framework [41].
The kernel size of this model is set to 4. And it contains four channels to train
the skeleton data. The optimization method uses the stochastic gradient descent
with Nesterov momentum (0.9). And the loss function chooses the cross-entropy
for backpropagating gradients. The batch size is 32 for 65 epochs. The CGCN
model is trained on 2 GTX-1080Ti GPUs. For different datasets, we set the
specific configurations of the CGCN model.
For the NTU-RGB+D dataset, each video sample contains no more than two
persons. The feature dimensions are respectively 64, 128 and 256. The number
of frames in each video sample is set to 300. If the frame number is less than 300
frames, we repeat the video sample until it reaches 300 frames. In Eq. 10, Xin
should be the total features from 300 frames. The learning rate is set to 0.1 and
the decay rate is set to 0.0001. The training process ends at the 49th epoch. I
For the Kinetics dataset, the input configuration of Kinetics is set to 150
frames with 2 persons in each video sample. We select the same data-augmentation
methods as ST-GCN. For example, we randomly select 150 frames from the input
skeleton data, and disorder the joint coordinates with randomly chosen transla-
tions and rotations. Here, Xin should be the total features from 150 frames in
Eq. 10. The learning rate is also set as 0.1 and the decay rate is set to 0.0001.
The training process converges to the 57th epoch.
12 D. Yang et al.
Table 1. Comparisons of the top-1 accuracy when adding centrality graph convolu-
tional block with or without J,B and W .
Methods Accuracy(%)
ST-GCN without adaptive 88.3
ST-GCN with adaptive 90.8
CGCN without J 95.1
CGCN without B 95.9
CGCN without W 95.9
CGCN 96.4
4.3 Ablation study
We examine the influence of each centrality components in the centrality graph
convolutional network (CGCN) with the X-view benchmark on the NTU-RGB+D
dataset. The performance of ST-GCN on the NTU-RGB+D dataset is 88.3%. By
highlighting the centrality information and the specially four-channel training
framework, the result is improved to 96.4%, which brings a definite improvement.
The detail is introduced in the below parts.
Centrality graph convolutional block. As mentioned in Section 3.2, there
are four types of centrality structures in the centrality graph convolutional block,
i.e., A, J,B, andW . Note that A is the original skeleton graph, namely, adjacency
matrix. Note that A is the same as the adjacency matrix in ST-GCN. Here, we
only investigate the effects of the other three centrality structures. The different
combinations of the centrality structures are tested on CGCN, including CGCN
without J , CGCN without B and CGCN without W , and the results are shown
in Table 1. The results show that each centrality structure extracted from the
graph is significant for human action recognition. Besides, deleting any one of
centrality structures will dramatically reduce the performance. After combining
all centrality structures added together, we can utilize all in information in each
centrality structure and achieve better outcomes. We also test the influence of the
adaptive skeleton graph used in the original ST-GCN. The result indicates that
the weight and dynamic adjacency matrix is important, which also demonstrates
the significance of the adaptive skeleton graph.
Visualization of the centrality graphs. Fig. 3 is a visualization of the three
centrality graph for one layer on the same action (from left to right is the joint
centrality, bone centrality, and subgraph centrality, respectively). The skeleton
graphs are plotted from the physical connections of the human body. The red
joints, bones, body parts represent the highlighted parts by the centrality graphs.
In Fig. 3, it indicates that the joints and bones of the human trunk play signifi-
cant roles in this action. Besides, it also suggests that a traditional skeleton graph
is not the best choice for the action recognition task, and different actions need
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Fig. 3. Illustration of the three centrality graphs for one layer on the same action.
Red joints, bones and body parts are highlighted by the centrality graphs, namely, key
joints, bones and body parts.
graphs with different centrality structures. The joint centrality graph pays more
attention to the adjacent joints in the physical skeleton graph. For the subgraph
centrality structures, the neck part and the hipbone part are detected to have a
stronger connection, although they are far away from each other in the physical
skeleton. Compared to previous works, the centrality graphs further capture the
low-level features, like key joints and bones, and high-order structures, namely
body parts. This information could uncover endogenous factors on different hu-
man actions and give new perspectives on human action recognition and graph
convolutional networks. Thus, the centrality structures are more relevant to the
action classification task.
4.4 Comparison with the state-of-the-art
We compare the performance of our model with the state-of-the-art action recog-
nition methods on the NTU-RGB+D dataset [11,43,34,36,47,58,28,30,23,22,37,56,10,26,50,44]
and Kinetics dataset [13,43,23,56,29,44]. The results of these two comparisons
are shown in Table 2 and Table 3, respectively. The methods used for comparison
are categorized as RNN-based methods, CNN-based methods, and GCN-based
methods. Importantly, our model outperforms the state-of-the-art methods on
both datasets, which validate the superiority of our model.
5 Conclusions
In this work, we propose a novel centrality graph convolutional network (CGCN)
for human action recognition. It captures the key joints, bones and body parts
from human actions and embeds them into the graph convolution networks to
adaptively learn and update. Besides, the existing methods always ignore or over-
look the importance of centrality information on skeleton data, i.e., joint central-
ity, bone centrality, and subgraph centrality. However, these centrality structures
could reflect the low-level features and high-order information of the skeleton
data. Moreover, a four-channel framework explicitly employs these centrality
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Table 2. Comparisons of the top-1 accuracy with state-of-the-art methods on the
NTU-RGB+D dataset
Methods X-sub (%) X-view (%)
H-RNN [11] 59.1 64.0
Deep LSTM [43] 60.7 67.3
2s-3DCNN [34] 66.8 72.6
ST-LSTM [36] 69.2 77.7
STA-LSTM [47] 73.4 81.2
VA-LSTM [58] 79.2 87.7
ARRN-LSTM [28] 80.7 88.8
Ind-RNN [30] 81.8 88.0
TCN [23] 74.3 83.1
C-CNN+MTLN [22] 79.6 84.8
Synthesized CNN [37] 80.0 87.2
ST-GCN [56] 81.5 88.3
CNN-Motion+Trans [10] 83.2 89.3
ResNet152 [26] 85.0 92.3
DPRL+GCNN [50] 83.5 89.8
2s-AGCN [44] 88.5 95.1
CGCN (ours) 90.3 96.4
Table 3. Comparisons of the top-1 and top-5 accuracies with state-of-the-art methods
on the Kinetics-Skeleton dataset.
Methods Top-1 (%) Top-5 (%)
Feature Encoding [13] 14.9 25.8
Deep LSTM [43] 16.4 35.3
TCN [23] 20.3 40.0
ST-GCN [56] 30.7 52.8
AS-GCN [29] 34.8 56.3
2s-AGCN [44] 36.1 58.7
CGCN (ours) 37.5 60.4
structures, which further improves performance. Finally, the CGCN model is
validated on two large-scale datasets, namely NTU-RGB+D and Kinetics, and
it outperforms the state-of-the-art methods on two datasets. The finding indi-
cates that these centrality structures are fundamental mechanisms and factors
hidden in the skeleton topology. This novel model sheds some new lights on
future studies of skeleton-based action recognition. For example, how to incor-
porate the correlations between adjacent frames, such as similarities, distances,
and structures into CGCN becomes a natural question.
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