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ABSTRACT
DEVELOPMENT OF ULTRASENSITIVE CALORIMETERS: STUDIES OF
NEW SUPERCONDUCTING PNICTIDES AND MOLECULAR MAGNETS
Nguyen Duc Tuyen
PhD School of Nano and Physics Science
Doctor of Research in Nanotechnology
The measurement of low temperature heat capacities gives a great deal of
information about the properties of a material, such as the density of states
of electrons or phonons and about structural, electronic, or magnetic phase
transitions. In recent years new phenomena have been evidenced in systems of
reduced dimensionality. For instance, superconductivity in high critical tem-
perature superconductors seems to be related to a kind of low dimensionality
effects. However, the measurements with commercially available calorimeters
have limited sensitivity because of the big size that gives a large background
contribution. Systems such as superconducting materials or assemblies of mag-
netic molecules often have too small mass to be measured with conventional
devices. Typically, in materials where low dimensionality effects are due to
a certain crystalline arrangement, it is often very difficult to obtain a homo-
geneous structure over bulk sample. So in these cases there is great deal of
interest in measuring samples as small as possible for probing their microscopic
properties.
My thesis work deals with two main activities: the development of ul-
trasensitive calorimeters and the physical measurements on the new family of
superconducting materials Iron based pnictides and on the two new molecular
magnet clusters.
I first report the development of a series of calorimeters based on thin
membrane of Si and Si3N4 by using MEMS technique, which have small ad-
denda heat capacity and high sensitivity for studying small samples typically
small single crystals with mass less than 1mg. Totally five different types of
device were successfully fabricated. They all have extremely small addenda
heat capacity with respect to that of commercial calorimeters, about 104 times
smaller at room temperature. The development of the calorimeters implied the
design of the device, choosing materials for each components, fabrication and
characterization of the devices. The devices were installed into a commer-
cial Quantum Design PPMS cryomagnetic system. Measurements based on
thermal relaxation method were done automatically with our electronic set-up
and controlled by Labview program developed by me. By using two different
materials for the membrane, we obtained two classes of devices which exhibit
different thermal conductance. The first with rather high thermal conduc-
tance made based on Si membrane offer the possibility to measure proper
samples in thermal relaxation method. The second class of devices based on
thin Si3N4 membrane has a very small thermal conductance. They allow
heat capacity measurements on small samples (typically less than 0.5mg) by
thermal relaxation method. In this class, I have developed two designs of de-
vices. One is made on 250 nm Si3N4 membrane. By using the same materials
(Platinum) for all the electrical components of the device leads to a simple
and effective fabrication process. A tested measurement on a known sample
((NaMn3)Mn4O12 cluster) shows a good agreement with the result obtained
from PPMS calorimeter. This type of device offers possibility to carry out the
measurement in a wide range of temperature (between 20K and to room tem-
perature). The second type of device in this class also the final device that I
developed is made based on a 2µm Si3N4 membrane. This type of device has
a special design which offers possibilities of making both heat capacity and
thermal conductivity measurements on small (sub millimeter) sample. The
thermometer of this device is made from Nb1−xNx. Therefore, by choosing
the right concentration of Nitrogen, we can have devices with different work-
ing temperature range (from liquid Helium up to room temperature).
In 2008, a new family of high temperature superconducting materials was
first reported by group of of Prof. Hideo Hosono in Japan, the Oxy - pnic-
tides REFeAsO(F ) (RE is rare earth). I made specific heat measurements
on two elements of this family including SmFeAsO(F ) and CeFeAsO(F ) by
using commercial PPMS calorimeter. The two materials show some common
properties: A spin density wave transition at high temperature and an antifer-
romagnetic ordering transition at about 3 - 5K on the undoped samples, the
spin density wave anomaly is reduced gradually by introducing Fluorine and it
completely disappeared when the doping is optimal for a highest superconduct-
ing critical temperature. Among all the components of this superconducting
family, SmFeAsO is an odd case, since the peak at low temperature (around
5K) is not sensitive to the applied magnetic field. In order to understand this
strange behavior of SmFeAsO, we have measured specific heat under high
magnetic field (up to 35T). The investigation of the evolution of specific heat
on the applied magnetic field revealed the antiferromagnetic ordering nature
of this peak combined with spin-reorientation due to the high anisotropy of
the Sm3+ ions. Recently, Iron-Arsenide based superconducting materials are
available in form of the single crystal. We have measured the specificheat of
small BaFeCoAs single crystal and we were able to measure the superconduct-
ing anomaly by using our home - made devices. The measurement revealed a
small bump related to superconducting transition of the sample at about 22K.
Molecular magnetic materials are the subject of an active research in recent
years because of their possible applications in future information processing
and storing device. In 2007, the group of Prof. Euan K. Brechin introduced
new molecular magnets, Ni12 and Mn4 molecular magnets. In my thesis
work I contributed to characterize new molecular derivatives and to investigate
their thermodynamic properties at low temperatures. The Ni12 clusters show
single molecular magnet behavior of Ni12 with some evidences of weak AF
intermolecular interaction. The thermodynamic studies onMn4 clusters shows
an antiferrogmanetic long range ordering and 2D spin wave below TN ∼ 0.72K.
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Chapter 1
Introduction
This chapter starts with a description of basic concepts encountered in thermodynam-
ics, like lattice, electronic and magnetic contributions to the heat capacity of solids.
The following is a background in magnetic materials, including as well molecule-based
magnets. The last section is an introduction to the new family of high-Tc supercon-
ductors based on iron which have been discovered very recently.
1.1 Heat capacity
The heat capacity gives a great deal of information, regarding for instance the electron
or phonon density of states, or structural, electronic, and magnetic phase transitions.
In general, the heat capacity is the sum of the following three components: lattice,
electronic and magnetic contribution, i.e.
C = Celectron + Clattice + Cmagnetic. (1.1)
Lattice contribution. In 1819, The Dulong-Petit law was reported by French physi-
cists and chemists Pierre Louis Dulong and Alexis Thrse Petit, showing the classical
expression for the specific heat capacity of a crystal due to its lattice vibrations. The
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result is extremely simple; regardless of the nature of the crystal, the specific heat
capacity (measured in joule per Kelvin per kilogram) is equal to 3R/M, where R is
the gas constant (measured in joule per Kelvin per mole) and M is the molar mass
(measured in kilogram per mole). In other words, the dimensionless heat capacity
C/R is equal to 3. Despite its simplicity, Dulong-Petit law offers fairly good prediction
for the specific heat capacity of solids with relatively simple crystal structure at high
temperatures. It fails, however, in the low temperature region, where the quantum
mechanical nature of the solid manifests itself. Later in 1871 Boltzmann and Einstein
in 1907 developed the Dulong and Petit’s theoretical justification and showed why
it failed at low temperature. Eistein, in one of his fundamental paper, considered a
very simple model of lattice vibration, in which all the atoms vibrate independently
of one another with the same frequency νE. And so the density of state of phonon
g(ν) would be zero for ν 6= νE and nonzero for ν = νE then the heat capacity can be
expressed by
Cv = 3rR(
1
2
xE)
2csch2(
1
2
xE) (1.2)
and the molar entropy is:
S = 3rR[
xE
exE − 1 − ln(1− e
−xE)] (1.3)
where xE =
hνE
kT
The quantity hνE/k plays the role of a scaling factor for temperature
and is called Einstein temperature TE. The consideration of the values of exponentials
in equation 1.2 at very high and very low temperature shows that.
Cv = 3rR[1− 1
12
(
TE
T
)2 + ...] high temperature, T  TE (1.4)
= 3rR(
TE
T
exp(−TE
T
)) + ... low temperature, T  TE
The Einstein theory leads to Dulong-Petit value at high temperature, and show how
at low temperature the quantization of lattice vibrations results in a reduction of heat
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Figure 1.1: The dimensionless heat capacity divided by three, as a function of temper-
ature as predicted by the Debye model and by Einsteins earlier model. The horizontal
axis is the temperature divided by the Debye temperature. Note that, as expected,
the dimensionless heat capacity is zero at absolute zero, and rises to a value of three
as the temperature becomes much larger than the Debye temperature. The red line
corresponds to the classical limit of the Dulong-Petit law.
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capacity. In order to check Einstein’s theory in some detail, heat capacity measure-
ments were taken at low temperature by Nerns, Eucken, and others. The qualitative
features of Einstein’s theory were confirmed very well, but the quantitative agreement
was not satisfactory. In particular, equation 1.5 shows that below T/TE ∼ 0.1, the
specific heat should become extremely small, of order of mJ/mole.deg, whereas ex-
perimentally the decrease was much slower fig.1.1. Many workers, including Einstein
himself, recognized that the model was oversimplified [2]. In a real system, such as a
lattice, the motion of one atom can affect the vibration of the others and the atom can
vibrate with several frequencies. In the simple model, there is no provision for vibra-
tion of low frequency, which alone can be fully excited in the region of small energy,
such as, at low temperature. This idea is included in the calculation of Debye and
Born and Von Karman, who use a better description of lattice vibration frequency.
In the Debye model, only low frequency modes are excited at low temperature, and
the usual very low frequency vibrations of the solid are its acoustic oscillations. They
have wavelengths much lager than atomic dimensions. Debye calculated the distribu-
tion of frequencies which result from the propagation of acoustic waves of permitted
wavelengths in a continuous isotropic solid and assumed the same distribution to hold
in a crystal. The use of such a g(ν) turned out to be very successful in explaining the
thermal behavior of solids. With those assumption, Debye calculated the distribution
of frequencies as follow:
g(ν) =
3ν2
ν3D
for ν ≤ νD (1.5)
= 0 for ν > νD
each wave of frequency ν has an energy hν and momentum h/λ. In the quantum for-
mulation, the lattice waves are phonons. Equation 1.6 represents the Debye approx-
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imation to the phonon spectrum of a crystal lattice. The characteristic temperature
θ =
hνD
k
(1.6)
is known the Debye temperature. And the heat capacity calculated by the Debye
model is followed:
Cv = 9rR[
4T 3
θ3
∫ θ
T
0
x3dx
ex − 1 dx−
θ/T
eθ/T − 1] (1.7)
where x = hν
kT
. The temperature variation of Cv given by equation 1.7 is obeyed by a
variety of substances. At high temperature, the integrand in equation 1.7 approaches
x2, so that
Cv = 3rR[1− 1
20
(
θD
T
)2 + ...] (T  θD) (1.8)
At very low temperature, the upper limit of integral maybe taken as infinity, when
the integral ha a value 12pi4/45. Thus, for T < θ/10
Cv =
12
5
rRpi4
(
T
θD
)3
(1.9)
= 464.3
(
T
θD
)3
cal/mole.deg
= 1944
(
T
θD
)3
J/mole.deg
The T 3- variation at low temperature was one of the first predictions of the theory. It
was soon verified, and many dielectric solids, such as rocksalt, sylvine, fluorspar, etc.,
show excellent agreement with the theoretical law. The T 3 is so universal at very low
temperature that it has found a permanent place in the theory of specific heats. Ap-
parent deviations are found in some cases for quite obvious reasons. Graphite, boron
nitrite, and other layered materials, which behave like two dimensional crystals, show
a T 2 variation at some temperatures. Similarly, long chain molecules such as sulfur
and some organic polymers exhibit a variation linear in T at some temperatures.
Even in this case, detailed calculations show that at sufficiently low temperature, a
5
1.1 Heat capacity
T 3 law should be present [3].
Electronic contribution. The heat capacity of a metal has a contribution deter-
mined by its electrons. Around 1900 Drude, Lorentz, and others applied the methods
used in kinetic theory of gas to explain how electrons were responsible for the ob-
served high thermal and electrical conductivity [4]. If electrons are considered as small
particles moving freely through the crystal lattice, the equipartition law attribute to
each electron an internal energy 3
2
kT , associated with three translational degree of
freedom. Therefore the electron should contribute 3
2
R per mole to the specific heat.
In 1928, Somerfield developed a theory to calculate the heat capacity contribution of
electrons. In his model, he applied quantum mechanics to describe the motion of the
electrons, which were assumed to be free.
Ce =
4pi3mk2
3h2
(
3NV 2
pi
)1/3
T (1.10)
= 3.26× 10−5V 2/3n1/3α T cal/mole.deg
= 1.36× 10−4V 2/3n1/3α T J/mole.deg
= γT
The equation 1.11, where nα is the number of free electrons per atom, and γ is the
Somerfield coefficient, shows the temperature dependence of the electronic specific. It
should be stressed that the linear variation of the electronic specific heat is valid only
at low temperatures, i.e. (T  TF ) where TF = kT/F is the Fermi temperature.
At high temperatures (T  TF ) the limiting value is 32R, which is the classical
equipartition value for a gas of structureless mass points.
Magnetic contribution. In magnetic systems the entropy content between T = 0
and T = inf is given by:
∆S/R = ln(2S + 1) (1.11)
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where S is the effective spin describing the multiplicity of the states taking part in
the magnetic process. The magnetic entropy is subsequently calculated from the
experimental specific heat data with the following integration.
∆S/R =
∫ inf
0
Cm(T )
RT
dT (1.12)
For a propoer integration, the experimental magnetic data should be extrapolated
to T = 0 and to T = inf. For the low temperature limit, the lowest lying excited
states give rise to the formation of spin-waves (magnons). The predicted limiting
low-temperature behavior for systems of different dimensionality d may be expressed
by a simple formula CT d/n where n is defined as the exponent in the dispersion re-
lation ω = kn. For antiferomagnetic magnons n=1, for feromagnetic magnons n=2.
Thus spin wave specific heat of a 3D feromagnet goes as T 3/2, that of 2D feromagnet
goes as T , and so on. In real systems, there are also crystal-field effects. These may
split the free-ion ground-state into singlets or multiplets. The consequence of this
zero-field splitting is that the removal of degeneracy of the energy levels gives rise to
a characteristic specific heat behavior, nominally the Schottky anomaly. Given the
electronic configuration, and so the partition function Z of the system, the calcula-
tion of the related Schottky contribution is straightforward by using the following
thermodynamic relation.
C =
δ
δT
(
RT 2
δ lnZ
δT
)
(1.13)
The general formula of the Schottky anomaly for a set of energy levels Ei and corre-
sponding degeneracies gi is given by
CSch =
(
1
kBT
)2 ∑
i,j gigj(E
2
i − EiEj)exp[−(Ei + Ej)/kBT ]∑
i,j gigjexp[−(Ei + Ej)/kBT ]
(1.14)
Fig.1.2 shows the simple case of two singlets separated by an energy difference ∆. It
is easy to demonstrate that the high-temperature limit of the anomaly reduces to
CSch/R ≈ T−2 (1.15)
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Figure 1.2: Schottky heat capacity of a two singlet system at a constant magnetic
field
Hyperfine contribution. At the lowest temperatures, the interaction between elec-
tronic and nuclear moments may be observed. This is the hyperfine contribution
and should be accounted for priori to using Eq.1.12. In order to be observed, two
conditions are necessary: sufficient abundance of the isotope species with non-zero
nuclear moments, and sufficient strength of the hyperfine interaction to split the nu-
clear 2I+1 degenerate states with excited level separated by energy in the miliKelvin
range. The interaction between nuclear and electron spins may be written as
HN = ASzIz +B(SxIx + SyIy) (1.16)
For an isotope with nuclear moment I and electronic ground state with effective spin
S. The eigenvalues are
Ei =
1
2
AI twofold degeneracy (1.17)
The temperature dependence of the specific heat can be calculated again using Eq.1.14.
The total specific heat is the sum of the contribution from the different isotopic
species.
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1.2 Background of solid - state physics and molec-
ular magnetism
1.2.1 AC and DC Susceptibility
Theoretical background
In a multilevel magnetic system at the thermal equilibrium, the magnetization is
given by:
M = kBT
δ lnZ
δH
(1.18)
where Z is the partition function. For a paramagnetic material with weak anisotropy
the magnetization follows the Brillouin function:
M
NAµB
= gS[
2S + 1
2S
coth(
2S + 1
2S
x)− 1
2S
coth(
1
2S
x)] (1.19)
being g the gyromagnetic factor, S the total spin momentum, µB = 0.671 TK
−1 the
Bohr magnetron, kB = 1.381x10
−23 JT−1 the Boltzmann constant and
x =
gµBSH
KBT
(1.20)
The susceptibility is defined as:
χ =
δM
δH
= KBT
1
Z
δZ
δH
(1.21)
that for paramagnet reduces to the well-known Curie law:
χ =
C
T
(1.22)
where:
C =
g2µ2BS(S + 1)
3kBT
(1.23)
It is often convenient to consider the product χT = C, that for paramagnetic materials
gives directly the value of S and g. For example, if g = 2 and S = 1/2, χT =
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0.375 emuKmol−1. In antiferromagnetic spin clusters, for T above a few degrees K,
the temperature dependency of the susceptibility χT product is almost completely
determined by the dominant Heisenberg contribution of the Hamiltonian. Therefore,
χT can be evaluated by using the expression
χT =
NAg
2µ2B
3kB
∑
i Si(Si + 1)(2Si + 1)e
−(Si)/kBT
Z
(1.24)
where the sum is over all the spin-multiplets eigenstates (Si) of the Heisenberg
Hamiltonian Eq.(1.32). For instance, in the simple case of a dimer of Cu2+(s = 1/2),
the eigenstates of Eq.(1.32) have spin S = 0 and 1 [5], so the latter equation reads:
χT =
2NAg
2µ2B
kB(3 + e2J/kBT )
(1.25)
To calculate the magnetization M(H), the anisotropic terms have to be included
considering the orientation with respect to the magnetic field. The susceptibility
can be measured using a dc or ac method. For the measurement of static magnetic
properties they give the same outcome. For time-dependent phenomena, the ac-
susceptibility has the useful feature to allow the measurement of both the real, or
in-phase component χ′, and the imaginary, or out-of-phase component χ′′ of the
complex susceptibility, χ = χ′ − iχ′′. The magnetization resulting from an applied
dc-field H0 plus an oscillating field Hac = he
iωt with frequency ω, is given by:
M =M0 + χhe
i(ωt+φ) (1.26)
where the equilibrium magnetization is indicated by M0 = χH0 and is the dephasing
between the excitation and the response of the system. Within the linear response
approximation [6], the approach of the magnetizationM(t) toM0 after a field change
is characterized by an exponential variation with time:
M =M0(1− e−t/τ ) (1.27)
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where τ is the spin-lattice relaxation time. Both the real and imaginary susceptibili-
ties are frequency dependent, their expression is given by the equations:
χ′ = χS +
χT − χS
1 + ω2τ 2
(1.28)
and
χ′′ =
(χT − χS)ωT
1 + ω2τ 2
(1.29)
where χS = χω→∞ is the adiabatic susceptibility and χT = χω→0 the isothermal
susceptibility. Fast relaxation time τ → 0 gives χ′ = χT and χ′′ = 0, finite values of
χ′′ are thus related to time-dependent phenomena. χ′′ is a measure of the dissipative
losses of the magnetic system and it is also related to the dephasing φ in Eq.1.26 [7].
Note that χ′′ is maximized at ωτ = 1, so the relaxation time may be determined
from the maximum of the out-of-phase susceptibility measured as a function of ω.
The relaxation time for superparamagnetic particles with uniaxial anisotropy barrier
Ea = KV , being K the anisotropy constant (of magnetocrystalline or shape origin)
and V the volume of the particle, follows the Arrhenius law:
τ = τ0e
Ea
kBT (1.30)
that is typical of thermal activated processes. For a superparamagnetic system the
factor τ0 typically ranges between 10
−8 and 10−10 s. When the inter-particle interac-
tions are non-negligible, the Arrhenius law is no longer valid. The modified equation,
the so called Vogel-Fulcher law:
τ = τ0e
Ea
kB(T−T0) (1.31)
where T0 is a measure of the interaction strength among the nanoparticles.
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1.2.2 Spin-flip transition
When the applied magnetic field is large enough, it must dominate over the internal
molecular field and force all the magnetic moments to lie parallel to each other. So
that as the field is increased, the final end result is clear. However, the route to
that destination depends strongly on the direction of the applied magnetic field with
respect to the initial direction of sublattice magnetization. If the applied magnetic
field is perpendicular to the sublattice magnetization, all that happens is that as
the field increases the magnetic moments bend round more and more making the
angle φ smaller and smaller (fig.1.3 a) until the moments line up with the magnetic
field. If the applied magnetic field is parallel to the sublattice magnetizations (fig.1.3
Figure 1.3: a. A small magnetic fild B is applied perpendicular to the magnetization
direction of the sublattices, causing the magnetization of both sublattices to tilt
slightly so that a component of magnetization is produced along the applied magnetic
field. b. A magnetic field B is applied parallel to the magnetization direction of
the sublattices. For small field, nothing happens and the system remains in the
antiferromagnetic phase. Above a critical field the system undergoes a spin-flop phase
b), the case is more interesting. At small magnetic fields the moments don’t rotate
round but stay in line . However, at a critical field the system suddenly snaps into a
12
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different configuration. This is called a spin - flop transition. For further increase of
magnetic field, the angle θ gets smaller until they all line up with the applied magnetic
field. The magnetization for the antiferromagnetic in a large parallel magnetic field is
Figure 1.4: a. Magnetization for applying a parallel magnetic field to an antiferro-
magnet. Initially nothing happens but then there is a spin - flop transition to spin -
flop phase at B1. Then the magnetic field rotates the moments until saturation at the
field B2. b. if there is strong preference for spins to lie along the parallel direction,
no spin flop occurs. Instead there is a spin - flip transition at B3. Both figures show
the expected curve for absolute zero temperature. Finite temperature will round off
the sharp corners. This is known as a magnetic transition.
shown in fig.1.4 a. There is no effect until the spin - flop transition, obove which the
magnetization increases steadily until saturations reached. If the anisotropy effect is
very strong, another effect can occur. In this case, if the external field is along Z, no
spin - flop occurs. Instead we get a spin - flip transition. The magnetization of one
sublattice suddenly reverses when B reaches a critical value, and the system moves
in a single step to ferromagnetic state as demonstrated in fig.1.4 b.
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1.2.3 Related literature on Ni12 and Mn4
Molecular magnetic materials are the subject of an active research in recent years
because of their possible applications in future information processing and storing
devices. A molecular magnet is a nanocluster, where a finite number of magnetic
centers (transition-metal, rare-earth ions, or even organic radicals) are strongly cou-
pled by simple bridges such as O2−, OH−, OCH3−, F−, Cl−, RCOO−1 [5] that work
as paths for the exchange interaction. The organic ligands on the outside shield the
exchange-coupled cluster from the environment, especially with respect to exchange
interactions. In most cases, the intra-cluster magnetic interactions are stronger than
those among clusters. This is distinct from a molecule-based magnet, in which a
group of molecules behave collectively as a magnet and the molecules are therefore
related with the environment. Usually, single molecule magnets are portions of a
mineral lattice encapsulated by organic ligands as shown in the Fig.1.5 A fascinating
Figure 1.5: The sketch of a Mn12-ac molecular magnet: a. the molecular magnet
core; b. the outer view of the molecular magnet
peculiarity of single-molecule magnets is that the properties observed in bulk crystals
can well reflect those of the individual molecule. Therefore, measurements on bulk
samples can help to access microscopic properties (considering the ensemble average),
14
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hence probing quantum effects. The tunneling of the magnetization, is certainly the
most popular one. This phenomenon takes place in molecules with an anisotropy
barrier and a high spin, such as Mn12-ac [8–10] and it consists in the tunneling of the
magnetization through the anisotropy barrier. The properties of a molecular magnet
are usually described in the spin Hamiltonian model. Usually the strong exchange
approximation is applied, meaning that the isotropic Heisenberg exchange interaction
is much stronger than all other terms in the spin Hamiltonian.
Hex =
n−1∑
i=1
JiSiSi+1 (1.32)
Where n is the number of spin in the molecule. Si is the spin at site i, and Ji
is the exchange constant. The discovery that a single molecule could behave like
a tiny magnet was a major scientific breakthrough with widespread potential tech-
nological implications in high-density information storage and quantum computing.
Single-molecule magnets (SMMs) represent the smallest possible magnetic devices
and thus a molecular (or bottom-up) and hence controllable approach to nanoscale
magnetism, where the energy barrier to magnetization re-orientation is derived from
the anisotropy of the molecular spin rather than the movement of domain walls, as in
bulk magnets. The main requirements for observing such behavior in molecules are
a high spin ground state, S, and a significant negative zero-field splitting (D).
Manganese cluster chemistry has been the subject of an enormous research ac-
tivity in recent years, partly because of their relevance to the Mn4 complex at the
water oxidation center of photosystem II, and partly because they behave as nanoscale
magnets. The upper limit of the energy barrier (U) for the re-orientation (reversal,
relaxation) of the magnetization vector is given by S2|D| and (S2− 1/4)|D|, for inte-
ger and half-integer S values, respectively, and its magnitude, at least in part, controls
the temperature below which magnetic hysteresis and bistability are observed [11–13].
15
1.3 New family of superconducting materials
The ability of Mn to exist in a variety of oxidation states makes it a popular choice
for SMM synthesis since even antiferromagnetic exchange in mixed-valent clusters
is likely to lead to molecules with non-zero spin ground states and the presence of
Mn(III) ions guarantees a suitable source of single-ion anisotropy [11–13]. we re-
port the initial use of (py)C(NH2)NOH for metal cluster chemistry by describing
a dodecametallic NiII cluster which presents novel structural features and interest-
ing magnetic characteristics. There are no literature reports of any metal clusters
of singly or doubly deprotonated (py)C(NH2)NOH (only mononuclear complexes
possessing the neutral NpyridylNoxime chelating ligand had been reported [14–16])
1.3 New family of superconducting materials
Until 1986, physicists had believed that BCS theory forbade superconductivity at
temperatures above about 30 K. In that year, Bednorz and Mller discovered super-
conductivity in a lanthanum-based cuprate perovskite material, which had a transi-
tion temperature of 35 K [17]. It was shortly found by M.K. Wu et al. that replacing
the lanthanum with yttrium, i.e. making YBCO, raised the critical temperature to
92 K [18]. The sketch of the crystal structure is shown in the Fig.1.6.
Figure 1.6: Chemical structure of Y Ba2Cu3O7
By the time I was doing my PhD, a new family of superconducting materials was
discovered. Since its first appearance in January, 2008 reported by the group of Hideo
Hosono in Japan, this material has been received great interest from many scientist
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groups around the world. Because of many exciting properties that this material
possesses. The first compound reported on this family showing the existence of su-
perconductivity in a layered iron arsenide material with a transition temperature Tc
of 26 K [19] The paper grew out of an earlier study that found a Tc of 5 K in the
phosphide analogue [20]. In some ways the story looked very similar to what had
been found 22 years earlier in the cuprates. They are also layered materials (see in
fig.1.7), but instead of copper and oxygen, they contain planes of iron and arsenic
along which the electrons presumably glide. Between the planes lie elements such
as lanthanum, cerium, or samarium mixed with oxygen and fluorine. The parent
compound, LaOFeAs, was not superconducting, but upon replacing some of the oxy-
gen by fluorine, the material became superconducting. Even the crystal structure
was reminiscent of the cuprates,with layers of FeAs separated by spacer layers of
LaO where the fluorine dopants were introduced. On 25 March 2008, X.H. Chen of
the University of Science and Technology of China in Hefei reported that samarium
oxygen fluorine iron arsenide (SmO1−xFxFeAs) goes superconducting at 43 K [21].
Three days later, Zhong-Xian Zhao of the IOP reported that praseodymium oxygen
fluorine iron arsenide (PrO1−xFxFeAs) has a ”critical temperature” of 52 Kelvin.
On 13 April, Zhao and his team showed that the samarium compound becomes a
superconductor at 55 Kelvin if it is grown under pressure. All the materials have the
same crystal structure, and calculations suggest that vibrations simply do not pro-
vide enough pull to account for such high critical temperatures. Similar to LaOFeAs,
SmOFeAs is not superconducting, it shows two magnetic transitions, one is spin den-
sity wave transition and the other is antiferromagnetic transition at low temperature.
By doping Fluoride, the materials become superconductor. So in the same family of
material, one can find three types of phenomena. That makes this material inter-
esting. Therefore we gave our effort in study on this material, and the some of the
17
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results are reported in chapter IV.
Figure 1.7: Chemical structure of LaFeAsO, the father substance of the new high Tc
superconductor family
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Chapter 2
Principles of measurement and
experiment set up
In this chapter, I introduced the basic concepts on the measurements and set-up that
I used for my thesis work, the main part is the heat capacity measurement. For this
I introduce here the theory of the heat capacity measurement and the experimental
detail. So far I just only focus on using thermal relaxation method, since this method
can give the absolute value of the heat capacity of the sample. The principle and
experimental sep-up of the AC steady method is also introduced in the appendix
for a comparison. The principle of thermal conductivity is introduced right after
the part of heat capacity. A brief description of resistivity measurement with four
points technique is included. The last part of this chapter contains the introduction
of susceptibility measurement, both DC and AC techniques.
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Figure 2.1: Sketch of the calorimeter. The holder, with sample, heater and ther-
mometer is linked to the thermal bath by means of K1.
Figure 2.2: Sketch of the calorimeter. The holder, with heater and thermometer, is
linked to the thermal bath by means of K1. The sample is linked to the holder block
by means of K2.
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2.1 Thermal relaxation method - DC technique
2.1.1 Theory of specific heat
With reference to Fig. 2.1, the heat capacity measurement is performed by supplying
a controlled heat quantity Q(t) by the heater to the sample and the holder block
so the response of the system is given in terms of temperature changes T (t). The
relevant quantity is the total heat capacity Ctot = C+Cadd, being C the heat capacity
of the sample and Cadd, that stands for addenda, the heat capacity of the calorimeter.
The latter gives a small but finite contribution to Ctot and its value is given by
the sum of the heat capacity of the single components of the calorimeter, Cadd =
Cholder + Cheater + Ctherm, that in first approximation can be assumed in excellent
thermal contact. The energy balance of the system can be written:
δQ(t)
δt
= K1(T )(T1 − T0) + Ctot(T )δT1(t)
δ(t)
(2.1)
where the term on the left is the rate of heat dissipated by the heater, the first term on
the right is the heat flowing through K1 from the system to the thermal bath and the
second term on the right is the heat used for the temperature variation of the system
(sample + addenda). T0 is the block temperature of the thermal bath while T1(t) is
the actual temperature of the system (sample + addenda) that is time-dependent.
Since K1(T ) and Ctot(T ) are functions of T , the differential equation 2.1 is in general
non-linear. It can be nevertheless linearized assuming that Q(t) is small and it gives
limited variations of T1. In this case K1(T ) and Ctot(T ) can be expanded in power
series of T and limited to the lowest order. Different solutions of Eq.2.1 are possible
with a convenient choice of the thermal conductivity K1 and of the time dependence
of the heat Q(t) [22]. A particular solution is obtained when:
δQ
δt
= Pθ(t− t0) (2.2)
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(step like heat signal starting at t = t0) andK1 is finite. The solution results therefore:
T1 − T0 = P
K1(T )
e
− t−t0
τ1 (2.3)
where τ1 = Ctot/K1 is the relaxation time. τ1 can be obtained by fitting the ex-
ponential relaxation of T1(t) afterwards the pulse Q(t), while K1 can be measured
directly, thus allowing to calculate Ctot. This method, known as relaxation method,
was proposed by Bachmann et al. [23] and it is used by QD-PPMS for automatized
heat capacity measurements.
Organic materials usually have a bad thermal conductivity, so the approximation of
Eq.2.1 is no longer valid. Fig.2.2 displays a more realistic model of the calorimeter
stage, where a finite K2 is considered, that accounts both the physical link between
sample and holder block, and the rate of internal equilibrium of the sample. K2
establishes an internal relaxation time τ2 = C/K2. The Eq.2.1 should be extended
as:
δQ
δt
= C
δT
δt
+K2(T − T1) +K1(T − T0) (2.4)
0 = Cs
δT1
δt
+K2(T1 − T )
where C and T are the heat capacity and temperature of the platform. C(s) and T1
are the heat capacity and temperature of the sample. K2 is the thermal conductance
between the sample and the platform. To get the solution of eq.2.5, one may use CFM
(curve fitting method). The procedure is rather complicate, and one can find more
detail in reference [24]. In the limit τ1 > τ2, these equations predict an exponential
temperature variation with two time constants, τ1 and τ2 (eq:2.5), when the constant
heating power is on or off.
T = A1exp[−t/τ1] + A2exp[−t/τ2] + C (2.5)
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with τ1 is, roughly speaking, the thermal relaxation time for a relaxation between the
addenda platform and the heat sink, and τ2 is that for a relaxation between the sample
and the platform. The total heat capacity can be analytically derived from the fit of
the temperature relaxation with good precision, typically 1 or few per cent [25, 26],
by eq.2.6.
Ctot =
P
A1 + A2
(A1τ1 + A2τ2) (2.6)
where P is the constant heating power.
2.1.2 Experimental setup
Heat capacity measurement with standard calorimeter
Figure 2.3: (a) The QD-PPMS calorimeter. (b) The calorimeter holder hosts ther-
mometer and heater. The link to the thermal bath is realized by four wires. The
measurement is performed under high vacuum (10−5Torr) to limit the conductivity
toward the thermal bath.
The calorimeter is shown in Fig.2.3: the platform hosts the resistor-heater, that
provides the heat pulse, and the thermometer, which measures the temperature dis-
placement. In order to reduce the thermal conductivity toward the thermal bath (the
cryostat), the platform is suspended and held by four thin wires and the sample cham-
ber is evacuated to high vacuum (10−5mBar). The sensitivity of the calorimeter is of
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about 1nJK−1 at T = 2K. The value of K2 can be maximized choosing flat samples
with large base. Measurements were performed on powders and single crystals. The
former were pressed (∼ 100Bar/φ = 5mm) to create thin pellets. The sample was
glued to the calorimeter with Apiezon N grease. The QD-PPMS achieves temperature
Figure 2.4: (a) The Quantum Design 3He insert for the QD-PPMS cryostat. (b)
Enlargement of the bottom side.
down 0.3K utilizing an additional 3He refrigerator (Fig.2.4). The closed-circulation
system condenses 3He in a reservoir linked to the specimen. Down to 0.5K the reser-
voir is continuously refilled, whereas the 3He gas must be completely condensed to
achieve 0.3K, so the base-line temperature is kept no longer than one hour before
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re-cycling.
Units. Data acquired by the PPMS calorimeter are given in units of µJK−1. To ob-
tain the molar heat capacity and then normalize the data to the molar gas constant
R this simple equation can be used:
C/R = C(µJK−1)× molar mass(gmol
−1)
sample mass(g)
× 10
−6
R(Jmol−1K−1)
(2.7)
where R = 8.314JK−1mol−1
Heat capacity measurement with home made calorimeter
Figure 2.5: Electronic equipment set up for heat capacity measurement based on
thermal relaxation method.
In order to carry out the measurement with our devices, the first thing needed to
be done is to setup the electronic equipments and build the program for controlling
them. The electronic scheme used for thermal relaxation method is shown in the
fig.2.5. The calorimeter is put inside the cryostat of the PPMS (fig.2.10). A DC
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current source is connected to the heater in order to give the ensemble a heat pulse.
To monitor the temperature on the sample, an AC current source and a lock-in
amplifier are connected to the thermometer fig.2.5. All the electronic equipments are
connected to computer and controlled by a Labview program that I developed for
heat capacity measurement. Fig.2.7 show the flow of the program. We start with
a set of input parameters. The current source for the thermometers is switched on.
The temperature is set and controlled by PPMS. We wait for the temperature in the
cryostat getting stable. After that, a loop to check the temperature on the puck and
platform is started in order to be sure that all devices are well stabilized. Then the
program will start a loop to find the proper heat excitation as we set at the beginning.
When the right heat excitation is reached, the program will start the loop for heat
capacity measurement. In this loop, the heater is first turned on for certain duration
usually 3τ , and then it is switched off. After that, the temperature of the sample
is collected from the lock-in amplifier. The temperature change has the exponential
dependent on time. Fitting this temperature data with exponential function, we will
get the relaxation time τ . The heat capacity C will be then calculated from the
Eq.2.8.
C =
Pτ
∆T
= Kτ (2.8)
where P is heating power and ∆T is heat exiation, thermal conductance K and
relaxation time τ .
With this program, the heat capacity can be measured as a function of temperature
or magnetic field. The fig.2.6 shows the front panel of the Labview program. In deed,
the front panel of our program is divided into two parts, the parameter setting and
results. Here I just show the result part, which includes the curves of heat capacity
and thermal conductivity as function of temperature. The uper part on the left side
of the graph is the temperature as function of time that we collected and converted
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Figure 2.6: frontpanel of the Labview program made for measurement based on ther-
mal relaxation method.
from Lock-in amplifier. The part on the left most side of this figure is the fitting of
temperature data.
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Figure 2.7: The chart flow of Labview program for heat capacity measurement.
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2.2 Thermal conductance measurement
A sketch of a heat conductance is shown in fig.2.8. In order to measure thermal
conductance of a sample, we need to apply a gradient of temperature to the sample,
so that one side of the sample is placed on the platform of the device which is thermally
isolated to the environment, where we apply a heat excitation, and the other side of
the sample is placed on the frame which is well connected to the thermal bath. When
the side on the platform is thermally excited, there will be a temperature gradient
between two sides of the sample ∆T = T1−T0. When the state is thermal equilibrium,
the temperature gradient is related to heating power and thermal conductance as in
eq.2.9.
Figure 2.8: Sketch of a device for thermal conductance measurement
K =
P
∆T
(2.9)
Where P is heating power on the platform and ∆T is the temperature gradient on two
sides of the sample obtained at thermal equilibrium state. In our measurement set up
fig.2.9, the heating power is supplied to the sample by using and DC current source
connected to the heater, and by measuring the voltage on the heater by a millimeter,
the heating power is calculated by P = IU . Temperature on platform is monitor
by Lock-in Amplifier and an AC current source connected to the thermometer on
the platform. Temperature on the other side of the sample is measured by using a
DC current source and a multimeter connected to the thermometer on the frame of
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the device. And all the electronic equipments are controlled by computer via GPIB
connection.
Figure 2.9: Electronic scheme for thermal conductance measurement.
In principle, we set a certain heat excitation value for temperature on the platform,
usually we choose an incensement of 3% respect to the temperature of the thermal
bath. The computer will automatically search for the right current needed to apply to
the heater. When the chosen thermal excitation is reached, the thermal conductance
measurement will be carried out by first turning on the heating current and wait
for enough time to get the equilibrium state, then the computer will collect data of
temperature on both sides of the sample and the heating power on the heater. Finally
the thermal conductance is calculated by using eq.??. The thermal conductance of
an empty device is measured before mounting a sample. For thermal contact between
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the sample and the device we use Apiezon N. The thermal conductance we measure
in this case is total thermal conductance of the device and the sample. So that to get
sample thermal conductance we just can simply subtract device thermal conductance
from the total one. Ksample = Ktotal −Kdevice
2.3 Low temperature set-up
Most of the experimental work of my thesis consisted in low-temperature measure-
ments that were performed utilizing the Quantum Design Physical Proper- ties Mea-
surements System (QD-PPMS). The QD-PPMS allows fine setting of the temperature
in the range 0.3-400 K. Magnetic field up to 7 T can be applied by means of a super-
conducting coil. A two-stages pneumatic insulation system, needed for the LT-SPM,
is utilized to reduce the mechanical vibrations. The QD-PPMS set-up is sketched in
Fig.2.10 and it is installed in the low temperature laboratory of University of Modena.
2.4 Resistivity measurement option
The Resistivity option for the Physical Property Measurement System (PPMS) adds
a configurable resistance bridge board, called the user bridge board, to the Model 6000
PPMS Controller. None of the three channels on the user bridge board are dedicated
to a specific system operation, so all three channels are available to perform four-wire
resistance measurements on the PPMS.
Samples for four-wire resistance measurements may be mounted on standard
PPMS sample pucks or on resistivity sample pucks (shown in fig.2.11), which are
included with the resistivity option. Resistivity sample pucks have four contacts, two
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Figure 2.10: Quantum Design PPMS: (a) Dewar and controller and (b) schematic
view of the probe. The cooling of the sample is achieved filling the cooling annulus
with liquid Helium or gas whilst heater and thermometer control the temperature.
Magnetic field is applied along the vertical direction.
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positive and two negative contact for current and voltage. Resistivity using four wires
to attach a sample to a sample puck greatly reduces the contribution of the leads and
joints to the resistance measurement. In a four-wire resistance measurement, current
is passed through a sample via two current leads, and two separate voltage leads mea-
sure the potential difference across the sample (fig.2.11). The voltmeter has a very
high impedance, so the voltage leads draw very little current. In theory, a perfect
voltmeter draws no current whatsoever. Therefore, by using the four-wire method,
it is possible to know, to a high degree of certainty, both the current and the voltage
drop across the sample and thus calculate the resistance with Ohms law. We use
Figure 2.11: Standard resistivity puck with mounted sample
this option to measure the resistance of the thermometer on the device versus tem-
perature. This is very crucial step, and must be done very carefully. In my work,
the resistance of the thermometer is calibrated from 300K down to 2K by using the
resistivity option of the PPMS. In order to have a good calibration, the temperature
is always approached with very low rate. When the temperature of the PPMS is
stable, the system will wait for an enough time to thermalize all the device with the
temperature of the PPMS, then the resistivity measurement is carried out to mea-
sure the resistance of the thermometer on the device and the thermometer of the heat
capacity puck as well.
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2.5 Set-up for susceptibility measurement
In my thesis work, magnetization and susceptibility measurements are done by means
of QD-PPMS magnetometer, that allows both ac and dc measurements in the tem-
perature range 1.9 - 400 K. It consists a set of coils inserted in the main dc supercon-
ducting magnet (0 - 7 T) Fig.2.12. dc-measurements are performed by means of the
extraction technique. The magnetic field is applied by the dc-superconducting magnet
and the sample is moved by the a servo motor through the two detection coils, thus
inducing a voltage signal proportional to the magnetic moment. ac-susceptibility is
Figure 2.12: (a) The QD-PPMS ac-dc magnetometer. (b) Section of the bottom part.
a measurement providing an oscillating excitation field with frequency in the range 1
Hz - 10 kHz and typical amplitude 10 Oe. The excitation field is given by the ac-drive
coil, the change in magnetic flux is detected positioning the sample onto each of the
two secondary coils. To reduce the interaction with the environmental materials, it is
used a compensation coil to confine the excitation field within the sample space. The
compensation coil is counter wounded outside the drive coil and supplied with the
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same ac-current. It thus generates a magnetic field opposite to the excitation one,
which has the effect to downgrade the rank of the field from dipolar to quadrupolar.
Each detection coil also contain low-inductance calibration coils used to for phase
and amplitude calibration. The minimum detectable magnetic moment is of about
10−7 emu. Data measured by the QD-PPMS acquisition software are given in units of
emu, whereas the molar susceptibility χ and magnetization M are usually expressed
as emu ·mol−1 and µB/f.u respectively. The necessary transformations are:
χ(emu mol−1) = χ(emu)× molar mass(g mol
−1)
sample mass(g).exitation field(Oe)
(2.10)
M(DC)(µB/f.u.) =M(emu)× molar mass(g mol
−1)
sample mass(g).µB.NA
(2.11)
where in c.g.s. units µB and NA are defined as 9.274× 10−21ergG−1 and 6.022×
1023mol−1, respectively. The unit erg G−1 is equivalent to emu.
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Chapter 3
Device fabrications and
characterizations
In my thesis work, I have developed five types of calorimeter namely calorimeter type
I, II, III, IV and the last one is type V, which is also named thermal conductivity
sensor. In fact, the last device that I developed has a special design that can support
both thermal conductivity measurement and heat capacity measurement of a single
crystal. This chapter can be divided into two parts. In the first part, I introduce
the techniques and equipments that are needed for device fabrication including photo
lithography technique, sputtering technique, wet and dry etching. The second part
includes the details of device designs, fabrications and characterizations of all these
five types of calorimeter that I developed. The calibrations on materials for ther-
mometer (Nb1−xNx) and measurements on selected samples are also reported in this
chapter.
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3.1 Photo lithography
Lithography is the step that allows the definition of the pattern on the substrate:
thanks to a polymer resist, and using a radiations exposure, it fabricates a mask
above the material to be patterned. It is a critical step to get the shapes of the
microstructures, either in MEMS or microelectronics field. Of all steps used in mi-
crotechnology, lithography is probably the most used one!
Lithography consists in making a polymer based resist layer on substrate, so that the
layer has the same pattern as a mask in glass and chromium. The resist is made so
that it is sensitive to a radiation exposure (UV, deep UV, electron beam, or even
X-ray). The effect of the radiation is to locally modified resist chemistry so that the
exposed areas will react differently to a solvent, that will be used for the development
step. According the nature of the resist (than can be positive or negative, see below),
the solvent will remove either the exposed part of the resist or the unexposed part.
3.1.1 Preparation
Wafers that have been in storage must be chemically cleaned to remove contamina-
tion, then dry by blowing N2 gas. A liquid or gaseous ”adhesion promoter”, such
as Bis(trimethylsilyl)amine (”hexamethyldisilazane”, HMDS), is applied to promote
adhesion of the photoresist to the wafer. This water repellent layer prevents the aque-
ous developer from penetrating between the photoresist layer and the wafer’s surface,
thus preventing so-called lifting of small photoresist structures in the (developing)
pattern.
Photoresist spin coating. A viscous, liquid solution of photoresist is dispensed
onto the wafer, and the wafer is spun rapidly to produce a uniformly thick layer. The
spin coating typically runs at 1200 to 4800 rpm for 30 to 60 seconds, and produces a
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layer between 0.5 and 2.5 micrometres thick. The spin coating process results in an
amazingly uniform thin layer, usually with an uniformity within 5 to 10 nanometers.
This uniformity can be explained by detailed fluid mechanical modelling, which shows
that essentially the resist moves much faster at the top of the layer t resist is quickly
ejected from the wafer’s edge while the bottom layer still creeps slowly radically along
the wafer. Thus, the top layer of ’bump’ or ’ridge’ of resist is removed, leaving a very
flat layer. Final thickness is also determined by the evaporation of liquid solvents
from the resist.
The photoresist-coated wafer is then ”soft-baked” or ”prebaked” to drive off excess
solvent, typically at 90 to 100 C for 5 to 30 minutes in an oven or for 30 to 60 seconds
on a hotplate depending on the type of photoresist.
3.1.2 Exposure and developing
After prebaking, the photoresist is exposed to a pattern of intense light by using a
mask agligner as shown in fig.3.1. Optical lithography typically uses ultraviolet light.
Positive photoresist, the most common type, becomes soluble in the basic developer
when exposed; negative photoresist becomes insoluble in the (organic) developer. This
chemical change allows some of the photoresist to be removed by a special solution,
called ”developer”.
The resulting wafer is then ”hard-baked”, typically at 120 to 180 oC for 20 to 30
minutes. The hard bake solidifies the remaining photoresist, to make a more durable
protecting layer in future ion implantation, wet chemical etching, or plasma etching.
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3.1.3 Exposure systems
Exposure systems shown in fig.3.1 typically produce an image on the wafer using a
photomask. The light shines through the photomask, which blocks it in some areas
and lets it pass in others. (Maskless lithography projects a precise beam directly onto
the wafer without using a mask, but it is not widely used in commercial processes.)
Exposure systems may be classified by the optics that transfer the image from the
mask to the wafer.
Figure 3.1: Mask aligner system
3.1.4 Photoresist removal
After a photoresist is no longer needed, it must be removed from the substrate. This
usually requires a liquid ”resist stripper”, which chemically alters the resist so that
it no longer adheres to the substrate. Alternatively, photoresist may be removed by
a plasma containing oxygen, which oxidizes it. This process is called ashing, and
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resembles dry etching.
3.2 Lift off and etching technique
3.2.1 Lift-off method
”Lift-off” is a simple, easy method for making metallic patterns on a substrate, es-
pecially for those noble metal thin films such as platinum, tantalum, nickel or iron
which are difficult to be etched by conventional methods. The general Lift-off process
is depicted in the fig.3.2, including following steps: First a pattern is defined on a
substrate using photoresist. A film, usually metallic, is deposited all over the sub-
strate, covering the photoresist and areas in which the photoresist has been cleared.
During the actual lifting-off, the photoresist under the film is removed with solvent,
taking the film with it, and leaving only the film which was deposited directly on the
substrate.
Figure 3.2: Lif-off process
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3.2.2 Etching method
There are two basic categories of etching processes: wet and dry etching. In the
former, the material is dissolved when immersed in a chemical solution. In the latter,
the material is sputtered or dissolved using reactive ions or a vapor phase etchant.
The etching process is shown in the fig.3.3
Figure 3.3: Etching process
Wet etching
Wet chemical etching consists in a selective removal of material by dipping a sub-
strate into a solution that can dissolve it. Due to the chemical nature of this etching
process, a good selectivity can often be obtained, which means that the etching rate
of the target material is considerably higher than that of the mask material if selected
carefully. Some single crystal materials, such as silicon, will have different etching
rates depending on the crystallographic orientation of the substrate. This is known
as anisotropic etching and one of the most common examples is the etching of silicon
in KOH (potassium hydroxide), where Si (111) planes etch approximately 100 times
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slower than other planes (crystallographic orientations). Therefore, etching a rectan-
gular hole in a (100)-Si wafer will result in a pyramid shaped etch pit with 54.7o walls,
instead of a hole with curved sidewalls as it would be the case for isotropic etching,
where etching progresses at the same speed in all directions. Long and narrow holes
in a mask will produce v-shaped grooves in the silicon. The surface of these grooves
can be atomically smooth if the etch is carried out correctly, with dimensions and
angles being extremely accurate.
Reactive ion ething
In reactive ion etching (RIE), the substrate is placed inside a reactor in which several
gases are introduced. A plasma is struck in the gas mixture using an RF power
source, breaking the gas molecules into ions. The ions are accelerated towards, and
react with, the surface of the material being etched, forming another gaseous material.
This is known as the chemical part of reactive ion etching. There is also a physical
part which is similar in nature to the sputtering deposition process. If the ions have
high enough energy, they can knock atoms out of the material to be etched without
a chemical reaction. It is a very complex task to develop dry etch processes that
balance chemical and physical etching, since there are many parameters to adjust.
By changing the balance it is possible to influence the anisotropy of the etching, since
the chemical part is isotropic and the physical part highly anisotropic the combination
can form sidewalls that have shapes from rounded to vertical.
Deep reactive ion etching
A special subclass of RIE which continues to grow rapidly in popularity is deep RIE
(DRIE). In this process, etch depths of hundreds of micrometers can be achieved with
almost vertical sidewalls. The primary technology is based on the so-called ”Bosch
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process”[4], named after the German company Robert Bosch which filed the original
patent, where two different gas compositions are alternated in the reactor. Currently
there are two variations of the DRIE. The first variation consists of three distinct
steps (the Bosch Process as used in the UNAXIS tool) while the second variation only
consists of two steps (ASE used in the STS tool). In the 1st Variation, the etch cycle
is as follows: (i) SF6 isotropic etch; (ii) C4F8 passivity; (iii) SF6 anisotropic etch for
floor cleaning. In the 2nd variation, steps (i) and (iii) are combined. Both variations
operate similarly. The C4F8 creates a polymer on the surface of the substrate, and
the second gas composition (SF6 and O2) etches the substrate. The polymer is
immediately sputtered away by the physical part of the etching, but only on the
horizontal surfaces and not the sidewalls. Since the polymer only dissolves very
slowly in the chemical part of the etching, it builds up on the sidewalls and protects
them from etching. As a result, etching aspect ratios of 50 to 1 can be achieved. The
process can easily be used to etch completely through a silicon substrate, and etch
rates are 3-6 times higher than wet etching.
3.3 Sputtering technique
Sputtering is a physical process whereby atoms in a solid target material are ejected
into the gas phase due to bombardment of the material by energetic ions. It is com-
monly used for thin-film deposition, as well as analytical techniques. The sputtering
process is shown in the fig.3.4 Sputtering is largely driven by momentum exchange
between the ions and atoms in the material, due to collisions. The process can be
thought of as atomic billiards, with the ion (cue ball) striking a large cluster of close-
packed atoms (billiard balls). Although the first collision pushes atoms deeper into
the cluster, subsequent collisions between the atoms can result in some of the atoms
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Figure 3.4: Sputtering diagram
near the surface being ejected away from the cluster. The number of atoms ejected
from the surface per incident ion is called the sputter yield and is an important mea-
sure of the efficiency of the sputtering process. Other things the sputter yield depends
on are the energy of the incident ions, the masses of the ions and target atoms, and
the binding energy of atoms in the solid. The ions for the sputtering process are
supplied by plasma that is induced in the sputtering equipment. In practice a variety
of techniques are used to modify the plasma properties, especially ion Density, to
achieve the optimum sputtering conditions, including usage of RF (radio frequency)
alternating current, utilization of magnetic fields, and application of a bias voltage to
the target.
3.4 Nb1−xNx resistivity study
Sample preparation
The Si wafer is cleaned by standard RCA Process. This process is to remove the
contamination on the surface of the wafer. RCA process includes three steps, with
different solution for removing different type of contaminants.
I. 5:1:1 H2O: H2O2: NH4OH solution for cleaning organic contaminations.
II. Diluted H2 O: HF solution for stripping oxidization on the wafer’s surface.
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III. 6:1:1 H2O: H2O2: HCl solution for removing ionic and heavy metal contaminants.
Wafer is first placed in the Organic Clean solution for 10 minutes to 20 minutes. Then
the wafer is taken out from the solution and then rinse wafer in the DI quick dump for
2 cycles. After that the wafer is put in the Oxide Strip solution for 10 to 15 seconds,
then rinse wafer in the DI quick dump for 2 cycles. Finally put the wafer in the Ionic
Clean solution for 10 to 20 minutes. And rinse wafer with DI water.
After cleaning, the wafer is loaded into the chamber of the sputtering machine for
Nb1−xNx deposition. The base pressure of the sputtering machine is pumped down
to 10−6 Torr by a turbo pump. Then the Ar and N2 gases are introduced into the
chamber. The gas pressure is set to be 5 mTorr. The ration between the two gas
(N2 and Ar) is controlled by two MFC (Mass Flow Controller) based on the partial
pressure of each gas. The deposition rate of Nb is kept constant at 4A˚/s. The film
thickness is set to be 1500A˚. After having the film deposited, the sample is cut
into rectangular shape with the size of 6x10mm2. The rectangular Nb1−xNx films
are mounted onto the resistivity puck of PPMS as shown in the Fig.2.11, and the
resistance of the films are measured by the standard resistivity option of the PPMS.
The resistivity data of the films are plotted in Fig.3.5 as functions of temperature.
Film characterization
The resistance characterizations of the Nb1−xNx films in Fig.3.5 show very clear that
by changing the concentration of Nitrogen, we can obtain the films with different
resistivity behavior. The films are insulator with high concentration of Nitrogen. By
lowering the Nitrogen concentration the films become semiconductor and get super-
conducting behavior when the Nitrogen concentration is small enough. That is reason
for choosing Nb1−xNx film for both the lead (needed to be superconductor) and ther-
mometer (needed to be semiconductor with a proper dependence of the resistivity
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Figure 3.5: Resistance of Niobium Nitrite film as function of temperature and Nitro-
gen concentration.
on temperature). The superconducting Nb1−xNx film is used for the leads, since at
superconducting state the leads have very small thermal conductivity, consequently,
the relaxation time can be better visualized and so the measurement is more precise.
The superconducting leads also help to reduce the addenda heat capacity of the de-
vice since parts of them are on the platform. The semiconducting Nb1−xNx is used
for the thermometer, depending on the temperature region interested for the heat
capacity measurement, one may chose a proper Nb1−xNx film for the thermometer
which has high sensitivity on that temperature region and suitable resistance value. If
the thermometer resistance is too high, it may lead to some difficulties for electronic
equipments to read the correct value of the resistance such as it usually takes quite
long time for reading the correct value of a high resistance. On the other hand, the
thermal relaxation time of the device is usually small about some parts of a second.
If the time for reading correct resistance is longer than the thermal relaxation time
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of the device, we may not be able to see the thermal relaxation of the device and
the sample. The proper resistance for the thermometer that can help to have a fast
response of the electronic should be less than 100 KΩ.
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Figure 3.6: Resistance of Niobium Nitrite film as function of temperature and Nitro-
gen concentration after the upgrading of the system.
However, the resistivity of the film made in this way is not very reproducible.
Especially, it is very sensitive to the Nitrogen concentration. So, we have got many
devices with thermometers, which have high resistance. To make the film quality
more reproducible, we have improved our sputtering system by installing a pressure
controller, which can keep pressure stable at the set-value. And the ration of gases
now is based on the ration of gas flux indicating by the MFC instead of the partial
pressure as we used before. This improvement indeed gives us a better ability to
control and reproduce the resistivity of the film. The characteristic of film resistance
after the upgrading of the system is shown in fig.3.6.
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3.5 Calorimeter type I
My thesis work is started with fabrication of calorimeter. The calorimeter type I is
the first device that I developed. The detail in design, fabrication is reported below.
Design of the device
The designed masks for our devices are shown in the fig.3.7. The total size of the
device is chosen to be 10 × 10mm2 in order to fit into the standard heat capacity
puck of the PPMS. The square in the center is the platform of the device with
the size of 3 × 3mm2. On top of the platform is the thin films of thermometer
(bar geometry) and heater (snack geometry). A thin Si membrane is chosen for the
platform of the device. Since silicon has the advantage of having a high thermal
conductivity and a low specific heat at low temperatures. A 5µm-thick membrane
has a similar heat capacity as a typical 1000A˚ metallic thin layer. A thin film of
Nb1−xNx for thermometer and a thin film of CuNi for heater were deposited on the
silicon membrane to create a sample-holder of an extremely low heat capacity.
Device fabrication
1. The membrane is fabricated by anisotropic etching of a [100] oriented monocrys-
talline silicon substrate. The substrate (300 µm) has both sides coated with a silicon
nitride (Si3N4) protection layer of 2000A˚. The Si3N4 is removed by means of a CF4
plasma reactive ion etching (RIE) from a square area of 5mm x5mm within which
275 µm of Si are etched away in KOH. A 5µm-thick Si membrane remains suspended
on a silicon frame see Fig.3.8.a. The exact thickness is measured with an IR interfer-
ometer.
2. By using either lift-off or etching, I deposited a 1000A˚ film of Niobium - Nitrite
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Figure 3.7: the mask for type I calorimeter with the membrane size of 5× 5 mm2.
superconductor and 300A˚ of platinum to have the pattern of leads and pads Fig.3.8.b.
NbN was chosen for its superconducting qualities (Tc ∼15K) while the Pt is necessary
to ensure a good interface with the thermometers.
3. A 1500A˚ layer of coppernickel is sputtered (fig.3.8.c). CuNi is well suited for
heaters as it does not change its resistivity in the temperature range 1 - 20 K.
4. A 1500A˚ film of niobium nitride (Nb1−xNx) is sputtered and patterned to serve
as thermometers Fig.3.8.d. using a lift-off technique. A 15 h anneal in vacuum is
necessary to stabilize the characteristics of the thermometers.
5. In the present state of fabrication the membrane is still strongly thermally cou-
pled to the Si frame. In order to provide the necessary thermal isolation from its
environment, holes are etched by using a deep reactive ion etching machine (DRIE)
into the membrane so that a 3.3 × 3.3mm2 membrane suspended by 12 40-µm-wide
bridges (fig.3.8.e). The thermal link is defined by the geometry of the bridges and
the doping of the silicon. The suspended membrane itself defines an isothermal area,
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so the usual thermalizing metallic layer is not necessary. The Fig.3.9 shows a device
Figure 3.8: Fabrication process for calorimeter generation I: a. Si plate with thin
membrane, b. leads and pads NbN/Pt, c. heater CuNi, d. thermometer NbN, e. RIE
structure membrane
of our first design with the area of the membrane based platform of 3× 3mm2. The
thickness of the membrane is chosen to be about 5µm and so the Si membrane is
thick enough for the thermalization between the heater and the thermometer on the
platform. Therefore a metal thermalization layer is not needed in this case. The
Fig.3.9.a is the photo of the device taken before doing the deep reactive ion etch-
ing (DRIE) with the light coming from the backside of the membrane, transmitting
through it to the microscope. This is also the evidence for a thin membrane that can
allow the normal light transmitting through it. However, with the thickness of the
5µm the membrane still has a very high thermal conductance. This is not a proper
for the heat capacity measurement which needs to be very well thermal isolated from
the environment. And to do that, the last step to etch the Si by means of DRIE is
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performed. The photo of the device after this step is shown in the Fig.3.9. b. The
platform now is much more thermally isolated from the environment since it is only
link with the frame by 12 bridges with the width of 100 µm. The width of the bridge
is also compromised between several factors, especially the strength and the thermal
conductance.
Figure 3.9: Photos of the device made from big Si membrane, a. Device before DRIE,
b. Device after DRIE
3.6 Calorimeter type II
The calorimeter type II is also made based on Si membrane. So the fabrication process
is similar to that of calorimeter generation I. However, in order to reduce the addenda
of the device, we have changed the design to have a smaller size for this type.
Design of the device
The design of the calorimeter type II is shown in fig.3.10. The total size of the device
is 6× 9mm2, the membrane size is 2× 2mm2 and the platform membrane size (after
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DRIE to for making holes on the membrane) is 1× 1mm2. The membrane thickness
of this type is chosen to be 2µm. So that the addenda heat capacity of device type II
is expected to be about 4 times smaller than that of calorimeter type I. The 8 arms
for suspending the platform are designed with difference size (40µm, 60µm, 80µm
and 100µm).
Figure 3.10: The mask for type II calorimeter with the membrane size of 2× 2 mm2.
Fabrication of the device
For fabricating the calorimeter generation II, we used the same process as we used
for the calorimeter generation I. As introduced above, the process is started from a Si
wafer with double sides polished and coated with 200 nm of Si3N4. The Si membrane
is made by anisotropic wet etching in hot KOH 40% solution (80oC). The thickness
of the membrane is measured by IR-interferometer. As we have done for the first type
of device, the bilayer of superconducting lead (Nb1−xNx) with the thickness of 1000A˚
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plus 300A˚ is deposited first on the membrane by either etching or lift-off technique
(the preferable technique is etching since it can help to have a better shape in the
end). Then Nb1−xNx thermometer is deposited by lift-off method. After that, CuNi
heater is deposited by using either etching or lift-off method. Finally, the membrane
is etched by means of DRIE to make the holes on the membrane and end up with a
membrane suspended by 8 thin arms with all electrical components deposited (leads,
heater and thermometer). The fig.3.11 shows a device in the calorimeter generation
II series. The thickness of the membrane is reduced to 2µm, and the area of the
membrane based platform is chosen to be 1× 1mm2.
Figure 3.11: Photos of the device made from small Si membrane (calorimeter type
II), a. Device before DRIE, b. Device after DRIE
Device characterization
The device is mounted onto the heat capacity puck as shown in the Fig.3.12.a, and
then the thermometer calibration was done with PPMS resistivity measurement. The
calibration result of this device is shown in Fig.3.13. The calibration shows a very
good behavior of the thermometer resistance on temperature. And the best working
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Figure 3.12: Si membrane based calorimeter, a. Mounted device on a standard heat
capacity puck of PPMS, b. Device with a single crystal superconductor BaFeCoAs
sample on the platform
temperature range for this device is around 4K. In this region, the resistance of the
thermometer has a high sensitivity on the change of temperature, and the resistance
value is still properly small that ensures to have fast responses from the electronic
equipments. The resistance of the thermometer is also measured several times after
some heating and cooling cycles. The results show a very stable behavior of the
thermometer resistance. This important requirement for the thermometer is satisfied
and ensures not to have any errors coming from the thermometer calibration during
the heat capacity measurement. After having the calibration of the thermometer,
the addenda of the device is done with the electronic set-up shown in the Fig. 2.5
based on thermal relaxation method. The addenda heat capacity of the device is
supposed to be much smaller than that of a standard calorimeter. However, the
thermal conductance of the home made device is rather high (as shown in fig. 3.14)
leading to a very fast relaxation, the relaxation time is just in oder of a subsecond.
And so, it is difficult to get a clear relaxation. Therefore, we had to put some of
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Figure 3.13: The resistance of the thermometer as a function of temperature
Apiezon onto the platform to increase the relaxation time in order to have a better
view on the relaxation. Certainly, the addenda heat capacity obtained here is not
the intrinsic addenda of the device but mainly contributed by the grease as shown
in Fig.3.15. Even though, the addenda heat capacity still shows a fairly small value
in comparison to that of a standard calorimeter. It is about 5 times smaller. After
the addenda heat capacity of the device is calibrated. A single crystal sample is put
on the platform of the device and thermalized with the platform by a thin Apiezon
grease inter-layer. As shown in the Fig.3.12.b. Then the heat capacity measurement
is carried out carefully. This type of device has very small addenda heat capacity.
However, the relaxation time is too short due to the high thermal conductance of the
device. To overcome this problem, one may think of using AC steady method instead
of relaxation for this device or develop another device with much smaller thermal
conductance. For this reason, we have fabricated devices based on Si3N4 membrane.
They will be reported in the following part.
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Figure 3.14: Device thermal conductance versus temperature
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Figure 3.15: The addenda heat capacity of the device as a function of temperature
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3.7 Calorimeter type III
The Calorimeter generation III in principle is made similarly to generation I and
II, except the platform is made from 200 nm Si3N4 membrane instead of 5µm Si
membrane. Since the Si3N4 has a very low thermal conductivity and a membrane
with the thickness of 200 nm is very weak, therefore we do not etch the membrane
for making the holes as we did for the first and second generation of calorimeter.
Device fabrication
For fabrication of this device, we use the photolithography masks that we designed
for the first generation as shown in fig.3.7. We start from a Si wafer with double sides
polished and coated with 250 nm of Si3N4. The membrane fabrication of this type
is rather simple, since we don’t have to control the membrane thickness. So we leave
the wafer with a window 5 × 5mm2 without Si3N4 in hot KOH solution and wait
until the Si is etched completely. Since the thermal conductance of the membrane is
rather low, so that we use Platinum leads instead of superconducting ones. Then the
Nb1−xNx thermometer and CuNi heater are deposited on the membrane. The fig.3.16
show one of the device of this type. The disadvantage of this type is that, the distance
between the thermometer and heater is rather big, while the thermal conductance of
the membrane is rather low. So in order to have a better thermalization between the
thermometer and heater, we had to put a layer of N-Apiezon. Even we try to put as
thin layer as we can, the contribution of this Apiezon layer on addenda heat capacity
is still very big in comparison to that of the platform (membrane, lead, thermometer
and heater).
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Figure 3.16: Photo of a device type III made from big Si3N4 membrane, bar geometry
is Nb1−xNxthermometer, snack geometry is CuNi heater, leads are made of Pt
Device characterization
The calibration of the thermometer is done similarly to that of the privious types, and
one of the calibration on of the thermometer is shown in fig. 3.17. The thermometer
resistance increase up to 70 Kohm at 2K. This is a good thermometer and we it can
be use for measurement at lower temperature such as liquid He3 temperature. After
calibrating for the thermometer, we have measured the addenda heat capacity of this
device (including a layer of apiezon) in temperature range from 30K to 2K, the result
is shown in fig. 3.18. Actually the absolute value of this addenda is rather big in
comparison to what we expected to see from a thin membrane of Si3N4 membrane.
This is for sure the contribution of the Apiezon layer that we added. This type
of device, the device can work, however the addenda is still too big because of the
Apiezon layer. Moreover, the membrane is only 250 nm thick. So it is very fragile.
Therefore, it is not so convenient if someone wants to change the sample for reusing
the device.
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Figure 3.17: a. Resistivity characterization of the Nb1−xNx thermometer.
Figure 3.18: Addenda heat capacity of the device plus thin layer of Apizon on the
membrane
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3.8 Calorimeter type IV
In this section I report the design, fabrication, and characterization of the fourth
calorimeter series that we made. This type of device is made base on Si3N4 membrane
with thermometer made of Platinum. So the working temperature range is down to
∼ 20K
Design of the device
A special calorimeter was designed, allowing highly-sensitive specific heat measure-
ments with the relaxation method. we start from a Si wafer (double-side polished with
Si3N4) that offers a relatively high thermal conductivity, and forms the calorimeter
frame that will be fixed to the cryostat sample-holder, e.g. a commercial sample puck
of the Quantum Design PPMS. The micro-machined calorimeter consists of a sub-
strate, a heater and a thermometer. While measuring, these components contribute
with their own heat capacity (i.e. addenda) which must be subtracted from the total
heat capacity. In order to achieve high sensitivity, the addenda has therefore to be
small, hence implying the size-shrinking of all components. The substrate, i.e. the
sensing platform, is a thin membrane of Si3N4 whose size is 5× 5 mm2 with a thick-
ness as small as 250 nm. Heater and thermometer are lithographically fabricated on
top of the membrane. Since the Si3N4 thermal conductivity is appreciably small, we
design the transducers to be parallel and close to each other (fig. 3.19 ). We use
Pt for fabricating the transducers as well as the leads and pads. The choice of one
material only for all electrical components facilitates the fabrication process. The
Pt patterning that connects the pads with the transducers, represents the heat link
between calorimeter and thermal bath. Its design, therefore, influences directly the
characteristic time τ of the measurement.
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Figure 3.19: Photolithography mask for Si-N membrane based calorimeter
Device fabrication
The processing steps to fabricate our calorimeters are detailed in Fig.3.20. We start
from a 300 µm-thick Si wafer double-coated with Si3N4. In order to selectively re-
move the Si3N4, we pattern the top side with a square photoresist mask of 55mm
2
(Fig.3.20.a). The Si3N4 is completely removed by reactive ion etching (RIE) in a com-
position of 9CF4:1O2 for four minutes (Fig. 3.20.b). The region covered by Si3N4
is then used as protection for Si etching in a hot KOH solution (30 wt.percent of
water). The temperature of the solution is kept stable at 80oC, providing an etching
rate of 1.2 µ/min. The complete removal of the Si leads to the suspended Si3N4
membrane inside a Si frame. (Fig.3.20.c). Because the Si3N4 membrane is very thin
(∆250 nm), care must be taken in order not to break it when the Si on the borders
is etched completely. Upon completing the fabrication of the membrane, on its back
side we pattern a photoresist mask for all electrical components, i.e. heater, ther-
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mometer, leads and pads (Fig.3.20.d). Hence we sputter a Ti / Pt film (3 nm / 50
nm), whose thickness is calibrated by profilometry measurements (Fig.3.20.e). The
heater and thermometers are finally obtained after a lift-off process. (Fig.3.20.f). A
problem we face with, refers to the low thermal conductivity of the Si3N4. In order
to guarantee a good thermalization between heater and thermometer, we deposit a
thin copper film by shadow mask on the top side. Alternatively, we add a small
amount of thermal grease, e.g. Apiezon N. In order to measure the heat capacity as
Figure 3.20: (a) Si wafer covered by photoresist mask, (b) reactive ion etching of
Si3N4 , (c) Si3N4 membrane after wet etching of Si, (d) photo resist mask for heater
and thermometer, (e) Pt deposition, (f) lift-off to remove photoresist
function of temperature, we install our calorimeter in a sample puck of the Quantum
Design PPMS system. The electronics is then setting-up as depicted in Fig.2.5. Fully
automated measurements are performed using a custom-made program based on the
quasi-adiabatic thermal relaxation method. Fig. 2.6 shows a representative screen
capture taken during the running of a measurement. In a typical measurement, we
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start by setting the system temperature (corresponding to the initial temperature of
the measurement) in the PPMS parameters panel (Fig.2.6). Following the stabiliza-
tion of the system temperature, we check for the temperature of the membrane and
wait till we obtain a stable reading. A heat pulse is then provided to the calorimeter
according to the parameters that we set in the Measurement settings panel (Fig.2.6).
The program automatically looks for the pulse which properly provides the desired
∆T (typically we work with 3%∆T steps). When this step is accomplished, we start
collecting experimental data. In Fig.2.6 top-right panel, one can notice an example
temperature relaxation, which follows the characteristic exponential decay. Finally
the software performs the fits, and calculates, saves and plots the resulting heat ca-
pacity. Before switching to another temperature, the measurement may be repeated
to minimize noise.
The resistance of Pt is known to linearly decrease with temperature down to 20 K,
below which it levels off (see in fig.3.22). This value limits the low-temperature ap-
plicability of our Pt thermometers
The heat capacity of the present-design empty calorimeter is depicted in Fig.3.21.a,
together with that of an empty PPMS calorimeter for comparison. To measure the
addenda depicted in Fig.3.23, we have thermalized heater and thermometer together
by adding a 200 nm-thick copper film on the back side of the membrane. Remark-
ably, one can notice that the addenda of our device is up to three-four orders of
magnitude smaller (!) than that of the commercial apparatus. The addenda heat
capacity of this work amounts to 6 µJ/K at room temperature and decreases down
to 0.5 µJ/K at the lowest temperatures. The reason of the broad bump observed
around 60 K (Fig.3.23) is yet unknown. In order to test the performance of our
Si3N4 membrane based calorimeter with the thermometer made from Pt (fig.3.21.a),
we put a small piece of (NaMn3)Mn4O12 poly-crystal on top of the membrane (see
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fig. 3.21.b) and carry out the heat capacity measurement. As a test measurement for
Figure 3.21: a. Device made from Si3N4 membrane. Thermometer, heater and lead
are all made of Ti/Pt (3 nm/50 nm), b. Device with 0.25 mg of NaMnO poly-crystal.
the Si3N4 membrane based calorimeter , we have collected the heat capacity of a m
≈ 250 µg poly-crystal of the double perovskite compound (NaMn3)Mn4O12 [27,28],
(see fig.3.21.b. for a photograph of the mounted sample on the Si3N4 membrane).
Fig.3.24 shows the excellent agreement of our data with that measured with a stan-
dard (PPMS) calorimeter on a massive (m = 50 mg) equivalent sample. Concerning
the three observed features, the peak at 176 K is associated with a structural phase
transition, whereas the ones at 125 K and 90 K are due to antiferromagnetic ordering
of magnetic sublattices, respectively [27,28].
By using MEMS techniques, we successfully fabricate calorimeters based on a Si3N4
membrane, whose thickness is as small as 250 nm. Thin-film heater and thermometer,
both made of Pt, are lithographically implemented on the membrane. We experimen-
tally demonstrate that the reduced size of all components leads to a heat capacity
of the empty calorimeter that is three-four orders of magnitude smaller than con-
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Figure 3.22: resistivity characterization of Pt themometer.
ventional calorimeters. This results in an increased sensitivity making our devices
particularly valuable for addressing studies in microgram samples, like thin films and
single-crystals.
3.9 Calorimeter type V - thermal conductivity sen-
sor
During my thesis work, I developed one type of device with very small thermal con-
ductance. And that can be used for measuring thermal conductivity on small samples
such as single crystals. The device is made base on thin Si3N4 membrane (thickness
∼ 2µm). The Si3N4 membrane is chosen because this material has very small ther-
mal conductivity, and it can be easily found in the market. In principle, a device
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Figure 3.23: comparison between addenda of home made calorimeter and that of a
standard one.
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Figure 3.24: Comparison between the heat capacity measured by home made
calorimeter and standard one on (NaMn3)Mn4O12 poly-crystal.
for thermal conductance is constructed similarly to a calorimeter. However, in order
to measure exactly temperature on both sides of the sample, thermometers on the
frame are also needed. Two thermometers are deposited on the device, one is on
the platform (for measuring T1) and the other is on the frame (for measuring T0) as
shown in fig.3.25.
Design of the device
According to the sketch (fig.3.25) the design of this device is made and shown in
fig.3.26. The device is constructed by a membrane (1 × 0.25mmsize) suspended
by 8 small Si3N4 bridges to the Si frame. The size of the bridge is 40 × 750µm2
which is optimally designed to have both a strong suspended platform to hold sample
and small thermal conductance. Since the material has small thermal conductivity,
67
3.9 Calorimeter type V - thermal conductivity sensor
K
D
evice
Figure 3.25: Sketch of a device for thermal conductance measurements
the heater and thermometer are designed to be closed to each other to have a good
thermalization between them. For thermal conductivity measurements, it is crucial to
measure precisely temperature on both sides of the sample at the same time (thermal
equilibrium state). So it is necessary to have thermometer on the frame. In our design,
two thermometers are placed on two sides of the Si frame and offer two options for
the length of the samples (250 and 300 µm).
Figure 3.26: Design of the device
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Device fabrication
The fabrication of the device is started from a double side polished - Si wafer with 2µm
of Si3N4 coating layer on both sides. A photoresist mask is patterned on the wafer.
RIE is used to removed Si3N4 on one side with the shape defined by the photoresist
mask (1mm2). Then the wafer is left inside hot KOH solution 30% at 80oC until Si is
etched completely (roughly 3 hour and a haft). Then the cleaning process is carried
out to remove ion contaminations on the membrane. A 5nm/70nm of Ti/Pt bilayer
is deposited on the membrane by sputtering. The Pt wiring pattern is made by Ar
ion plasma etching. Then 100 nm CuNi heater and 120 nm NbN thermometer are
patterned on the membrane by using lift-off method. The final step to complete the
device is to etch Si3N4 on the membrane to make suspended platform. In this step,
CuNi mask is used to protect needed structures under reactive ion etching process.
Then by removing carefully the CuNi mask, the device is obtained and its photo is
shown in fig. 3.27
2mm
Figure 3.27: Device for thermal conductivity measurement
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Device characterizations
We use the same process for thermal conductivity measurement as we use for heat
capacity measurement. Firstly, the device is mounted onto a resistivity puck. Then
the thermometers are carefully calibrated with standard resistivity option of PPMS.
Fig.3.28 shows an example of the resistance of two thermometers on one of our devices.
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Figure 3.28: The calibration of the two thermometers on one of devices.
After the calibration of thermometers are done, the thermal conductance of empty
device is measured by using an electronic set-up shown in fig.2.9. The thermal con-
ductance of one of our devices is shown in fig.3.29. The thermal conductance of our
device ranges between 0.5µW/K at 2K to 6.5µW/K at room temperature.
Moreover, our device is capable of supporting measurements on crystals. More
interestingly, our device also shows a very small addenda heat capacity. A comparison
in fig.3.30 is the evidence that the addenda heat capacity of our device is three to
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Figure 3.29: The thermal conductance of the device.
four order of magnitude smaller than that of a standard calorimeter. This makes
the device more flexible since we can use it for both thermal conductivity and heat
capacity measurement of small single crystals.
This device was tested for measuring thermal conductivity. A small SmFeAsO
sample is placed on on the device as shown in fig.3.31. The specimen is prepared
from a big poly - crystal SmFeAsO, then it is polished to have the surface as smooth
as possible. The sample thickness is 100µm, and the width is 500µm. The sample is
placed on the device as a link between the platform and the frame, and it is thermally
attached on the device by a thin layer of Apiezon N grease. In this way, the heat
will be forced to flow through the sample and so the total thermal conductance of
the device becomes (KD + KS). The channel between the membrane platform and
the frame is designed with the distance of 250 µm for fitting almost samples in single
crystal form.
71
3.9 Calorimeter type V - thermal conductivity sensor
1 0 1 0 00 . 1
1
1 0
1 0 0
1 0 0 0
1 0 0 0 0
 

P P M S  c a l o r i m e t e r  a d d e n d a   h o m e  m a d e  d e v i c e  a d d e n d a





	

T e m p e r a t u r e  ( K )
Figure 3.30: The addenda heat capacity of the device.
The result from this thermal conductivity measurement is shown in fig.3.32 to-
gether with the data reported previously in reference [29] for a comparison. The plot
shows a fairly good agreement between the two data, one from our home - made
device and the other from measurement with commercial PPMS device on a massive
sample. The absolute value of the thermal conductance of the sample is extracted
from total thermal conductance obtained from the measurement by the thermal con-
ductance of the device obtained from measurement on an empty device previously.
Then the thermal conductivity is calculated from the thermal conductance and the
size of the sample. The thermal conductivity data presents a clear signature of the
spin density wave (SDW) transition, abruptly increasing below TSDW ∼ 135K. Our
experiment shows a thermal conductivity with absolute value smaller than that re-
ported in reference [29], this may come from the difference in crystal quality of the
two samples.
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Figure 3.31: The thermal conductivity sensor with a SmFeAsO sample on top.
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Figure 3.32: The thermal conductance of the SmFeAsO sample after removing the
contribution of the device from the total conductance obtained from the measurement.
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Conclusion
In summary, I have fabricated five different types of calorimeter: I started with the
calorimeter type I, made base on 5µm of Si membrane. On this type of calorimeter,
at the beginning we had to deal with a problem in etching the Si membrane by DRIE.
Since the process we use for etching could give an etching rate of about 800nm/minute.
So for etching completely 5µm we needed about 7 minutes. In this time, the photore-
sist (ma-N 1400) that we used for masking was also etched completely. Therefore, the
photoresist was not enough for masking in the DRIE step. Then we had to use a metal
layer for masking. This made the fabrication process more complicated. However we
succeded fabricating devices of this type. In the mean time, we have designed and
fabricated the calorimeter type II, with the small size scaled by a factor of two respect
to type I. The calorimeter type II is made base on Si membrane with the thickness of
2µm. This change in the design helps us to be able to etch the Si membrane with the
masking of normal photoresist. We also expected to have an addenda heat capacity 4
times smaller than that of type I. The calorimeter type II in fact shows a high thermal
conductance. It leads to a very fast relaxation due to a small addenda heat capacity.
So for a good visualization of the thermal relaxation, we have to choose a sample
with proper mass. As shown in chapter IV, a mall piece of sample of about 1 mg
has improved successfully the quality of the relaxation. And the measurement gave
a good result in comparison to the result measured by a home made device. To over
come the problem of having too fast relaxation, we have tried to fabricate devices
base on thin Si3N4 membrane. One of them is the calorimeter type III. This type
of calorimeter is made base on a 250nm Si3N4 membrane. The design for electrical
components is the same as the calorimeter type I. However, fabrication of this device
is rather difficult because of too thin membrane. And so there is a very big risk
74
3.9 Calorimeter type V - thermal conductivity sensor
to loose the device. Especially, for fabricating this device we have to pass through
many different steps. One of the successful device in this type has been tested. And
indeed the relaxation was clearly observed. However we had to put some Apiezon on
the membrane to thermalize the heater and thermometer. This indeed increased the
addenda of the device very much. In order to simplify the fabrication and overcome
the problem of thermalization between the thermometer and heater that we face in
calorimeter type III, we designed and fabricated calorimeter type IV. This type of
calorimeter is also base on 250 nm Si3N4 membrane. But the wire, thermometer and
heater are made of the same material-platinum and the thermometer and heater are
designed to be very close to each other. This choice of material makes the fabrica-
tion of the device much more simple respect to the calorimeter type III. Because of
the property of Pt, the thermometer made of Pt can work well above 20K. And this
type device shows a very small addenda heat capacity in comparison to the standard
PPMS calorimeter (more than 10000 times smaller in addenda heat capacity at room
temperature). The tested measurement on a known sample shows a good agreement
with the result obtained from PPMS calorimeter. The final calorimeter we devel-
oped called thermal conductivity sensor. The calorimeter with a special design can
support also thermal conductivity measurement on micro single crystals. Both the
thermal conductance and addenda heat capacity show much smaller value respect to
that of standard calorimeter (10000 times smaller in addenda heat capacity and 100
times smaller in thermal conductance at room temperature). The device has ther-
mometer made from Nb1−xNx, which provides the possibility to measure at different
range of temperature depending on the Nitrogen concentration in the thermometer.
Although, our home - made devices have been tested from room temperature down
to liquid Helium temperature with very good performance.
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Chapter 4
Experimental results and
discussions
In this chapter, I report experimental results on the new family of superconducting
materials. This new family of superconducting material appeared in January 2008.
One may find most of the hot topics in solid state physics in this family of materi-
als such as spin density wave, superconducting and antiferromagnetic ordering etc..
In my work, I focus on the SmFeAsO derivative. The experimental results reveal
the spin density wave transition and antiferromagnetic ordering on SmFeAsO, while
superconductivity appear when Fluorine is introduced into the SmFeAsO. When the
doping concentration is optimized, the maximum critical temperature is observed and
the spin density wave transition disappeared. However, the antiferromagnetic order-
ing of this compound is not affected so much by the doping and the application of
magnetic field. For a comparison, I also reported experimental results and analysis
on another element in this family, CeFeAsO. The use of our home-made device on
measuring this compound is also reported. One very nice result that was obtained on
a Ba(Fe1−xCox)2As2 single crystal, and it reveals a small bump of superconducting
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transition, is reported in this chapter. This is the evidence of the high sensitivity
that our home-made device possesses and the ability of using this device for studying
small single crystals. The last part of this chapter is used for reporting results on
magnetic study of selected molecular magnets, including Ni12 and Mn4 clusters.
4.1 Specific heat study on Ba(Fe0.922C0.078)2As2 sin-
gle crystal
The discovery of superconductivity in F-doped LaFeAsO [19]and K-doped BaFe2AS2
[30] compounds has lead to an extensive experimental effort to characterize and de-
lineate the nature of superconductivity in RFeAsO and (AE)Fe2As2 materials (R =
rare earth; AE = Ba, Sr, Ca). Currently the availability of single crystalline samples
of significant size and quality [31–35] has made the study of the doped (AE)Fe2As2
compounds more tractable. Co substitution for Fe could be used to both stabi-
lize superconductivity and to simplify growth while improving homogeneity, and this
makes the systematic study of the thermodynamic and transport properties of the
Ba(Fe1−xCox)2As2 series particularly compelling. Here, I report some preliminary
specific heat studies on the optimal doped compound with x=0.078. The crystal was
made by Dr. Jianyi Jiang at the Applied Center of Superconductivity in Tallahassee
(Florida). Fig.4.1 shows the photo of one of our home-made calorimeter with the
Ba(Fe0.922Co0.078)2As2 single crystal mounted on its platform. Then the heat ca-
pacity mesurement was done with our home made Labview program as introduced in
chapter II. Fig.4.2 shows the specific heat data on single crystal Ba(Fe0.922C0.078)2As2
measured by both standard PPMS calorimeter and home - made device (type V) up
to room temperature. The single crystal has small mass about 0.78mg. The sample
first was measured by a PPMS calorimeter - one of the latest generation offered by
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Figure 4.1: a home-made calorimeter with Ba(Fe0.922C0.078)2As2 single crystal on
top.
Quantum Design, which has very small addenda heat capacity and high sensitivity.
However, the heat capacity data is still rather noisy especially in high temperature
region due to small heat capacity of the sample in comparison to the addenda heat
capacity of the calorimeter. The data gets better at low temperature, and reveal the
superconducting transition at about 22K. The data measured by our home-made de-
vice is plotted together with data from PPMS calorimeter in fig4.2 for a comparison.
The home made device has a much smaller addenda heat capacity than that of PPMS
calorimeter. So the data obtained from the measurement with home made device is
good up to room temperature. The superconducting anomaly at about 22K is clearly
visible. This anomaly in specific heat data obtained with home made device is clearer
than that from PPMS calorimeter. This shows that the home made device exhibits
a higher sensitivity than the best PPMS calorimeter. Note that the superconducting
anomaly is always difficult to observe because the amplitude of the specific heat jump
is very small with respect to the base specific heat at the transition.
The specific heat data of Ba(Fe0.922C0.078)2As2 is fitted with a sum of electronic and
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lattice heat capacity including Debye and Einstein contribution at high temperature.
The fitting give a set of parameters: θD = 148K , γ = 40mJ/K
2 , θE = 200K , 310K.
The Debye temperature obtained from this fit is rather small, indicating that we may
over estimate the Debye contribution, because of an additional magnetic contribution
existing in the specific heat. At high temperature, the specific heat reach the Dulong
Petit value 15R corresponding to the contribution of 5 atoms in one unit cell. For a
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Figure 4.2: Comparison between the specific heat measured by device type V and by
PPMS calorimeter.
better view on the superconducting anomaly, we plot the specific heat in form of C/T
versus T 2 as shown in fig.4.3. Again, the anomaly measured by home made device
is more visible than that obtained from PPMS calorimeter. However, the data from
home-made device starts an upturn respect to that of PPMS calorimeter at about
15K. This properly due to the resistance of the thermometer of the calorimeter that
I used in the experiment is too high to be measured with Lock-in amplifier. The su-
perconducting anomaly is more evident when we plot the specific heat data measured
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Figure 4.3: The specific heat data obtain from home - made and PPMS calorimeter
in form of C/T versus T 2.
at 0 and 7T together as shown in fig.4.4. Above Tc the two data are almost overlap
one on top of the other. The two data separate more when the temperature decrease,
and they match each other at about 18K. This means that the critical temperature
of this sample at 7T is at about 18K.
We plan to combine these data with magnetic investigations of thermal conduc-
tivity measurements in order to get deeper insight on the thermodynamic properties
of this compound.
4.2 Specific heat study of REFeAsO(F) pnictides
A comparative study of thermal properties of two series of pnictides are pre-
sented. The first series contains three samples SmFeAsO, SmFeAs(O0.93F0.07) and
SmFeAs(O0.85F0.15), the second one includes CeFeAsO and CeFeAsO0.85F0.15 sam-
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Figure 4.4: The specific heat data measure in 0 and 7 T by PPMS calorimeter
ples. A tentative analysis of specific heat data was done from ∼ 10K to 300K by
considering an electronic Cel = γT and a lattice contribution Clatt which, in turns,
includes both Debye and Einstein terms. For refining the data, we also take into ac-
count the contribution of the additional magnetic Schottky contribution, as suggested
by Backer et al [36]. In order to calculate this Schottky contribution, we supposed
that the splitting of Sm3+ ions in crystal field of pnictide is similar to that in cuprate
case (Sm2CuO4), and so the ground state of Sm
3+ ions is splitted into three dou-
blets. For three levels system, equation 1.14 introduced in chapter I for calculating
the Schottky contribution in heat capacity can be reduced to the equation 4.1.
Z0 = exp(
−∆1
T
) + exp(
−∆2
T
)
Z1 =
δ1
T
exp(
−∆1
T
) +
δ2
T
exp(
−∆2
T
)
Z2 =
δ21
T
exp(
−∆1
T
) +
δ22
T
exp(
−∆2
T
)
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∆C =
Z2Z0 − Z21
Z20
(4.1)
The specific heat data after removing Schottky contribution and its fitting are shown
in fig. 4.5. This data shows clear evidences of the spin density wave (SDW) ordering
below TSDW ∼ 135K in undoped SmFeAsO, and a little bump at TSDW ∼ 145K in
CeFeAsO. At low level of F-doping, SmFeAs(O0.93F0.07), SDW ordering is suppressed
and superconducting features are not yet optimally developed in both specific heat.
Anomalies related to the superconducting transition are well noticeable at optimal
level of F-doping in both SmFeAs(O0.85F0.15) and CeFeAsO0.85F0.15 . By a com-
pared analysis of doped and undoped samples we conclude that, despite F-doping
modifies definitely the electronic ground state, it does not substantially alter phonon
and electron parameters, like phonon modes, Somerfield coefficient, electro-phonon
coupling. For a comparison, the same procedure was done with the specific heat
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Figure 4.5: The fitting of Specific heat of SmFeAsO after removing the Schottky
contribution.
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data of CeFeAsO. The analysis on this CeFeAsO compound is shown in fig.4.6. The
specific heat data of CeFeAsO at zero field behaves rather similarly to the case of
SmFeAsO. It reveals a spin density transition at high temperature (TSDW ∼ 140K)
and an anomaly at around 3.5K, which has been proven to be an antiferromagnetic
ordering transition. In Table 4.1 we summarize the main parameters we extract from
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Figure 4.6: The fitting of Specific heat of CeFeAsO after removing the Schottky
contribution.
the analysis of high temperature data.
We also have investigated the evolution of the low temperature specific heat anomaly
(TN = 5.4K in zero field) in polycrystalline SmFeAsO samples with magnetic field up
to 35T. The anomaly remains very sharp up to 16T and gets rounded with little shift
in temperature at higher fields. Doped (superconducting) SmFeAsO0.85F0.15 sample
shows a similar behavior up to 16T. The initial slope of the critical field dBc/dT is
162T/K for undoped SmFeAsO and 70T/K for doped SmFeAsO0.85F0.15, with Bc(T )
defined at the peak of the specific heat anomaly. This insensitivity to the application
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Table 4.1: Essential parameters extracted by the analysis of specific heat data above
10K.
Sample γ(mJ/molK2) Debye temperature Einstein temperature Schottky
(range of θD(K) θE(K) ∆1(K),∆2(K)
data analysis)
SmFeAsO 42 ± 2 185 ± 10 200, 400, 1200 265.9, 654.2
(10-30K)
SmFeAsO0.85F0.15 44 ± 2 170 ± 5 141, 254, 409
(10-300K)
CeFeAsO 36± 2 188 ± 5 220, 550 216, 785
(10-300K)
of an external magnetic field is not observed in CeFeAsO whose anomaly shifts with
initial slope dBc/dT = 5.7T/K. We argue that SmFeAsO(F) presents an unprece-
dented case of antiferromagnetic transition. A small piece of SmFeAsO poly-crystal
Figure 4.7: A small piece of SmFeAsO poly-crystal on our home-made calorimeter.
sample was put on one of our home-made calorimeter and measure the heat capacity
around the antiferromagnetic transition as shown in fig.4.7. The mass of the sample is
estimated approximately around 0.6 mg. The calorimeter used in this measurement
is the one of type II calorimeter. As the characterization reported in chapter III,
this type of calorimeter has a too small addenda. However, a small sample used in
this experiment was enough to have a good relaxation. The sample is attached to
the platform by a thin layer of Apiezon N. The specific heat data obtained from this
measurement is compared with that measured by a standard PPMS calorimeter on a
massive sample (123mg), shown in fig.4.8. These results from two experiments, our
home-made device and PPMS calorimeter, show a very good agreement. However,
there is still a small shift (∼ 0.1K) on the peak obtained from the two measurements.
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This can be due to the calibration process on our home-made device.
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Figure 4.8: Comparision of specific heat measured by standard PPMS calorimeter
and our home-made one.
4.2.1 The SDW State
The temperature dependence of the specific heat C of SmFeAsO is plotted in
fig.4.9 and it can be compared with that of SmFeAs(O0.93F0.07) and with that of
SmFeAs(O0.85F0.15) in fig.4.12. Remarkably, the absolute values of C are quite close
for the three samples. At high temperature, the C values tends to saturate to the
Dulong Petit value 3nR with n=4 and R=8.314J/molK the gas constant. These
features lead to the conclusion that fluorine doping induces only little quantitative
changes in the lattice as expected from the almost identical crystalline structure [37].
This result is fully consistent by phonon density of states measurements in undoped
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Figure 4.9: Temperature dependence of the specific heat of SmFeAsO and
SmFeAs(O0.93F0.07).
and optimally doped LaFeAsO1−xFx [38]. Our results thus rectify data previ-
ously reported by Ding et al [39]. for which the specific heat of LaFeAsO1−xFx
largely exceeded the Dulong Petit value and strongly depended on F doping. The
main difference between the two C(T) curves in fig.4.10 is the anomaly clearly
visible and peaked at about 130 K in the undoped SmFeAsO sample but not in
SmFeAsO0.93F0.07. This anomaly was previously observed [39, 40] and ascribed
to the SDW transition. We can better show this anomaly by evaluating ∆C(T)
= C(T)SmFeAsO - C(T)SmFeAs(OF) . This is plotted in the inset of fig.4.9. Its
cusp shape suggests an important role of fluctuations above TSDW ∼130K and its
height is about 5 J/molK. ∆C(T) becomes negative below 110 K. If we assume that
CSmFeAs(OF ) approximates the normal state (no SDW order) behavior, qualitatively
this implies the entropy difference between the normal and the gapped states tends
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to be compensated at TSDW like in the superconducting transition. Both SmFeAsO
and SmFeAs(O0.93F0.07) compounds show sharp peaks in C(T) at 4.6 K and 3.7 K
respetively (see magnification in fig.4.9). In SmFeAs(O0.85F0.15) this peak is a bit
smeared. Above these peaks, the C(T) curves fit well a dependence C/T = γ + βT 2.
In spite of some uncertainty due to the presence of the peaks, the following parame-
ters can be obtained by fitting data between 15K and 25K: γ = (42± 2)mJ/molK2
and β = (0.36 ± 0.04)mJ/molK4 for SmFeAsO, γ = (44 ± 2)mJ/molK2 and
β = (0.35 ± 0.04)mJ/molK4 for SmFeAsO0.93F0.07. And γ = (39 ± 2)mJ/molK2
and β = (0.38± 0.04)mJ/molK4 for SmFeAsO0.85F0.15.
Figure 4.10: Specific heat anomaly δC(T ) related to the SDW in SmFeAsO.
Similarly, the spin density wave ordering in CeFeAsO also appear in specific heat
data. However, the anomaly in this case is less clear than in SmFeAs case. It can
be better visible by magnify the region around the transition and compare with the
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fitting curve as shown in fig.4.11 It is worth noting that the γ coefficients are similar in
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Figure 4.11: Specific heat anomaly C(T) related to the SDW in CeFeAsO.
doped and undoped samples and are higher (about one order of magnitude) than the
Summerfield coefficient for the parent compound LaFeAsO [40,41]. Similar values of
the γ coefficients were reported for (Sm1.85Ce0.15)CuO4− [42], which presents similar
layered structure, and the Sm3+ sublattice ordinates exactly at the same temperature
(4.7 K). Within this framework, the relatively high γ values might indicate that some
hybridization/interaction of the electron wave functions with the Sm3+ magnetic
ion may lead to renormalization of the effective electron mass. This is supported
by resistivity measurements, which show a drop in correspondence of Sm3+ AFM
transition [43] and by the rather high value of Pauli susceptibility [44]. However,
magnetic excitations related to the incipient antiferromagnetic transition of the Sm3+
sublattice may also contribute to such high γ values. The β coefficients are reasonably
close for the three compounds and a bit lower than those evaluated for LaFeAsO [45].
In the low-temperature limit, acoustic phonon branches are expected to characterize
the lattice vibrations, and the β coefficient can be related to the Debye temperature
88
4.2 Specific heat study of REFeAsO(F) pnictides
through the relation β = (12/5)pi4R(T/θ3D) from which we can estimate θD=175 K,
173 K, and 170 K for SmFeAsO, SmFeAs(O0.93F0.07), and SmFeAs(O0.85F0.15),
respectively. These rather low θD values well agree with acoustic modes as evaluated
in Ref. [46]. At higher temperature (T≥30 K) optical modes contribute as well to
the specific heat. By considering optical modes centered at 100 cm−1, 180 cm−1, and
290 cm−1 as evaluated in Ref. [46], the overall high temperature C(T ) behavior can
be obtained by considering Einstein contributions, CE, in addition to the Debye, CD,
and the Sommerfeld contributions.
4.2.2 Superconductivity
Figure 4.12: Specific heat of SmFeAs(O0.85F0.15) (black circles) as compared with
that of SmFeAsO (red circles).
Fig.4.12 shows the specific heat of SmFeAsO0.85F0.15 as compared to that of
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undoped SmFeAsO. The two C(T ) curves essentially overlap each other except
in proximity of the respective anomalies: while SmFeAsO show the SDW bump at
130K, the specific heat of SmFeAs(O0.85F0.15) exhibits a small jump at about 47K.
By subtracting the specific heat C(7T ) measured in 7T applied magnetic field, we
plot this specific heat jump as [C(0T ) − C(T )]/T in the inset of fig.4.12. The jump
is relatively sharp and starts at 47K and the value at its maximum is [C(0T ) −
C(T )]/T = 12mJ/molK2. This is almost twice the values previously reported [39,47].
But it is still less than 0.1% of the absolute specific heat value. This explains why
in not optimally doped and/or not homogeneous samples like SmFeAs(O0.93F0.07)
the anomaly was not observed [41]. Now if we use the γ = 43mJ/molK2, it results
[C(0T ) − C(T )]/γT = 0.27, i.e. a value much smaller than what expected from
BCS. This can be partially due to the small inhomogeneity within the sample but it
may also indicate that the normal state electronic contribution is overestimated and
γ also comprises contribution from spin excitations related to the antiferromagnetic
transition of Sm3+ sublattice as mentioned below.
The fig.4.13 show a comparison between the specific heat of CeFeAsO and
CeFeAsO0.85F0.15. Similar to the behavior seen in the data of SmFeAsO(F) samples.
The absolute specific heat values of these two samples are olmost overlaped on each
other at temperature obove 20K and tend to saturate at Dulong-Petit value 3nR at
high temperature. The small bump related to spin density wave ordering in undoped
CeFeAsO is not seen in the doped one. And instead of the SDW specific heat
anomaly, there is small bump at low temperature related to the superconducting
transition of CeFeAsO0.85F0.15. This superconducting specific heat bump is smaller
than that seen in SmFeAsO0.85F0.15. In order to better revealed it, we plot C/T
versus T 2 as shown in fig.4.14. The critical temperature Tc obtained in the case of
CeFeAsO0.85F0.15 is around 28K.
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Figure 4.13: Specific heat of CeFeAs(O0.85F0.15) (black circles) as compared with
that of CeFeAsO (red circles).
4.2.3 Magnetic contribution from Sm
The low temperature specific heat C(T,B) of undoped SmFeAsO is plotted in
Fig.4.15 as a function of temperature (T ) and for different applied magnetic fields
(B). We focus here on the anomaly at 5.3K that looks extremely sharp in zero field,
with jump ∆C as high as 20J/molK confirming the excellent sample quality. We al-
ready noticed that no thermal hysteresis can be observed by consecutive cooling and
warming of the sample and preliminary data analysis show that the magnetic entropy
tends to saturate to Rln2 consistently with a doublet ground state of the Sm3+ [29].
In fig.4.15 two sets of data, independently taken by PPMS (up to 16T ) and with the
home-made calorimeter at NHMFL (from 9 to 35 T ) on two different SmFeAsO poly-
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Figure 4.14: Specific heat of CeFeAs(O0.85F0.15) C/T as a function of T
2.
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Figure 4.15: Specific heat of SmFeAsO as function of temperature measured at dif-
ferent magnetic field up to 35T.
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crystalline samples, are plotted in the same graph: the two data sets smoothly scale
one on top of the other demonstrating excellent reproducibility of results considering
that different setups and specimens have been used in different experiments. At first
sight, it can be noticed that the specific heat anomaly is perturbed only very little
by the application of an external magnetic field: at 16T the peak is shifted by only
0.3K and the C(T, 16T ) anomaly is still very sharp. Stronger magnetic fields make
the anomaly broader with a progressively rounded peak. For comparison the same
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Figure 4.16: Specific heat of SmFeAs(O0.85F0.15) as function of temperature at dif-
ferent magnetic field.
anomaly was measured in a doped and superconducting polycrystalline SmFeAsOF
sample (fig.4.16) and CeFeAsO (fig.4.17). For doped SmFeAsO the peak is at 3.75K
in zero field, ∆C ≈ 5J/molK, the transition gets broader and shifts down to 3.5K
in a magnetic field of 16T . Surprisingly, the anomaly in both doped and undoped
SmFeAsO does not get much broader under the application of an external magnetic
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Figure 4.17: Specific heat of CeFeAsO as function of temperature at different magnetic
field.
field. Conversely, the anomaly in undoped CeFeAsO sample fig.4.17 is more sensitive
to an external magnetic field: The peak shifts from 3.9K to 3.1K in only 5T and the
anomaly clearly gets broader in 7T . After subtraction of electronic, lattice contribu-
tion and magnetic Schottky contribution (see in table 4.1), the magnetic specific heat
Cm of CeFeAsO is shown in fig.4.18.
The entropy removal related to these peaks can be evaluated as Sm =
∫
Cm/T dT .
For both SmFeAsO and SmFeAs(O0.93F0.07), Sm tends to saturate to R ln 2 (see
Fig.4.19), as expected for a doublet ground state of Sm3+. This leads us to conclude
that the low-temperature peaks can be actually related to the AFM transition of the
whole Sm3+ sublattice with some little sensitivity to the electron doping
The estimation of magnetic entropy Sm in CeFeAsO shows that Sm tends to
saturate to 0.5R above 5K as shown in fig.4.20, definitely a lower value than Rln2,
differently from the case of SmFeAsO. This is essentially due to the different split
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Figure 4.18: The magnetic specific heat anomaly at the antiferromagnetic transition
in CeFeAsO.
Figure 4.19: The evaluation of magnetic entropy for the antiferromagnetic transition
in SmFeAsO(F).
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of the ground multiplets in the two cases as discussed below. We refrain to make
a quantitative analysis of data in high magnetic field due to the lack of data at low
temperature. However it is worth noting that the broadening of specific heat anomaly
in CeFeAsO suggests that the magnetic entropy tends to saturate at the same value
in magnetic field while this does not seem to be the case of Sm-samples.
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Figure 4.20: The evaluation of magnetic entropy for the antiferromagnetic transition
in CeFeAsO.
The specific heat peak at 5.3K in undoped SmAsFeO is related to an anomaly
in the dc susceptibility that reveals the magnetic origin of this phase transition [48].
Antiferromagnetic order has also been evidenced in CeFeAsO by neutron diffraction
experiments [49]. The antiferromagnetic ordering in CeFeAsO is also evidenced in
our specific heat data measure at zero field, since the low temperature part of the
magnetic anomaly fits very well with a power law T 3 (fig. 4.18), the conventional
behavior of antiferromagnetic ordering.
To get more insight on the phase transition, specific heat measurements were taken
in zero field with very small heat pulses (0.2%) in order to approach the transition
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more closely. After subtraction of a continuos background C0 = γT + βT
3 with (γ =
(42± 2)mJ/molK2) and (β = (0.36± 0.04)mJ/molK4) , analysis of the fluctuations
δC = C−(γT+βT 3) can be performed. Fluctuations above (+) and below (-) TN are
expected to scale with the reduced temperature t = |1−T/TN | as δC+/− = A+/−(t)−α
where TN , A
+/− are free parameters while the critical exponents α+/− must be the
same above and below TN being determined by the universality class of the phase
transition. By plotting log(δC+/−) as a function of log(t) separately for data above
and below Tc, we obtained the graph shown in fig.4.21. It is generally accepted that
the true critical exponents are obtained by getting extremely close to TN and this
requires excellent sample homogeneity and extremely small heat pulses during the
heat capacity measurements. In spite of the polycrystalline nature, our undoped
samples are very homogeneous and we performed a special run of measurements in
zero field with t < 0.2% which is limited by the accuracy on the reduced temperature
t we may experimentally achieve. Two parallel straight lines, one of which extends
over almost two decades, can be obtained by choosing TN = 5.392K, which, in turns,
is very close to the maximum of the C(T ) peak. Both these facts approach the ideal
conditions for the determination of critical exponents, although this point is rather
controversial in literature. We find that α+ = α− = 0.316 ± 0.01. Peaks in doped
SmFeAsOF and undoped CeFeAsO are more rounded. The reason can be due to
different homogeneity of the samples. So that the same analysis can not be extended
closed enough to TN to get significant clues of critical exponents. We made the same
thermal fluctuation analysis for the data we got from our home made device. The
parameters we obtain from this analysis as shown in fig.4.22 including: TN = 5.525K
and α+ = α− = 0.317 ± 0.01. Once again the result from this analysis shows a
good agreement between the two measurements, and especially gives a confirmation
for what we observed before on the data given by the measurement with a standard
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Figure 4.21: Thermal fluctuations above and below the specific heat anomaly at Tc
=5.392K in the undoped SmFeAsO polycrystalline sample.
PPMS calorimeter. This does not only mean that the home-made device can work
well but also confirm the critical exponent α+/− = 0.316± 0.1 even though this value
is rather controversial in literature.
4.2.4 Interpratation
Ordering of the RE sublattice have been observed in different oxypnictides, namely
REFeAsO derivatives with RE=Ce, Nd, Pr, Sm. Interestingly, there are many simi-
larities between oxypnictides and cuprates. In particular, AFM transitions at liquid
helium temperatures have been observed in both families of compounds. RE2CuO4
have been largely studied in the last fifteen years [50] so it is worth starting with a
review of the results obtained in these mirror compounds. Sm3+ (Ce3+) have five
(one) electrons, respectively, in their 4f shell. According to Hunds rules, the resulting
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Figure 4.22: Thermal fluctuations above and below the specific heat anomaly at Tc
=5.526K in a small piece of the undoped SmFeAsO polycrystalline sample obtained
by our home-made divice.
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free ion electronic ground state is 6H5/2(
2F5/2), i.e. a sixfold degenerate level with
total angular momentum of J = 5/2. In Sm2CuO4, Sm
3+ ions are located on sites
with C4v symmetry. At high temperature SmFeAsO has tetragonal crystallographic
structure with Sm3+ in C4v point symmetry, similarly to the case of Sm2CuO4. At
low temperature SmFeAsO passes to an orthorombic structure with Sm3+ in a C2v
environment. So, in the low temperature phase, Sm3+ has four identical bonds with
oxygen and four more bonds with As, two of which differ by only 0.01A˚ from the other
two [51]. Group theory predicts that a crystalline electric field with tetragonal sym-
metry splits the sixfold degenerated ground-state multiplet into three doublets [52].
Crystalline electric field (CEF) effects have been calculated by Sachidanandam et
al. [53] and by Strach et al. [54] for Sm3+ in the C4v environment of Sm2CuO4. The
J = 5/2 multiplet is split in three dublets, with a|5/2 > −b| − 3/2 > ground state, a
first |1/2 > excited state separated by 18.15meV and a (b|5/2 > +a|− 3/2 >) dublet
37.76meV at higher energy. Analysis of specific heat performed by Baker et al. [36]
reveals that the patter of the J = 5/2 multiplets is similar for SmFeAsO with a first
excited dublet at 22.92meV and a further dublet at 56.4meV from the ground state.
Similarly, CEF effects have been estimated for Ce3+ in CeFeAsOF by Chi et al. [49].
In undoped CeFeAsO, Ce3+ has local point symmetry C2v and the CEF levels have
three magnetic doublets in the paramagnetic state, with |1/2 > ground state and
(−c| − 5/2 > +d|3/2 >) and (d| − 5/2 > +c|3/2 >) excited states at 18.7meV and
67.7meV respectively. These doublets split into six singlets when the Fe ions order
(around 150K). Although deeper investigations are necessary to elucidate the ac-
tual split of Sm3+ levels oxypnictides, the above mentioned results depict the ground
multiplet of Sm3+ and Ce3+ ions in the relative compounds. Another peculiarity
that distinguishes Sm3+ from all other rare earths is its special uniaxial magnetic
anisotropy with an easy axis along the crystallographic c-axis. That was discussed
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in the case of Sm2CuO4 [53]. Experimental evidences for this in SmFeAsO are still
missed due to the lack of large single crystals but, due to the similarities between
the two compounds, a similar uniaxial anisotropy can be assumed also for SmFeAsO
and a respective term Han should be considered for the spin Hamiltonian describ-
ing this magnetic system. The ordered magnetic moment of Ce3+ in CeFeAsO has
been evaluated by neutron diffraction 0.83µB [55]. This estimation is not available
for Sm3+ in SmFeAsO, but carrying on the analogy with Sm3+ in Sm2CuO4 ,we
can assume that it is 0.37µB [56]. Note that within the simplest molecular field
approach, a double magnetic moment should imply four times larger TN for Ce
3+
in comparison with Sm3+. Experimentally this is not the case being TN larger for
SmFeAsO than for CeFeAsO. For the magnetic coupling among Sm3+ ions, we
may infer two different situations: short range interactions Hinplane , with probably
a predominant super-exchange origin, within the Sm-planes; and long range inter-
action HLR , mediated by conducting electrons in the FeAs planes and of RKKY
type, between the Sm-layers. It was noticed that SmFeAsO compounds present a
relatively high γ values, [29, 57] and Pauli susceptibility [58] that suggest some hy-
bridization/interaction of the electron wave functions with the Sm3+ magnetic ion.
Moreover, it should be noticed that charge doping in FeAs planes affects, but does
not drastically change the magnetic ordering of the Sm lattice, again, this situation is
quite similar to what happens in Sm2CuO4. However, CeFeAsO shows γ value close
to SmFeAsO (see table 4.1) and it behaves in similar way after doping, thus this can
not be considered the distinctive feature between the two compounds. In Sm2CuO4,
inelastic neutron diffraction experiments [56] have shown that the Sm lattice under-
goes an AFM transition with ferromagnetic sheets within the a planes, with the spins
in alternate sheets aligned antiparallel along the c-axis, a unique case within the
RE2CuO4 family of compounds [50] and for SmFeAsO we expect a similar type of
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order. This is unique case in the family of REFeAsO pnictides since Ce3+ and Nd3+
order antiferromagnetically with the spins along the ab - planes in CeFeAsO [55]
and NdFeAsO [59] respectively. Within this scenario, we may interpret our results.
In spite of the relatively low critical temperature, a very strong magnetic field is re-
quired to break this ordering. Up to 16T , the anomalies are quite sharp and we may
evaluate the initial slope of the critical field dBc/dT just considering the shift of the
specific heat peak. In this way we obtain dBc/dT = 160T/K and 70T/K for undoped
SmFeAsO and doped SmFeAsOF respectively. Such steep slopes are quite surpris-
ing if associated to critical temperature of ∼ 5K, and compared with what observed
in CeFeAsO, dBc/dT = 5.7T/K. High critical fields are typical for antiferromag-
nets with spin flip (flop) transitions and similar cases have been reported for heavy
fermion systems [60–65] quasi 2D antiferromagnet with triangular lattice [66] and
pyroclore structures [67]. The case of SmFeAsO remains, however, unprecedented
for the very small effects provoked by an external magnetic field and it is worth of
further discussion. Such insensitivity of the transition to an external magnetic field
can be tentatively related to the small magnetic moment of Sm3+, and, we believe
more importantly, to the uniaxial anisotropy. In spite of the experimental difficulties
(lack of single crystals, need of strong magnetic fields) the behavior of fig.4.15 reveals
an intriguing case for a spin reorientation (spin flip/flop or metamagnetic [52]) tran-
sition in an antiferromagnet. The external magnetic field competes with two types of
coupling (Hinplane within the Sm planes and HLR between Sm planes) and with the
single ion magnetic anisotropy (Han). This situation commonly leads to multicriti-
cal points with a variety of metastable magnetic configurations due to the interplay
between different energies [68]. The modality in which the external field reorients
spins depends on the field orientation with respect to the direction of the magnetic
order (represented by the Nel vector in an antiferromagnet). For fields parallel to
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the Nel vector, there is an abrupt reversal of the magnetization in alternated planes,
i.e. a spin flip(flop) transition, depending on the strength of the magnetic anisotropy.
For external magnetic field perpendicular to the magnetic order, there is a progres-
sive canting of the magnetic moments along the direction of the external magnetic
field. In our case we used polycrystalline samples so the external magnetic field is
along all possible directions. At the highest fields (≥ 20T ) the specific heat anomaly
gets broader. The broadening partially reflects the polycrystalline nature of the sam-
ple but it may be due to the appearance of a metastable magnetic phase. In this
case first order (metamagnetic) phase transition and different entropy balance are ex-
pected [68]. Within our experimental accuracy, we did not detect any latent heat but
more accurate experiments are required to clarify this issue. In fig.4.15, we may iden-
tify a low temperature edge that progressively shifts towards lower temperature while
the almost unperturbed kink of the C(T ) curve at 5.5K indicates that full saturation
of the magnetization in all directions requires huge external fields in SmFeAsO. This
suggests that the uniaxial anisotropy can be very high. We tentatively extend the defi-
nition of critical field Bc taking the low temperature knee of the transition and we may
plot Bc as a function of temperature as reported in fig.4.21. Bc(T ) approximatively
follows a power law Bc(T ) ∝ (TN − T )β with an exponent β ∼ 0.5 for temperatures
T > 0.2TN . Within a simple mean field approach, this behaviour is expected for spin
flip transition [69] and it has been reported for a Sm2CuO4 single crystal [70]. Single
crystal experiments will better clarify the actual magnetic phase diagram. Analysis
of the thermal fluctuations provides a critical exponent α = 0.316± 0.01 in zero field.
According to the previous discussion, we expect the magnetic order in the Sm lattice
to be a 3D Ising system (the ground state of Sm3+ being a doublet with uniaxial
anisotropy). In the case of purely short range interaction the expected critical expo-
nent α ranges between 0.1 and 0.15 [68]. The discrepancy we found is probably due
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to the presence of long range interaction (HLR) between the Sm planes. The behavior
of doped SmFeAsO0.85F0.15 is similar to what observed in undoped SmFeAsO and
it can therefore be interpreted in the same framework. The main difference is the in-
crease of free charges in the FeAs sheets that probably changes the magnetic coupling
(HLR) between the Sm planes. The relevant point is, however, that the AFM order
of the Sm sublattice is not dramatically affected by the disappearance of the spin
density waves in the FeAs planes and it coexists with superconductivity. This lead to
a very interesting question: what is the interplay between the AFM order in the Sm
sublattice and superconductivity? Evidence of interplay between superconductivity
and AFM have been reported for electron doped (SmCe)2CuO4: the temperature
dependence of the upper critical field, Hc2, on a sample with critical temperature
Tc = 11.4K displays an anomalous rate of increase at T/Tc = 0.5, which is just in the
vicinity of the Sm ordering temperature [71]. Moreover, penetration depth measure-
ments indicates a spin-freezing transition that dramatically increases the superfluid
density below TN [72]. Recently Lake et al. [73] have shown that in layered super-
conductors (LaBa)2CuO4 AFM order actually coexists with superconductivity and it
may directly affect the mixed state by straightening vortex lines. Huge Hc2 values of
SmFeAs(OF ) [74] do not allow to investigate it at low temperature. However, torque
measurements [75] in the mixed state of SmFeAsO0.8F0.2 single crystal have show an
anomalous increase of the anisotropy factor starting at 20K. This could be related
to the incipient AFM transition in Sm lattice and interplay between vortex lines and
incipient AFM order is taking place. The combination of huge Hc2 and insensitivity
of the AFM transition might have important consequences for applications that de-
serve further attention. In summary, we have performed specific heat measurements
on polycrystalline SmFeAsO sample up to 35T in order to investigate the magnetic
transition involving the Sm sublattice. The observed evolution of the specific heat
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Figure 4.23: Temperature dependence of the spin flip critical field.
anomaly in SmFeAsO reveals a surprising insensitivity to the application of strong
magnetic fields that somehow survives upon charge doping in SmFeAsO0.85F0.15 but
it is not present in CeFeAsO analogue. Our results shows an unprecedented case
of spin reorientation in an antiferromagnet. Comparing results on mirror Sm2CuO2
compounds we argue that this peculiarity of the Sm-based oxypnictides is related in
part to the small magnetic moment and mostly to the (uniaxial) magnetic anisotropy
of Sm3+ ions.
4.3 Study of molecular magnets
In this section, I report the magnetic study on some slected molecular magnets,
including Ni12 and Mn4 clusters. The Ni
II
12 cluster is formed by using of pyridine-
2-amidoxime in reaction with NiCl26H2O in the presence of NaOMe leading to a
novel structural features; each cluster molecule is a ferromagnet with a spin ground
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state of S = 6 arising from ferromagnetic exchange between the six octahedral NiII
ions, but intercationic interactions also affecting the magnetic properties. The Mn4
clusters in this work represent rare examples of tetranuclear Mn clusters possessing
the linear trans zig-zag topology, being the firstMnII/IV mixed-valent clusters of this
type. The molecular clusters can then be used as building blocks in tandem with the
(linear) linker dicyanamide ([N(CN)2]-, dca-) for the formation of a novel extended
network, which exhibits a rare form of the 2D herring bone topology.
4.3.1 Ni12 cluster
The red-brown crystal of [Ni12(py)C(NH)NO6(py)C(NH2)NO6Cl2(MeOH)2]Cl4 ·
5MeOH (1 · 5MeOH) is formed in reaction between NiCl26H2O, (py)C(NH2)NOH
and NaOMe in an 1:1:2 molar ratio in MeOH. More detail in chemical synthesis and
characterization of this compound is report in reference [76].
Figure 4.24: Molecular structure of the Ni12 cluster emphasizing its triple-decker
character.
The solid-state dc magnetic susceptibility (χM) of the sample was measured in the
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Figure 4.25: Schematic presentation of the coupling scheme used to model suscepti-
bility data for the Ni12.
Figure 4.26: Plot of χMT as a function of T; the solid line represents the fit of the
data to the theoretical model.
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(2− 300)K range in a 0.1 T field, and is plotted as χMT vs T in Fig.4.26 . χMT at
300K is 6.6 cm3Kmol−1, in good agreement with the (g=2.1) value expected for the
six contributing octahedral NiII atoms. The value of χMT increases gradually and
continually as T decreases reaching a maximum value of ∼ 14.5cm3Kmol−1 at 6K,
before decreasing to 10.15 cm3Kmol−1 at 2K. This behavior suggests the presence of
dominant intramolecular ferromagnetic interactions, with magnetic anisotropy and/or
the presence of (weaker) antiferromagnetic intermolecular interactions being respon-
sible for the downturn in χMT at low temperature. Indeed this is consistent with
the crystal structure (vide infra). The value expected for S = 6 is ∼ 23cm3Kmol−1
(g = 2.1). In order to fit the high-temperature χMT data we modeled the Ni6
magnetic core with the 2J-model described in fig.4.25 (the octahedral NiII atoms
define two triangles related by the inversion centre) employing the Hamiltonian H =
−2J1(Ŝ1Ŝ1′ + Ŝ1Ŝ3+ Ŝ2Ŝ3+ Ŝ1′Ŝ3′ + Ŝ2′Ŝ3′)− 2J2(Ŝ2Ŝ1+ Ŝ1Ŝ3′ + Ŝ3Ŝ1′ + Ŝ1′Ŝ2′). The
fit is good down to approximately 25 K, and affords the parameters J1 = +4.25 cm−1,
J2 = +2.28 cm−1 with g = 2.11. This results in an S = 6 ground state with S = 5
(5.94 cm−1) and S = 4 (6.82 cm−1) excited states lying relatively close in energy. A
careful look at the structure reveals closely packed 2D layers of Ni12 molecules, with
the counter anions between these layers propagating further interactions. Although
each cluster is a ferromagnet with S = 6, relatively strong antiferromagnetic interac-
tions throughout the crystal clearly complicate the analysis of the low-temperature
behavior. Fig.4.27 shows the dc-field magnetization data M(H) collected in the range
(0− 7)T for several temperatures between 2 and 20 K. M(H) at the lowest tempera-
tures initially rises quickly, as expected for ferromagnetism, and then keeps increasing
slowly even at the highest applied fields, without reaching saturation. As for the sus-
ceptibility data, this behavior is consistent with intermolecular antiferromagnetic in-
teractions, likely combined with some degree of magnetic anisotropy. For comparison,
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Figure 4.27: Magnetization vs field data for Ni12 at three different temperatures.
The solid lines represent the theoretical Brillouin curves at 20 and 5 K assuming
uncorrelated S = 6 cations.
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we have also plotted the calculated Brillouin curves assuming uncorrelated molecules
with S = 6, g = 2.0 and D = -0.8 K for two representative temperatures. One can
see that the experimental data tend to lie below the calculated curves, suggesting
the influence either from antiferromagnetic intermolecular correlations or from low-
lying excited spin states. For these S and g, detectable improvements are obtained
only by changing D to values exceeding any physical meaning. Since this applies
also at the lowest investigated temperatures, in which the influence of excited states
should be negligible, we conclude, in agreement with the susceptibility data, that
antiferromagnetic interactions between cations are important. Fig.4.28 shows the
collected specific heat C(T,H) data of Ni12 as a function of temperature for several
applied fields. No particular feature is detected except for a very broad anomaly
around 2 K at zero applied field, whose magnetic nature is proven by the fact that
it quickly moves towards higher temperatures as the field H is increased. As typical
for molecule-based materials [7], the contribution to the total C arising from lattice
vibrations dominates as T increases above that of liquid helium. A reasonable fit of
the experimental specific heat of Ni12 (dashed line in Fig.4.28 ) provides the Debye
temperature θD = 39 K. The magnetic contribution Cm (see inset) is then obtained
by subtracting the lattice contribution to the total C. This analysis reveals a bump
centered at ∼ 9 K, that we associate with a Schottky-like anomaly, i.e. crystal-field
splitting of the S = 6 multiplet. By decreasing the temperature, magnetic correlations
within the 2D layers show up in the anomaly centered at ∼ 2 K. To properly asso-
ciate these features to the magnetic contribution, we estimate the magnetic entropy
content δSm/R =
∫
Cm/(RT ), dT . This tends at high-T to the value of 2.8 R, which
is in fair agreement with the magnetic entropy expected, R ln(2S + 1) = 2.56R (pro-
vided the spin value is S = 6) and consistent with the magnetization data. Since the
lattice contribution is sensibly larger than Cm (see Fig.4.28 for direct comparison),
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the latter is affected by an important uncertainty. This inhibits us from providing
anything other than a qualitative analysis of the experimental data. In conclusion,
Figure 4.28: Specific heat C normalized to the gas constant R vs T in the indi-
cated temperature and field ranges. Inset: Magnetic contribution Cm as obtained by
subtracting the lattice contribution (dashed line) to C.
the initial use of (py)C(NH2)NOH in 3d metal chemistry has afforded a beautiful
and unusual ferromagnetic dodecametallic NiII cluster. The Ni12 clusters show be-
havior of single molecular magnets with some evidences of weak AF intermolecular
interaction. And this suggests that reactions of this ligand with other paramagnetic
metal ions promises to deliver many new and exciting clusters.
4.3.2 Mn4 cluster
The mixed valence MnII/IV tetranuclear clusters used in this work include:
[MnII2 Mn
IV
2 O2(heed)2(EtOH)6Br2]Br2(1)
[MnII2 Mn
IV
2 O2(heed)2(H2O)2Cl4] · 2EtOH ·H2O(2 · 2EtOH ·H2O) (2)
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[MnII2 Mn
IV
2 O2(heed)2(heedH2)2](ClO4)4 (3)
[MnII2 Mn
IV
2 O2(heed)2(MeCN)2(H2O)2(bpy)2](ClO4)4 (4)
[MnII2 Mn
IV
2 O2(heed)2(bpy)2Br4] ·2MeOH(5 ·2MeOH) (5) and an extended network
([MnII2 Mn
IV
2 O2(heed)2H2O)2(MeOH)2(dca)2]Br2)n (6). The synthesis is reported
in reference [77].
DC magnetic susceptibility studies were carried out on crystalline samples (1− 6)
in the 4 − 300K temperature range in an applied field of 0.1 T. The behavior of
1− 6 is essentially identical (within this temperature range) and so here we limit our
discussion to complex 1. The room temperature value of χmT in 1 (Fig.4.31) is slightly
lower (10.67 cm3mol−1K) than the expected value of ∼12.5 cm3mol−1K for four non-
interacting Mn ions (2 MnII , 2 MnIV ), indicative of dominant antiferromagnetic
exchange between the metal centers. χmT then slowly decreases with temperature
before dropping more abruptly at approximately 125 K, reaching a value of 3.36
cm3mol−1K at 4 K. Simulation of the data using the 2 - J model described in Scheme
2 and spin Hamiltonian eq.1.32 afforded the parameters S = 0, g = 1.98, J1 = -1.50
cm−1 and J2 =-11.8 cm−1 [78]. The 1st (S = 1) and 2nd (S = 2) excited states lie just
0.32 and 1.01 cm−1 above the S = 0 ground state, explaining the relatively large value
of 3.36 cm3mol−1K observed at 4 K. H = −2J1(Ŝ1Ŝ2+Ŝ3Ŝ4)−2J2(Ŝ2Ŝ3) (1) Detailed
Figure 4.29: Crystal structure of the actual 2D herring bone topology.
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Figure 4.30: The exchange interaction scheme.
field-dependent heat capacity experiments were conducted for 6 (Fig.4.32). The first
striking feature is a λ-type anomaly observed at T =3K, having a relative height of
∼ 1.2R. Because its position and height are insensitive to the applied field (Fig.4.32
a) and there is no counter part in the magnetic susceptibility (Fig.4.31), we conclude
that this anomaly is of non-magnetic origin, and likely associated with a structural
transition. At much lower temperatures, a second sharp peak occurring at TN = 0.72
K reveals the onset of a phase transition [7], whose magnetic origin is proven by the
fact that it is completely removed by applying fields of sufficient intensity (Fig.4.32a).
One can notice though that it is hardly affected by the relatively large field B0 = 1 T,
suggesting the transition is to an antiferromagnetically ordered state. To get a deeper
understanding of the magnetic ordering, we estimate the magnetic contribution Cm.
Noting that fields higher than ∼ 5 T are enough to shift any magnetic contribution
well above 2K (Fig.4.32a), we obtain Cm by subtracting the experimental specific heat
measured for B0 = 7 T to the total zero-field specific heat C. The result is depicted
in Fig.4.32b, together with the curve obtained similarly for B0 = 1 T. The long tail
above TN reflects the presence of magnetic correlations, probably existing within the
2D extended networks. At the lowest temperatures, the experimental specific heat
displays a T 2 dependence, Cm ≈ AT 2 with A ' 23mJK−3mol−1, suggesting the
existence of 2D spin waves with a linear dispersion relation. Finally, the estimate of
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Figure 4.31: Plot of χmTvsT obtained for 1 (D) along with the best-fit (solid red
line) affording the spin Hamiltonian parameters J1 =-1.50 cm−1, J2 =-11.8 cm−1 and
g = 1.98.
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the zero-field magnetic entropy content ∆Sm/R =
∫
Cm/(RT ), dT provides a curve
tending at higher T to the value of ∼ 1.5R. The latter is close to the value of the
magnetic entropy Rln(2S +1)=1.61R, expected for spin S=2, in agreement with the
dc susceptibility data that showed that both S = 1 and S = 2 states are within just
1 cm−1 of the S = 0 ground state
Figure 4.32: (a) Plot of the experimental specific heat C normalized to the gas con-
stant R in the indicated temperature and field ranges. (b) Low temperature magnetic
contribution Cm to the specific heat. The solid line is the calculated contribution as-
sociated with spin-wave excitations.
In summery, bulk magnetic susceptibility measurements show dominant butweak
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antiferromagnetic exchange between the metal centres in the 4300 K temperature
range. The temperature and field dependencies of the heat capacity reveal that the
Mn4 cluster undergoes a phase transition at 0.7Kto an antiferromagnetically ordered
state and has a relatively large amount of low-dimensional magnetic fluctuations
at higher temperatures, in agreement with the 2D structure and that the feature
observed at 3 K is non-magnetic (structural) in nature.
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During my thesis work, totally five different types of calorimeter have been fabricated
successfully. Three of them have been tested and shown very good performance. The
calorimeter made based on 2µm thick membrane of Si has an extremely small ad-
denda. The addenda heat capacity of this device is estimated less than 1nJ/K at 4K.
The performance of the device has been tested with a small piece of SmFeAsO with
the mass ∼ 0.6mg. The result obtained from this measurement showed a very good
agreement with what obtained by a commercial QD-PPMS calorimeter. This device
is suitable with AC steady method as introduced in the appendix and reference [79].
We plan to implement this method in the next future. The features of calorimeters
based on Si-N membranes like the calorimeters type III and type IV developed in this
work fit well with the thermal relaxation method. The devices are designed smaller
than the ones made from Si membranes. The calorimeter type III made by 200 nm
thick Si N membrane shows very small heat addenda capacity. The addenda heat
capacity of the device is about four odor of magnitude smaller than that of a PPMS
calorimeter at room temperature. The use of Platinum for all electrical components
doesnt only make the fabrication of the device more simple and effective but also
bring possibilities of using this device for measurement with high sensitivity even
above room temperature. The performance of the device has shown a very good
agreement with the data obtained from PPMS calorimeter in the test on 0.25 mg
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(NaMn3)Mn4O12 cluster. Among all the calorimeters that I have developed, the
last one is the best with a special design that can support both heat capacity and
thermal conductivity measurements. In terms of heat capacity, it is possible to use
the devices for measuring from room temperature to liquid 4He. The sensitivity is
represented by dR/dT ∼ 1700Ω/K at 10K and increased up to 15400Ω/K at 2K. The
devices show a very small addenda. It is 104 times smaller than the addenda of the
PPMS calorimeter at 300K and more than 100 times smaller at 10K. Below 10K the
relaxation gets fast leading to difficulties of observing it. The sensitivity of the de-
vice has been proved in the measurement of the Ba(Fe0.986Co0.07As)2O single crystal,
which revealed a small bump in the heat capacity data related to the superconducting
transition at about 22K. In terms of thermal conductivity point of view, the device
shows a small value of thermal conductance, about 7 µW/K at room temperature
and become less than 1µW/K at liquid 4He temperature. The absolute value of the
thermal conductance of our home made device is several times smaller than that
of a commercial PPMS thermal conductivity sensor. The advantage in our device is
that it can support the measurement on single crystals of few mm. The ability of
using the device for thermal conductivity measurement has been confirmed with the
measurement done on a piece of SmFeAsO polycrystaline sample. The result showed
a fairly good agreement with that measured by a commercial device on a massive
sample. We plan to use the device to measure thermal conductivity in a next future.
we have studied the heat capacity of a new family of superconducting Iron Ar-
senide based pnictides REFeAsO(F) with RE is rare earth La, Sm, Nd. The two
series of SmFeAsO(F) and CeFeAsO(F) have been investigated. These two series
show some common behaviors: On the undoped samples, there are spin density wave
transition at high temperature (150 - 180K) and an AF magnetic ordering transition
at low temperature (3 - 5K). The spin density wave transition gradually reduced
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the amplitude when Fluorine doping is introduced. It completely disappears when
the doping is optimal and replaced by a superconducting transition. In the optimal
Fluorine doped compounds, the SmFeAsO0.85F0.15 shows a superconducting transi-
tion at about 47K, while the superconducting transition appears at about 29K in
the optimal doping CeFeAsO0.85F0.15. Among all the elements in this new family of
superconducting material, Sm case is odd and interesting. The peak related to AF
ordering at about 5.39K is sensitive to only very strong applied magnetic field. It
remains very sharp under the field up to 12T. It start becoming rounded under the
field of 16T, and get more rounded at higher magnetic field, while the AF ordering
peak at about 3.6K in CeFeAsO is almost washed out with a magnetic field of 7T.
The specific heat on the critical region of the AF peak of SmFeAsO showed a value
of critical exponent α+/− = 0.31. This study leads us to conclude that the SmFeAsO
has an antiferromagnetic ordering of Sm3+ sublattice. In the compound there exist
two types of interaction originating from Sm3+ lattice: The interaction of Sm3+ ions
in plane, and the interaction of Sm3+ ions between the planes. The insensitivity
of the AF ordering peak is due to the high anisotropy of the Sm3+ ions. In doped
compounds, the AF ordering peak and superconducting transition exist simultane-
ously leading to the question that what is the interplay between the AF ordering and
superconductivity.
The initial use of (py)C(NH2)NOH in 3d metal chemistry has afforded a beautiful
and unusual ferromagnetic dodecametallic NiII cluster. The susceptibility study on
Ni12 cluster shows intramolucular ferromagnetic interactions. The magnetization
on bulk sample also shows relative strong antiferromagnetic interactions between
the molecules throughout the crystal. Bulk magnetic susceptibility measurements on
Mn4 clusters show dominant bu tweak antiferromagnetic exchange between the metal
centres in the 4300 K temperature range. The temperature and field dependencies of
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the heat capacity reveal that the Mn4 sample undergoes a phase transition at 0.7 K
to an antiferromagnetically ordered state and has a relatively large amount of low-
dimensional magnetic fluctuations at higher temperatures, in agreement with the 2D
structure and that the feature observed at 3 K is non-magnetic (structural) in nature.
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Appendix A
A.1 Appendix chapter I
A.1.1 Quantum Tunneling and Quantum Coherence
If we consider a ball in a container characterized by two wells fig.A.1, it may be either
in the left or in the right well, but once a choice is made it is clear that its state is
described for instance by the statement: the ball is in the right well. It can change
its state, by overcoming the barrier ∆E separating the two wells, and then roll down
into the left well. A quantum object in the other hand always has a wave nature, and
if the wavefunction of the left-hand particle extends over to the right-hand well, and
vice versa, the state of the particle must be described by a superposition of the two
states. Since the wavefunction of the left well extends to the right wall with a nonzero
value, the probability of observing the left ball in the right well is different from zero:
therefore the ball can be both in the right- and in the left-hand well. It is as if the
particle could pass from left to right without climbing the barrier, but tunneling; the
effect is in fact called quantum tunneling, and is one of the most typical manifestations
of quantum mechanics. The actual possibility of observing tunneling depends on the
extent of the interaction of the two wavefunctions. In fact, if the two wavefunctions
overlap there must be an interaction between them which splits the two degenerate
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levels in the left and right well, giving rise to a so-called tunnel splitting, ∆T (Figure
1b). One of the two coupled levels is of lower energy than the degenerate levels, while
the other is of higher energy. The possibility of tunneling is related to the relative
energies of the tunnel splitting and of the barrier. The smaller the ratio between the
two the smaller the possibility of observing tunneling. In general, a system always has
Figure A.1: Tunneling in a double well system a. Noninteracting states; b. interacting
states giving rise to tunnel splitting ∆T ; c.Tunneling from a metastable state.
some interaction with the environment. If the particle is localized in a metastable
state Fig.A.1.c it can tunnel out of the metastable state. No energy is involved if
the particle is isolated from the environment, whereas coupling to the environment
means that the particle loses energy with the tunneling. The interactions with the
environment will tend to localize the particles, because the interactions will make one
well more attractive than the other (that is, reduce the energy of one of the wells). In
the case of strong coupling with the environment, which means that this interaction
is much larger than the tunnel splitting, the particle will stay localized in one of the
two wells, and will not tunnel. For intermediate coupling the particle can tunnel, but
jumping incoherently from one well to the other. This means that one particle will
tunnel, and localize for some time in the other well, and then tunnel again, but in
an irregular way. The third case is that of weak coupling when the tunnel splitting
is large compared to the interaction with the environment, and the particle oscillates
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coherently between the two minima. The conditions for observing coherent tunneling
are severe. Evidence for coherent tunneling is the observation of energy absorption
at a frequency corresponding to the tunnel splitting.
A.1.2 Magnetic Relaxation in Systems with Large Spin
consider a system with a well defined ground spin state, characterized by a large value
of S (for example Mn12ac with S=10). The unperturbed Hamiltonian includes the
effect of an external magnetic field parallel to the unique axis of the cluster and of its
axial splitting as a result of crystal-field effects. At this level of approximation only
the second-order crystal-field effects will be included. h0 Hamiltonian can be written
as Eq.A.1
H0 = D[S2z − S(S + 1)/3] + gµBHzSz (A.1)
where D is a negative constant for the system of interest and Hz is the magnetic field
strength in the z direction. D is one of the parameters of the so-called Zero Field
Splitting (ZFS) because it removes the degeneracy of the S multiplet. The energies
of the spin levels corresponding to H are in fact easy to calculate as given by Eq.A.2,
where −S ≤MS ≤ S.
E(MS) = D[M
2
S − 1/3] + gµBHzSz (A.2)
Fig.A.2.a shows the energy levels. without external field, the levels are degenerate
pairs, exceptMS = 0. Since D is negative theMS = S levels will lie lowest. In Fig.A.2
the states with positive MS are plotted in one potential well, and those with negative
MS in the other. A system like this is characterized by magnetic anisotropy along the
”easy axis”, which means that the magnetization is preferentially oriented parallel
to the z axis When a field is applied parallel to the z axis the levels characterized
by a positive MS correspond to a projection of the magnetization antiparallel to
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Figure A.2: Energy levels for a spin state S with easy axis magnetic anisotropy.
The +M levels are localized in the left well and the -M levels in the right well. a)
In zero field the two wells are equally populated; b) the application of a magnetic
field selectively populates the right well; c) after removing the field the return to
equilibrium occurs through a series of steps
the field, while those with negative MS correspond to magnetization parallel to the
applied external field (Fig.A.2.b. At zero field, the separation between the |MS| and
|MS − 1| levels is given by (2|MS| − 1)|D|. Now apply magnetic field to the system
parallel to the z axis. If T is low and Hz large the MS = 10 state will be the only
one populated and the magnetization reaches the saturation value. When the field
is removed the system must go back to thermal equilibrium ”relaxation”; Fig.A.2.c.
At the equilibrium, half of the molecules must be in the MS = 10 and half in the
MS = −10 state, and so the magnetization is 0. The relaxation (the return to the
equilibrium)can be monitored by measuring the magnetization as a function of time
(M(t)). For a simple system this occurs with an exponential decay Eq.A.3, with τ is
the relaxation time]
Mz(t) =Mz(0)exp(−t/τ) (A.3)
The relaxation process is made possible by the coupling of the spin system to the
environment. An important source of coupling is the spin-phonon interaction, which
originates from the perturbation of the crystal field induced by lattice vibrations. The
allowed transitions are from a state |MS〉 to |MS ± 1〉 and |MS ± 2〉. So, a spin at
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the bottom of the right well can absorb phonons to climb to the top of the barrier,
and then emits phonons while falling down to the bottom of the other well. The
transistion of a spin from one state, with MS = p, to the other, with MS = q, is
mediated by spin-phonon coupling Vpq. In the limit kT  ∆E and a weak magnetic
field, the relaxation time can be expressed by the Eq.1.1
τ = τ0exp(∆E/kT ) (A.4)
τ0 =
2pi
3
h¯2ρc5
V10
[
S2
∆E
]3
where ρ is the speed of sound in the material, c is the speed of light in vacuum and
∆E is the energy barrier. The spin-phonon coupling in τ0 is V10 because the last step
in climbing the barrier is the slowest one. So that it determine the rate of the entire
process.
A.1.3 Spin Tunneling
A.1.4 The Zero field case
At low temperature only the degenerate MS = 10 levels will be populated, but, as
long as the Hamiltonian H0 Eq.A.1is valid the two states are orthogonal to each
other, and there is no possibility of tunneling. In principle, since the two states are
degenerate, every linear combination will be an eigenfunction of the system. But to
observe tunneling the two functions must be admixed by some suitable perturbation.
Therefore, if we want to observe tunneling we must introduce the perturbation h1
that allows the mixing of the two states. The tunneling process involving otherwise
degenerate levels is named resonant tunneling. [80–82] From the physical point of
view it is possible to think of a distortion which removes the axial symmetry that we
have assumed for H0. This situation corresponds to the introduction of an anisotropy
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in the xy plane a transverse anisotropy. A convenient form for the H1 Hamiltonian is
Equation A.5 where E is a parameter, which, without loss of generality, [83] is limited
to be
H1 = E(S2x − S2y) (A.5)
The full Hamiltonian is H = H0+H1, and the eigenstates of the Hamilonian now are
admixture of |MS〉 states. Eq.A.5 directly couples states differing in MS by ±2. So
no admixture of MS = +10 and MS = −10 is possible at this level of approximation.
Therefore an admixture is possible for the MS = 10 states, but only at the tenth
order in perturbation theory and the tunnel splitting ∆T of the MS = ±10 levels
will be extremely low. The energy levels appropriate to Hamiltonian including the
transverse anisotropy term, with an apply magnetic field parallel to the easy-z axis, is
shown in the Fig.A.3 [] It is apparent that for small values of E/D the highest energy
Figure A.3: Energy levels for a spin state S=10 as a function of an axial magnetic
field. Left: E/D=0.01; center: E/D=0.1; right: E/D=1/3, D = 0.1cm1.
levels begin to split even in zero field, while the lowest-lying levels remain essentially
degenerate. On increasing the transverse anisotropy further, matters become more
complex on the high part of the graph, because of the extensive mixing of the levels.
An interesting feature is that new quasidegeneracies are established, which show up
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clearly at the E/D=3 limit. However, since we are interested at the behavior at low
temperature, where only the lowest-lying levels will be populated, the perturbation
approach is still valid. The Split levels can be expressed by Equations A.7, where
the |S∗〉 fucntions are localized states provided by pertubation theory at orders lower
than S [84].
|0〉 = [| − 10∗〉+ |+ 10∗〉] /
√
2 (A.6)
|1〉 = [| − 10∗〉 − |+ 10∗〉] /
√
2
The amplitudes of the wavefunctions given in Eq.A.7 are very small through the
potential barrier and large on both sides. Tunneling may occur not only between the
lowest lying states MS = ±S, but also between pairs of degenerate excited states
[85–89]. This phenomenon is called the phonon-assisted (or thermally activated)
tunneling mechanism. The spin at ground state can absorb phonons to jump and
populate the higher states MS involved in the tunel process. This mechanism gives
a shortcut for the relaxation of the molecule. So instead of going to the top of the
barrier, the molecule may find a shortcut and tunnel as shown in the Fig.A.4. In a
Figure A.4: Tunneling between thermally activated states.
coherent tunneling process the wavefunction, which initially is prepared to correspond
to the localized | − 10∗〉 state, should indefinitely oscillate as in Eq.A.7.
|ψ(t)〉 = | − 10∗〉 cos(ωT t) + |+ 10∗〉 sin(ωT t) (A.7)
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In incoherent tunneling the spin goes from the | − 10∗〉 state to the | + 10∗〉 and
stays there. In this process energy is exchanged with the environment. The damping
of the oscillations described by Eq.A.7 must be associated [90] with: 1) the dipolar
interaction of the spins of one molecule with those of the other molecules, 2) the
interaction of the electron spins with nuclear spins present in the molecule.
In magnetic field
When a magnetic is applied parallel to the z axis, the energy of the MS levels change
with a slop of MSgµB as depicted in the fig.A.3. It is apparent that the pairs of
±MS levels will no longer be degenerate, and the conditions for tunneling will be
lost. Since the energy of the +MS level increases and that of the −MS − n level
decreases, they will have to meet somewhere, restoring the conditions for resonant
tunneling. And the tunneling of the system is visualized by the Fig.A.5. The field at
which this occurs, for axial symmetry and considering only second-order anisotropy
terms, is given by Equation A.8 where D = D/gµB, and n=0, 1, 2...
Hz = nD
′ (A.8)
if we consider only the axial second-order ZFS parameter is included, all the +MS
levels will cross the −MS+n levels at the same field. This is no longer true if higher-
order terms are included. The transverse anisotropy mixes the MS levels at those
fields making tunneling of the magnetisation possible. This tunneling phenomenon
gives rise to the relaxation of magnetisation. The evidence for this is that there are
steps at regular field intervals in the magnetic hysteresis curve of Mn12ac as shown
in the Fig.A.6 []. This is also known as Quantum Tunneling of the Magnetisation.
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Figure A.5: a. At zero field, the M levels on the left and right are in resonance; b.
Application of a magnetic field lifts this degeneracy; c. At a certain field levels on
the left and right come into resonance again.
Figure A.6: Quantum Tunneling of the Magnetisation of Mn12ac.
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A.1.5 Magnetocaloric effect
The Magnetocaloric effect (MCE) is a magneto-thermodynamic phenomenon in which
a reversible change in temperature of a suitable material is caused by exposing the
material to a changing magnetic field. The process is shown in the Fig.A.7 This
phenomenon gives an application of cooling sample down to very low temperature.
Consider a sample of a paramagnetic salt, which contains N independent magnetic
moments. Without applied magnetic field, the magnetic moments point randomly and
the system have no net magnetization. When a magnetic field is applied, the mag-
netic moments will be aligned and produce a magnetization. Increasing temperature
reduces the magnetization, increasing the magnetic field increases the magnetization.
This is the fact that the magnetization is a function of B/T. At very high tempera-
ture, the magnetic moments all point in random direction and the net magnetization
is zero. The thermal energy kBT is so large that all states are equally populated. If
the magnetic moments have J=1/2, they can only point parallel or antiparallel to the
magnetic field. So that there are W = 2N ways of arranging up and down magnetic
moments. And the magnetic contribution to the entropy, S is
S = kB lnW = NkB ln 2 (A.9)
In general case of J 1/2, then W = (2J + 1)N and the entropy is
S = NkB ln(2J + 1) (A.10)
As the temperature is reduced, states with low energy become more preferable for spin
to populate. The degree of alignment of magnetic moments parallel to the magnetic
field increase and the entropy falls. At low temperature, all the magnetic moments
will align with the magnetic field to save energy. In this case there is only one way of
arranging in the system. and therefore the entropy S=0. The principle of magnetic
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Figure A.7: Quantum Tunneling of the Magnetization of Mn12ac.
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cooling a sample is demonstrated in the Fig.A.7. The paramagnet is cooled down to
a low starting temperature by using liquid helium. Then the process can be divided
into 2 steps. The first step is isothermal magnetization: In this step, the temperature
is kept constant at a certain temperature T0 by using an exchange gas such as He
gas to thermalize the paramagnet with the thermal bath, during the magnetization.
The alignment of the moments is increased by increasing the strength of the magnetic
field. And so, the energy and entropy of the magnetic system will be decreased. The
second step is to thermally isolate the sample from the helium bath (by pumping all
the exchange gas away). Then the magnetic field is reduced slowly to zero, so that
the demagnetization is kept quasi-static, and the entropy is constant. This is the
adiabatic demagnetization process. During this process, the total entropy remains
constant. But the entropy contributed by the magnetic moments increase since the
magnetic moments point randomly when the field is turned off. This increasing of
magnetic entropy is exactly equal to the decreasing of the entropy of the phonons,
which reduces as the sample is cooled. The entropy actually is the exchanged between
the magnetic spins and phonons. In the real system, there is always a small residual
internal field due to the interactions between the moments. This leads to the fact
that spin entropy falls to zero at a temperature a little bit higher than absolute zero.
The amplitude of this field determines the limit on the lowest temperature that the
sample can be cooled. Therefore, in application of cooling, the magnetic salt is always
required to have a residual field as small as possible.
A.1.6 Superconductivity
Electrical resistance in metals arises because electrons propagating through the solid
are scattered due to deviations from perfect translational symmetry. These are pro-
duced either by impurities (giving rise to a temperature independent contribution
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to the resistance) or the phonons - lattice vibrations - in a solid. Superconductivity
occurs in many metallic elements of the periodic system and also alloys, intermetallic
compounds and semiconductors [91].
In a superconductor below its transition temperature Tc, there is no resistance be-
cause these scattering mechanisms are unable to impede the motion of the current
carriers. The current is carried in all known classes of superconductor by pairs of
electrons known as Cooper pairs [?, 92]. The mechanism by which two negatively
charged electrons are bound together is still controversial in ”modern” superconduct-
ing systems such as the copper oxides or alkali metal fullerides, but well understood
in conventional superconductors such as aluminum in terms of the mathematically
complex BCS (Bardeen Cooper Schrieffer) theory. The critical temperature can be
estimated by Eq.A.11
Tc = 1.14ΘDexp [−1/UD()] (A.11)
where ΘD is Debye temperature, U is the electron-phonon interaction and D is electron
density of orbitals of one spin at Fermi level. The essential point is that below Tc
the binding energy of a pair of electrons causes the opening of a gap in the energy
spectrum at Ef (the Fermi energy - the highest occupied level in a solid), separating
the pair states from the ”normal” single electron states. The size of a Cooper pair is
given by the coherence length which is typically 1000 (though it can be as small as 30
in the copper oxides). The space occupied by one pair contains many other pairs, and
there is thus a complex interdependence of the occupancy of the pair states. There
is then insufficient thermal energy to scatter the pairs, as reversing the direction
of travel of one electron in the pair requires the destruction of the pair and many
other pairs due to the nature of the many-electron BCS wave function. The pairs
thus carry current unimpeded. A sufficiently strong magnetic field will destroy the
superconducting state. The critical value of applied magnetic field for the destruction
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of superconducting state is denoted Hc(T ) and is a function of temperature.
Meissner effect
When a superconductor is placed in a weak external magnetic field H, the field pene-
trates the superconductor only a small distance, called the London penetration depth,
decaying exponentially to zero within the bulk of the material, leading to zero mag-
netic induction in the interior. When a material is placed in a magnetic field and is
then cooled down through the transition temperature from the normal to supercon-
ducting state, it actively excludes magnetic fields from its interior. This phenomena
was discovered in 1933 by Messner and Ochsenfield in 1933 and then is called the
Meissner effect. This effect is demonstrated in the fig.A.8 The Meissner effect was ex-
plained by the brothers Fritz and Heinz London, who showed that the electromagnetic
free energy in a superconductor is minimized provided:
∇2B = B/λ2L (A.12)
Eq.A.12 is well known as London equation, where B is magnetic fiel, λL is London
penetration depth. The solution for this equation is shown as Eq.A.13
B(x) = B(0)exp(−x/λL) (A.13)
with penetration depth λL is given by:
λL =
(
ε0mc
2nq2
)1/2
(A.14)
where m is the mass, q is the charge of the particle and n is the particle concentration.
The London equation solution (Eq.A.13) clearly shows the Messner effect that the
magnetic field is not allowed in the interior of a superconductor. This constraint to
zero magnetic field inside a superconductor is distinct from the perfect diamagnetism
which would arise from its zero electrical resistance. Zero resistance would imply
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that if you tried to magnetize a superconductor, current loops would be generated to
exactly cancel the imposed field (Lenz’s law). But if the material already had a steady
magnetic field through it when it was cooled trough the superconducting transition,
the magnetic field would be expected to remain. If there were no change in the applied
magnetic field, there would be no generated voltage (Faraday’s law) to drive currents,
even in a perfect conductor. Meissner effect suggests that perfect diamagnetism is an
essential property of superconducting state. The superconducting state is an ordered
state of conduction electrons of the metal. This ordered state is the formation of the
loosely associated pairs of electrons. The electrons are ordered at temperature below
transition temperature and they are disordered above transition temperature. The
Figure A.8: Meisser effect in a superconducting sphere cooled in a constant magnetic
field, at the temperature below transition temperature the line of induction B is
ejected from the sphere.
expected magnetization of a superconductor is sketched in Fig.A.9.a. Pure specimens
of many materials exhibit this behaviour. They are called type I superconductors,
or soft superconductors. The values of Hc are always low for type I superconductors.
Other materials exhibit a magnetization curve of the form in Fig.A.9.b and are known
as type II superconductors. They tends to be alloys or transition metals with high
resistance at normal state. Type II superconductors have superconducting electrical
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property up to a field denoted Hc2. Between the two critical magnetic fields (Hc1
and Hc2) the flux density B 6= 0, the Meissner effect is said to be incomplete, and
the superconductors exist in a mixed state of normal and superconducting regions.
This is sometimes called a vortex state, because vortices of superconducting currents
surround filaments or cores of normal material. The two critical magnetic fields can
be estimated as following equations:
Hc1 =
ξ
λ
Hc (A.15)
Hc2 =
λ
ξ
Hc (A.16)
Where ξ is the coherence length, and λ is the London penertration depth
Figure A.9: a. For a type I superconductor, magnetic flux is expelled, producing
a magnetiztion M that increases with applied magnetic field H until a critical field
Hc is reached, at which it falls to zero as with a normal conductor; b. A type
II superconductor has two critical magnetic field (Hc1 and Hc2) below Hc1 type II
behaves as type I, at Hc1 the flux starts to penetrate the specimen. The specimen is
in a vortex state between Hc1 and Hc2 and it has superconducting electrical property
up to Hc2. Above Hc2 it becomes normal conductor.
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Thermodynamic of superconducting transition
Superconducting transition is a phase transition [?]. We can use thermodynamics to
study it [93].We assume that SC switches to SC phase because this phase is energeti-
cally less expensive Consider a cylinder in a parallel magnetic field H (no field focusing,
demagnetizing factor 0). If H < Hc then B=0 (Meissner effect) and M = −µ0H.
When the field is changed from 0 to H0 the source of field makes a work equal to
A = µ0
H20
2
(A.17)
This work is equal to the free energy accumulated in the superconductor.
FS(H) = FS(0) + µ0
H2
2
(A.18)
When the magnetic field is equal to the critical magnetic field, then FS(Hc) = FN ,
and the specimen is stable in either state, thus:
FN − FS(0) = µ0H
2
c
2
(A.19)
Hc says how much the superconducting state is better than the normal state in terms
of energy. At finite temperature the normal and superconducting states are in equilib-
rium when the magnetic field is such that their free energies F=U-TS are equal. The
free energies of the two phases are sketched in the Fig.A.10 as a function of magnetic
field. The free energy FN of a nonmagnetic normal metal is approximately indepen-
dent on the intensity of the applied magnetic field. At temperature T < Tc the metal
is a superconductor in zero magnetic field. So that FS(T, 0) is smaller than FN(T, 0).
An applied magnetic field increases F by µ0
H2
2
. If applied magnetic field H > Hc
then the free energy is lower in the normal state that that in superconducting state.
And now the normal state is the stable state. Base on the definition of heat capacity
C = TST we will get the jump of heat capacity C at the transition temperature Tc
CS(Tc)− CN(Tc) = µ0Tc (HcT )2Tc (A.20)
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Figure A.10: Field dependence of the free energy of superconductor.
Above Tc specific heat C ∝ T (electronic contribution []). The Fig.A.11 is a sketch
of the relation between heat capacity and temperature of a superconductor. The
typical heat capacity of superconductor is plotted in Fig.A.12.a. compares the normal
and superconducting states; Fig.A.12.b. shows that electronic contribution to the
heat capacity in the superconducting state is an exponential form with an argument
proportional to -1/T, suggestion of excitation of electron across an energy gap. An
energy gap fig.A.13 is a characteristic, not universal feature of the superconducting
state. The gap is accounted for by the Bardeen-Cooper-Schrieffer (BCS) theory of
superconductivity.
Band gap
The energy gap of superconductors has different origin and nature than the energy gap
of insulators. In insulator the energy gap is caused by the electron-lattice interaction,
this interaction ties the electrons to the lattice. In superconductors the importance
is the electron-electron interaction which order the electrons in k space with respect
to the Fermi gas of electrons. BCS theory predict the energy gap in superconductor
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Figure A.11: Temperature dependence of the specific heat of superconductor.
Figure A.12: a. The heat capacity of superconducting vanadium is very different from
that of vanadium which is kept in the normal state by imposing a magnetic field on
the sample. The exponential increase in heat capacity near the critical temperature
suggests an energy band gap for the superconducting material; b. The electronic part
Ces of the heat capacity in the superconducting state versus 1/T. The exponential
dependence on 1/T is evident [1].
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Figure A.13: a. Conduction ban in the normal state; b. Energy gap at Fermi level in
superconducting state. Electrons in excited states above the gap behave as normal
electrons and cause resistance. The energy gap Eg in the figure is typically ∼ 10−4F
depending on temperature as expressed in Eq.A.12
Egap = 3.2kTc
√
1− (T/Tc) (A.21)
Where Tc is critical temperature. The transition in zero magnetic field from the
superconducting state to the normal state is a second-order phase transition. At a
second-order phase transition, there is no latent heat, but a discontinuity in the heat
capacity as shown in the Fig.A.12.a. The energy gap decreases continuously to zero
as the temperature increases to the transition temperature Tc.
BCS theory
BCS theory is a classical theory on superconductivity based on papers published in
1957 by Bardeen, Cooper and Schrieffer. This theory has a very wide range of ap-
plicability. From He3 atoms in their condensed phase, to type I and type II metallic
superconductor and to high temperature superconductor based on planes of cuprate
ions. BCS theory starts from the assumption that there is some attraction between
electrons, which can overcome the Coulomb repulsion. In most materials (in low
temperature superconductors), this attraction is brought about indirectly by the cou-
pling of electrons to the crystal lattice (as explained above). However, the results of
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BCS theory do not depend on the origin of the attractive interaction. An attractive
interaction between electrons can lead to a ground state separated from excited states
by an energy gap. Critical field thermal properties and most of the electromagnetic
properties are consequences of this energy gap BCS theory predicts the dependence
of the value of the energy gap E at temperature T on the critical temperature Tc.
The ratio between the value of the energy gap at zero temperature and the value
of the superconducting transition temperature (expressed in energy units) takes the
universal value of 3.5, independent of material. Near the critical temperature the
relation is expressed by Eq.A.21. Due to the energy gap, the specific heat of the su-
perconductor is suppressed strongly (exponentially) at low temperatures, there being
no thermal excitations left. However, before reaching the transition temperature, the
specific heat of the superconductor becomes even higher than that of the normal con-
ductor (measured immediately above the transition) and the ratio of these two values
is found to be universally given by 2.5. BCS theory correctly predicts the Meissner
effect, i.e. the expulsion of a magnetic field from the superconductor and the varia-
tion of the penetration depth (the extent of the screening currents flowing below the
metal’s surface) with temperature In its simplest form, BCS gives the superconduct-
ing transition temperature in terms of the electron-phonon coupling potential and the
Debye cutoff energy as in Eq.A.11
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A.2 Appendix chapter II
A.2.1 AC Steady method - AC technique
theory of measurement
The ac method introduced in the 1960s has the ability to detect very small changes in
heat capacity [94]. It uses an ac current I = I0sin(ωt/2) passing through the heater,
which produces heat flux response of frequency ω as shown in Eq.A.22, where R0 is
the initial heater resistance:
Q = I2R = I20R0(1− cosωt)/2 = Q0(1− cosωt)/2 (A.22)
The amplitude of the ac temperature response Tm at the temperature sensor is directly
related to the total heat capacity C of suspended membrane plus the sample and thin
film heater/sensor and can be expressed as in Eq.A.23. For detailed derivation of the
equation, see Ref. [94].
Tm = Tsub +
Q0
2
{ 1
K
+
1
ωC
cos(ωt− ϕ)
[1 + (1/ωτ1)2 + (ωτ2)2](1/2)
} (A.23)
= Tsub + TPDC + TAC cos(ωt− ϕ)
where Tsub is the temperature of supporting substrate and K is the thermal conduc-
tivity between the substrate and the suspended membrane. τ1 is the thermal delay
time between the membrane structure and the supporting substrate and τ2 is the
delay time between the thin film sample including the thin film heater/sensor and
the membrane. TDC is the dc temperature response and TAC is the ac temperature
response. When ωτ1  1  ωτ2, if there is a good thermal isolation between the
membrane and the substrate, Eq.A.23 can be simplified as Eq.A.24:
Tm = Tsub +
Q0
2
[
1
K
+
1
ωC
cos(ωt− ϕ)] (A.24)
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Therefore
C =
Q0
2ωTAC
(A.25)
where C = Cm + Cpt + Cs
The total heat capacity C is the sum of the heat capacities of membrane Cm, thin film
heater/sensor Cpt and the thin film sample Cs. C can be calculated from Eq.A.25 by
the ac temperature response TAC which can be derived from measuring the ac voltage
across the thermometer. The sample heat capacity Cs can be obtained by first mea-
suring the C without sample and then measuring the C including the sample. The
difference between these two measurements is the heat capacity of a sample. The
specific heat of the sample cp can be derived from Cs = ρV cp, where ρ is the density
of thin film sample, V is the volume of the sample. The ac method has been used
for thin film thermal property measurement in the past. For example, von Arx et al.
Al used the method to measure the thermal property of thin SiO2 films in CMOS [95].
Measurement details
The electronic scheme for AC steady method is shown in fig.A.14. In the measurement
based on the AC steady method, an AC current source is connected to the heater and
give the heater an AC current with frequency of ω. The temperature on the sample
will responses with frequency of 2ω. And therefore, to monitor the temperature on
the sample we use a DC current source and a Lock-in Amplifier connected to the
thermometer. Under suitable conditions ωτint <<1<< ωτtotal The heat capacity can
be calculated approximately by the Eq.A.26.
C =
P
∆Tω
(A.26)
where P is heating power and ∆T is the amplitude of the temperature oscillation.
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Figure A.14: Electronic scheme for measurement based on AC steady method.
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