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Abstract
For every positive, decreasing, summable sequence a = (ai), we can construct a Can-
tor set Ca associated with a. These Cantor sets are not necessarily self-similar. Their
dimensional properties and measures have been studied in terms of the sequence a.
In this thesis, we extend these results to a more general collection of Cantor sets. We
study their Hausdorff and packing measures, and compare the size of Cantor sets with the
more refined notion of dimension partitions. The properties of these Cantor sets in relation
to the collection of cut-out sets are then considered. The multifractal spectrum of p-Cantor
measures on these Cantor sets are also computed. We then focus on the special case of
homogeneous Cantor sets and obtain a more accurate estimate of their exact measures.
Finally, we prove the Lp-improving property of the p-Cantor measure on a homogeneous
Cantor set as a convolution operator.
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Chapter 1
Preliminaries
1.1 Introduction
In fractal geometry, self-similar sets are well-known to many people. A self-similar set is the
attractor of a family of contracting similarities. Their measures, dimensions, multifractal
spectrum and many other properties have been studied (See [24, 22, 7, 11]). Among them
the middle-third Cantor set is probably the most famous example.
A Cantor set is a perfect, totally disconnected, compact subset of the real line R. There
are different types of Cantor sets though, including the central Cantor sets and the Cantor
sets Ca associated with a sequence a = (ai). They are not necessarily self-similar, so we
do not have the same machinery to study them. In this thesis, we study a collection of
Cantor sets which cover these examples and extend some results on them.
The Cantor set Ca associated with a decreasing summable sequence a = (ai) is a Cantor
set having gaps with lengths ai. We also call it a decreasing Cantor set in this thesis. Its
Hausdorff measure and dimension have already been studied in [2]. The dimension can be
calculated in terms of the tails of the sequence a.
However, even when α is the Hausdorff dimension of a set C, the Hausdorff measure,
Hα(C), may still be 0 or∞. We need a more general dimension function h and h-Hausdorff
measure, Hh(C), to measure the size of C. This gives us a more refined description of the
dimension of a set. The packing measure and packing dimension introduced by Tricot ([32],
see also [31]), as the dual concepts of the Hausdorff measure and Hausdorff dimension,
together with the more general h-packing measure, provide an even more complete picture
of the size of a set.
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These h-measures of decreasing Cantor sets Ca are estimated in [3], [13] and [6]. The
partition of dimension functions were used to classify these Cantor sets in [6].
We generalize these results in Chapter 2 to a more extensive collection of Cantor sets
which we call balanced Cantor sets. They include both the decreasing Cantor sets and the
central Cantor sets. In Chapter 3, we consider the relative size of the balanced Cantor sets
within the collection of all cut-out sets.
The multifractal spectrum of p-Cantor measures defined on central Cantor sets [18] and
decreasing Cantor sets [19] have been studied. We extend these results to the p-Cantor
measures on the balanced Cantor sets with a fixed number of divisions in Chapter 4.
The homogeneous Cantor sets are generalizations of the central Cantor sets, and they
are balanced Cantor sets, as well. The exact Hausdorff measures of homogeneous Cantor
sets are calculated in [27, 28] and the exact packing measures of central Cantor sets are
obtained in [14]. In Chapter 5, we improve an estimation in the former case and extend
the latter packing measure result to the homogeneous Cantor sets.
In the last chapter, we will prove that the p-Cantor measures on homogeneous Cantor
sets, acting as convolution operators, have the Lp-improving property.
In the remainder of this chapter, we establish notations and definitions. We begin by
introducing certain collections of Cantor sets as our examples.
1.2 Cut-out Cantor sets
Any compact set E on the real line R, with zero Lebesgue measure m(E) = 0, is of the
form
E = I \
∞⋃
i=1
Ai,
where I is a closed and bounded interval and {Ai} is a sequence of disjoint open subintervals
Ai ⊆ I so that |I| =
∑∞
i=1 |Ai|. The set E is called a cut-out set and Ai’s are the gaps of
E, following the terminology in [10].
Among these sets, which are totally disconnected, we are particularly interested in
those perfect compact sets. It is well-known that these sets are homeomorphic to the
middle-third Cantor set. We call them cut-out Cantor sets.
Every cut-out Cantor set can be associated with a binary tree structure, as is the
middle-third Cantor set. Indeed, let C be a perfect, totally disconnected, compact set
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with zero Lebesgue measure. Let I be the smallest closed and bounded interval containing
C, i.e. the convex hull of C. As above, the complement, I \ C, can be expressed as a
disjoint union of open subintervals. Each open subinterval is a connected component of
the complement of C.
Let G1 be the largest of these open intervals. Since C is a perfect set, the endpoints
of G1 cannot coincide with either of the endpoints of I, otherwise I \ G1 will contain an
isolated point. The subset I \ G1 will then be a union of two disjoint closed (non-trivial)
intervals, I0 and I1, on the left and on the right respectively.
Since C is totally disconnected, there must be open subintervals in I0 \ C and I1 \ C.
Let G2 and G3 be the largest intervals in I0 \ C and I1 \ C respectively. By the same
reasoning as above, the endpoints of G2 and G3 must stay away from the endpoints of I0
and I1 respectively. We then obtain closed subintervals I00, I01 from I0 \ G2 and I10, I11
from I1 \G3.
We can continue this process and obtain a sequence of closed subintervals Iw, w ∈ {0, 1}k
for each k ≥ 1. Every gap Gi in I \ C is eventually removed. If x ∈ C, then for every
k ≥ 1, the point x must be in Iw for some w ∈ {0, 1}k. Therefore, C can be expressed in
a way similar to the usual construction of the middle-third Cantor set:
C =
∞⋂
k=1
⋃
w∈{0,1}k
Iw.
We call this a binary representation of C. Every cut-out Cantor set has such a descrip-
tion.
For other ways to describe cut-out Cantor sets, we introduce the symbol space W . For
each integer k ≥ 1, let nk ≥ 2. Let D0 := {e}, Dk := {w1 · · ·wk : 0 ≤ wl ≤ nl − 1 for 1 ≤
l ≤ k}. Let
W :=
∞⋃
k=0
Dk
be the set of all words with finite length. It is called a symbol space. If w = w1 · · ·wk ∈ W ,
its length is denoted as |w| = k. (In some cases, the symbol wk may range over {1, · · · , nk}
instead.)
Let C and I be defined as above. If we fix a symbol space W , we can obtain a
representation of C corresponding to W . Let Ie := I. For each k ≥ 1 and w ∈ W of
length |w| = k − 1, we can find the nk − 1 largest gaps Gw,i in each Iw \ C by the total
disconnectedness and perfectness of C. Since C is perfect, the endpoints of the gaps will
not coincide and Iw \
⋃
iGw,i gives nk closed subintervals Iwj of Iw.
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Inductively, we obtain a family of closed intervals F := {Iw : w ∈ W} in I such that
i Ie := I,
ii Iwj is a closed subinterval of Iw for any k ≥ 1, w ∈ Dk−1, 0 ≤ j ≤ nk − 1,
iii Iw(j−1) is to the left of Iwj for any 1 ≤ j ≤ nk − 1,
iv Iw0 shares the same left endpoint with Iw, and Iw(nk−1) shares the same right endpoint
with Iw.
In this case
C =
∞⋂
k=1
⋃
w∈Dk
Iw.
We call this a W -representation of C. If Dk = {0, 1}k, we obtain a binary representation.
If |w| = k, Iw is called a Cantor interval of level k. Denote the number of intervals at
level k by
Nk = |Dk| = n1 · · ·nk
and the average length of Cantor intervals at level k by
sk =
1
Nk
∑
w∈Dk
|Iw|.
Since w ∈ Dk can be mapped bijectively to 1 ≤ j ≤ Nk, we also label Iw as Ikj , j =
1, · · · , Nk. We will use both notations interchangeably.
Note that in general there can be many different representations for the same set, but
the flexibility here allows us to use a convenient one according to the situation.
1.3 Examples of Cantor sets
Now we define some classes of Cantor sets by specifying the symbol space W and the family
of intervals F := {Iw : w ∈ W}. Let I be a fixed closed and bounded interval. Since we
can always normalize the interval length, we often assume |I| = 1.
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1.3.1 Central Cantor sets and homogeneous Cantor sets
Suppose nk = 2 for all k and r = {rk} is a sequence of numbers such that 0 < rk ≤ 12 . The
rk’s are called the ratios of dissection at step k. For each interval Iw of level k − 1, let Iw0
and Iw1 be the left and right intervals of level k obtained by removing an open interval Gw
from Iw so that |Iw0| = |Iw1| = |Iw|rk.
Iw
Iw0 Iw1
If rk <
1
2
for infinitely many k, then Kr =
⋂∞
k=1
⋃
w∈Dk Iw is perfect and totally discon-
nected. It is called a central Cantor set. The middle third Cantor set is an example
with rk =
1
3
. The average length of the intervals of level k in this construction of Kr is
sk = r1 · · · rk = |Iw|
for any w with |w| = k.
More generally, let nk ≥ 2 be the number of divisions and rk be the ratio of dissection
with nkrk ≤ 1 for each level k ≥ 1. Let W =
⋃∞
k=0Dk be the symbol space where
Dk = {w1 · · ·wk : 0 ≤ wl ≤ nl − 1 for 1 ≤ l ≤ k} and D0 = {e}.
Let Ie = I be a closed and bounded interval. For each k ≥ 1 and interval Iw of
level k − 1, let Iwj, 0 ≤ j ≤ nk − 1, be nk subintervals of equal length in Iw so that
|Iw0| = · · · = |Iw(nk−1)| = |Iw|rk. Moreover, we require the subintervals to be equally
spaced, i.e. the gap lengths between adjacent subintervals Iwj and Iw(j+1) are all the same.
If nkrk < 1 for infinitely many k, then
C = C({nk}, {rk}) =
∞⋂
k=1
⋃
w∈Dk
Iw
is a homogeneous Cantor set. Any central Cantor set is a homogeneous Cantor set
with nk = 2 for all k.
The number of intervals at level k is Nk = n1 · · ·nk, and the length of each subinterval
at level k is sk = r1 · · · rk.
Example. If K is the middle-fourth Cantor set (the central Cantor set where rk =
1
4
for
all k), then K +K is a homogeneous Cantor set with I = [0, 2], nk = 3 and rk =
1
4
for all
k.
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1.3.2 Cut-out sets and decreasing Cantor sets associated with a
sequence
Let a = (ai) be a non-increasing summable sequence of positive numbers, i.e.
ai ≥ ai+1 > 0 and
∞∑
i=1
ai <∞.
Suppose |I| = ∑∞i=1 ai and Ai ⊆ I is a sequence of disjoint open subintervals with |Ai| = ai.
Then E := I \⋃∞i=1Ai is called a cut-out set associated with the sequence a = (ai).
The collection of all such E is denoted by Ca. Every compact subset E ⊆ R of measure 0
is of this form for a suitable sequence (ai).
Let us single out one particular set in Ca. Without loss of generality, assume
∑∞
i=1 ai = 1
and start with I = [0, 1]. Remove an open interval A1 of length a1 from I, leaving two
closed non-trivial intervals I11 and I
1
2 with lengths
|I11 | =
∞∑
l=1
2l−1−1∑
p=0
a2l+p = a2 + a4 + a5 + a8 + · · ·
and
|I12 | =
∞∑
l=1
2l−1∑
p=2l−1
a2l+p = a3 + a6 + a7 + a12 + · · · .
Recursively, suppose we have constructed {Ikj }1≤j≤2k at step k, ordered from left to right.
Remove from each interval Ikj an open interval of length a2k+j−1 and obtain two closed
intervals Ik+12j−1, I
k+1
2j of step k + 1, where
|Ik+12j−1| =
∞∑
l=0
(2j−1)2l−1∑
p=(2j−2)2l
a2l+k+1+p and |Ik+12j | =
∞∑
l=0
(2j)2l−1∑
p=(2j−1)2l
a2l+k+1+p.
The positions of the gaps Ai removed and the intervals I
k
j are uniquely determined.
a1
a2 a3
...
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Define
Ca :=
∞⋂
k=1
2k⋃
j=1
Ikj . (1.1)
Since the complement of Ca in I is exactly the union of gaps with lengths (ai), the set
Ca is in Ca. It is totally disconnected because m(I \ Ca) =
∑
i ai = |I|. Since Ca is also
compact and perfect, it is a Cantor set. We call it the Cantor set associated with the
sequence a = (ai), or simply a decreasing Cantor set. Note that (1.1) is also a binary
representation of Ca.
At level k, the first 2k−1 gaps of lengths (ai)1≤i≤2k−1 are removed. The average interval
length is therefore
sk =
1
2k
∑
i≥2k
ai.
Example. Let Kr be a central Cantor set associated with ratios of dissection r = (rk).
The gap length in a level k interval is sk(1 − 2rk+1) = sk−1rk(1 − 2rk+1). One can check
that if rk ≤ 13 for all k ≥ 1, then sk−1(1 − 2rk) ≥ sk(1 − 2rk+1), so the gap lengths are
decreasing. More generally, whenever the ratios of dissection satisfy 1 ≥ rk(3 − 2rk+1),
the gap lengths are decreasing. In these cases, the central Cantor set Kr is a decreasing
Cantor set as well.
We can generalize the construction above. Let W =
⋃∞
k=0Dk be a general symbol
space. At the first step, we remove n1 − 1 open intervals Ai, 1 ≤ i ≤ n1 − 1 with length ai
from I, and obtain n1 closed intervals I
1
j , 1 ≤ j ≤ n1. At step k, suppose we have already
constructedNk intervals {Ikj }1≤j≤Nk ordered from left to right in I. We then remove nk+1−1
open intervals Ai of length ai from each interval I
k
j and obtain Nk+1 closed intervals I
k+1
j
of step k + 1. Define
CWa :=
∞⋂
k=1
Nk⋃
j=1
Ikj
and we call it a general decreasing Cantor set. The set CWa exists and is unique; it is
in Ca as well. The average interval length is
sk =
1
Nk
∑
i≥Nk
ai.
In fact, we have some more flexibility here. Let a = (ai)
∞
i=1 and I be defined as
above. Let σ : N → N be a permutation of natural numbers such that for all k ≥ 1, if
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Nk ≤ i ≤ Nk+1 − 1, then Nk ≤ σ(i) ≤ Nk+1 − 1. Define a sequence b = (bi) by bi := aσ(i).
At the first step, we remove n1 − 1 open intervals Bi with length bi, 1 ≤ i ≤ n1 − 1, from
I, and obtain n1 closed intervals I
1
j , 1 ≤ j ≤ n1. Repeat as above and define
CWb :=
∞⋂
k=1
Nk⋃
j=1
Ikj .
Note that even though b may not be a decreasing sequence any more, the average interval
length remains the same:
sk =
1
Nk
∑
i≥Nk
ai.
1.3.3 Self-similar sets
We include the definition of self-similar sets for comparison.
For each 1 ≤ i ≤ m, let fi : R→ R be a similarity with ratio ρi, i.e.
|fi(x)− fi(y)| = ρi|x− y|
for x, y ∈ R, where 0 < ρi < 1. The non-empty compact set E such that
E =
m⋃
i=1
fi(E)
is called a self-similar set (or the attractor of the set {fi}mi=1 of similarities). If the union
is disjoint, we say that the strong separation condition (SSC) is satisfied. If there exists a
non-empty bounded open set V such that fi(V ) ⊆ V and fi(V ) ∩ fj(V ) = ∅ for all i 6= j,
we say that the open set condition (OSC) is satisfied.
Example. Let I = [0, 1] and Kr be a central Cantor set associated with r = (rk). If
there is a fixed 0 < r ≤ 1
2
such that rk = r for all k, then Kr is self-similar, where
{f1(x) = rx, f2(x) = 1 − r + rx} is the set of similarities. It satisfies the OSC taking
V = (0, 1).
The Cantor sets we study in this thesis need not be self-similar. An example is given
in Section 1.5.
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1.4 p-Cantor measures
We will make use of a class of measures on the Cantor sets when we study their dimensional
properties.
Let C =
⋂∞
k=1
⋃
|w|=k Iw be a Cantor set associated with the symbol space W . Let
p = {pkj : k ≥ 1, 0 ≤ j ≤ nk − 1} be probability weights with
∑nk−1
j=0 pkj = 1 for k ≥ 1.
Define µp = µ
C,W
p on C by
µp(Iw) :=
k∏
l=1
plwl
for w ∈ W of length |w| = k and extend it to a measure. We call µp a p-Cantor measure.
It is a probability measure with C as support. The measure µp is singular if m(C) = 0.
If pk0 = · · · = pk(nk−1) for all k, i.e. pkj = 1nk , then µp is called the uniform Cantor
measure. The classical Cantor measure is an example.
In this thesis we will impose some boundedness conditions on the probability weights
when needed. For instance, we typically assume inf pkj > 0, which ensures µp is a contin-
uous measure.
1.5 Dimension functions and partitions
We are interested in the size of sets of Lebesgue measure 0 and we now define the dimen-
sional concepts we will study.
The diameter of any set A ⊆ R is denoted by |A|.
Definition 1 (Hausdorff and packing measures [20, 32]). Let α ≥ 0. The α-Hausdorff
measure of a set E ⊆ R is defined to be
Hα(E) := lim
δ→0+
inf
{ ∞∑
i=1
|Ei|α : E ⊆
∞⋃
i=1
Ei, |Ei| ≤ δ
}
.
A δ-packing of a set E is a countable, disjoint family of open balls {Bi}i centred at points
in E with |Bi| ≤ δ. The α-packing pre-measure of E is
Pα0 (E) := lim
δ→0+
sup
{ ∞∑
i=1
|Bi|α : {Bi}∞i=1 is a δ-packing of E
}
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and the α-packing measure of E is
Pα(E) := inf
{ ∞∑
i=1
Pα0 (Ei) : E =
∞⋃
i=1
Ei
}
.
The Hausdorff dimension, pre-packing dimension and packing dimension of
E are
dimH E = sup{α : Hα(E) =∞} = inf{α : Hα(E) = 0},
dimP0 E = sup{α : Pα0 (E) =∞} = inf{α : Pα0 (E) = 0},
dimP E = sup{α : Pα(E) =∞} = inf{α : Pα(E) = 0}
respectively. It is well known that dimH E ≤ dimP E ≤ dimP0 E.
Example (Self-similar sets [11]). Let E be a self-similar set with similarity ratios 0 < ρi <
1 for 1 ≤ i ≤ m. The root α of
m∑
i=1
ραi = 1
is called the similarity dimension of E. If the open set condition is satisfied, then dimH E =
dimP E = α and 0 < H
α(E) ≤ Pα(E) <∞.
Related results are known for Moran sets with a weaker similarity property. See [24, 7,
21].
Example (p-Cantor sets [4]). Let p > 1, ai =
1
ip
for i ≥ 1. Then for a = (ai),
dimH Ca = dimP Ca =
1
p
and
0 < H
1
p (Ca) ≤ P
1
p (Ca) <∞.
Example (Central Cantor sets [5, 12, 14]). Let Kr be a central Cantor set with ratios of
dissection r = (rk). Its Hausdorff and packing dimensions are known to be
dimH Kr = lim inf
n→∞
− log 2k
log(r1 · · · rk)
and
dimP Kr = lim sup
n→∞
− log 2k
log(r1 · · · rk) .
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• Let p > 1 and rk = 12p for k ≥ 1. The Hausdorff and packing dimensions of Kr are
α = lim
k→∞
log 2k
log 2pk
=
1
p
.
Moreover,
0 < Hα(Kr) ≤ Pα(Kr) <∞.
• Let p > 1 and rk = 1
2p+
1
k
for k ≥ 1. The dimensions of this central Cantor set Kr
are still α = 1
p
, but Hα(Kr) = P
α(Kr) = 0. In particular, this implies Kr is not
self-similar.
• Let p > 1 and k0 ≥ 1 be such that p − 1 > 1k0+1 . Let rk = 1
2
p− 1
k0+k
for k ≥ 1. The
dimensions of this central Cantor set Kr are again α =
1
p
, but Hα(Kr) = P
α(Kr) =
∞. This Kr is also not self-similar.
These results can also be deduced from Theorem 1 in Chapter 2.
As we can see from the last example, even when α = dimH E = dimP E, the measures
Hα(E) and Pα(E) may not be finite and positive. Thus it is helpful to have a more precise
way to capture the size of a set. The more general concepts of dimension functions h and
h-measures (introduced by Hausdorff himself) do this.
Definition 2 (Dimension function [20, 30, 31]). A function h : [0, δ) → [0,∞) is called a
dimension function (or a gauge function) if h is continuous, increasing, doubling (h(2x) ≤
τh(x) for some τ > 0) and h(0) = 0. Let D be the set of dimension functions.
The power functions h(x) = xα, α > 0, are typical examples of dimension functions.
The logarithmic perturbation of power functions, h(x) = xα(log 1
x
)β, α, β > 0, is another
type of examples.
Definition 3 (Equivalence of dimension functions and sequences). 1. Let g, h ∈ D be
dimension functions. The function g is said to be equivalent to h if and only if there
exist δ, A,B > 0 such that
Ah(x) ≤ g(x) ≤ Bh(x)
for all x ∈ [0, δ). In this case, we write g ≡ h.
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2. Let x = {xk}, y = {yk} be two sequences. The sequence {xk} is said to be equivalent
to {yk} if and only if there exist A,B > 0 such that
Ayk ≤ xk ≤ Byk
for all k. We also write {xk} ≡ {yk}.
The h-Hausdorff and h-packing measures are natural generalizations of the α-Hausdorff
and α-packing measures.
Definition 4 (h-Hausdorff and h-packing measures [20, 30, 31]). Let h ∈ D. The h-
Hausdorff measure of a set E ⊆ R is defined to be
Hh(E) := lim
δ→0+
inf
{ ∞∑
i=1
h(|Ei|) : E ⊆
∞⋃
i=1
Ei, |Ei| ≤ δ
}
.
The h-packing pre-measure of E is
P h0 (E) := lim
δ→0+
sup
{ ∞∑
i=1
h(|Bi|) : {Bi}∞i=1 is a δ-packing of E
}
and the h-packing measure of E is
P h(E) := inf
{ ∞∑
i=1
P h0 (Ei) : E =
∞⋃
i=1
Ei
}
.
If h(x) = hα(x) = x
α for some α ≥ 0, we get back the usual Hausdorff measure Hα(E),
packing pre-measure Pα0 (E) and packing measure P
α(E).
Definition 5 (Dimension partition [6]). The dimension partition of a set E ⊆ R is a
partition of D into six sets, HEβ ∩ PEγ , for β ≤ γ ∈ {0, 1,∞}, where
HE1 = {h ∈ D : 0 < Hh(E) <∞},
PE1 = {h ∈ D : 0 < P h(E) <∞},
and for η = 0,∞,
HEη = {h ∈ D : Hh(E) = η},
PEη = {h ∈ D : P h(E) = η}.
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The numerical Hausdorff dimension and packing dimension can be written as
dimH E = sup{α : hα ∈ HE∞} = inf{α : hα ∈ HE0 },
dimP E = sup{α : hα ∈ PE∞} = inf{α : hα ∈ PE0 }
respectively.
When h ∈ D, it is proved in [31] that
Hh(E) ≤ P h(E) ≤ P h0 (E)
for E ⊆ R since h is doubling. A set E is called h-regular if 0 < Hh(E) ≤ P h(E) <∞ and
α-regular if 0 < Hα(E) ≤ Pα(E) < ∞. In such cases we also call E an h-set or an α-set
respectively. We have seen that even when α = dimH E or dimP E, the measures H
α(E)
or Pα(E) can be 0 or ∞. If there exists an h ∈ D such that E is h-regular, it will give a
more precise description of the size of the set.
We will be studying a class of Cantor sets that are h-regular (for a suitable h). This
will be the content of the next chapter.
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Chapter 2
Balanced Cantor sets
In Chapter 1, we have seen that a cut-out Cantor set has the form
C =
∞⋂
k=1
⋃
w∈Dk
Iw =
∞⋂
k=1
Nk⋃
j=1
Ikj
corresponding to a symbol space W . In this thesis, we are interested in the dimensional
properties of certain of these cut-out Cantor sets and the associated measures. In order
to study these metric-related properties, we will start with a property of the intervals Iw
in the representation above. The collection of Cantor sets under consideration will include
all the central Cantor sets and the decreasing Cantor sets introduced in the preliminary
chapter.
2.1 Cantor sets with a balanced property
Let us introduce the cut-out Cantor sets with a certain “balancing property” in its con-
struction. Let W =
⋃∞
k=0Dk be the symbol space where nk ≥ 2 is the number of divisions
at level k. Assume
M := sup
k
nk <∞.
Suppose a Cantor set C has the representation corresponding to W , as in Chapter 1, given
by
C =
∞⋂
k=1
Nk⋃
j=1
Ikj
14
where Iw = I
k
j are the level k Cantor intervals. Recall that the number of intervals at level
k is Nk = n1 · · ·nk and the average length of the Cantor intervals at level k is
sk =
1
Nk
Nk∑
j=1
|Ikj |.
Note that sk is decreasing. In fact, I
k
nk(j−1)+1 ∪ · · · ∪ Iknkj ⊆ Ik−1j implies
nksk =
1
Nk−1
Nk∑
j=1
|Ikj | ≤
1
Nk−1
Nk−1∑
j=1
|Ik−1j | = sk−1.
Definition 6. A cut-out Cantor set C is said to be balanced (or W -balanced) if and only
if C has a W -representation, with the associated Cantor intervals satisfying the property
that there exist some K and L1, L2 ∈ N such that
sk+L1 ≤ |Ikj | ≤ sk−L2
for any k ≥ K and 1 ≤ j ≤ Nk. Let C denote the collection of all balanced Cantor sets.
In particular, this condition implies that
|Ik+L1+L2j′ | ≤ |Ikj | ≤ |Ik−L1−L2j′′ |
for all k > L1 + L2 and any j, j
′, j′′.
We show below that the balanced Cantor sets include both the central Cantor sets and
the decreasing Cantor sets.
Example (Central and homogeneous Cantor sets). The interval length of a central Cantor
set or a homogeneous Cantor set at level k is
|Ikj | = r1 · · · rk = sk,
so it satisfies the balanced property with L1 = L2 = 0.
Example (Binary decreasing Cantor sets). The average interval length of a decreasing
Cantor set Ca at level k is
sk =
1
2k
∑
i≥2k
ai.
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For 0 ≤ j ≤ 2k−1,
|Ikj | =
∞∑
l=k
j2l−k−1∑
p=(j−1)2l−k
a2l+p =
∞∑
l=0
j2l−1∑
p=(j−1)2l
a2l+k+p.
Since a = (ai) is decreasing, {|Ikj |}(k,j) is lexicographically decreasing. In consequence,
sk+1 ≤ |Ik+11 | ≤ |Ikj | ≤ |Ik−12k−1 | ≤ sk−1
for all j, thus the balanced property is satisfied with L1 = L2 = 1.
Example (General decreasing Cantor sets). In the case of a general decreasing Cantor set
CWa ,
sk =
1
Nk
∑
i≥Nk
ai.
For 0 ≤ j ≤ Nk−1,
|Ikj | =
∞∑
l=k
j(Nl+1−Nl)/Nk−1∑
p=(j−1)(Nl+1−Nl)/Nk
aNl+p.
(Note that (Nl+1 − Nl)/Nk = nk+1 · · ·nl(nl+1 − 1) is the number of gaps to be removed
from Ikj at level l.) One can again see that
sk+1 ≤ |Ik+11 | ≤ |Ikj | ≤ |Ik−1Nk−1| ≤ sk−1,
so the Cantor set CWa is also balanced.
Example. Let CWa be the general decreasing Cantor set as above. Let σ : N → N be
a permutation of natural numbers such that for all k ≥ 1, if Nk ≤ i ≤ Nk+1 − 1, then
Nk ≤ σ(i) ≤ Nk+1 − 1. Recall that the sequence b = (bi), where bi := aσ(i), defines a
Cantor set CWb as in Section 1.3.2. For each level k, let {Ikj }1≤j≤Nk be the Cantor intervals
of CWb , and {I˜kj }1≤j≤Nk be the Cantor intervals of the general decreasing Cantor set CWa .
Note that the average interval length
sk =
1
Nk
∑
i≥Nk
ai
of CWb is the same as that of C
W
a . We can check that
sk+1 ≤ |I˜k+11 | ≤ |Ikj | ≤ |I˜k−1Nk−1| ≤ sk−1
for all j, so CWb is balanced as well.
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2.2 Hausdorff and packing measure of a balanced Can-
tor set
First, we estimate the Hausdorff measure and packing pre-measure of a balanced Cantor
set. This generalizes the results in [2] and [13]. Recall that M = supk nk <∞.
Theorem 1. Let C be a balanced Cantor set. For any h ∈ D, we have:
1. 1
ML1+2
lim infk→∞Nkh(sk) ≤ Hh(C) ≤ML2 lim infk→∞Nkh(sk),
2. 1
ML1+1
lim supk→∞Nkh(sk) ≤ P h0 (C) ≤ML2+2 lim supk→∞Nkh(sk).
Proof. 1. (a) With the balanced property, we have
Nk∑
j=1
h(|Ikj |) ≤ Nkh(sk−L2) ≤ML2Nk−L2h(sk−L2)
when k is large enough. For any δ > 0 we can take kδ such that |Ikj | < δ for any
k ≥ kδ. Then the intervals of level k form a δ-covering of C and hence
Hh(C) ≤ML2 lim inf
k→∞
Nkh(sk).
(b) Let λ = lim infk→∞Nkh(sk). If λ = 0, we trivially have
Hh(C) ≥ 1
ML1+2
lim inf
k→∞
Nkh(sk),
so assume λ > 0. Then, for any ε > 0, there exists K0 such that for any k ≥ K0
we have
(1− ε)λ < Nkh(sk)
and also
sk+L1 ≤ |Ikj |
by the balanced property.
Let 0 < δ < minj |IK0j |. Let {Bi}i be a δ-covering of C by open intervals and
let R =
⋃
iBi. As C is compact we can assume the covering consists of finitely
many intervals, say {Bi}Mi=1. There exists K > 1 such that
NK⋃
j=1
IKj ⊆ R,
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for otherwise {⋃Nkj=1 Ikj \R}k would be a decreasing sequence of non-empty closed
set with empty intersection and this contradicts the finite intersection property
of a compact set.
We claim we can also assume the intervals Bi in the covering are disjoint. This
is because if Bi ∩ Bj 6= ∅ for some i 6= j, the intersection being open must
contain some gap of the Cantor set. We can then shrink down the intervals to
make them disjoint and get a lower estimate of Hh(C).
In order to obtain a further lower bound, let us replace each Bi by the smallest
possible single closed interval Vi containing Bi ∩
⋃NK
j=1 I
K
j . Then
∑
h(|Vi|) ≤∑
h(|Bi|). If Vi = ∅, we simply discard it.
Let τi be the number of intervals of level K contained in Vi. Then τi ≥ 1,
Vi ⊃
τi⋃
l=1
IKjl
and ∑
i
τi = NK = n1 · · ·nK .
For each i, let pi be the non-negative integer such that
NK
NK−pi
≤ τi < NK
NK−pi−1
.
Let
Q(x) =
NK
Nx
.
If pi = 0, then 1 ≤ τi < nk and Vi contains some IKj . In this case |IKj | ≤ |Vi| < δ
and hence K > K0. Then
1
NK−pi+L1+1
(1− ε)λ < 1
NK+L1
(1− ε)λ < h(sK+L1) ≤ h(|IKj |) ≤ h(|Vi|).
If pi ≥ 1, then 2 ≤ Q(K − pi) ≤ τi < Q(K − pi − 1). Note that Vi contains at
least Q(K − pi) consecutive intervals of level K and
Q(K − pi) ≥ 2Q(K − pi + 1). (2.1)
Consider the level K − pi + 1. Each interval IK−pi+1j contains Q(K − pi + 1)
subintervals of level K. Let IKj,l, 1 ≤ l ≤ Q(K − pi + 1), be these subintervals
ordered from left to right. For some j, Vi contains at least one interval I
K
j,l.
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• If Vi contains both IKj,1 and IKj,Q(K−pi+1), then it must also contain all the
other intervals IKj,l in between and hence the whole interval I
K−pi+1
j . This
implies |Vi| ≥ |IK−pi+1j |.
• If Vi does not contain IKj,1, then the number of intervals IKj,l contained in Vi
is less than Q(K − pi + 1), and Vi must contain more than Q(K − pi + 1)
intervals IKj+1,l on the right because of (2.1). In this case, Vi will contain the
whole interval IK−pi+1j+1 and |Vi| ≥ |IK−pi+1j+1 |. Similarly if Vi does not contain
IKj,Q(K−pi+1), Vi will contain the whole interval I
K−pi+1
j−1 and |Vi| ≥ |IK−pi+1j+1 |.
In either case, the length of Vi must be at least |IK−pi+1j | for some j, so we have
|IK−pi+1j | ≤ |Vi| < δ.
In particular this forces K − pi + 1 > K0 and hence
1
NK−pi+L1+1
(1− ε)λ < h(sK−pi+L1+1) ≤ h(|IK−pi+1j |) ≤ h(|Vi|).
by the balanced property.
Finally, we have
1
ML1+2
(1− ε)λ = (1− ε)λ
ML1+2
∑
i
τi
Nk
< (1− ε)λ
∑
i
1
NK−pi−1ML1+2
≤ (1− ε)λ
∑
i
1
NK−pi+L1+1
<
∑
i
h(|Vi|) ≤
∑
i
h(|Bi|).
Since {Bi}i is any δ-covering of C and ε > 0 is arbitrary, we get
1
ML1+2
lim inf
k→∞
Nkh(sk) ≤ Hh(C).
2. (a) Let d < lim supk→∞Nkh(sk). Then, there exists a subsequence {kp}p≥1 such
that d < Nkph(skp) ≤ Nkph(|Ikp−L1j |) where the second inequality follows from
the balanced property.
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For any δ > 0 take kp large enough such that |Ikp−L1j | < δ for all j. Let us take
the family of intervals {Bi := B(xi, ri)}Nkp−L1−1i=1 , where ri = skp/2 and xi is the
left endpoint of I
kp−L1
in , n = nkp−L1 . The point xi is the left endpoint of the right
most level kp − L1 interval contained in the i-th interval of level kp − L1 − 1,
I
kp−L1−1
i . The balls {Bδ(xi)}i are centred in C. Since |Ikp−L1j | ≥ skp , the right
endpoint, xi + ri, of each ball Bi cannot exceed the right end of the interval
I
kp−L1−1
i . On the other hand, the left endpoint xi − ri cannot go below the
left end of the interval I
kp−L1−1
i . Hence, the balls Bi ⊆ Ikp−L1−1i and they are
pairwise disjoint.
Since |Bi| = skp < δ, this is a δ-packing and
∑
i
h(|Bi|) ≥
Nkp−L1−1∑
i=1
h(skp) = Nkp−L1−1h(skp) >
d
ML1+1
.
That means for any δ > 0 we can find a δ-packing satisfying the above inequality.
Therefore, d
ML1+1
≤ P h0 (C) for any d < lim supk→∞Nkh(sk), which shows
1
ML1+1
lim sup
k→∞
Nkh(sk) ≤ P h0 (C).
(b) Let ε > 0. There exists k0 such that
sup
k≥k0
Nkh(sk) ≤ lim sup
k→∞
Nkh(sk) + ε.
Choose δ small enough so that 2δ < |Ik0+L2+2j | for all j.
Let {Bi}i be a δ-packing of Ca and take ki := min{k : Ikj ⊆ Bi for some
1 ≤ j ≤ Nk}. Then ki ≥ k0 + L2 + 2 and Bi is centred at a point of an interval
of level ki − 1 but does not contain the interval. Therefore, |Bi|/2 < |Iki−1ji |
where Iki−1ji is the interval of level ki− 1 containing the center of Bi. As nk ≥ 2,
|Bi| < 2|Iki−1ji | ≤ nki−L2−1ski−L2−1 ≤ ski−L2−2
from the balanced property and∑
i
h(|Bi|) ≤
∑
i
h(ski−L2−2).
Let l1 < · · · < lm be the distinct ki’s and let θp be the number of repetitions of
lp, i.e. θp is the number of Bi’s containing an interval of level lp but none of those
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at level lp − 1. Each ball, Bi, of the packing associated to lp, contains at least
Nlm
Nlp
intervals of step lm. Since {Bi}i is a disjoint family,
∑m−1
p=1 θp
Nlm
Nlp
intervals
of level lm are already covered by the Bi’s corresponding to l1, · · · , lm−1. θm can
only be at most the number of the remaining intervals at level lm:
θm ≤ Nlm −
m−1∑
p=1
θp
Nlm
Nlp
= Nlm(1−
m−1∑
p=1
θp
Nlp
).
This implies θm
Nlm
≤ 1−∑m−1p=1 θpNlp , i.e.
m∑
p=1
θp
Nlp
≤ 1.
As a result,∑
i
h(|Bi|) ≤
∑
i
h(ski−L2−2)
=
m∑
p=1
θph(slp−L2−2) =
m∑
p=1
θp
Nlp
Nlph(slp−L2−2)
≤ML2+2
m∑
p=1
θp
Nlp
Nlp−L2−2h(slp−L2−2)
≤ML2+2(lim sup
k→∞
Nkh(sk) + ε)
since lp − L2 − 2 ≥ k0. Hence,
P h0 (C) ≤ML2+2 lim sup
k→∞
Nkh(sk).

Only the packing pre-measure is estimated above. In general we only know that
P h(E) ≤ P h0 (E) and dimP E ≤ dimP0 E for E ⊆ R, and the strict inequality can hap-
pen. However, the packing measure P h(C) and the packing pre-measure P h0 (C) are finite
and positive simultaneously for a balanced Cantor set C, and its packing dimension is equal
to its pre-packing dimension. To prove this, we will make use of the following version of
the mass distribution principle. The proof given in [6] is included here for completeness.
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Lemma 2 ([6]). Let E ⊆ R. Let µ be a finite regular Borel measure and h ∈ D be a
dimension function. If
lim inf
r→0
µ(B(x0, r))
h(r)
< c (2.2)
for all x0 ∈ E, then
P h(E) ≥ µ(E)
c
.
Proof. For each δ > 0, let
P h0,δ(E) = sup{
∑
h(|Bi|) : {Bi}i is a δ-packing of E}.
Let Bδ = {B(x, r) : x ∈ E, r ≤ δ and µ(B(x, r)) < ch(r)}. The hypothesis (2.2) tells
us that, for any x ∈ E, there are balls B(x, r) ∈ Bδ with r arbitrarily small. By the
Vitali covering theorem, there is a sequence of disjoint balls {Bi}∞i=1 from Bδ such that
µ(E \⋃Bi) = 0. Thus
P h0,δ(E) ≥
∑
h(|Bi|) ≥ 1
c
∑
µ(Bi) =
1
c
µ(
⋃
Bi) =
1
c
µ(E)
and hence P h0 (E) ≥ 1cµ(E).
For any partition E =
⋃∞
i=1Ei,∑
P h0 (Ei) ≥
∑ 1
c
µ(Ei) ≥ µ(E)
c
and therefore we have
P h(E) ≥ µ(E)
c
.

Theorem 3. Let C be a balanced Cantor set and h ∈ D. If P h0 (C) =∞, then P h(C) =∞.
If P h0 (C) > 0, then P
h(C) > 0.
Proof. Let µ be the uniform Cantor measure defined by µ(Ikj ) =
1
Nk
. Let x0 ∈ C and r > 0.
The balanced property tells us that there exist L1, L2 such that sk+L1 ≤ |Ikj | ≤ sk−L2 for
large enough k.
Suppose k is the minimal integer such that B(x0, r) contains an interval of level k.
The minimality of k ensures that B(x0, r) can only intersect at most 2nk intervals of level
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k, which implies µ(B(x0, r)) ≤ 2nk 1Nk = 2Nk−1 . Let Ikj be a level k interval contained in
B(x0, r), so |Ikj | ≤ 2r. Since h is doubling, there exists some τ > 0 such that
h(sk+L1) ≤ h(|Ikj |) ≤ h(2r) ≤ τh(r).
Then
µ(B(x0, r))
h(r)
≤ 2τ
Nk−1h(sk+L1)
=
2τML1+1
Nk+L1h(sk+L1)
and
lim inf
r→0
µ(B(x0, r))
h(r)
≤ 2τM
L1+1
lim supk→∞Nkh(sk)
.
By the inequalities in Theorem 1, P h0 (C) > 0 implies lim supNkh(sk) > 0, while
P h0 (C) = ∞ implies lim supNkh(sk) = ∞. Let c0 := lim infr→0 µ(B(x0,r))h(r) . If P h0 (C) > 0,
then c0 <∞ and P h(C) ≥ µ(C)c0 > 0 by the lemma. Correspondingly, if P h0 (C) =∞, then
c0 = 0. Hence P
h(C) ≥ µ(C)
c
> 0 for every c > 0 and P h(C) =∞. 
Corollary 4. Let C be a balanced Cantor set and h ∈ D. Then
1. P h0 (C) = 0 if and only if P
h(C) = 0,
2. P h0 (C) =∞ if and only if P h(C) =∞, and
3. 0 < P h0 (C) <∞ if and only if 0 < P h(C) <∞.
In other words,
PC1 = {h ∈ D : 0 < P h(C) <∞} = {h ∈ D : 0 < P h0 (C) <∞}
and
PCβ = {h ∈ D : P h(C) = β} = {h ∈ D : P h0 (C) = β}
for β = 0,∞.
In particular, if we take h(x) = xα, we get the following corollary.
Corollary 5. If C is a balanced Cantor set, then dimP C = dimP0 C.
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2.3 Dimension partition of a balanced Cantor set
For any balanced Cantor set C ∈ C and any dimension function h ∈ D, by Theorem 1 we
have
1
ML1+2
lim inf
k→∞
Nkh(sk) ≤ Hh(C) ≤ML2 lim inf
k→∞
Nkh(sk)
and
1
ML1+1
lim sup
k→∞
Nkh(sk) ≤ P h0 (C) ≤ML2+2 lim sup
k→∞
Nkh(sk).
Define hC(sk) =
1
Nk
and extend hC to a piecewise linear function on [0, s1] with hC(0) :=
limx→0+ hC(x) = 0. Then hC is continuous and increasing, and we can see that hC ∈ D by
the following proposition. From the above inequalities and Corollary 4, C is hC-regular.
Let us call hC the associated dimension function of C. More generally, any continuous
increasing function h such that {h(sk)} ≡ { 1Nk } will also make C h-regular. Note that all
such h are doubling by the next proposition.
Proposition 6. Let C be a balanced Cantor set with M = supk nk <∞. Suppose h is an
increasing function on [0, δ). If {h(sk)} ≡ { 1Nk }, then h is doubling. In particular, hC ∈ D.
Proof. As {h(sk)} ≡ { 1Nk }, there exist c1, c2 > 0 such that
c1
1
Nk
≤ h(sk) ≤ c2 1
Nk
for all k. If sk+1 ≤ x ≤ sk, then
h(2x) ≤ h(2sk) ≤ h(sk−1)
≤ c2 1
Nk−1
≤ c2M2 1
Nk+1
≤ c2M
2
c1
h(sk+1)
≤ c2M
2
c1
h(x),
so h is doubling.

That means HC1 ∩PC1 is always non-empty for the balanced Cantor sets. Indeed we get
immediately from Theorem 1 and Corollary 4 the following description of the dimension
partition for the balanced Cantor sets.
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Theorem 7. Let C be a balanced Cantor set with the number of Cantor intervals Nk =
n1 · · ·nk and the average length sk at level k. Then
HC1 = {h ∈ D : 0 < lim inf
k→∞
Nkh(sk) <∞},
HCβ = {h ∈ D : lim inf
k→∞
Nkh(sk) = β},
PC1 = {h ∈ D : 0 < lim sup
k→∞
Nkh(sk) <∞},
PCβ = {h ∈ D : lim sup
k→∞
Nkh(sk) = β}
where β = 0,∞.
Corollary 8. Let C be a balanced Cantor set with the number of Cantor intervals Nk =
n1 · · ·nk and the average length sk at level k. Then
dimH C = lim inf
k→∞
− logNk
log sk
and
dimP C = lim sup
k→∞
− logNk
log sk
.
Let Nδ(C) be the smallest number of sets of diameter at most δ which can cover C.
Recall that the lower and upper box dimensions are given by
dimBC = lim inf
δ→0
logNδ(C)
− log δ and dimBC = lim supδ→0
logNδ(C)
− log δ .
Corollary 9. Let C be a balanced Cantor set with the number of Cantor intervals Nk =
n1 · · ·nk and the average length sk at level k. Then
dimBC = lim inf
k→∞
logNk
− log sk
and
dimBC = lim sup
k→∞
logNk
− log sk .
Proof. If sk+1 ≤ δ < sk, then |Ik+L2+1j | ≤ sk+1 ≤ δ for all 1 ≤ j ≤ Nk+L2+1. It follows that
logNδ(C)
− log δ ≤
logNk+L2+1
− log sk ≤
logML2+1 + logNk
− log sk .
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Therefore,
dimBC = lim inf
δ→0
logNδ(C)
− log δ ≤ lim infk→∞
logNk
− log sk .
The same is true for the upper box dimension.
Since dimH C ≤ dimBC ≤ lim infk→∞ logNk− log sk and dimP C ≤ dimBC ≤ lim supk→∞
logNk
− log sk ,
by Corollary 8, we get
dimBC = lim inf
k→∞
logNk
− log sk and dimBC = lim supk→∞
logNk
− log sk .

2.4 Dimension partition in terms of hC
In fact, we can further describe the dimension partition of a balanced Cantor set in terms
of its associated dimension function hC .
Proposition 10. Let C be a balanced Cantor set with an associated dimension function
hC and g ∈ D.
1. If lim infx→0+
g(x)
hC(x)
> 0, then Hg(C) > 0. In particular, if lim infx→0+
g(x)
hC(x)
= ∞,
then Hg(C) =∞.
2. If lim supx→0+
g(x)
hC(x)
< ∞, then P g0 (C) < ∞. In particular, if lim supx→0+ g(x)hC(x) = 0,
then P g0 (C) = 0.
3. If lim infx→0+
g(x)
hC(x)
< ∞, then Hg(C) < ∞. In particular, if lim infx→0+ g(x)hC(x) = 0,
then Hg(C) = 0.
4. If lim supx→0+
g(x)
hC(x)
> 0, then P g0 (C) > 0. In particular, if lim supx→0+
g(x)
hC(x)
= ∞,
then P g0 (C) =∞.
Proof. 1. Let
λ∗ := lim inf
x→0+
g(x)
hC(x)
> 0.
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For any 0 < α < λ∗ there is a δ > 0 such that g(x) ≥ αhC(x) for all 0 < x < δ. Then
Hg(C) ≥ αHhC (C) > 0
by the definition of Hausdorff measure.
If λ∗ =∞, then α can be arbitrarily large and hence Hg(C) =∞.
2. Let
λ∗ := lim sup
x→0+
g(x)
hC(x)
<∞.
For any λ∗ < α < ∞ there is a δ > 0 such that g(x) ≤ αhC(x) for all 0 < x < δ.
Then
P g0 (C) ≤ αP hC0 (C) <∞
by the definition of packing premeasure.
If λ∗ = 0, then P g0 (C) ≤ αP hC0 (C) for any α > 0 and hence P g0 (C) = 0.
3. Let
λ∗ := lim inf
x→0+
g(x)
hC(x)
<∞.
For any α > λ∗, there exists a positive decreasing sequence {δm}m such that limm→∞ δm =
0 and g(δm) ≤ αhC(δm). Let k be the integer such that sk ≤ δm < sk−1. Then
|Ik+L2j | ≤ sk ≤ δm
and {Ik+L2j }j is a δm-covering of C. Therefore
Hgδm(C) ≤
Nk+L2∑
j=1
g(|Ik+L2j |) ≤
Nk+L2∑
j=1
g(δm)
< Nk+L2αhC(δm) ≤ αML2+1Nk−1hC(sk−1).
Taking limits implies
Hg(C) ≤ λ∗ML2+1 lim inf
k→∞
NkhC(sk) <∞.
If λ∗ = 0, then Hg(C) = 0.
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4. Let
λ∗ := lim sup
x→0+
g(x)
hC(x)
> 0.
For any 0 < α < λ∗, there exists a positive decreasing sequence {δm}m such that
limm→∞ δm = 0 and g(δm) ≥ αhC(δm). Let k be the integer such that sk ≤ δm < sk−1.
Take the left endpoint of the interval Ik−L1−1jn , n = nk−L1−1, at level k − L1 − 1 as
xj for 1 ≤ j ≤ Nk−L1−2 and put r := δm/2. The collection {B(xj, r)}j will then be
disjoint as δm < sk−1 ≤ |Ik−L1−1j | and hence a δm-packing. Therefore
P gδm(C) ≥
Nk−L1−2∑
j=1
g(δm) ≥
Nk−L1−2∑
j=1
αhC(δm)
≥ αNk−L1−2hC(sk) ≥
α
ML1+2
NkhC(sk)
and
P g0 (C) ≥
λ∗
ML1+2
lim sup
k→∞
NkhC(sk).
If λ∗ =∞, then P g0 (C) =∞.

Corollary 11. Let C be a balanced Cantor set with an associated dimension function hC.
Then
HC1 = {g ∈ D : 0 < lim inf
x→0+
g(x)
hC(x)
<∞},
HCβ = {g ∈ D : lim inf
x→0+
g(x)
hC(x)
= β},
PC1 = {g ∈ D : 0 < lim sup
x→0+
g(x)
hC(x)
<∞},
PCβ = {g ∈ D : lim sup
x→0+
g(x)
hC(x)
= β}
where β = 0,∞.
Corollary 12. Let C1 and C2 be balanced Cantor sets with hC1 and hC2 as their respective
associated dimension functions. Then the following are equivalent.
(a) hC1 ≡ hC2.
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(b) HC1β ∩ PC1γ = HC2β ∩ PC2γ for all β ≤ γ ∈ {0, 1,∞}.
(c) HC11 ∩ PC11 = HC21 ∩ PC21 .
Note that C1 and C2 can be balanced with respect to different symbol spaces.
Definition 7. Let C1 and C2 be balanced Cantor sets. C1 and C2 are said to be equivalent
if and only if hC1 ≡ hC2 , and then we write C1 ∼ C2 .
2.5 Equivalence of balanced Cantor sets
If two Cantor sets C1 and C2 are balanced with respect to the same symbol space W , we
can also characterize their equivalence in terms of the sequence sk.
Let us recall the definition of a p-Cantor measure µC,Wp on the Cantor set C associated
with the symbol space W . For each k ≥ 1 and 0 ≤ j ≤ nk − 1, let pkj ≥ 0 be probability
weights such that
∑
j pkj = 1 and p = (pkj). The p-Cantor measure µp = µ
C,W
p on C is
defined by
µp(Iw) :=
k∏
l=1
plwl
for w ∈ W of length |w| = k.
In the remaining part of this chapter, we assume the probability weights are uniformly
bounded away from 0, i.e. there exists b > 0 such that pkj ≥ b for all k, j. Then, also,
pkj ≤ 1− b for all k and j.
When µp = µ
C,W
p is a p-Cantor measure on C, define
ΛCp (w) = Λ
C,W
p (w) :=
{
h ∈ D : 0 < lim inf
k→∞
µp(Iw|k)
h(sk)
≤ lim sup
k→∞
µp(Iw|k)
h(sk)
<∞
}
for any infinite word w ∈ W∞ := ∏∞k=1{0, · · · , nk − 1}, where w|k = w1 · · ·wk.
Theorem 13. Let C1 and C2 be two Cantor sets which are balanced with respect to the
same symbol space W . Then the following are equivalent.
(a) hC1 ≡ hC2.
(b) There exists an integer L such that sC2k+L ≤ sC1k ≤ sC2k−L for all k > L. (Here {sCik } are
the average interval lengths of Ci.)
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(c) ΛC1p (w) = Λ
C2
p (w) for all µp and all w ∈ W∞.
(d) ΛC1p (w) = Λ
C2
p (w) for some µp and some w ∈ W∞.
Proof. We will prove in the following order: (a) ⇒ (b) ⇒ (a), and then (d) ⇒ (b) ⇒ (c).
The implication (c) ⇒ (d) is immediate.
(a) ⇒ (b) Let A,B > 0 be constants such that
A
1
Nk
≤ hC1(sC1k ) and hC2(sC2k ) ≤ B
1
Nk
for all k. Suppose hC1(x) ≤ KhC2(x) for some K > 0. Then
hC2(s
C1
k ) ≥
1
K
hC1(s
C1
k ) ≥
A
K
1
Nk
= B(
A
KB
)
1
Nk
.
Choose an integer L (independent of k) such that
KB
A
≤ 2L ≤ Nk+L
Nk
.
Then for all K,
hC2(s
C1
k ) ≥ B
1
Nk+L
≥ hC2(sC2k+L).
Since hC2 is non-decreasing, we have s
C1
k ≥ sC2k+L.
By similar reasoning it follows that, when hC1 ≡ hC2 , there is an integer L such that
sC2k+L ≤ sC1k ≤ sC2k−L
for all k > L.
(b) ⇒ (a) It follows from sC2k+L ≤ sC1k ≤ sC2k−L that for β = 0,∞,
• lim infk→∞Nkh(sC1k ) = β if and only if lim infk→∞Nkh(sC2k ) = β,
• lim supk→∞Nkh(sC1k ) = β if and only if lim supk→∞Nkh(sC2k ) = β.
Consequently HC1β = H
C2
β and P
C1
β = P
C2
β for β = 0 and ∞. In turn this forces
HC11 = H
C2
1 and P
C1
1 = P
C2
1 . It follows from Corollary 12 that hC1 ≡ hC2 .
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(d) ⇒ (b) Define h(sC1k ) := µC1p (IC1w|k) and extend h to a piecewise linear function with
h(0) = 0. We first check that h is a dimension function. Since sC1k+1 ≤ sC1k and
h(sC1k+1) =
∏k+1
l=1 plwl ≤
∏k
l=1 plwl = h(s
C1
k ), h is increasing. If s
C1
k+1 ≤ x ≤ sC1k ,
h(2x) ≤ h(2sC1k )
≤ h(sC1k−1) =
k−1∏
l=1
plwl ≤
1
b2
k+1∏
l=1
plwl
=
1
b2
h(sC1k+1) ≤
1
b2
h(x),
so h is doubling and hence h ∈ D. Since µC1p (IC1w|k) =
∏k
l=1 plwl = µ
C2
p (I
C2
w|k), we also
have h(sC1k ) = µ
C2
p (I
C2
w|k).
We can see from the definition that h ∈ ΛC1p (w). Since ΛC1p (w) = ΛC2p (w), h ∈ ΛC2p (w)
as well and therefore there exist A,B > 0 such that
A ≤
µC2p (I
C2
w|k)
h(sC2k )
≤ B
for all k.
Let L be an integer such that (1− b)L ≤ 1
B
and (1− b)L ≤ A. When k > L,
h(sC2k ) ≤
µC2p (I
C2
w|k)
A
≤ µC2p (IC2w|k−L)
(1− b)L
A
≤ µC2p (IC2w|k−L) = h(sC1k−L)
and
h(sC2k ) ≥
µC2p (I
C2
w|k)
B
≥ µC2p (IC2w|k+L)
1
(1− b)LB ≥ µ
C2
p (I
C2
w|k+L) = h(s
C1
k+L).
Since h is increasing,
sC1k+L ≤ sC2k ≤ sC1k−L.
(b) ⇒ (c) Fix µp and w ∈ W∞. Recall µC1p (IC1w|k) = µC2p (IC2w|k). By assumption sC1k+L ≤
sC2k ≤ sC1k−L, thus
bL
µC1p (I
C1
w|k−L)
h(sC1k−L)
≤
µC1p (I
C1
w|k)
h(sC1k−L)
≤
µC2p (I
C2
w|k)
h(sC2k )
≤
µC1p (I
C1
w|k)
h(sC1k+L)
≤ 1
bL
µC1p (I
C1
w|k+L)
h(sC1k+L)
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If h ∈ ΛC1p (w), then
0 < lim inf
k→∞
µC1p (I
C1
w|k−L)
h(sC1k−L)
and lim sup
k→∞
µC1p (I
C1
w|k+L)
h(sC1k+L)
<∞
and hence h ∈ ΛC2p (w). By a symmetric argument we get
ΛC1p (w) = Λ
C2
p (w).

32
Chapter 3
Cut-out sets and balanced Cantor
sets
Let a = (ai) be a decreasing summable positive sequence and I = [0,
∑∞
i=1 ai]. Let Ca be
the collection of cut-out sets associated with a contained in I. It is known that among
all the sets in Ca, the set Ca (as defined in Section 1.3.2) has the maximal Hausdorff
dimension and maximal Hausdorff measure up to a constant [2, 17]. On the other hand,
the prepacking dimensions of all the sets in Ca are the same and equal to the upper box
dimension [10]. Since the packing and prepacking dimensions of Ca coincide [6], it follows
that dimP E ≤ dimP0 E = dimP0 Ca = dimP Ca for any E ∈ Ca. However, it is shown in
[17] that Ca has the least packing premeasure up to a constant among the sets in Ca.
In the following we will prove similar results for the balanced Cantor sets in Ca.
3.1 Balanced Cantor sets within Ca
For any E ⊆ R and r > 0, let
N(E, r) = min{k : E ⊆
k⋃
i=1
B(xi, r)},
P (E, r) = max{k : {B(xi, r)}1≤i≤k is an r-packing of E}
and
E(r) = {x ∈ R : |x− y| < r for some y ∈ E}.
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Geometric reasoning shows that
N(E, 2r) ≤ P (E, r) ≤ N(E, r/2)
and
P (E, r)2r ≤ m(E(r)) ≤ N(E, r)4r
where m denotes the Lebesgue measure.
If E1, E2 ∈ Ca are cut-out sets associated with a = (ai), then m(E1(r)) = m(E2(r))
[10], so
P (E1, r)2r ≤ m(E1(r)) = m(E2(r)) ≤ N(E2, r)4r.
From these inequalities we have the following lemma.
Lemma 14. For any E1, E2 ∈ Ca and r > 0,
P (E2, r) ≤ 2N(E1, r) ≤ 2P (E1, r/2) ≤ 4N(E2, r/2).
Theorem 15. Let C be a balanced Cantor set in Ca for some a = (ai). If h ∈ D and E is
any set in Ca, then Hh(E) ≤ AHh(C) and P h0 (C) ≤ B P h0 (E) for some constants A and
B, which depend only on h and C.
Proof. Recall that h ∈ D is doubling, say, h(2x) ≤ τh(x) for some τ . For any cut-out set
E ∈ Ca we have
N(E, r)h(2r) ≤ 2τ 2N(C, r/2)h(r/2)
and
Hh(E) ≤ lim inf
r→0
N(E, r)h(2r) ≤ 2τ 2 lim inf
r→0
N(C, r)h(r).
On the other hand, for a balanced Cantor set C,
Hh(C) ≥ 1
ML1+2
lim inf
k→∞
Nkh(sk)
by Theorem 1 from Chapter 2. If r > 0 is small, there exists k ∈ N such that sk ≤ r ≤ sk−1.
Consider the Cantor intervals {Ik+L2j }
Nk+L2
j=1 at level k + L2. Take their left endpoints as
centres and form Nk+L2 balls with radius r (which is at least the length of any Cantor
interval of level k + L2). This is a r-covering of C. So N(C, r) ≤ Nk+L2 and
N(C, r)h(r) ≤ Nk+L2h(sk−1) ≤ML2+1 ·Nk−1h(sk−1).
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Combining all these,
Hh(E) ≤ 2τ 2 lim inf
r→0
N(C, r)h(r)
≤ 2τ 2ML2+1 lim inf
k→∞
Nkh(sk)
≤ 2τ 2ML1+L2+3Hh(C).
In other words, there exists a constant A := 2τ 2ML1+L2+3 such that
Hh(E) ≤ AHh(C)
for any E ∈ Ca.
Similarly, for the pre-packing measure, for any E ∈ Ca,
1
2
P (C, r)h(r) ≤ P (E, r/2)h(r) ≤ P h0 (E)
by the lemma above. After taking the limit we get
lim sup
r→0
P (C, r)h(r) ≤ 2P h0 (E).
As above, let r > 0 be small and take k ∈ N such that sk+1 ≤ r ≤ sk. Take the
subset of Cantor intervals {Ik−L1jn }
Nk−L1−1
j=1 at level k−L1, where n = nk−L1 . Take their left
endpoints as centres and form Nk−L1−1 balls with radii r (which is at most the length of
any level k−L1 Cantor interval). This forms a r-packing of C. So Nk−L1−1 ≤ P (C, r) and
1
ML1+2
·Nk+1h(sk+1) ≤ Nk−L1−1h(sk+1) ≤ P (C, r)h(r).
Again, applying Theorem 1 from Chapter 2, we deduce that
P h0 (C) ≤ML2+2 lim sup
k→∞
Nkh(sk)
≤ML1+L2+4 lim sup
r→0
P (C, r)h(r)
≤ 2ML1+L2+4P h0 (E),
i.e. for any E ∈ Ca,
P h0 (C) ≤ BP h0 (E)
with B := 2ML1+L2+4. 
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Corollary 16. Let C be a balanced Cantor set in Ca for some a = (ai). If h ∈ D and E
is any set in Ca, then dimH E ≤ dimH C.
Proof. This is because Hα(E) ≤ AHα(C) for any α ≥ 0. 
Corollary 17. If C1, C2 ∈ Ca are both balanced Cantor sets, then
A1H
h(C2) ≤ Hh(C1) ≤ A2Hh(C2)
and
B1P
h
0 (C2) ≤ P h0 (C1) ≤ B2P h0 (C2)
for some positive constants A1, A2, B1, B2. Hence HC1β = H
C2
β and P
C1
β = P
C2
β for β = 0, 1
and ∞, i.e. C1 ∼ C2. In particular dimH C1 = dimH C2 and dimP C1 = dimP C2.
It follows that C ∼ Ca for any balanced Cantor set C in Ca. Note that once the
sequence a = (ai) is fixed, we can construct many general decreasing Cantor sets C
W
a , with
respect to different symbol spaces W . As long as they are balanced Cantor sets, they all
have the maximal Hausdorff dimension within the collection Ca, namely dimH Ca.
3.2 Central Cantor set and decreasing Cantor set in
each equivalence class
The central Cantor sets and the decreasing Cantor sets have served as our prototype of
the balanced Cantor sets. It turns out that for each balanced Cantor set C there exists
at least one central Cantor set and one decreasing Cantor set having the same dimension
partition as C.
Proposition 18. For any balanced Cantor set C, there exists a central Cantor set Kr,
with decreasing gap lengths, such that C ∼ Kr.
Proof. Each balanced Cantor set C is a cut-out set, i.e. C ∈ Ca for some positive, summable
and decreasing sequence a = (ai). We know from Corollary 17 that C ∼ Ca. Next, we will
show that Ca ∼ Kr for some central Cantor set Kr.
As usual, let
sk =
1
2k
∑
i≥2k
ai
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be the average interval lengths of Ca. We can construct a central Cantor set Kr as follows.
Let r1 = s1, r2 =
s2
s1
and inductively define rk+1 =
sk+1
sk
. Note that 2sk+1 < sk ensures that
rk+1 =
sk+1
sk
< 1
2
. As r1r2 · · · rk = sk, C is h-regular if and only if h(sk) ≈ 12k if and only if
Kr is h-regular. Hence Kr ∼ Ca ∼ C.
Let g = (gn) be the sequence of gap lengths of Kr:
g1 = a1,
g2 = g3 = s1 − 2s2 = 1
2
(
∑
i≥2
ai −
∑
i≥4
ai)
=
1
2
(a2 + a3) ≤ a1 = g1.
In general, for 2k ≤ n < 2k+1,
gn = sk − 2sk+1 = 1
2k
(
∑
i≥2k
ai −
∑
i≥2k+1
ai)
=
1
2k
(a2k + a2k+1 + · · ·+ a2k+1−1) ≤ gn−1.
Hence, Kr obtained here has decreasing gap lengths.

In particular,
dimH Kr = lim inf
k→∞
ln 2k
| ln r1 · · · rk| = dimH Ca
and dimP Kr = lim sup
k→∞
ln 2k
| ln r1 · · · rk| = dimP Ca.
However, note that Kr is not necessarily in Ca for the same sequence a = (ai).
3.3 Size of balanced Cantor sets in Ca
Below, we try to explore how many balanced Cantor sets there are within the collection of
cut-out sets Ca.
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3.3.1 Cardinality
In this section, we use |R| to denote the cardinality of the real line and |C ∩Ca| to denote
the cardinality of the collection of balanced Cantor sets within the collection of cut-out
sets associated with a = (ai).
Theorem 19. Let C be the collection of balanced Cantor sets and Ca be the collection of
cut-out sets associated with a = (ai). Then |C ∩ Ca| ≥ |R|.
Proof. To estimate the cardinality |C ∩Ca|, let us start with Ca ∈ Ca. We want to generate
|R| many balanced Cantor sets in Ca from it. For each permutation ρ defined below, we
will construct a Cantor set Ca˜ ∈ Ca with a permuted sequence of gaps a˜ := (aρ(i)), in the
same manner as we construct a decreasing Cantor set.
Consider the gap lengths of Ca at each level k: a2k , a2k+1, · · · , a2k+1−1. There are two
cases.
1. Suppose there are infinitely many levels kn such that a2kn > a2kn+1−1. Then we take
a subsequence (ln) such that ln ≥ 2, 2kn ≤ ln < 2kn+1 − 1 and aln > aln+1 for all n.
For each symbol w = w1w2 · · ·wn · · · ∈ {0, 1}N, define a permutation ρw on the
natural numbers by
ρw(l) :=

ln + 1, if wn = 1 and l = ln,
ln, if wn = 1 and l = ln + 1,
l, otherwise.
The permutation works within each level, and there are |R| many of them in {ρw :
w ∈ {0, 1}N}.
If ρw 6= ρw˜, let n = min{i : wi 6= w˜i}. One of them will permute ln and ln + 1, while
the other will keep them fixed. Since the gaps aln and aln+1 are at level kn + 1 in the
binary tree structure, there must be some gap al from a level k ≤ kn between them.
The set of gap lengths to the left and right of al are different after the permutation;
the resulting Cantor sets, C(aρw(i)) and C(aρw˜(i)), are therefore distinct.
Let |I˜kj | be the interval lengths of the new Cantor set Ca˜, and s˜k be the new average
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interval length of level k. For all k,
s˜k =
1
2k
∞∑
l=2k
aρ(l)
=
1
2k
∞∑
l=2k
al = sk.
Next, we want to prove |I˜kj | ≥ |Ikj+1| ≥ sk+1 for 1 ≤ j < 2k. Let Akj := {ai : ai ⊆ Ikj }
and A˜kj := {ai : ai ⊆ I˜kj } be the set of gaps contained in Ikj and I˜kj respectively. Note
that the gaps in Akj have greater lengths than the gaps in A
k
j+1. Since the gaps aln
are exchanged with the ones next to them and of the same level, after permutation,
A˜kj may have some common gaps as A
k
j+1. The gaps in A˜
k
j \ Akj+1 are in one-one
correspondence with and have greater lengths than those in Akj+1 \ A˜kj . Therefore,
|I˜kj | =
∑
ai∈A˜kj
ai ≥
∑
ai∈Akj+1
ai = |Ikj+1| ≥ sk+1.
By similar reasoning we also have
sk−1 ≥ |Ikj−1| ≥ |I˜kj |
for 1 < j ≤ 2k. If j = 1 or 2k, we can see that
|Ik1 | ≥ |I˜k1 | and |I˜k2k | ≥ |Ik2k |
because the permutations always occur within a level. Hence, we still have
s˜k+1 = sk+1 ≤ |I˜kj | ≤ sk−1 = s˜k−1
and the new Cantor set Ca˜ is balanced.
2. The second possibility is that a2k > a2k+1−1 only occurs at finitely many levels. That
is, we have
a2k = a2k+1 = · · · = a2k+1−1
except on finitely many levels. The decrease in gap lengths happen at a2kn−1 > a2kn
where kn →∞. Take ln = 2kn − 1 a subsequence such that aln > aln+1 for all n.
Define ρw in a similar fashion to the first case. If ρw 6= ρw˜ and n = min{i : wi 6= w˜i},
one of them will permute ln and ln + 1. To the right of a1, the number of gap lengths
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equal to aln will be different after the permutation. Again, the resulting Cantor sets
will be different.
For each k, either ρw(2
k) = 2k, in which case (using the same notation again)
s˜k =
∞∑
l=2k
aρ(l) =
1
2k
∞∑
l=2k
al = sk,
or ρw(2
k) = 2k − 1, in which case
s˜k =
1
2k
(
∞∑
l=2k+1
al + a2k−1) <
1
2k
∞∑
l=2k−1
al ≤ 1
2
sk−1
and
sk =
1
2k
∞∑
l=2k
al ≤ 1
2k
∞∑
l=2k
aρ(l) = s˜k.
As only the rightmost and leftmost gaps are swapped, only the rightmost and leftmost
interval lengths are affected. Hence for 1 < j < 2k, we still have |I˜kj | = |Ikj | and so
s˜k+2 ≤ sk+1 ≤ |I˜kj | ≤ sk−1 ≤ s˜k−1.
For the remaining intervals, observe that a comparison of gap lengths contained in
the old and new intervals shows
|Ik1 | ≤ |I˜k1 | ≤ |Ik−12k−1|
and
|Ik+11 | ≤ |I˜k2k | ≤ |Ik2k |.
Thus we have
s˜k+1 ≤ sk ≤ |I˜k1 | ≤ sk−1 ≤ s˜k−1
and
s˜k+2 < sk+1 ≤ |I˜k2k | ≤ sk ≤ s˜k.
The balanced property is satisfied.
Therefore, in both cases, we have generated |R| many distinct balanced Cantor sets in
Ca. 
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3.3.2 Denseness
Let I be a closed interval of length |I| = ∑i ai. Let X be the collection of non-empty
compact subsets of I. Recall that the Hausdorff metric is defined by
d(E,F ) := max{sup
x∈E
inf
y∈F
|x− y|, sup
y∈F
inf
x∈E
|x− y|}
where E,F are two sets in X. It is known that X with the Hausdorff metric is a compact
metric space. As a subset of X, the collection of cut-out sets Ca is also a compact metric
space [34]. We will see that the collection of balanced Cantor sets is dense within Ca.
Let E ∈ Ca for a = (ai). We label its gaps as follows. Let E = I \
⋃∞
i=1A
E
i where
|AEi | = ai. If |AEi | = |AEi+1| for some i, then AEi lies to the left of AEi+1, i.e., x < y for any
x ∈ AEi and y ∈ AEi+1.
For each fixed n ≥ 1, consider the gaps AE1 , · · · , AEn . There is a permutation σEn ∈
Sym({1, · · · , n}) such that if xi ∈ AEσEn (i) for 1 ≤ i ≤ n, then x1 < · · · < xn (i.e. AEσEn (i) is
to the left of AEσEn (i+1)). Define
C na (E) := {F ∈ Ca : σFn = σEn }.
In these sets, the relative positions of the first n gaps are the same. We can see that the
sets in C na (E) are close to E from the following lemma. Recall that the diameter of a
subset Y in a metric space X is defined as diamY := sup{d(E,F ) : E,F ∈ Y }.
Lemma 20 ([34]). diamC na (E) ≤ 3rn+1, where rn :=
∑
j≥n aj.
Proof. Let AFi = (Li(F ), Ri(F )) be the gaps for each F ∈ Ca, and let
Fn =
⋃
1≤i≤n
{Li(F ), Ri(F )}.
For any F, F ′ ∈ C na (E), the relative position of AFi among the first n gaps is the same as that
of AF
′
i . For each i, the leftmost possible position of the endpoint Li(F ) and the rightmost
possible position of the endpoint Li(F
′) can only differ by at most
∑∞
j=n+1 aj = rn+1.
This is also true for the right endpoints Ri(F ) and Ri(F
′). In consequence, we have
|Li(F )− Li(F ′)| ≤ rn+1 and |Ri(F )−Ri(F ′)| ≤ rn+1 for 1 ≤ i ≤ n, so
d(Fn, F
′
n) ≤ rn+1.
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On the other hand, d(F, Fn) ≤ rn+1 and d(F ′, F ′n) ≤ rn+1, since the distance between
any consecutive two of the first n gaps is at most
∑∞
j=n+1 aj = rn+1. Hence,
d(F, F ′) ≤ 3rn+1.

Theorem 21. The collection of balanced Cantor sets C ∩ Ca is dense in Ca.
Proof. Let E ∈ Ca and ε > 0. Assume E = I \
⋃∞
i=1A
E
i . We show that we can find a
balanced Cantor set C ∈ C ∩ Ca such that d(E,C) < ε.
Let n = 2l − 1 be sufficiently large that diam C na (E) ≤ 3rn+1 < ε. Remove the gaps
AEi , 1 ≤ i ≤ n, from I in the same left to right order as they lie in I \ E. There will be
2l intervals left behind. We then remove gaps of lengths {|AEi | = ai : i ≥ 2l} from the
remaining intervals, from left to right in each level, as we do in constructing Ca. In this
way we obtain a Cantor set C ∈ C na (E) and thus d(E,C) < ε.
Since the Cantor intervals Ikj and the average interval lengths sk are determined by
the remaining gap lengths {ai : i ≥ 2l}, C satisfies the same balanced property as the
decreasing Cantor set Ca. 
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Chapter 4
Multifractal box dimensions and
Multifractal analysis
Let µ be a finite Borel regular measure on R. The local dimension of µ at a point x ∈ R,
given by
dimloc µ(x) := lim
r→0+
log µ(B(x, r))
log r
,
describes the power law behaviour of µ(B(x, r)) for small r. For α ≥ 0 we consider the
level sets
E(α) = E(µ, α) := {x ∈ supp(µ) : dimloc µ(x) = α}
of the support of the measure. If E(α) 6= ∅ for a range of α, these sets can be viewed as a
decomposition of the support into a family of fractals.
More generally, if h ∈ D is a dimension function, define
Eh = Eh(µ) :=
{
x ∈ supp(µ) : lim inf
r→0+
log µ(Br(x))
log h(r)
= 1
}
,
Eh = Eh(µ) :=
{
x ∈ supp(µ) : lim sup
r→0+
log µ(Br(x))
log h(r)
= 1
}
and
E(h) = E(µ, h) = Eh ∩ Eh.
If h(t) = tα, these sets will be correspondingly denoted as Eα = Eα(µ) := Eh(µ) and
Eα = Eα(µ) := Eh(µ). In this notation, E(α) := Eα ∩ Eα.
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We are interested in the dimensions of these level sets E(α). The dimensions fH(α) :=
dimH E(α) and fP (α) := dimP E(α) are called the Hausdorff multifractal spectrum and the
packing multifractal spectrum respectively.
In the physics literature ([16]) it is suggested that these dimensions are often equal to
the Legendre transform of some other functions. This sometimes provides an alternate way
to calculate the dimensions.
The Legendre transform of a function τ is defined as
τ ∗(α) = inf
q
(qα− τ(q)) .
The multifractal formalism is the following relationship: the multifractal spectrum f(α) =
dimH(Eα) or dimP (Eα) is the Legendre transform
f(α) = τ ∗(α)
of some suitable auxiliary function τ . This statement is justified and the multifractal
spectrum is calculated in different cases, including self-similar measures ([10, 7, 26]), p-
Cantor measures on the central Cantor sets ([18]), decreasing Cantor sets ([19]), and many
other examples.
In this chapter we want to extend the calculations to the balanced Cantor sets. As
the most general case is complicated in notation and not substantially different, we will
restrict ourselves to the following assumptions.
Assumption 1. (a) We assume C is a balanced Cantor set where M ≥ 2 is a fixed integer
and nk = M for all k. Then Nk = M
k. This includes the homogeneous Cantor sets
with nk = M .
(b) We study the p-Cantor measure on C where pkj = pj for each j = 1, · · · ,M and for
all k. We assume p = pmin := min1≤j≤M pj > 0 throughout this chapter.
4.1 Multifractal box dimensions
In this section let us introduce the multifractal box dimension as our auxiliary function.
For q ∈ R let
Sδ(q) = sup
{∑
i
µ(B(xi, δ))
q : {B(xi, δ)}i are disjoint closed balls with xi ∈ supp(µ)
}
.
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The lower and upper multifractal q-box dimensions of µ are defined in [26] as
Cq = lim inf
δ→0+
logSδ(q)
| log δ| and C
q = lim sup
δ→0+
logSδ(q)
| log δ| .
It is denoted as C(q) if limδ→0+
logSδ(q)
| log δ| exists. The quantity τ(q) := −Cq is also known as
the Lq-spectrum.
Lemma 22. Let µ be a p-Cantor measure on a balanced Cantor set C satisfying Assump-
tion 1. Suppose q ∈ R and sk ≤ δ < sk−1. Then there exist A,B > 0 such that
A
(
M∑
j=1
pqj
)k
≤ Sδ(q) ≤ B
(
M∑
j=1
pqj
)k
. (4.1)
Proof. Let {B(xi, δ)}i be a collection of disjoint closed balls with xi ∈ supp(µ). The
balanced property of the Cantor set tells us that |Ik+L1j | ≤ sk ≤ δ < sk−1 ≤ |Ik−1−L2j |,
hence if Ik−1−L2j = I
k−1−L2(xi), then
Ik+L1(xi) ∩ C ⊆ Bδ(xi) ∩ C ⊆ (Ik−1−L2j−1 ∪ Ik−1−L2j ∪ Ik−1−L2j+1 ) ∩ C.
1. Let us first consider q ≥ 0. For the upper bound,
µ(Bδ(xi))
q ≤ (µ(Ik−1−L2j−1 ∩ C) + µ(Ik−1−L2j ∩ C) + µ(Ik−1−L2j+1 ∩ C))q
≤ Kq
(
µ(Ik−1−L2j−1 ∩ C)q + µ(Ik−1−L2j ∩ C)q + µ(Ik−1−L2j+1 ∩ C)q
)
for some constant Kq. This is due to Holder’s inequality when q ≥ 1 and concavity
of xq when 0 < q < 1. Note that each Ik−1−L2j can intersect at most M
L1+L2+1 of
the balls Bδ(xi) since the balls are disjoint and each of them contains an interval
Ik+L1(xi). Thus
∑
i
µ(Bδ(xi))
q ≤ML1+L2+1Kq
Mk−L2−1∑
j=1
µ(Ik−L2−1j )
q
= ML1+L2+1Kq
∑
|w|=k−L2−1
(
k−L2−1∏
l=1
pwl
)q
= ML1+L2+1Kq
(
M∑
j=1
pqj
)k−L2−1
,
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so we can take B = ML1+L2+1Kq
(∑M
j=1 p
q
j
)−L2−1
.
Now we consider the lower bound. Take xi to be the left endpoints of the intervals
Ik−L2−1iM for 1 ≤ i ≤ Mk−L2−2. The balls {Bδ(xi)}i are centred in C and pairwise
disjoint.
The interval Ik+L1(xi) is the leftmost subinterval of I
k−L2−1(xi) at level k + L1, so
µ(Ik+L1(xi)) =
(
k−L2−2∏
l=1
pwl
)
pM p
L1+L2+1
1 ≥ pL1+L2+2
k−L2−2∏
l=1
pwl
where Ik−L2−1(xi) = Iw1···wk−L2−2M . Since I
k+L1(xi) ∩ C ⊆ Bδ(xi) ∩ C,
Sδ(q) ≥
∑
i
µ(Bδ(xi))
q ≥
Mk−L2−2∑
i=1
µ(Ik+L1(xi))
q
≥ (pL1+L2+2)q
∑
|w|=k−L2−2
(
k−L2−2∏
l=1
pwl
)q
= (pL1+L2+2)q
(
M∑
j=1
pqj
)k−L2−2
.
The last equality holds because the sum is over all the Cantor intervals of level
k − L2 − 2.
2. Consider q < 0. For any δ-packing {Bδ(xi)}i, the Cantor intervals Ik+L1(xi) are con-
tained inBδ(xi) and hence are disjoint. As q < 0, we have µ(Bδ(xi))
q ≤ µ(Ik+L1(xi))q.
Thus
∑
i
µ(Bδ(xi))
q ≤
∑
i
µ(Ik+L1(xi))
q ≤
Mk+L1∑
j=1
µ(Ik+L1j )
q
=
(
M∑
j=1
pqj
)k+L1
.
For the lower bound, take xi to be the the left endpoints of I
k−L2−1
iM for 1 ≤ i ≤
Mk−L2−2. The choice of the left endpoint for xi gives the inclusion Bδ(xi) ⊆ Ik−L2−2i
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and that implies µ(Bδ(xi))
q ≥ µ(Ik−L2−2i )q when q < 0. Thus
∑
i
µ(Bδ(xi))
q ≥
Mk−L2−2∑
i=1
µ(Ik−L2−2i )
q =
(
M∑
j=1
pqj
)k−L2−2
.

From the above inequalities, we obtain the following theorem.
Theorem 23. Let µ be a p-Cantor measure on a balanced Cantor set satisfying Assumption
1. The multifractal q-box dimensions of µ are given by
Cq = lim inf
k→∞
log
∑M
j=1 p
q
j
1
k
| log sk| and C
q = lim sup
k→∞
log
∑M
j=1 p
q
j
1
k
| log sk| .
Hence, if the lower and upper limits exist and are equal, then
C(q) = lim
k→∞
log
∑M
j=1 p
q
j
1
k
| log sk| .
Proof. Let q ∈ R and sk ≤ δ < sk−1. Taking the logarithm of (4.1), we get
logA+ k log
M∑
j=1
pqj ≤ logSδ(q) ≤ logB + k log
M∑
j=1
pqj . (4.2)
On the other hand,
| log sk| ≥ | log δ| ≥ | log sk−1|. (4.3)
Note that limk→∞
logA
| log sk| = 0 and limk→∞
logB
| log sk| = 0. If we consider the division of (4.2) by
(4.3) and take the liminfs, then
lim inf
δ→0
logSδ(q)
| log δ| = lim infk→∞
log
∑M
j=1 p
q
j
1
k
| log sk|
The same is true for the upper limits. 
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4.2 Separation conditions
In the multifractal analysis on self-similar sets or other Cantor-like sets, some separation
conditions, like the strong separation condition and the open set condition (see Section
1.3.3), are usually required. In our setting, the balanced Cantor sets may not be self-
similar. We need to formulate another version of the separation condition.
Let Gkj , 1 ≤ j ≤ Mk−1(M − 1), be the gaps between the k-th level intervals Ikj of
the Cantor set C. In this section, we suppose that C satisfies the following separation
condition.
Assumption 2. There is an  > 0 such that for any k and 1 ≤ j ≤Mk−1(M − 1),
|Gkj | ≥ sk.
For x ∈ C and k ≥ 1, let Ik(x) be the Cantor interval containing x at level k. The
following lemma shows that the measures of balls and Cantor intervals are comparable
under the separation condition above.
Lemma 24. Let C be a balanced Cantor set satisfying Assumptions 1 and 2. There is an
N ∈ N such that
Ik(x) ∩ C ⊆ B|Ik(x)|(x) ∩ C ⊆ Ik−N(x) ∩ C
for any x ∈ C and k > N .
Proof. We only need to prove the second inclusion. Choose N ≥ L2 such that 2N−L2 > 1.
Fix k > N and let 1 ≤ i ≤ k −N , say i = k −N ′ with N ′ ≥ N . Then
|Ik(x)| ≤ sk−L2 ≤
1
2N ′−L2
sk−N ′ ≤ 1
2N ′−L2
|Gk−N ′j | < |Gij|.
Thus the radius of B|Ik(x)|(x) is smaller than the gap lengths up to level k − N , and so
B|Ik(x)|(x) is contained in the union of Ik−N(x) and its adjacent gaps. Therefore, we have
the second inclusion. 
Lemma 25. Let µ be a p-Cantor measure on C satisfying Assumptions 1 and 2. Then
for any h ∈ D and x ∈ C,
lim inf
δ→0+
log µ(Bδ(x))
log h(δ)
= lim inf
k→∞
log µ(Ik(x))
log h(sk)
and
lim sup
δ→0+
log µ(Bδ(x))
log h(δ)
= lim sup
k→∞
log µ(Ik(x))
log h(sk)
.
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Proof. Let |Ik+L2| ≤ sk ≤ δ < sk−1 ≤ |Ik−L1−1|. Lemma 24 implies that for suitable N
and sufficiently large k,
Ik+L2(x) ∩ C ⊆ Bδ(x) ∩ C ⊆ B|Ik−L1−1(x)|(x) ∩ C ⊆ Ik−L1−1−N(x) ∩ C.
Since there exists p > 0 such that pj ≥ p > 0 for all 1 ≤ j ≤M ,
c1µ(I
k−1(x)) ≤ µ(Ik+L2(x)) ≤ µ(Bδ(x)) ≤ µ(Ik−L1−1−N(x)) ≤ c2µ(Ik(x))
where c1 = p
L2+1 and c2 = (
1
p
)L1+1+N are independent of x and k. Thus
log(c2µ(I
k(x)))
log h(sk)
≤ log µ(Bδ(x))
log h(δ)
≤ log(c1µ(I
k−1(x)))
log h(sk−1)
.
Taking limits we get the conclusion. 
4.3 Multifractal formalism
In this section we will calculate the multifractal spectrum of a p-Cantor measure µ on a
balanced Cantor set C satisfying Assumptions 1 and 2. Our goal is to obtain a dimensional
description of the level sets E(α). We will first work with the more general E(h) for
dimension functions h as in [19] and obtain the dimensions of E(α) in the end.
Let
bq =
(
M∑
j=1
pqj
)−1( M∑
j=1
pqj log pj
)
and
θq = q −
log
(∑M
j=1 p
q
j
)
bq
.
Define an auxiliary measure ν = νq as follows. For |w| = k, let
ν(Iw) := µ(Iw)
q
(
M∑
j=1
pqj
)−k
. (4.4)
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One can check that for each k,
∑
|w|=k
ν(Iw) =
(
M∑
j=1
pqj
)−k ∑
|w|=k
µ(Iw)
q = 1.
It follows that ν is a probability measure and we will see that it is concentrated on
Eh or Eh with appropriate q and h. Moreover, ν is a p-Cantor measure where p =
{ pq1∑M
j=1 p
q
j
, · · · , p
q
M∑M
j=1 p
q
j
}.
Lemma 26. 1. If lim infk→∞ 1k log h(sk) = bq, then νq(Eh) = 1.
2. If lim supk→∞
1
k
log h(sk) = bq, then νq(Eh) = 1.
Proof. 1. Let δ > 0 and
Ek :={x ∈ supp(µ) : log µ(Ik(x)) ≥ (1− ) log h(sk)}
={x ∈ supp(µ) : µ(Ik(x)) ≥ h(sk)(1−)}.
Then
ν(Ek) ≤
∫
µ(Ik(x))δh(sk)
δ(−1)dν(x)
=
∑
|w|=k
h(sk)
δ(−1)µ(Iw)δν(Iw)
= h(sk)
δ(−1) ∑
|w|=k
µ(Iw)
q+δ
(
M∑
j=1
pqj
)−k
= h(sk)
δ(−1)
(∑M
j=1 p
q+δ
j∑M
j=1 p
q
j
)k
=: Φ+(k)
Consider the Taylor expansion of g(t) := log
∑M
j=1 p
t
j, centred at q,
g(q + δ) = log
M∑
j=1
pqj +
(
M∑
j=1
pqj
)−1( M∑
j=1
pqj log pj
)
δ +O(δ2).
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Thus
log Φ+(k) = δ(− 1) log h(sk) + k
(
log
M∑
j=1
pq+δj − log
M∑
j=1
pqj
)
= kδ
(− 1)1
k
log h(sk) +
(
M∑
j=1
pqj
)−1( M∑
j=1
pqj log pj
)
+O(δ)
 .
When lim infk→∞ 1k log h(sk) = bq =
(∑M
j=1 p
q
j
)−1 (∑M
j=1 p
q
j log pj
)
, for any 0 > 0
there exists a k0 such that for all k ≥ k0 we have
1
k
log h(sk) ≥ bq − 0.
Thus
log Φ+(k) ≤ kδ ((− 1)(bq − 0) + bq +O(δ))
= kδ(bq + (1− )0 +O(δ)).
Since bq < 0, we can take 0 and δ small so that
Φ+(k) ≤ exp(kδbq/2)
for all k ≥ k0. It follows that {ν(Ek)} is summable. By the Borel-Cantelli lemma,
ν(
⋂∞
k1=1
⋃
k≥k1 Ek) = 0. In other words, for ν-almost x ∈ supp(µ), there is a k1 such
that
log µ(Ik(x)) < (1− ) log h(sk)
for all k ≥ k1.
Analogously, when
Ek :={x ∈ supp(µ) : log µ(Ik(x)) ≤ (1 + ) log h(sk)}
={x ∈ supp(µ) : µ(Ik(x)) ≤ h(sk)(1+)}
we have
ν(Ek) ≤
∫
µ(Ik(x))−δh(sk)δ(1+)dν(x)
= h(sk)
δ(1+)
(∑M
j=1 p
q−δ
j∑M
j=1 p
q
j
)k
=: Φ−(k)
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and
log Φ−(k) ≤ kδ
(1 + )1
k
log h(sk)−
(
M∑
j=1
pqj
)−1( M∑
j=1
pqj log pj
)
+O(δ)
 .
This time lim infk→∞ 1k log h(sk) = bq implies
log Φ−(k) ≤ kδ ((1 + )(bq + 0)− bq +O(δ))
= kδ (bq + (1 + )0 +O(δ))
along a subsequence. Again we can take 0 and δ to be small so that
Φ−(k) ≤ exp(kδbq/2)
and hence ν(Ek) is summable in that subsequence. Then for ν-almost x ∈ supp(µ)
log µ(Ik(x)) > (1 + ) log h(sk)
for infinitely many k.
Therefore
1−  ≤ lim inf
k→∞
log µ(Ik(x))
log h(sk)
≤ 1 + 
for ν-almost x ∈ supp(µ). Consequently ν(Eh) = 1.
2. The proof is similar.

We also need a version of the mass distribution principle in terms of dimension functions.
Lemma 27. Let ν be a measure and h ∈ D be a dimension function.
1. If lim infr→0+
log ν(Br(x))
log h(r)
≥ θ > 0 for all x ∈ E, then Hhλθ(E) ≥ ν(E) for all λ < 1.
2. If lim supr→0+
log ν(Br(x))
log h(r)
≤ θ <∞ for all x ∈ E, then P hλθ(E) ≤ ν(E) for all λ > 1.
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Proof. 1. Let λ < 1 and
Fk := {x ∈ E : ν(Br(x)) ≤ h(r)λθ for all r < 1
k
}.
Then Fk ⊆ Fk+1 and E =
⋃
Fk by the assumption.
Let {Ui} be a δ-covering of E with δ < 1k . It is also a δ-covering of Fk. If Ui∩Fk 6= ∅,
let xi ∈ Ui ∩ Fk and ri = |Ui|, so that Ui ⊆ Bri(x). By definition of Fk,
ν(Ui) ≤ ν(Bri(xi)) ≤ h(|Ui|)λθ
and hence
ν(Fk) ≤
∑
i:Ui∩Fk 6=∅
ν(Ui) ≤
∑
i
h(|Ui|)λθ.
This is true for any δ-covering of Fk, so
ν(Fk) ≤ Hhλθ(E).
Letting k →∞,
ν(E) ≤ Hhλθ(E).
2. Let λ > 1 and  > 0. There exists an open set V ⊃ E such that ν(V ) ≤ ν(E) + .
Let
Vk := {x ∈ V : h(r)λθ ≤ ν(Br(x)) and Br(x) ⊆ V for all r < 1
k
}.
Then Vk ⊆ Vk+1 and E ⊆
⋃
Vk by the assumption.
Fix k and let {Bj = Brj(xj)} be a δ-packing of Vk with δ < 1k . Then∑
j
h(rj)
λθ ≤
∑
j
ν(Bj) =
∑
j
ν(V ∩Bj) = ν(V ∩ (
⋃
j
Bj)) ≤ ν(V ).
This is true for any packing of Vk, so
P h
λθ
(Vk) ≤ ν(V ) ≤ ν(E) + .
Letting k →∞,
P h
λθ
(E) ≤ P hλθ(
⋃
k
Vk) ≤ ν(E) + 
for any .

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Recall the definition of bq and θq on p.49.
Theorem 28. Let h ∈ D and µ be a p-Cantor measure on a balanced Cantor set C
satisfying Assumptions 1 and 2.
1. If lim infk→∞ 1k log h(sk) = bq, then H
hλ(Eh) ≥ 1 for all λ < θq.
2. If lim supk→∞
1
k
log h(sk) = bq, then P
hλ(Eh) ≤ 1 for all λ > θq.
3. If limk→∞ 1k log h(sk) = bq, then H
hλ(E(h)) ≥ 1 for all λ < θq and P hλ
′
(E(h)) ≤ 1 for
all λ′ > θq.
Proof. 1. Let ν = νq be defined as in (4.4). Then
log ν(Ik(x))
log h(sk)
= q
log µ(Ik(x))
log h(sk)
−
log
(∑M
j=1 p
q
j
)k
log h(sk)
.
As suitable balls and Cantor intervals have comparable measures by Lemma 25, if
x ∈ Eh, then
lim inf
k→∞
log ν(Ik(x))
log h(sk)
≥ q −
log
(∑M
j=1 p
q
j
)
bq
= θq.
We note that θq > 0. Indeed, if q ≥ 0, then
qbq = q
( M∑
j=1
pqj
)−1( M∑
j=1
pqj log pj
)
≤ qmax
j
log pj < log
M∑
j=1
pqj .
If q < 0, then
qbq ≤ qmin
j
log pj < log
M∑
j=1
pqj .
Another application of Lemma 25 gives
lim inf
δ→0
log ν(Bδ(x))
log h(δ)
= lim inf
k→∞
log ν(Ik(x))
log h(sk)
≥ θq > 0.
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Hence
Hh
λ
(Eh) ≥ ν(Eh) = 1
for all λ < θq by Lemma 26 and 27 .
2. The proof is similar to (1).
3. By Lemma 26, ν(Eh ∩ Eh) = 1. For any x ∈ Eh ∩ Eh,
lim
k→∞
log ν(Ik(x))
log h(sk)
= q −
log
(∑M
j=1 p
q
j
)
bq
= θq,
which is finite and positive. The conclusion then follows from Lemma 27.

Corollary 29. Let G− := lim infk→∞ 1k log sk and G
+ := lim supk→∞
1
k
log sk.
1. If α = bq
G− , then
dimH Eα ≥ qα−
log
(∑M
j=1 p
q
j
)
G−
.
2. If α = bq
G+
, then
dimP Eα ≤ qα−
log
(∑M
j=1 p
q
j
)
G+
.
Proof. 1. If h(x) = tα, then lim infk→∞ 1k log h(sk) = αG
− = bq. By Theorem 28,
Hαλ(Eα) ≥ 1 and dimH Eα ≥ αλ for all λ < θq. Hence
dimH Eα ≥ αθq = qα−
log
(∑M
j=1 p
q
j
)
G−
.
2. The proof is similar.

Note that
lim
q→∞
bq = log pmax and lim
q→−∞
bq = log pmin
where pmax = max1≤j≤M pj and pmin = min1≤j≤M pj. The range of bq is (log pmin, log pmax).
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Corollary 30. Suppose
G := lim
k→∞
1
k
log sk
exists. Let α ∈ ( log pmax
G
, log pmin
G
) and q be such that α = bq
G
. Then
dimH E(α) = dimP E(α) = qα−
log
(∑M
j=1 p
q
j
)
limk→∞ 1k log sk
.
Proof. When h(t) = tα, by part (3) of Theorem 28, Hαλ(E(α)) ≥ 1 for all λ < θq and
Pαλ
′
(E(α)) ≤ 1 for all λ′ > θq. Then
αλ ≤ dimH E(α) ≤ dimP E(α) ≤ αλ′
for all λ < θq and λ
′ > θq. Therefore
dimH E(α) = dimP E(α) = αθq = qα−
log
(∑M
j=1 p
q
j
)
limk→∞ 1k log sk
.

Remark. The Hausdorff and packing multifractal spectra f(α) := qα − log(
∑M
j=1 p
q
j)
limk→∞ 1k log sk
=
qα + C(q) obtained above is indeed the Legendre transform of −C(q), provided that
limk→∞ 1k log sk exists, since q 7→ qα + C(q) is minimized at α = −C ′(q) = bqG .
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Chapter 5
Exact measures of homogeneous
Cantor sets
In this chapter we focus on the special case of homogeneous Cantor sets C = C({nk}, {rk}),
in which the interval and gap lengths at each level are all the same. The definition of the
homogeneous Cantor sets can be found in Section 1.3.1.
Recall that for each level k ≥ 1, nk ≥ 2 is the number of divisions and rk is the ratio
of dissection with
nkrk ≤ 1.
The number of intervals at level k is Nk = n1 · · ·nk, and the length of each subinterval at
level k is sk = r1 · · · rk. Let yk be the length of a gap between two subintervals Ik at level
k within the same parent interval Ik−1.
When M := supk nk < ∞, we already have bounds on the Hausdorff and pre-packing
measures from Theorem 1 :
1
M2
lim inf
k→∞
Nkh(sk) ≤ Hh(C) ≤ lim inf
k→∞
Nkh(sk)
and
1
M
lim sup
k→∞
Nkh(sk) ≤ P h0 (C) ≤M2 lim sup
k→∞
Nkh(sk).
In this chapter we try to obtain more precise estimates of the measures.
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5.1 Hausdorff measures
The Hausdorff dimension of a homogeneous Cantor set C = C({nk}, {rk}) is given by [12]
α = lim inf
k→∞
logNk
− log sk ,
which can also be obtained from Corollary 8 in Chapter 2. It is known from [12] and [28]
that we have the following bound on its Hausdorff measure:
1
2
lim inf
k→∞
Nks
α
k ≤ Hα(C) ≤ lim inf
k→∞
Nks
α
k . (5.1)
Moreover, if the gap lengths are decreasing, i.e. yk+1 ≤ yk for all k ≥ 1, then the exact
Hausdorff measure is [27]
Hα(C) = lim inf
k→∞
Nks
α
k .
In this section we will improve (5.1) in the case where the gap lengths are not necessarily
decreasing. One question we ask is whether the lower bound of the ratio H
α(C)
lim infk→∞Nksαk
is
always 1
2
. It turns out that the lower bound can be improved for different values of α.
From now on, let C be a fixed homogeneous Cantor set. Let
Fk = {Iσ : σ ∈ Dk}
be the collection of Cantor intervals of level k defined as in Section 1.3.1. For k ≥ 1 and
σ ∈ Dk−1, let
Gk,σ = {I =
m⋃
i=1
Iσwi : wi ∈ {0, · · · , nk − 1}, 1 ≤ m ≤ nk}
be the collection of all possible unions of level k Cantor intervals in Iσ. Finally, let
Gk :=
⋃
σ∈Dk−1
Gk,σ, G :=
∞⋃
k=1
Gk
and
HαG (C) := lim
δ→0
inf
{∑
i
|Ui|α : C ⊆
⋃
i
Ui, |Ui| ≤ δ, Ui ∈ G
}
for α ≥ 0. The special collection G of sets is used as coverings here. We will estimate
Hα(C) through this intermediate quantity HαG (C).
Let B := lim infk→∞Nksαk . For each σ ∈ Wk, let Iσ = [a(σ), b(σ)]. Let µ be the uniform
Cantor measure on C so that µ(Iσ) =
1
Nk
.
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Lemma 31 ([28]). Let h(x) = xα. Suppose 0 < B <∞ for some α. For any  > 0, there
exists k0 such that if k ≥ k0, σ, τ ∈ Wk, σ|k−1 = τ |k−1 and a(σ) < b(τ), then
µ([a(σ), b(τ)]) ≤ 1
B − h(b(τ)− a(σ)).
Remark. This lemma is also true for concave function h ∈ D, with B modified accordingly.
Proof. Let σ, τ ∈ Wk be as in the statement. The assumption σ|k−1 = τ |k−1 and a(σ) < b(τ)
implies that Iσ and Iτ lie in the same interval of level k−1 and are separated by, say, i ≥ 1
intervals and i− 1 gaps of level k. As nksk + (nk − 1)yk = sk−1,
b(τ)− a(σ) = isk + (i− 1)yk = nk − i
nk − 1sk +
i− 1
nk − 1sk−1.
By the concavity of h,
h(b(τ)− a(σ)) = h
(
nk − i
nk − 1sk +
i− 1
nk − 1sk−1
)
≥ nk − i
nk − 1h(sk) +
i− 1
nk − 1h(sk−1).
For any  > 0, there exists k0 such that for any j ≥ k0 − 1 we have
B −  ≤ Njh(sj),
i.e.
B − 
Nj
≤ h(sj).
Therefore, for k ≥ k0,
h(b(τ)− a(σ)) ≥ nk − i
nk − 1
1
Nk
(B − ) + i− 1
nk − 1
1
Nk−1
(B − )
=
B − 
Nk
(
nk − i
nk − 1 +
(i− 1)nk
nk − 1
)
=
(B − )i
Nk
= (B − )µ([a(σ), b(τ)]).

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Proposition 32 ([28]). For α ≥ 0,
HαG (C) = lim inf
k→∞
Nks
α
k .
Proof. Since Fk = {Iσ : σ ∈ Wk} is a G-covering of C, the upper bound
HαG (C) ≤ lim inf
k→∞
Nks
α
k
is easy to obtain. We now prove the lower bound.
If B = 0, then HαG (C) = 0 by the inequality above. If B = ∞, then Hα(C) = ∞ by
(5.1). In the definition of Hα(C), the infimum is taken over a larger collection of coverings
than for HαG (C), so H
α(C) ≤ HαG (C) and hence HαG (C) =∞. The conclusion holds in both
cases. We can suppose 0 < B <∞.
For  > 0, there exists k0 satisfying the previous lemma. Let δ ≤ sk0 and take any
δ-covering {Ui} ⊆ G of C in G.
Each Ui is in Gk(i) for some k(i) ≥ k0, so
Ui = Iσ(i) ∪ · · · ∪ Iτ (i) ⊆ J
for some J ∈ Fk(i)−1. We may assume Ui and Iσ(i) have the same left endpoints, and Ui
and Iτ (i) have the same right endpoints, so |Ui| = b(τ (i))−a(σ(i)). Since σ(i)|k(i)−1 = τ (i)k(i)−1,
µ([a(σ(i)), b(τ (i))]) ≤ 1
B − (b(τ
(i))− a(σ(i)))α
by the lemma. Taking summation over i, we get
1 = µ(C) ≤
∑
i
µ(Ui) ≤
∑
i
µ([a(σ(i)), b(τ (i))]) ≤ 1
B − 
∑
i
|Ui|α.
Hence, B −  ≤ HαG (C) for any  > 0, and therefore
B ≤ HαG (C).

Next, our aim is to compare Hα(C) with HαG (C). We will need the following lemmas
to replace a general open covering by a G-covering.
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Lemma 33. Let U be a half-open interval. Suppose U ∩C 6= ∅ and U is in one of the two
forms:
• U = [a, b) and a is the left endpoint of some Cantor interval, or
• U = (a, b] and b is the right endpoint of some Cantor interval.
Fix an integer N ≥ 2. Then there exists G1, · · · , GN ∈ G such that
U ∩ C ⊆ G1 ∩ · · · ∩GN
and
|G1|+ · · ·+ |GN | ≤
(
1 +
1
2N − 1
)
|U |.
Proof. Without loss of generality, suppose U = [a, b) and a is the left endpoint of some
Cantor interval.
• Since U ∩ C 6= ∅, there is a level k interval, I0, such that a ∈ I0 ⊆ U , i.e. the left
endpoints of U and I0 coincide.
Let G1 :=
⋃{Iσ ∈ Fk : Iσ ⊆ U}.
[ ] [ ] )[ ] [ ]
U ∩ C
G1
If U ∩ C ⊆ G1, then we can stop and let G2, · · · , GN = ∅ obtaining
|G1| ≤ |U | ≤ (1 + 1
2N − 1)|U |.
Otherwise, U \G1 will have non-empty intersection with precisely one level k interval
J1 ∈ Fk. Let U1 := U ∩ J1 so U ∩ C ⊆ G1 ∪ U1 and the left endpoints of U1 and J1
coincide. Then there exists k1 > k such that U1 contains an interval of level k1 and
the left endpoint l(U1) of U1 is also the left endpoint of this interval.
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[ ] [ ] )
U ∩ C
G1
] [ ][
J1
U1
• Now take
G2 :=
⋃
{Iσ ∈ Fk1 : Iσ ⊆ U1}.
If U ∩ C ⊆ G1 ∪G2, then we stop and
|G1|+ |G2| ≤ |U | ≤ (1 + 1
2N − 1)|U |.
Otherwise, U \ G1 ∪ G2 will have non-empty intersection with a level k1 interval
J2 ∈ Fk1 . Let U2 := U ∩ J2. Then there exists k2 > k1 such that U2 contains an
interval of level k2 and the left endpoint l(U2) of U2 is also the left endpoint of J2
and this interval. We then take G3 :=
⋃{Iσ ∈ Fk2 : Iσ ⊆ U2}.
• In general, suppose we have obtained G1, · · ·Gn ∈ G where Gn ∈ Gkn−1 , n < N , and
intervals U1, · · · , Un−1 as above. If U ∩C ⊆ G1∪G2∪ · · ·∪Gn, then we can stop and
|G1|+ · · ·+ |Gn| ≤ |U | ≤ (1 + 1
2N − 1)|U |.
Otherwise, U \ (G1 ∪ · · · ∪ Gn) will have non-empty intersection with a level kn−1
interval Jn ∈ Fkn−1 . Let Un := Un−1 ∩ Jn. Then there exists kn > kn−1 such that Un
contains an interval of level kn and l(Un) is the left endpoint of Jn and this interval.
If n+ 1 < N , let Gn+1 :=
⋃{Iσ ∈ Fkn : Iσ ⊆ Un} and continue this process.
If n+ 1 = N , let
GN :=
⋃
{Iσ ∈ FkN−1 : Iσ ∩ UN−1 6= ∅}.
In this case
U ∩ C ⊆ G1 ∪ · · · ∪GN
and
G1 ∪ · · · ∪GN−1 ∪ UN−1 ⊆ U.
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At most one interval of level kN−1 intersects UN−1 without being fully contained in it,
so
|GN | ≤ |UN−1|+ skN−1 .
Since UN−1 contains at least one interval of level kN−1,
skN−1 ≤ |UN−1|.
On the other hand, for each 1 ≤ j ≤ N − 1, Gj contains at least one interval of level kj−1.
Thus the number of interval at level kN−1 contained in Gj is at least NkN−1/Nkj−1 ≥ 2N−j
and hence
2N−jskN−1 ≤ |Gj|.
Therefore,
(2N − 1)skN−1 = (2N−1 + 2N−2 + · · ·+ 2 + 1)skN−1 ≤ |G1|+ · · ·+ |GN−1|+ |UN−1|
and
|G1|+ · · ·+ |GN | ≤ |G1|+ · · ·+ |GN−1|+ |UN−1|+ skN−1
≤ (1 + 1
2N − 1)(|G1|+ · · ·+ |GN−1|+ |UN−1|)
≤ (1 + 1
2N − 1)|U |
as the sets Gj, UN−1 are disjoint. 
Corollary 34. Let N ≥ 2. If U is an open interval and U ∩ C 6= ∅, then there exist
G1, · · · , G2N ∈ G such that
U ∩ C ⊆ G1 ∩ · · · ∩G2N
and
(1− 1
2N
)
2N∑
j=1
|Gj| ≤ |U |
or, equivalently,
2N∑
j=1
|Gj| ≤ (1 + 1
2N − 1)|U |.
Proof. For any open interval U with U ∩C 6= ∅, there is a smallest k such that U contains
at least one interval of level k but does not contain any interval of level k− 1. Let G ∈ Fk
be an interval such that G ⊆ U .
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• If U intersects only one level k interval, then it must be G and U ∩ C ⊆ G. Letting
G1 = G and G2, · · · , G2N = ∅ we have
(1− 1
2N
)
2N∑
j=1
|Gj| ≤ |G| ≤ |U |.
• If U intersects more than one level k interval, let A ∈ Fk be the leftmost interval
such that U ∩ A 6= ∅ and V be the gap to the right of A. Let U1 := U ∩ A and
U2 = U \ (A ∪ V ).
[
A V
( ] [ )
U1 U2
U
Then U1, U2 satisfy the lemma above and we can find G1, · · ·G2N ∈ G so that
U1 ∩ C ⊆ G1 ∩ · · · ∩GN , U2 ∩ C ⊆ GN+1 ∩ · · · ∩G2N ,
|G1|+ · · ·+ |GN | ≤ (1 + 1
2N − 1)|U1|
and
|GN+1|+ · · ·+ |G2N | ≤ (1 + 1
2N − 1)|U2|.
Hence
2N∑
j=1
|Gj| ≤ (1 + 1
2N − 1)(|U1|+ |U2|) ≤ (1 +
1
2N − 1)|U |
or, equivalently,
(1− 1
2N
)
2N∑
j=1
|Gj| ≤ |U |
and
U ∩ C = (U1 ∩ C) ∪ (U2 ∩ C) ⊆ G1 ∩ · · · ∩G2N .

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Theorem 35. Let C be a homogeneous Cantor set and 0 ≤ α ≤ 1. Then
(1− 1
2N
)α
(2N)α
2N
HαG (C) ≤ Hα(C) ≤ HαG (C)
for all N ≥ 1.
Proof. In the definition of Hα(C), the infimum is taken over a larger collection of coverings
than for HαG (C), so the upper bound H
α(C) ≤ HαG (C) is immediate. Let us look at the
lower bound.
We can apply Corollary 34 and the concavity of xα to see that for any δ-covering {U i}
of C, we can obtain a G-(1 + 1
2N−1)δ-covering⋃
i
{Gi1, · · · , Gi2N} ⊆ G
of C such that
(1− 1
2N
)α
(2N)α
2N
2N∑
j=1
|Gij|α ≤
(
(1− 1
2N
)
2N∑
j=1
|Gij|
)α
≤ |U i|α
for all i. Hence
(1− 1
2N
)α
(2N)α
2N
∑
i
2N∑
j=1
|Gij|α ≤
∑
i
|U i|α
and therefore
(1− 1
2N
)α
(2N)α
2N
HαG (C) ≤ Hα(C).

Corollary 36. Let 0 ≤ α ≤ 1. Then(
sup
N≥1
(1− 1
2N
)α
(2N)α
2N
)
lim inf
k→∞
Nks
α
k ≤ Hα(C) ≤ lim inf
k→∞
Nks
α
k .
Proof. This follows from (5.1), Proposition 32 and Theorem 35. 
Remark. When N = 1, (1− 1
2N
)α (2N)
α
2N
= 1
2
. The inequality (5.1) is improved.
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Corollary 37. For all homogeneous Cantor sets C,
Hα(C) ≥ 3
α
4
lim inf
k→∞
Nks
α
k .
Proof. When N = 2, (1− 1
2N
)α (2N)
α
2N
= 3
α
4
. 
Remark. If α > log 2
log 3
, then 3
α
4
> 1
2
.
Corollary 38. If α = 1, then Hα(C) = lim infk→∞Nksαk .
Proof. When α = 1, supN≥1(1− 12N )α (2N)
α
2N
= 1. 
5.2 Packing measures and lower densities
It follows from Corollary 8 in Chapter 2 that the packing dimension of a homogeneous
Cantor set C = C({nk}, {rk}) is
α = lim sup
k→∞
logNk
− log sk .
The exact packing measure of a central Cantor set is calculated to be
Pα(C) = 2α lim sup
k→∞
2k(sk + yk)
α
under some separation condition in [14]. Here we extend the results to the case of homo-
geneous Cantor sets.
Throughout this subsection, C will be a homogeneous Cantor set with M := supk nk <
∞. In addition, we will require the following separation condition: There exists 0 < β < 1
and some K ∈ N such that nkrk ≤ β for all k ≥ K.
Recall that yk is the length of a gap between two subintervals at level k within the same
parent interval.
Lemma 39. Any homogeneous Cantor set satisfying the separation condition has the prop-
erty that there exists L ∈ N such that
sk+l + yk+l ≤ yk
for all l ≥ L.
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Proof. First, note that
yk =
sk−1 − nksk
nk − 1 = r1 · · · rk−1
(
1− nkrk
nk − 1
)
and
sk+l + yk+l = r1 · · · rk+l−1
(
1− rk+l
nk+l − 1
)
.
The inequality sk+l + yk+l ≤ yk is equivalent to
rk · · · rk+l−1
(
1− rk+l
nk+l − 1
)
≤
(
1− nkrk
nk − 1
)
.
Since nk ≥ 2 and the separation condition gives nkrk ≤ β,
rk · · · rk+l−1
(
1− rk+l
nk+l − 1
)
≤ 1
nk · · ·nk+l−1 ≤
1
nk2l−1
and
1− nkrk
nk − 1 ≥
1− β
nk
.
So it suffices to find l such that 21−l ≤ 1− β and hence we may take
L ≥ log2(
1
1− β ) + 1.

Lemma 40 ([14]). Let aj, bj > 0 for j ∈ {1, · · · , L} and 0 < α < 1. Then
min
{
aj
bαj
: 1 ≤ j ≤ L
}
≤ a1 + · · ·+ aL
(b1 + · · ·+ bL)α .
Proof. Let m = minj
{
aj
bαj
}
. Then mbαj ≤ aj for 1 ≤ j ≤ L and
m(b1 + · · ·+ bL)α ≤ m(bα1 + · · ·+ bαL) ≤ a1 + · · ·+ aL
by concavity of the function h(x) := xα. 
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To obtain the packing measure, we will calculate the lower density of the uniform
Cantor measure µ on C. The lower density of a measure ν is defined as
Θα(ν, x) := lim inf
r→0
ν(B(x, r))
(2r)α
.
When ν = µ is the uniform Cantor measure, we just write Θα(x) = Θα(µ, x). We can
obtain the packing measure through the following proposition, obtained by [14] for central
Cantor sets. The following proof is almost the same as that for central Cantor sets.
Proposition 41. Let C = C({nk}, {rk}) be a homogeneous Cantor set such that 0 <
Pα(C) <∞. Then
Θα(x) = (Pα(C))−1
for µ a.e. x ∈ C.
Proof. For each k ≥ 1 and σ ∈ Dk, the set Iσ ∩ C is a translation of I0k ∩ C. By
translation invariance of the packing measure, Pα(C) = NkPα(C ∩ Iσ). If we define
ν = (Pα(C))−1 Pα|C , then ν and the uniform Cantor measure µ coincide on each Iσ with
measure 1
Nk
. By regularity, the two measures are identical. Since Θα(Pα|C , x) = 1 for Pα
a.e. x ∈ C by [23, Theorem 6.10], Θα(µ, x) = (Pα(C))−1 for µ a.e. x ∈ C. 
We first consider the lower bound of the lower density.
Theorem 42. Let C = C({nk}, {rk}) be a homogeneous Cantor set such that Pα(C) <∞.
Then
Θα(x) ≥
(
2α lim sup
k→∞
Nk(sk + yk)
α
)−1
for µ a.e. x ∈ C.
Proof. Let Bα = lim supk→∞Nk(sk + yk)
α. Given ε > 0, there exists k0 ∈ N such that for
all k ≥ k0,
Nk(sk + yk)
α < Bα + ε.
Fix x ∈ C \ {0, 1}. For each r > 0, choose k such that Ik(x) ⊆ B(x, r) but Ik−1(x) *
B(x, r). Let r > 0 be small enough so that x + r < 1 and k ≥ k0. Assume Ik(x) = Iσ for
|σ| = k.
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Ik−1(x)
Iσ
x
)(
x+ rx− r
B(x, r)
We remark that either x + r ∈ Ik−1(x) or x − r ∈ Ik−1(x), for otherwise the ball B(x, r)
will contain Ik−1(x).
First, suppose x+ r ∈ Ik−1(x). Note that x+ r /∈ Iσ since Iσ ⊆ B(x, r). As before, we
use the notation Iσ = [a(σ), b(σ)]. We start our estimation by observing that µ(B(x, r)) ≥
µ([a(σ), x+ r)).
Subcase 1. Suppose either x + r /∈ C or x + r is the endpoint of a basic interval. If a(σ) + r ≤
x+r ≤ a(σ)+sk+yk, then r ≤ sk+yk. Since Iσ ⊆ B(x, r), µ(B(x, r)) ≥ µ(Iσ) = 1Nk .
Consequently
µ(B(x, r))
(2r)α
≥ 1
2α(sk + yk)α
1
Nk
≥ 1
2α(Bα + ε)
.
If a(σ) + sk + yk < x+ r < 1, then x+ r must lie within the closure of a gap of the
following form: 1
x+ r ∈ [b(σ|k−1τkτk+1 · · · τk+L), a(σ|k−1τkτk+1 · · · (τk+L + 1))]
for some word τ = τkτk+1 · · · τk+L, where L ≥ 0, τk+i ∈ {0, · · · , nk+i− 1}, τk ≥ σk + 1
(because Iσ ⊆ B(x, r)) and τk+L + 1 ∈ {1, · · · , nk+L − 1}.
Let us relabel the indices as follows: let k0 = k and
kj = min{i : kj−1 < i < k + L and τi 6= 0}.
This contruction will stop in finitely many steps, and if it stops at j = L0 − 1, then
let kL0 = k + L. (Here L0 ≤ L.) Let
A0 = τk − σk, Aj = τkj , AL0 = τk+L + 1
where 1 ≤ j ≤ L0 − 1. Thus, Aj is the number of intervals at level kj contained in
[a(σ), x+ r) and all Aj > 0. This gives the following estimate:
µ(B(x, r)) ≥
L0∑
j=0
Aj
n1 · · ·nkj
.
1It may be helpful for the reader to review the example given following the proof.
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We also need an upper bound of r. For this we note that
a(σ) + r ≤ x+ r ≤ a(σ|k−1τkτk+1 · · · (τk+L + 1))
≤ a(σ) +
L0∑
j=0
Aj(skj + ykj),
which gives
r ≤
L0∑
j=0
Aj(skj + ykj).
Therefore,
µ(B(x, r))
(2r)α
≥ 1
2α
(
L0∑
j=0
Aj(skj + ykj)
)−α L0∑
j=0
Aj
n1 · · ·nkj
≥ 1
2α
min
j
{
Aj(n1 · · ·nkj)−1
Aαj (skj + ykj)
α
}
(by Lemma 40)
≥ 1
2α
min
j
{
1
Nkj(skj + ykj)
α
}
( as A1−αj ≥ 1)
≥ 1
2α(Bα + ε)
.
Subcase 2. If x+ r ∈ C, but is not an endpoint of a basic interval, then there is an infinite word
ω ∈ W∞ such that x+ r ∈ Iω|i for all i ≥ 1. Again we let
k0 = k,
kj = min{i : kj−1 < i and ωi 6= 0}
and
A0 = ωk − σk, Aj = ωkj
for j ≥ 1. By similar reasoning, for any L we have
µ(B(x, r)) ≥ µ([a(σ), x+ r)) ≥
L∑
j=0
Aj
n1 · · ·nkj
.
As x+ r ∈ Iω|kL for all L,
a(σ) + r ≤ x+ r ≤ b(ω|kL) = a(σ) +
L∑
j=0
Aj(skj + ykj) + skL ,
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and this gives
r ≤
L∑
j=0
Aj(skj + ykj) + skL
for all L. Since limL→∞ skL = 0, given any ε > 0, for sufficiently large L we have
µ(B(x, r))
(2r)α
≥ 1
2α
(
L∑
j=0
Aj(skj + ykj)
)−α L∑
j=0
Aj
n1 · · ·nkj
− ε
≥ 1
2α(Bα + ε)
− ε
by the same argument as in the previous subcase.
The other case, x− r ∈ Ik−1(x), can be done similarly. Therefore, we have shown that
lim inf
r→0
µ(B(x, r))
(2r)α
≥ 1
2αBα
.

Example. Let us illustrate the proof above with an example, in the case where x+ r /∈ C
or x+ r is the endpoint of a basic interval.
Let the number of divisions at level k, k+1 and k+2 be nk = 4, nk+1 = 2 and nk+2 = 3.
Suppose x ∈ Iσ = [a(σ), b(σ)] where σk = 1 and
x+ r ∈ [b(σ|k−1211), a(σ|k−1212)],
i.e. τkτk+1τk+2 = 211 and L = 2.
Ik−1(x)
nk = 4
Iσ = Iσ|k−11
Iσ|k−120
nk+1 = 2
nk+2 = 3
x
)(
x
)(
x
)(
↗
a(σ)
↖
x+ r
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The numbers of intervals at level k0 = k, k1 = k + 1 and k2 = k + 2 contained in
[a(σ), x+ r) ⊆ B(x, r) are
A0 = τk − σk = 2− 1 = 1,
A1 = τk+1 = 1,
A2 = τk+2 + 1 = 1 + 1 = 2.
(See the diagram.)
From
µ(B(x, r)) ≥ 1
n1 · · ·nk +
1
n1 · · ·nk+1 +
2
n1 · · ·nk+2
and
r ≤ (sk + yk) + (sk+1 + yk+1) + 2(sk+2 + yk+2)
we can then estimate µ(B(x, r))(2r)−α as in the proof.
We consider the upper bound next.
Theorem 43. Let C be a homogeneous Cantor set such that Pα(C) <∞ and the separation
condition holds. Then
Θα(x) ≤
(
2α lim sup
k→∞
Nk(sk + yk)
α
)−1
for µ a.e. x ∈ C.
Proof. Fix L as in Lemma 39. Take a subsequence (kj) such that
lim
j→∞
Nkj(skj + ykj)
α = lim sup
k→∞
Nk(sk + yk)
α,
kj > L and kj+1− kj > j for all j ∈ N. For each j ≥ 1, choose i such that M i ≤ j < M i+1.
Define a sequence of sets
Aj := {x ∈ C : σkj−L(x) = 1, σkj−L+1(x) = · · · = σkj−L+i(x) = 0}.
They will be used to construct a subset of µ-measure 1 satisfying the bound in the state-
ment. Note that
µ(Aj) =
1
nkj−L · · ·nkj−L+i
≥ 1
M i+1
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because Aj consists of the union of one Cantor interval of level kj − L + i in each Cantor
interval of level kj − L− 1, and
M i+1−1∑
j=M i
µ(Aj) ≥M i(M − 1) 1
M i+1
= 1− 1
M
.
This implies
∞∑
j=1
µ(Aj) =∞.
Note that the levels defining Aj’s are distinct for different j:
kj+1 − (kj − L+ i) > j + L− i ≥M i + L− i > 0,
so the events Aj’s are independent with respect to the probability measure µ. Let
A =
⋂
l≥1
⋃
j≥l
Aj.
By the Borel-Cantelli Lemma, µ(A) = 1.
We want to estimate the lower density at points x ∈ A. If x ∈ A, then x ∈ Aj for
infinitely many j. For such j, let
rj := skj + ykj − skj−L+i
where i is the integer given by M i ≤ j < M i+1.
Let σ = σ(x) ∈ W∞ be an infinite word such that x ∈ Iσ|k for all k. Claim: B(x, rj) ∩
C ⊆ (Iσ|kj ∩ C) ∪ {a(σ|kj−11)} for large j.
When j is large enough, then i ≥ L, hence kj − L + i ≥ kj and a(σ|kj−L+i) = a(σ|kj).
On one hand,
x+ rj = x− skj−L+i + skj + ykj
≤ a(σ|kj−L+i) + skj + ykj
= a(σ|kj) + skj + ykj
= a(σ|kj−11).
On the other hand, by Lemma 39,
x− rj = x+ skj−L+i − skj − ykj
> a(σ|kj−L)− ykj−L.
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Iσ|kj−L−1
Iσ|kj−L
(
ykj−L
)
a(σ|kj−L) = a(σ|kj)
x
Thus (x− rj, x] is contained in the union of Iσ|kj and the gap of level kj − L immediately
to the left of Iσ|kj . Therefore, B(x, rj) ∩ C ⊆ (Iσ|kj ∩ C) ∪ {a(σ|kj−11)}.
It follows that
µ(B(x, rj)) ≤ 1
n1 · · ·nkj
and
µ(B(x, rj))
(2rj)α
≤ 1
n1 · · ·nkj
1
2α(skj + ykj − skj−L+i)α
=
1
2αn1 · · ·nkj(skj + ykj)α
1
(1− skj−L+i
skj+ykj
)α
.
Since
0 ≤ skj−L+i
skj + ykj
≤ 1
nkj−L+i · · ·nkj+1
skj
skj + ykj
≤ 1
M i−L
skj
skj + ykj
≤ 1
M i−L
→ 0
as j →∞, we deduce that for any x ∈ A, and hence for µ a.e. x ∈ C,
lim inf
j→∞
µ(B(x, rj))
(2rj)α
≤ 1
2α limj→∞Nkj(skj + ykj)α
.

Corollary 44. If C is a homogeneous Cantor set satisfying the separation condition, then
Pα(C) = 2α lim sup
k→∞
Nk(sk + yk)
α.
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Proof. If Pα(C) = 0 or ∞, then by Theorem 1 and Corollary 4, lim supk→∞Nksαk = 0 or
∞ respectively. Since
Nks
α
k ≤ Nk(sk + yk)α ≤MNk−1sαk−1,
the theorem holds in these two cases.
If 0 < Pα(C) <∞, from Theorem 42 and 43 we know that the lower density is
Θα(x) = lim inf
r→0
µ(B(x, r))
(2r)α
=
(
2α lim sup
k→∞
Nk(sk + yk)
α
)−1
for µ a.e. x ∈ C. Therefore, by Proposition 41,
Pα(C) = 2α lim sup
k→∞
Nk(sk + yk)
α.

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Chapter 6
Lp-improving property
A measure µ on [0, 1] is said to be Lp-improving ([29, 8]) if and only if there exist q > p
and some constant B > 0 such that
‖µ ∗ f‖q ≤ B‖f‖p
for all f ∈ Lp([0, 1]), where by [0, 1] we mean the group under addition mod 1. An
interpolation argument shows that if there exists one such pair, q0 > p0, then for all
1 < p < ∞ there exists q > p such that µ acts as a bounded operator from Lp to Lq.
It was proved [25] that the uniform Cantor measure on the middle third Cantor set is
Lp-improving. The result was later extended [8], with a different technique, to the uniform
Cantor measures on the central Cantor sets with ratios of dissection bounded away from
0. In this final chapter, we will prove that under certain assumptions, a p-Cantor measure
on a homogeneous Cantor set is also Lp-improving. Our method is based on [8].
Let Sµf := µ ∗ f be the convolution operator. Since Ŝµf = µˆfˆ after taking Fourier
transform, we can study the convolution operator as a multiplier operator. In general, if
m : Z → C, the multiplier operator is defined by T̂mf = mfˆ . We also write mf = Tmf .
Sometimes it is convenient to view m as a function defined on R. If 1 ≤ p ≤ q ≤ ∞, the
multiplier norm of m is defined as
‖m‖p,q = sup
f 6=0
‖mf‖q/‖f‖p.
We need some lemmas to estimate the norm.
Lemma 45 ([8]). Let m : Z → C. Let {Ij : 1 ≤ j ≤ L} be disjoint intervals and
mj = mχIj . Suppose m =
∑
mj and 2 ≤ q < ∞. Then there exists A1 = A1(q, L) such
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that
‖m‖2,q ≤ A1 max ‖mj‖2,q.
If L is fixed, then A1 → 1 as q → 2.
Proof. Let 2 ≤ q <∞. Fix a number t such that q < t. By the Cauchy-Schwartz inequality,
|mf |t = |
L∑
j=1
mjf |t ≤
(
(
L∑
j=1
|mjf |2)1/2L1/2
)t
.
Integrating gives
‖mf‖t ≤ L1/2‖
(∑
|mjf |2
)1/2
‖t.
By Parseval’s identity, as the functions {mjf} are orthogonal,
‖mf‖2 = ‖
(∑
|mjf |2
)1/2
‖2.
By the vector-valued version of the Riesz-Thorin interpolation theorem [1, Theorem 4.1.2,
5.1.1, 5.1.2],
‖mf‖q ≤ Lθ/2‖
(∑
|mjf |2
)1/2
‖q
where θ is given by
1
q
=
θ
t
+
1− θ
2
.
Let fj = χIjf . Since 2 ≤ q, by Minkowski’s inequality,
‖mf‖q ≤ Lθ/2
(∑
‖mjfj‖2q
)1/2
≤ Lθ/2 max
j
‖mj‖2,q
(∑
‖fj‖22
)1/2
= Lθ/2 max
j
‖mj‖2,q‖f‖2.
Therefore
‖m‖2,q ≤ Lθ/2 max
j
‖mj‖2,q.
As q → 2, θ → 0, thus A1 := Lθ/2 → 1 . 
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Definition 8. Let σ > 1. A strictly increasing sequence {nj}j of integers is said to be
σ-lacunary if
(nj+1 − nj) ≥ σ(nj − nj−1)
for all j ≥ 1.
Given a σ-lacunary sequence define the multipliers ∆j by
(∆̂jf)(n) =
{
fˆ(n) if nj ≤ n < nj+1,
0 otherwise.
Lemma 46 ([8]). Suppose 2 ≤ q < ∞ and σ > 1. Then there exists A2 = A2(q, σ) such
that for any σ-lacunary sequence {nj}j and any m : Z→ C with m(n) = 0 for all n < n0,
we have
‖m‖2,q ≤ A2 sup
j
‖∆jm‖2,q.
If σ is fixed, then A2 → 1 as q → 2.
Proof. Let 1 < q < ∞. By the Littlewood-Paley theory [9], there exists C1 so that if
fˆ(n) = 0 for all n < n0 then
‖f‖q ≤ C1‖
∑
(|∆jf |2)1/2‖q.
By using the vector-valued version of the Riesz-Thorin interpolation theorem, as in Lemma
45, we have C1 → 1 as q → 2. Hence when 2 ≤ q,
‖mf‖q ≤ C1‖
∑
(|∆jmf |2)1/2‖q
≤ C1
∑
(‖∆jmf‖2q)1/2
≤ C1 sup ‖∆jm‖2,q
∑
(‖∆jf‖22)1/2
= C1 sup ‖∆jm‖2,q‖f‖2
where the second inequality follows from Minkowski’s inequality. If A2 = C1, then A2 → 1
as q → 2.

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Let C = C({nk}, {rk}) be a fixed homogeneous Cantor set. Recall that nk ≥ 2 and
nkrk ≤ 1. Let ck be the sum of the lengths of a level k Cantor interval and a gap, i.e.
ck = sk + yk =
sk−1(1− rk)
nk − 1 for k ≥ 1,
where s0 = 1 and c0 = 1. In the following, we will focus on a p-Cantor measure with
p = {pkj}, not necessarily uniform weights, on C.
Lemma 47. The p-Cantor measure µ is the weak ∗ limit of the discrete measures
µN = ∗Nk=1
nk−1∑
j=0
pkjδjck .
Remark. We write
µ = ∗∞k=1
nk−1∑
j=0
pkjδjck . (6.1)
Proof. The measure µN can be written in the form of
µN =
∑
u∈W
|u|=N
N∏
k=1
pkukδxu
where xu =
∑N
k=1 ukck is the left endpoint of the Cantor interval Iu. Let ν be a weak ∗ limit
of µN , which exists by Banach-Alaoglu theorem. It suffices to check that ν(Iw) =
∏N0
k=1 pkwk
for w ∈ W of length |w| = N0 and ν is 0 on the complement of C. It then follows from
Caratheodory extension theorem that ν is equal to the p-Cantor measure µ.
Let Iw = [a, b]. Let ι0 ≥ 1 be such that [a − 1ι0 , b + 1ι0 ] does not intersect any Cantor
interval at level N0 other than Iw. For ι ≥ 1, define gι(x) := 1 on [a, b], gι(x) = 0 on
(−∞, a− 1
ι+ι0
] ∪ [b+ 1
ι+ι0
,∞) and extend it to a piecewise linear function.
If N > N0, ∫
gιdµN =
∑
u∈W
|u|=N
N∏
k=1
pkukδxu(Iw)
=
∑
|u|=N
u|N0=w
N0∏
k=1
pkwk
N∏
k=N0+1
pkuk =
N0∏
k=1
pkwk
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because Iw contains all those left endpoints xu with u|N0 = w. Since gι is continuous, by
weak ∗ convergence of µN , ∫
gιdν = lim
N→∞
∫
gιdµN =
N0∏
k=1
pkwk
for all ι.
On the other hand, notice that |gι| ≤ 1 and gι → χIw pointwise as ι → ∞. By the
dominated convergence theorem,
ν(Iw) =
∫
χIwdν = lim
ι
∫
gιdν =
N0∏
k=1
pkwk .
We can check that ν = 0 on Cc by applying a similar approximation process on the
open intervals in the complement of C. 
From here on, µ will be the p-Cantor measure as in (6.1). We make the following two
assumptions:
1. r = infk rk > 0.
2. p = infk,j pkj > 0.
The Fourier-Stieltjes transform of µ is given by
µˆ(ξ) = lim
K→∞
(
∗Kk=1
nk−1∑
j=0
pkjδjck
)∧
(ξ) = lim
K→∞
K∏
k=1
(
nk−1∑
j=0
pkjδjck
)∧
(ξ)
=
∞∏
k=1
(
nk−1∑
j=0
pkje
−2piiξckj
)
.
For ξ ∈ R, let fk(ξ) =
∑nk−1
j=0 pkje
−2piiξckj. Note that fk(ξ + 1ck ) = fk(ξ). If α is the
period of fk, then
1 = fk(0) = fk(α) =
nk−1∑
j=0
pkje
−2piiαckj.
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By the strict convexity of the unit ball, e−2piiαckj = 1 for 1 ≤ j ≤ nk − 1 and hence α = zck
for some integer z. Thus fk is indeed
1
ck
-periodic. In particular, |fk(ξ)| = 1 if and only if
ξ = z
ck
for some z ∈ Z.
First, we want to see how the function fk stays away from 1.
Lemma 48. Let 0 < δ < p2. Then there exists η = η(p, δ) > 0 (independent of k) such that
if d(ckξ,Z) ≥ η, then |fk(ξ)| ≤ 1 − δ. (Here d(x,Z) = min{|x − n| : n ∈ Z}.) Moreover,
η → 0 as δ → 0.
Remark. The assumption infk rk > 0 is not required in this lemma, but it is needed in
everything afterwards.
Proof. Choose η > 0 such that if d(x,Z) ≥ η, then 1− cos 2pix ≥ δ
p2
. Certainly, η → 0 as
δ → 0.
Assume z0 ∈ Z is such that d(ckξ,Z) = |ckξ − z0| ≥ η. Put θ = −(ckξ − z0). One can
see that
|fk(ξ)| = |fk(ξ − z0
ck
)| =
∣∣∣∣∣
nk−1∑
j=0
pkje
2piiθj
∣∣∣∣∣
≤
nk−1∑
j=2
|pkje2piiθj|+ |pk0 + pk1e2piiθ|
=1− (pk0 + pk1) + (pk0 + pk1)
√
1− 2pk0pk1
(pk0 + pk1)2
(1− cos 2piθ).
As p ≤ pk0, pk1 ≤ 1− p,
(pk0 + pk1)
2
2pk0pk1
=
1
2
(
pk0
pk1
+
pk1
pk0
) + 1 ≤ 1− p
p
+ 1 =
1
p
.
Since d(θ,Z) ≥ η, it follows that
1− 2pk0pk1
(pk0 + pk1)2
(1− cos 2piθ) ≤ 1− p · δ
p2
≤ (1− δ
2p
)2.
Therefore,
|fk(ξ)| ≤ 1− (pk0 + pk1) + (pk0 + pk1)(1− δ
2p
) = 1− (pk0 + pk1) δ
2p
≤ 1− δ.

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Let l0 = 1 and
lk =
1
sk−1(1− rk) =
1
(nk − 1)ck ≥
1
(M − 1)ck
for k ≥ 1. We will be concerned with the ratio lk−1
lk
.
Lemma 49. The ratio lk−1
lk
is uniformly bounded away from 0 and 1.
Proof. If k = 1, l0
l1
= 1− r1 is strictly between 0 and 1. If k > 1, as sk−2rk−1 = sk−1,
lk−1
lk
=
sk−1(1− rk)
sk−2(1− rk−1) =
rk−1(1− rk)
1− rk−1 .
Since 0 < r ≤ rk ≤ 12 ,
0 <
1
2
r
1− r ≤
lk−1
lk
≤ (1− rk) ≤ 1− r < 1,
i.e. the ratio lk−1
lk
is bounded away from 0 and 1. 
Lemma 50. There exists δ > 0 such that for all k ≥ 1 and for any interval I with length
|I| ≤ 1
2
lk, we can find a subinterval J ⊆ I satisfying the following:
|J | ≤ 1
2
lk−1,
|I \ J | ≤ 1
2
(lk − lk−1),
|fk(ξ)| =
∣∣∣∣∣
nk−1∑
j=0
pkje
−2piiξckj
∣∣∣∣∣ ≤ 1− δ
for any ξ ∈ I \ J . Moreover, each endpoint of J either coincides with an endpoint of I or
stays away from the endpoints of I at a distance greater than δlk.
Proof. Let ek := (M − 1)ηlk ≥ ηck where η = η(p, δ) is obtained from Lemma 48. By
Lemma 49, lk−1
lk
is uniformly bounded away from 0 and 1, thus we can choose δ > 0 small
enough that for all k,
ek ≤ min{ lk
4
,
lk−1
4
− 2δlk}
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and
lk−1
lk
≤ 1− 2δ,
or, equivalently, δlk ≤ 12(lk − lk−1). We note that ek > 0 implies lk−1 > 8δlk.
Fix k. Recall that |fk(ξ)| = 1 if only if ξ = zck = zlk for some integer z. Suppose ξ0 is
the point closest to I such that |fk(ξ0)| = 1.
If |I| ≤ 1
2
lk−1, simply take J = I. Then I \ J = ∅ and the conclusion holds.
Now suppose |I| > 1
2
lk−1. Let l = 12 lk−1.
Case 1: Suppose ξ0 is outside I, say to the left of I.
(i) If a+l < b ≤ a+l+δlk, take J = [a, b−δlk]. Note that b−δlk−a > 12 lk−1−δlk > 0,
so
|I \ J | = b− (b− δlk) = δlk ≤ 1
2
(lk − lk−1).
(ii) If a+ l + δlk < b, take J = [a, a+ l] and then
|I \ J | = |I| − 1
2
lk−1 ≤ 1
2
(lk − lk−1).
In either of these situations, let ξ1 be the closest point to the right of b so that
|fk(ξ1)| = 1. Note that ξ1 − ξ0 = lk. Since b− a ≤ 12 lk and ξ0 is closer to a than ξ1 is
to b, we have |b− ξ1| ≥ 14 lk ≥ ek. Thus if ξ ∈ I \ J , then
|ξ − ξ1| ≥ ek.
At the same time, if ξ ∈ I \ J , then |ξ − ξ0| ≥ |J |, so either
(i)
|ξ − ξ0| ≥ b− δlk − ξ0 > |I| − δlk ≥ lk−1
2
− δlk ≥ ek
or
(ii)
|ξ − ξ0| ≥ l = 1
2
lk−1 ≥ ek.
Furthermore, |ξ − ξ1| ≥ |b− ξ1| ≥ ek. It follows that |ξ − zck | ≥ ek ≥
η
ck
for all z ∈ Z.
Hence |fk(ξ)| ≤ 1− δ by Lemma 48.
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Case 2: Suppose ξ0 ∈ I. Without loss of generality, assume a is closer to ξ0 than b.
If ξ1 6= ξ0 is any other point such that |fk(ξ1)| = 1, then |ξ1 − ξ0| ≥ lk. Since
b− a ≤ 1
2
lk, a and b will be at least
1
2
lk(≥ ek) away from ξ1. In consequence, if ξ ∈ I,
then |ξ − ξ1| ≥ ek.
(i) If a < ξ0 − l2 − δlk , then b > ξ0 + l2 + δlk since b is further away from ξ0. Take
J = [ξ0 − l2 , ξ0 + l2 ]. Then
|I \ J | = |I| − l ≤ 1
2
(lk − lk−1).
If ξ ∈ I \ J , then |ξ − ξ0| > 12 l ≥ ek and consequently an application of Lemma
48 shows |fk(ξ)| ≤ 1− δ.
(ii) If ξ0 − l2 − δlk ≤ a ≤ ξ0, then b− ξ0 = b− a+ a− ξ0 ≥ l − ( l2 + δlk) = l2 − δlk.
If a+ l < b ≤ a+ l + δlk, take J = [a, b− δlk] and then
|I \ J | = b− (b− δlk) = δlk ≤ 1
2
(lk − lk−1).
As b− ξ0 ≥ l2 − δlk ≥ δlk, ξ0 ∈ J . Hence, if ξ ∈ I \ J , then
|ξ − ξ0| ≥ b− δlk − ξ0 ≥ a+ l − δlk − ξ0 ≥ l
2
− 2δlk ≥ ek
and therefore |fk(ξ)| ≤ 1− δ by Lemma 48.
If a+ l + δlk < b, take J = [a, a+ l] and then
|I \ J | = |I| − l ≤ 1
2
(lk − lk−1).
One can again see that ξ0 ∈ J , thus, if ξ ∈ I \ J , then
|ξ − ξ0| ≥ a+ l − ξ0 ≥ l
2
− δlk ≥ ek
and hence |fk(ξ)| ≤ 1− δ by Lemma 48.

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Lemma 51. Let mk : Z→ C be the multiplier given by
mk(ξ) =
k∏
j=1
(
nk−1∑
j=0
pkje
−2piiξckj).
Fix B > 1. There exists q > 2 such that for all K ≥ 1, if I is any interval with |I| ≤ 1
2
lK,
then
‖mKχI‖2,q ≤ B.
Remark. mk is the multiplier Tµk , where µk is the finitely supported, discrete measure given
in Lemma 47.
Proof. First, we fix a few constants which we will use later. Let D be such that
1
D + 1
≤ 1
2
r
1− r ≤
lk−1
lk
for all k. The consequence 1
2D
(lk − lk−1) ≤ 12 lk−1 will be used.
Choose δ > 0 as in the previous lemma. Notice that
lk
lk+N
=
sk+N−1(1− rk+N)
sk−1(1− rk) = rk+1 · · · rk+N−1(1− rk+N)
rk
1− rk
≤ rk+1 · · · rk+N−1(1− r) ≤ 1
2N−1
,
thus we can take N independent of k such that
lk ≤ δlk+N (6.2)
for all k.
Applying Lemma 45 with the L of that lemma equal to max{D,N, 3}, we get A1 =
A1(q, L). The numbers D and N are independent of k, so A1 is also independent of k.
Recall that in Lemmas 45 and 46, the constants A1 and A2 = A2(q, 2) tend to 1 as
q → 2. Choose q > 2 such that A1 ≤ B and (1− δ)A2A41 ≤ 1. Then
max{A1, (1− δ)A2A41B} ≤ B.
We will prove our conclusion for this q.
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We proceed by induction on K. When K = 1 and |I| ≤ 1
2
l1 =
1
2(1−r1) ≤ 1, the interval
I contains at most one integer, say n0. Then
‖m1χIf‖q = ‖m1(n0)fˆ(n0)e2piin0x‖q = |m1(n0)||fˆ(n0)|
≤ ‖m1‖∞‖f‖2 ≤ ‖f‖2.
Hence
‖m1χI‖2,q ≤ 1 < B.
Assume the statement is true for all K ≤ k− 1. When K = k, given an interval I with
|I| ≤ 1
2
lk, we can obtain by Lemma 50 a sequence of subintervals
J0 ⊆ J1 ⊆ · · · ⊆ Jk−1 ⊆ I
such that |Ji| ≤ 12 li, with the conclusion of the lemma.
Partition I \ Jk−1 into D + 2 subintervals, {Id}d, so that each Id has length at most
1
D
|I \ Jk−1| ≤ 1
2D
(lk − lk−1) ≤ 1
2
lk−1.
By Lemma 45 and the induction hypothesis,
‖mk−1χI\Jk−1‖2,q ≤ A1 max
d
‖mk−1χId‖2,q
≤ A1B.
On I \ Jk−1, |mkχI\Jk−1| ≤ (1− δ)|mk−1χI\Jk−1 | and this implies
‖mkχI\Jk−1‖2,q ≤ (1− δ)‖mk−1χI\Jk−1‖2,q
≤ (1− δ)A1B. (6.3)
Similarly,
‖mkχJi\Ji−1‖2,q ≤ (1− δ)A1B (6.4)
for 1 ≤ i ≤ k − 1. On the other hand,
‖mkχJ0‖2,q ≤ 1
by the same proof as in the base case since |J0| < 1. The next step is to piece them
together.
Let R and L be the right and left part of I \ J0 respectively. (See diagram for an
example of what this might look like.) Let {nj}j be the finite sequence of distinct right
endpoints of the intervals Ji in ascending order. We want to pick a lacunary subsequence
as follows.
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Example
[
L R
][
J0
][[ ]
J1
J2
I
Consider {nj : j ≡ 0 mod N}, i.e. {nNj}j. There will be distinct i such that nNj −
nN(j−1) ≤ 12 li. By the construction of Lemma 50 and (6.2),
nN(j+1) − nNj ≥ δ(li+k1 + · · ·+ li+kN ) ≥ δli+N ≥ li.
Thus
nN(j+1) − nNj
nNj − nN(j−1) ≥
li
1
2
li
= 2,
so {nNj}j is 2-lacunary.
On each [nNj, nN(j+1)], since ‖mkχ[nNj+x,nNj+x+1]‖2,q = ‖mkχJi\Ji−1‖2,q for suitable i,
(6.4) and Lemma 45 implies
‖mkχ[nNj ,nN(j+1)]‖2,q ≤ A1 max0≤x≤N−1 ‖mkχ[nNj+x,nNj+x+1]‖2,q ≤ (1− δ)A
2
1B.
We can then apply Lemma 46 and get
‖mkχ(Jk−1\J1)∩R‖2,q ≤ A2 sup
j
‖mkχ[nNj ,nN(j+1)]‖2,q
≤ A2(1− δ)A21B.
By (6.3) and Lemma 45 again,
‖mkχR‖2,q ≤ A1 max{‖mkχR\Jk−1‖2,q, ‖mkχ(Jk−1\J1)∩R‖2,q}
≤ A1 max{(1− δ)A1B,A2(1− δ)A21B}
≤ (1− δ)A2A31B.
Similarly,
‖mkχL‖2,q ≤ (1− δ)A2A31B.
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Finally, combining the three pieces,
‖mkχI‖2,q ≤ A1 max{‖mkχJ0‖2,q, ‖mkχR‖2,q, ‖mkχL‖2,q}
≤ A1 max{1, (1− δ)A2A31B}
≤ B.

We can now obtain the main theorem of this chapter.
Theorem 52. Let C = C({nk}, {rk}) be a homogeneous Cantor set with inf rk > 0.
Assume µ is a p-Cantor measure on C with p = infk,j pkj > 0. If B > 1, then there exists
q > 2 such that
‖Sµ‖2,q ≤ B.
Proof. Fix B > 1. Assume r = inf rk. With our usual notation, the Fourier-Stieltjes
transform of the Cantor measure µ = ∗∞k=1
∑nk−1
j=0 pkjδjck is
µˆ(ξ) =
∞∏
k=1
(
nk−1∑
j=0
pkje
−2piiξckj).
Let mk(ξ) =
∏k
j=1(
∑nk−1
j=0 pkje
−2piiξckj). Obtain q > 2 from Lemma 51 and let q′ be the
conjugate of q, i.e. 1
q′ +
1
q
= 1.
For any trigonometric polynomial f , suppfˆ ⊆ I for some interval I, with |I| ≤ 1
2
lk
for some k. A duality argument shows ‖mkχI‖2,q = ‖mkχI‖q′,2. Thus by Lemma 51,
‖mkχI‖q′,2 ≤ B for any interval I with |I| ≤ 12 lk, i.e.,
‖mkf‖2 = ‖mkχIf‖2 ≤ B‖f‖q′ .
Since |µˆ(ξ)| ≤ |mk(ξ)| for all k,
‖µ ∗ f‖2 ≤ ‖mkf‖2 ≤ B‖f‖q′ .
Therefore,
‖Sµ‖2,q = ‖Sµ‖q′,2 ≤ B.

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If µ is the uniform Cantor measure on a homogeneous Cantor set with nk ≤ M for all
k, then each pkj =
1
nk
≥ 1
M
, so µ satisfies the hypothesis of the theorem. Thus we obtain
the following corollary.
Corollary 53. Let C be a homogeneous Cantor set with inf rk > 0. If µ is the uniform
Cantor measure on C, then µ is Lp-improving.
Another special case is a p-Cantor measure on a central Cantor set.
Corollary 54. Let 0 < p < 1 and p = {p, 1− p}. If µ is a p-Cantor measure on a central
Cantor set with ratios of dissection bounded away from 0, then µ is Lp-improving.
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