In this article, by employing the surface integral and other useful formulas related to multidimensional integrals, we obtain the characteristic functions (c.f.'s) for L 1 -spherical and L 1 -norm symmetric distributions. These c.f.'s can be used to derive the probability density functions (p.d.f.'s) of linear combinations of variables. We shall show that this gives a uni ed approach to the treatment of the linear function of i.i.d. random variables and their order statistics associated with double-exponential (i.e., Laplace), exponential, and uniform distributions. Some applications in reliability prediction, random weighting and serial correlation are shown.
Introduction
introduced the class of multivariate L p -spherical distributions, where the symmetry is imposed through the density function which implied they only considered continuous distributions. An important special class of L p -spherical distributions is generated by independent sampling from exponential power distribution (Box & Tiao, 1973, Ch.3) . For p = 1 the sample comes from double-exponential distribution, for p = 2 it corresponds to sampling from a normal, and for p = +1 it is from a uniform distribution.
This work was partially supported by an FRG grant of Hong Kong Baptist University, the Statistics Research and Consultancy Centre of HKBU, and the Chinese Academy of Sciences An n-variate random vector x is said to have an L p -spherical distribution, denoted by x S(n; p; G), if x d = R w, where w has the uniform distribution on the surface of L p -sphere in R n F n;p = fx = (x 1 ; ; x n ) 0 : ?1 < x j < +1 ; n X j=1 jx j j p = 1g;
(1:1) and R , being independent of w, is an univariate nonnegative random variable with c.d.f. G.
Based on the symmetry of a stochastic representation, Gupta & Song (1997a , 1997b recently studied the properties of L p -spherical distributions. But they did not give the c.f.'s. In this paper, we shall derive the c.f. for L 1 -spherical distributions in section 3. Then we use the c.f. to obtain the p.d.f. of the linear combinations of variables in section 4 for di erent cases. The application in reliability prediction will be presented in section 5.
Yue & Ma (1995) developed a family of multivariate version of the Weibull distributions, called the multivariate L p -norm symmetric distributions, which are extension of the family of multivariate L 1 -norm symmetric distributions studied by Fang & Fang (1988) . An n-dimensional random vector z is said to have an L p -norm symmetric distribution, denoted by z L(n; p; G), if z d = R u, where u is uniformly distributed on the L p -norm closed simplex in R n + T n;p = fx = (x 1 ; ; x n ) 0 : x j 0 ; n X j=1 x p j = 1g; (1:2) and R , being independent of u, is an univariate nonnegative random variable with c.d.f. G.
When p = 1, we denote F n;1 and T n;1 by F n and T n respectively. The c.f. of the uniform distribution on T n , i.e., u U(T n ), is given by (t k ? t n ) r k : (1:3) Note that the right side of (1.3) is a summation with in nite terms. In the second part of section 3, we shall simplify E(e it 0 u ) as nite summations for three di erent situations. Analogous results are developed for the c.f.'s of z L(n; 1; G) and y U(V n ), where V n= V n (1) is a special case of the open simplex in R n + V n (c) = fx = (x 1 ; ; x n ) 0 : x j 0 ; n X j=1 x j cg; c is a positive constant.
(1:4)
The c.f. and Laplace transform for Dirichlet distribution will also be discussed.
In the second part of section 4, the c.f of y U(V n ) can be employed to yield the p.d.f. for the linear combinations of components. This leads to a uni ed approach to the treatment of the linear function of i.i.d. random variables and their order statistics associated with exponential and uniform distributions. The applications in random weighting and serial correlation are shown in section 5.
Preliminaries
In order to derive the characteristic functions in the next section, we shall collect some useful formulae about the surface integral, partial-fraction expansion and other multi-fold integrals on the open simplex V n (c).
2.1 Surface integral formula. Suppose that, (i) S is a piecewise smooth orientable surface given by a representation z = f(x; y), (x; y) 2 S , where S is the projection of S into the xy-plane;
(ii) f(x; y) is continuous and has rst partial derivatives; (iii) Function F(x; y; z) is continuous and is de ned on surface S. Then (Hazewinkel, 1990 with the following partial-fraction identity (Hazewinkel, 1990, p.311) N(x)
where k (b 1 ; ; b n ) = Q n j6 =k;j=1 (b k ? b j ) ?1 , N(x) is a polynomial of degree r, 0 r n ? 1, and b j 6 = b k for j; k = 1; ; n; j 6 = k. The following three lemmas will be used in the sequel. Proof. It is easy to obtain following recursive relationship, 1 = (e bt ? 1)b ?1 ; n = n(e bt t n?1 ? n?1 )b ?1 ; n 2; from which (2.10) follows by induction (see also Johnson & Kotz, 1970a, p.191 
?j k+j (t; t; ?0:5); (2:14) where the function k+j is given by (2.11).
( Consider x = (x 1 ; ; x n ) 0 which has an L 1 -spherical distribution, i.e., x S(n; 1; G). Then the c.f. of x is given by E(e it 0 x ) = E(e it 0 R w ) = Z 1 0 w (r t 1 ; ; r t n ) dG(r );
where R has c.d.f. G and w is the c.f. of w U(F n ). Therefore, it su ces to investigate w .
We have following main result. Theorem 1. Let w (t 1 ; ; t n ) be the c.f. of w U(F n ).
(i) If jt j j 6 = jt k j, for j; k = 1; ; n; j 6 = k, then (3:3) where the function k+j is given by (2.11).
(iii) If t r = = t n = t; 2 r < n; r is odd, and jt 1 j; ; jt r?1 j; jtj are distinct, then w (t 1 ; ; t n ) = ?(n)(?1) ; ; t 2 r ) n?r+1 (jtj; t k =jtj) ; (3:4) where the function n?r+1 is given by (2.14) and (2.15). where in the last step we have used the symmetry of the integrand. The transformation y j = x j = P n i=1 x i , 1 j n ? 1, y n = P n i=1 x i , has Jacobian J(x 1 ; ; x n ! y 1 ; ; y n ) = y n?1 n . Therefore, we have w (t 1 ; ; t n ) = ?(n) Z This implies the rst expression of (3.2) by virtue of (3.7). Likewise the second expression of (3.2) can be reached.
(ii) Now, if t = 0, of course, w (0; ; 0) = 1. Since w (?t; ; ?t) = w (t; ; t), we may assume without loss of generality t > 0. From (3.6) and (2.14), w (t; ; t) = ?(n)t ?(n?1) n (t; 1), and hence assertion (ii) is valid.
(iii) From (3.6), we have Next, let us consider the uniform distribution inside the L 1 -sphere in R n E n = fx = (x 1 ; ; x n ) 0 : x 2 R n ; n X j=1 jx j j 1g:
If v U(E n ), then the joint p.d.f. of v is 2 ?n n! I En (v) (see Gupta & Song, 1997a , example 2.7).
In this case, we can represent it as v d = R w with R Be(n; 1) being independent of w U(F n ); that is, v S(n; 1; G) with G(x) = x n I 0;1] (x). We use Be(a; b) to denote Beta distribution with parameters a and b. Applying (3.1) and theorem 1, we immediately obtain Corollary 1. Let v (t 1 ; ; t n ) be the c.f. of v U(E n ). (ii) If t j = t, for j = 1; ; n, then v (t; ; t) = n!t ?n n+1 (jtj; 0);
where the function n+1 is given by (2.15).
(iii) If t r = = t n = t; 3 r < n; r is odd, and jt 1 j; ; jt r?1 j; jtj are distinct, then v (t 1 ; ; t n ) = n!(?1) ; ; t 2 r?1 ) n?r+2 (jtj; t k =jtj); (3:12) where the function n?r+2 is given by (2.15).
In fact, there is an alternative method to prove this corollary as follows. As the joint p. Putting h(u) = I 0;1] (u) in CKS formula (2.6), (3.10) follows from (3.13). (3.11) is the direct consequence of (3.13). The veri cation of (3.12) is similar to (3.4). Now let us consider the c.f. of an L 1 -norm symmetric distribution. Let z = (z 1 ; ; z n ) 0 have such a distribution, i.e., z L(n; 1; G), then the c.f. of z is given by E(e it 0 z ) = E(e it 0 R u ) = Z 1 0 u (r t 1 ; ; r t n ) dG(r ); (3:14) where R has c.d.f. G and u is the c.f. of u U(T n ). Again, the crucial point is to obtain the c.f. of U(T n ). Furthermore, if the moment generating function (m.g.f.) E(e s 0 u ) of random vector u can be obtained, then the c.f. of u follows by replacing s with it. Therefore, we need only derive the m.g.f. of U(T n ). Applying the HG formula (2.9) to the function g(t) = exp(t), we obtain (3.15) immediately. Assertion (ii) is trivial.
(iii) Put u (1) = (u 1 ; ; u r ) 0 and u (2) = (u r+1 ; ; u n?1 ) 0 . As u U(T n ) implies (u 1 ; ; u n?1 ) 0 U(V n?1 ), whose joint p.d.f. is (n ? 1)! I V n?1 (u 1 ; ; u n?1 which are in accordance with (3.19 ).
Finally we turn our attention to the c.f. and Laplace transform for the Dirichlet distribution.
An n-dimensional random vector x is said to have a Dirichlet distribution with positive parameters (a 1 ; ; a n ; a n+1 ), written as x D n (a 1 ; ; a n ; a n+1 ), if it has the joint p.d.f. f(x) = (1 ? x) a n+1 ?1 , 0 < x < 1, the Laplace transform of x D n (a 1 ; ; a n ; a n+1 ) is able to be invoked readily from (3.24).
Note that although (3.24) looks very promising with its nite expansion, we cannot bene t from this structure in order to obtain c.f. and m.g.f..
Density Functions for Linear Forms
We rst consider linear function associated with U(F n ) and double-exponential distribution. Let x 1 ; ; x n iid DE(1), x = (x 1 ; ; x n ) 0 , from (3.5), we know that w = x= P n k=1 jx k j U(F n ).
We Since ?x d = x and ?w d = w, we may assume without loss of generality that all a 1 ; ; a n are non-negative. The con guration classi cation for fa 1 ; ; a n g are as follows.
Case (1): all a k are positive and di erent, say, 0 < a 1 < < a n ; Case (2): all a k are positive and equal, say, a 1 = = a n = 1; Case (3): some a k = 0, and the others are di erent. Because of the exchangeability for components of (w 1 ; ; w n ) 0 and (x 1 ; ; x n ) 0 , we may assume 0 < a 1 < < a r , a r+1 = = a n = 0, 1 r n ? 1; Case (4): some a k = 0, and the others are di erent, say, a 1 = = a r = 1, a r+1 = = a n = 0, To avoid complications we con ne ourselves to the cases (1)-(4). For cases (1) and (2), we have the following results. which implies (4.3).
Case (2) can be shown similarly by using the inversion theorem from c.f. to p. ; jxj a; a > 0; (4:13) and they are symbolized as SBe(p; q) and SBe(p; q; a). (iii) If a 1 = = a n = 1, it's easy to see y = P n k=1 y k Be(n; 1) by viewing (3.19) .
Corresponding to theorem 6, we have where weights f nk ; k = 1; ; ng given by (4.22).
Finally we present a uni ed approach to linear functions of variables. We shall adopt the following notations for samples and their order statistics: y = (y 1 ; ; y n ) 0 U(V n ); y (1) y (n) ; u = (u 1 ; ; u n ) 0 U(T n ); u (1) u (n) ; z = (z 1 ; ; z n ) 0 L(n; 1; G); z (1) z (n) ; = ( 1 ; ; n+1 ) 0 iid E(1); (1) can be reduced to the distribution of Example 1. Prediction problem in reliability. Consider the nonparametric problem of predicting a 0 x (2) based on the rst m observations x (1) , where a is an (n ? m) 1 scalar vector and x = (x 0 (1) ; x 0 (2) ) 0 S(n; 1; G). It is obvious to see that t(x) = a 0 x (2) = P m k=1 jx k j is scale-invariant (see, Gupta & Song, 1997a, theorem 6.2). Hence we can take x = (x 1 ; ; x n ) 0 , x 1 ; ; x n iid DE (1) . If all components of a is 1, then the p.d.f. of x=a 0 x (2) = P n k=m+1 x k from (4. At the same fashion we may also get the prediction interval of a 0 x (2) when a i 6 = a j , i 6 = j by means of (4.3).
Example 2. Random weighting method. Since Efron (1979)'s well-known paper appeared in 1979, there has been considerable work on resampling methods. Among all these techniques, the bootstrap is the simplest and most attractive one, and the random weighting method is an alternative which is aimed at estimating the error distribution of estimators. Let It's easy to see that R 1;1 has the same distribution as P n?1 k=1 k u k whose p.d.f. is given by (4.24) with (u 1 ; ; u n?1 ) 0 U(T n?1 ).
