Abstract: A new type of Taylor series based 2-D finite difference approximation is presented, and it is shown that the coefficients of these approximations are not unique. Explicit formulas are presented for one of the possible sets of coefficients for an arbitrary order, by extending the previously presented 1-D approximations. These coefficients are implemented as maximally linear 2-D FIR digital differentiators, and their formulas are modified to narrow the inaccuracy regions on the resultant frequency responses, close to the Nyquist frequencies.
Introduction
Finite impulse response (FIR) digital filters (DFs) are preferred to infinite impulse response filters, for their linear phase responses and stability. However, an ideal frequency response cannot be realised by an FIR filter of finite length, and different design procedures just approximate the desired ideal response, based on certain criteria. Most of the design procedures have been extended to twodimensional (2-D) filters, for their increasing modern day applications as in space technology, medicine, biology and geophysics [1] . Some of the existing design techniques [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] include windows based designs [2] , Remez exchange algorithm [3] , 1-D to 2-D transformations [4] [5] [6] , optimisation procedures [7, 8] and least squares approximations [8] [9] [10] [11] [12] . All of these procedures, except the windows based designs, which are not optimal in any sense, experience high computational complexities for determination of coefficient matrices (impulse responses).
Another important type of DF, known as maximally flat (MAXFLAT) FIR DFs, first introduced in 1971 by Hermann [17] , have the smoothest frequency responses with the highest stopband attenuations and better time domain characteristics, of all types of DFs. Their classical design methods are based on approximating the desired frequency responses by some suitable polynomials, like Hermite [18] , Krawtchouk [19] or Bernstein polynomials [20] . Then an inverse discrete Fourier transform (IDFT) of the frequency response is taken to obtain the tapcoefficients of the filter. The MAXFLAT criterion was first extended to 2-D lowpass DFs by Kamp et al. [21] , and later, several other researchers explored new design methods for different types of 2-D MAXFLAT DFs [22] [23] [24] [25] . Although MAXFLAT designs are simpler compared to other designs [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , they would be even simpler-as simple as windows based designs-if their coefficients could be calculated by explicit formulas without the need for IDFT.
Carlson [26] presented such a design of 1-D type III maximally liner (MAXLIN) digital differentiators (DDs), which instead of giving the frequency response in closed form, gives explicit formulas for the coefficients, and thus eliminates the need for IDFT. We derived the same formulas for coefficients of type III DDs [27] and new formulas for coefficients of full-band type IV MAXLIN DDs [28] , based on the Taylor series. Later, these formulas were modified to obtain new designs of 1-D MAXFLAT discrete=differentiating Hilbert transformers [29] , halfband low=high-pass DFs [30] , mid=high-pass and bandpass=stop DFs [31] and general low=high-pass DFs [32] . Therefore, 1-D MAXFLAT DFs can now be designed with explicit formulas, without the need for IDFT. However, the situation remains the same for 2-D MAXFLAT DFs, as none of the known design methods gives explicit formulas for their tap-coefficients. In this paper, we present a new design for 2-D MAXLIN DDs, with explicit formulas for the coefficient matrices of arbitrary orders.
Using Taylor series, the value of a 2-D function at an arbitrary mesh point can be expressed in terms of the values of the function and its higher degree partial derivatives at a reference mesh point. Such relations obtained at different mesh points can be solved, conversely, for 2-D partial derivatives of any degree. Typical sets of mesh points give well known forward, backward and central difference approximations. In this paper, we use a different set of mesh points, to obtain a new type of 2-D approximation, and implement them as 2-D MAXLIN DDs. However, it is found that, unlike for the 1-D case [28] , such finite difference approximations of 2-D first-degree derivatives cannot be expressed uniquely. Moreover, the solution of a large number of equations, needed to obtain these approximations, also involves large computations. We present explicit formulas for one of the many possible coefficient matrices in an indirect way by extending 1-D finite difference approximations [28] , which makes their calculation very easy, possible even with a simple hand calculator. These coefficient matrices are implemented as 2-D MAXLIN DDs, which produce better frequency domain characteristics as compared to those based on classical central difference approximations. The frequency responses of the presented DDs match very closely to that of an ideal DD, in the lower frequency band. However, there is a small deviation from the ideal in very small regions close to the Nyquist frequencies, and these inaccuracy regions get narrower as the order of the DD is increased. We present a small modification in the presented design, such that the inaccuracy region can be narrowed for a fixed order at the expense of a ripple of very small size on the magnitude response.
One-dimensional digital differentiators
Taylor series can give the value of a differentiable 1-D function f (x) at a mesh point x i in terms of the value of the function and its derivatives at a reference mesh point x 0 as
where f i and f i m give the values of f (x) and its mth derivative, respectively, at x ¼ x i , T is the sampling period such that x i ¼ x 0 þ iT, and i can take any positive or negative value. Owing to a sharply decreasing value of coefficients of higher-degree derivative terms, (1) can be truncated after a suitable number of terms, without a major loss of accuracy.
Systems of equations obtained by truncating the equations obtained from (1), for different sets of equispaced values of i, can be solved to approximate the derivatives of different degrees in terms of values of function at different mesh points. For 1 i N, ÀN i 7 1 and 1 jij N, we obtain well known forward, backward and central difference approximations, respectively. The coefficients of central difference approximations can be used to realise type III MAXLIN DDs [26, 27] .
In [28] , we used i ¼ AE1=2, AE3=2, . . . , AE(2N 7 1)=2 to obtain a new type of approximation, which can be written as
where
where the factorials and double factorials of an integer n are defined as n! ¼ n(n 7 1)(n 7 2) Á Á Á 1, and n!! ¼ n(n 7 2)(n 7 4) Á Á Á (>1), respectively and 0! ¼ 1. Equation (2) represents a MAXLIN type IV full-band 1-D FIR DD of length 2N, tap-coefficients of which are given by vector g in (3). It has been shown in [28] that these DDs are more accurate than those based on central difference approximations, especially in the higher frequency band.
3 Two-dimensional digital differentiators 3.1 Direct method of solving a system of equations Taylor series given by (1) can be extended to give the value of a differentiable 2-D function f (x, y) at a mesh point (x i , y j ) in terms of the value of the function and its partial derivatives at a reference mesh point (x 0 , y 0 ) as
where f i, j represents f (x i , y i ), f i, j m,n gives a value of @ mþn f(x i , y i )=@x m @y n , and i and j can take any positive or negative values.
A set of linear approximate equations obtained from (4) for different combinations of i and j, where each equation is truncated after a suitable number of terms, can be written as
where D is the vector containing unknown values of partial derivatives of f (x, y) at the reference mesh point as Like the 1-D case, different types of approximations can be defined based on the pattern of the mesh points used in approximating the derivative. In this paper we present a new type of approximation, analogous to the 1-D approximations of (2), based on the system of equations formed by using i, j ¼ AE 1=2, AE 3=2, . . . , AE (2N 7 1)=2 in (4). This system of equations can be solved for the fourth element of vector D to obtain. and the coefficient-matrix G can be used as the impulse response of a MAXLIN 2-D FIR DD. The above method of obtaining the coefficient-matrices involves large computational complexities. The number of equations to be solved simultaneously is quite large. For a 2N Â 2N approximation, a 4N 2 Â 4N 2 system of equations needs to be solved. Furthermore, no relationships between the coefficients of approximations of two different orders are available, and therefore a change in the order of the approximations requires resolving the large system of equations. It should also be noted that a change in the value of N to N þ 1 results in an additional 8N þ 4 equations.
The fact which further adds to the computational complexity of the procedure is that matrix A is singular for N > 1 and therefore standard techniques of solution cannot be used. This can be proved by noting that the matrix A contains the columns which are generated by taking powers of the elements of the first column and dividing them by the factorial of the power. Therefore a column operation, based on a polynomial having zero and all the elements of the first column as its roots, can be found to show that the matrix A is singular. For example, for N ¼ 2, a polynomial
suggests a column operation
where C k denotes the kth column, to make all the elements of the 15th column zero, and hence proves the singularity of matrix A. For an arbitrary value of N such a polynomial can be written as
The maximum power of i in this polynomial is 2N þ 1, which corresponds to the (2N 2 þ 3N þ 1)th column, always existing in the 4N 2 Â 4N 2 matrix A for N ! 2. Therefore for N ! 2 the coefficients matrix G in (6) is not unique, and special techniques are needed to find one or more possible solutions.
Indirect method of extending 1-D designs
Due to these computational complexities as discussed in the previous sub-Section, it is almost impossible to solve these systems of equations (5), especially for larger values N. Here we present an indirect way of obtaining one of the many possible solutions by extending the 1-D approximations of (2) .
A 1-D approximation given by (2) can be rewritten for a 2-D function, by assuming that the second variable, say y, is a constant, Comparing (6) with (7) and using (3), we can write The coefficient matrices given by (8) and (10) can be used to realise 2-D DDs, which, being direct extension of 1-D MAXLIN DDs, are also MAXLIN.
Frequency response
The magnitude response of an ideal differentiator increases linearly from zero at zero frequency o ¼ 0 to one at the Nyquist frequencies o ¼ AE p. In the ideal 2-D case, the magnitude response should extend from 0 at zero frequency axes to 1 at the Nyquist frequency edges o ¼ ( AE p, AE p), as shown in Fig. 1 .
The magnitude response of a 16 Â 16 MAXLIN DD, designed by using M ¼ N ¼ 8 in (10), is shown in Fig. 2 . Note that the presented DDs have highly smooth magnitude responses which are very close to the ideal in the lower frequency bands. However, in very small regions close to the Nyquist frequencies they have slight deviations from the ideal, and the maximum deviations occur at the Nyquist frequencies.
The only way to narrow the inaccuracy regions and to reduce the maximum error on the magnitude responses of MAXLIN DDs is to increase their lengths. For example, the maximum error relative to the ideal would be 0.24 for a 16 Â 16 DD, 0.17 for a 32 Â 32 DD, 0.12 for a 50 Â 100 DD and 0.10 for a 100 Â 100 DD. The effect of increased lengths on the inaccuracy regions can be observed by comparing the error curves (deviation of magnitude responses from ideal) of 16 Â 16 and 32 Â 32 MAXLIN DDs, parts of which, lying in one quadrant of the frequency plane, are shown in Fig. 3 .
Comparison with MAXLIN DDs based on central difference approximations
Using the same procedure as presented in sub-section 3.2, 1-D MAXLIN DDs based on central difference approx- imations [27] can also be extended to 2-D DDs. Unlike the DDs presented in this paper, they are not full-band filters, and are good only in the lower frequency bands. This can be seen in Fig. 4 , where the magnitude response of a 17 Â 17 DD based on central difference approximations is compared to that of a 16 Â 16 DD based on the presented design. It should be noted that the DDs based on central difference approximations are as accurate as the presented DDs in the lower frequency bands. However, their inaccuracy regions are very wide and the maximum error, which occurs at the Nyquist frequencies edges, is 100%.
Modified design
In [28] , we presented a method of reducing the inaccuracy regions without increasing the lengths of 1-D DDs. The basic idea is to obtain a narrow inaccuracy region by designing a very long DD, and then truncating the outer coefficients to keep a shorter length. Due to their negligible magnitudes, as it can be noted from (3), these truncated outer coefficients do not affect the inaccuracy region of the actual longer DD, and the only effect is the appearance of a ripple on the magnitude response. Instead of actually designing a longer DD and then truncating the outer coefficients, the procedure can be implemented simply by multiplying N in (3) by an integer a > 1.
The inaccuracy regions of the presented 2-D DDs can also be narrowed in a similar way by modifying (10) as
where a and b can take any of the positive integer values. It should be noted that a ¼ b ¼ 1 gives MAXLIN DDs, and larger values of a and b narrow the inaccuracy regions in the corresponding dimensions. This can be seen from Fig. 5 , which compares the error curve of a 16 Â 16 DD, designed by using (11) for a ¼ 100 and b ¼ 10 to that of a MAXLIN DD of the same order. The maximum relative error, which is 0.24 in the MAXLIN case, reduces to 0.07 for the modified design. However, part of the error has been shifted to the lower frequency band which affects the (smoothness) accuracy in the lower frequency band. Making a tradeoff between the desired accuracy and allowable inaccuracy regions in the corresponding dimensions, suitable values of a and b can be selected. It should, however, be remembered that increasing the values of a and b beyond certain values, which depend on the order of the filter in the corresponding dimensions, would have a very small effect on the region of inaccuracy, and a further increase would simply add to the computational complexity.
Comparison with equiripple DDs
It should be noted that a and b control the inaccuracy regions of DDs for fixed lengths. This makes the resultant DDs comparable to the equiripple DDs, which are well known for this characteristic, but are designed by complex iterative procedures. They distribute the error uniformly over the entire frequency band and therefore ensure the minimum of the maximum size of ripple on magnitude response. However, this makes them equally inaccurate at the lower bands as well, as can be seen in Fig. 6 , where the error curve of a 2-D 16 Â 16 equiripple DD is compared to that of one designed with (11) for the same order and a ¼ b ¼ 10.
Typical numerical examples
In Table 1 , we have shown some results obtained by differentiating different types of functions using different types of DDs. It can be noted that for polynomials or (10) and modified design (dense grid) of (11) used for a ¼ 100 and b ¼ 10 oscillating functions lying in lower frequency bands, the MAXLIN DDs given by (10) and central difference approximations are highly accurate. In the higher band, the latter becomes unusable while the former, and especially their modified form given by (11) , can be used in a much wider band. Equiripple DDs maintain almost uniform accuracy throughout the frequency band. However, for wideband inputs, the error can be accumulated for ripple filters and they may become inaccurate, as can be seen from the last row of the table.
Conclusions
A new design of maximally linear two-dimensional digital differentiators based on Taylor series is obtained by extending an already presented design of one-dimensional differentiators. Explicit formulas are derived for the tapcoefficients of the presented differentiators, and this makes their calculation very easy even with a hand calculator. It is also shown that, except for the shortest length of 2 Â 2, the presented coefficient matrices of a certain length are not unique, and the presented formulas give one of the many possible coefficient matrices. The frequency responses of the presented differentiators have slight deviations from the ideal response in the higher frequency band close to the Nyquist frequency. A technique is presented to narrow these inaccuracy regions, at the expense of loss of accuracy of response in the lower band. Examples are presented which show that, if the input has no components very close to the Nyquist frequencies, then the MAXLIN DDs presented in this paper are the best choice among all the available designs.
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