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1 引言
高分子聚合反应中存在各种不同数量的单体、催化剂以及不同
链长的活性链、聚合物 , 反应体系非常复杂 , 有很多反应机理用解析计
算方法不能求解 , 只能借助 Monte Carlo 模拟方法研究。Monte Carlo 方
法模拟真实聚合反应 , 能跟踪微观每一个单体插入、转移、终止甚至降
解反应的发生 , 完全反映实际反应过程 , 经过宏观统计学的方法获得
的宏观结果可以直接和实验测量、分析数据进行比较 , 是一种重要的
高分子化学研究方法。
Monte Carlo 方法通过大量的随机抽样来 实 现 , 数 据 独 立 , 但 相
对一般方法 , 其收敛速度也较慢 , 其计算结果的精度以取样数的平方
成 正 比 [1], 但 是 取 样 数 量 的 提 高 必 然 直 接 导 致 运 算 时 间 的 增 加 。
Monte Carlo 方法中数据相对独立 , 为并行计算的实现提供了良好的条
件 , 其对运算速度的要求 , 也使并行计算有一定的实践意义。
Monte Carlo 的并行计算 , 即采用单机或多机上的多个 CPU 同时
运算并进行综合分析以得到所需的结果 , 这样能够有效地提高运算速
度。本文拟采用实验室局域网中的多台 PC 组成机群 , 运用 PVM 系统
进行简化的高分子合成 Monte Carlo 模拟 , 并对并行计算的性能和可
行性进行探讨。
2 并行计算模拟环境建立
机群技术包括硬件部分与软件部分 , 硬件部分由 PC 机与高速
局域网组成 , 一般实验室内部网络即可符合要求 , 考虑到负载均衡问
题 , 要求各计算机性能接近。软件部分目前较为成熟的消息传递类并
行软件包括 PVM 及 MPI 系统 , 二者都具有较强的通用性 , PVM 系统
是 1994 年由美国橡树岭国家实验室研发的开放软件 , 诞生时间较早 ,
对各系统有良好的兼容性。MPI 系统为后期发展的商用并行系统 , 系
统规模小 , 加速比较 PVM 系统稍高 , 但在实际小规模运用中并不明
显。PVM 原基于 Linux 系统开发 , 在 Linux 系统上运行速度稍快 , 考虑
到实际使用中多使用 windows 系统 , 出于实用因素 , 拟采用 PVM for
windows, 目前最新版本号 3.4.6, 本文采用版本 3.4.3。
Windows 版本包含安装程序 , 安装过程主要需注意 PVM 自身未
附编译环境 , 安装 PVM 前需安装好 C\C++支持编译 , 程序临时文件夹
需手动建立 , 安装成功后运行 PVM console 启动控制台及后台服务 ,
具体安装过程尚月强 《windows2000 下基于 PVM 的并行计 算实践研
究》[3]一文中已有详细说明。
3.高分子聚合反应 Monte Carlo 并行计算算法
高分子聚合反应 Monte Carlo 模拟的一般算法流程如图 1
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[ 摘 要] Monte Carlo 模拟方法在高分子聚合反应的研究中起重要的作用 , 但计算机运算速度在一定程
度上制约其应用。本文主要探讨了基于 PVM 的并行计算在高分子聚合反应 Monte Carlo 模拟中的应用 , 在
小型局域网内进行了简化的苯乙烯聚合模拟 , 并对结果进行了讨论 , 证明并行计算是提高 Monte Carlo 模
拟计算速度的有效方法。
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在安装节主体的设计中 , 通过不同零件之间的关联和参数化 , 这
个 部 分 的 相 关 设 计 我 们 使 用 UG 强 大 的 部 件 间 相 关 设 计 的 工 具
WAVE 来完成。利用控制部件中的草图来设计安装面凸台、安装凸耳
等特征。在零件设计环境下 , 首先进行安装面凸台的设计 , 选择如图 3
所示的“skech.1”作草图链接特征。此时 , 出现对话框( 如图 4 所示) , 需
要设计者确认是否保持本次操作与参考元素零件之间的关联 , 不需要
勾选 Create Non- associative 从而建立相关。根据链接草图建立拉伸拉
伸对话框中输入安装凸台厚度值 , 点击“Ok”完成操作。然后设计安装
凸耳 , 基本操作与安装面凸台的设计相同 , 考虑到安装凸耳的厚度和
安装面凸台的厚度相等 , 可以将它们关联起来。这样 , 安装凸耳不仅和
参考元素零件之间关联 , 还与零件内的安装面凸台关联 , 是全参数化
的特征。最后 , 利用 UG 的草图功能对安装节主体的其他特征进行设
计。在绘制草图的过程中 , 一定要对草图进行满约束 , 便于以后的修
改。
在调整垫的设计中 , 考虑到调整垫的形状、尺寸与安装节主体的
安装面的形状、尺寸完全相同 , 可以利用参考元素零件中的草图来设
计调整垫 ; 同时 , 因调整垫的厚度是一组值 , 在装配时 , 从中选择厚度
合适的一个或多个。因此 , 需要在调整垫的零件设计环境下 , 将厚度定
义为可变参数 , 按需要的值调整。还有垫片、螺栓等零件的设计基本与
调整垫的设计相同 , 在此不再介绍。在完成对所有的零件的参数化设
计后 , 经强度计算、校核、分析论证 , 需要适当增大安装节主体的直径
和安装凸耳的数量。此时 , 修改已在参考元素零件内定义的参数和各
零件内定义的参数 , 对每一个零件刷新 , 便可以完成对所有零件的修
改。在对安装节进行设计的过程中 , 设计者会发现 , UG 的参数化设计
可以在任何时间 , 按照任何要求进行 , 使用十分方便 , 简单。
小结
本文只是结合一个十分简单 的设计说明了 UG 中的参数化 设计
的过程及操作技巧等。就参数化设计本身而言 , 它是一个复杂而难以
掌握的过程 , 它需要设计者非常清晰的了解设计意图、明白零件内的
尺寸、特征关联。如果设计者进行诸如发动机主机匣一般复杂的零件
设计时 , 参数化设计将是一项非常复杂而艰难的工作。所以 , 对于复杂
的零件设计 , 设计者可以更多的选择后参数化设计。总之 , 参数化设计
和后参数化设计是应用十分广泛的技术 , 为设计者的后期设计、修改
带来很大的便利 , 很值得深入研究。
!
图 1 Monte Carlo 方法程序流程图
Fig1 General mode of the Monte Carlo method
对于并行计算而言 , 则涉及如何提高并行计算的速度 , 即提高并
行 计 算 的 加 速 效 率 问 题 。PVM 程 序 由 Master 和 Slave 两 部 分 组 成 ,
Master 部分主要包括任务的分发 , 数据的传送和收集工作 , Slave 部分
可视为并行计算的主体部分 , 每 个 Slave 部分控制一个 CPU 进行计
算 , 二者计算时间之和为总计算时间。
对于性能接近的计算机 , Slave 部分总时间可几乎等于串行计算
所需时间除于 Slave 进程数 , 增加 Slave 进程数 , 对降 低 Slave 时 间 有
十分显著的影响。而由于 Master 部分相对固定 , 因此 , 对于一个良好的
并行算法设计而言 , Master 部分所占时间越少 , 加速效率越高。根据这
一原则 , 设计高分子聚合反应 Monte Carlo 模拟并行计算算法如图 2。
图 2 并行算法程序流程图[8]( 以双 Slave 进程为例)
Fig2 Parallel computing code of Monte Carlo method[8]
Monte Carlo 模拟过程每次循环都涉及到随机数的产生 , 除和一
般计算一样要求产生的随机数具有较好的均匀性和随机性外 , 也要求
各分进程数据无相关性。在实际应用总 , 应通过各分进程使用不同的
随机数生成方法或分别使用不同的随机种子来实现。
4.简单应用和结果分析
苯乙烯聚合是典型的自由基聚合 , 反应机理研究相对比较成熟 ,
聚合过程的模型化研究也相应开展得比较早。这里就以简化的苯乙烯
聚合 Monte Carlo 模拟进行并行计算性能的测试。
苯乙烯聚合的基元反应式
其中 , M 为单体 , S 为溶剂 , R 为均聚活聚物 , P 为均聚死聚体。由此可
列得速率方程:
R i=ki[M]3
R p=kp[R*j][M]
R tc=ktc[R*i][R*j]
R td=ktd[R*i][R*j]
R fm=kfm[R*j][M]
R fs=kfs[R*j][S]
动力学参数取自文献值 , 由上述串联算法和并行算法分 别取样
5000, 设定同样反应时间以计算反应中止时候的反应参数。测试环境
为两台 P4m1.8G 电脑 , 通过 10/100m 网卡直接连接以最大程度减少通
讯时间影响。实验结果如表 1
表 1 苯乙烯聚合 Monte Carlo 模拟串联算法- 并行算法计算时间表
Table 1 The time of styrene polymerization via series- parallel Monte
Carlo simulation
常以相对加速比 S( P) 衡量并行计算加速效果 , 其计算公式为 S(P)
=Tp/T1, P 为处理机数 , 计算可得 S( 2) =1.66, 可见 并 行 算 法 对 于 提 高
运算速度确有较为显著的效果。
并行效率是与加速比相关联的概念 , 一个并行的效率定义为 E(P)
= S(P) /P, 其中 P 为微处理器个数 , 本 例 E( P) =83.3%, 尚有一定的提
高空间。在并行计算中 , 若使用 Linux 系统相对 windows 操作系统在通
讯和运行效率上都有一定的提升。优化算法也可以提高并行计算效
率。
5.结束语
实验结果表明 , 采用并行计算可以有效地提高计算速度 , 这项技
术在科学与工程中的大规模计算中有着日益广泛的应用前景 , 同时 ,
对发掘现有设备潜力也有重要意义。
在高分子化学 Monte Carlo 模拟中 , 并行计算可以有效地提高采
样数量从而在一定程度上改善模拟精度 , 对于计算更为复杂的动力学
参数估算和立体结构模拟也有借鉴价值。
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