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Abstract
An inverse boundary value problem for the Laplace equation is considered. The Dirichlet and the Neumann
data are prescribed on respective part of the boundary, while there is the second part of the boundary where
no boundary data are given. There is the third part of the boundary where the Robin condition is prescribed.
This ill-posed problem of %nding unknown values along the whole boundary is reformulated in terms of the
variational problem, which is then recast into primary and adjoint boundary value problems of the Laplace
equation in conventional forms. A direct method for numerical solution of the boundary value problems using
the boundary element method is presented.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let  be a simply connected bounded domain with piecewise smooth boundary  in R2, and let
n be the exterior normal to the boundary.
We consider the Laplace equation for unknown function u;
−Au(x) = 0; x∈; (1.1)
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Fig. 1. Sample problem.
subject to the Dirichlet, Neumann, and Robin conditions:
u|u = Gu; q|q = Gq; and q|r = (u− ua); (1.2)
imposed, respectively, on arcs u, q, and r of the boundary, where Gu denotes the Dirichlet data
on u, q=−9u=9n is the normal derivative, Gq denotes the Neumann data on q,  is given positive
constant on r , and ua denotes u-values prescribed along r . Here we notice that the boundary
components u, q, and r can be taken arbitrarily to some extent. To make our problem (1.1),
(1.2) more speci%c, we consider a sample problem illustrated in Fig. 1.
Our problem consists of %nding boundary values u and q on the whole boundary . In this sense
we regard the problem as an inverse boundary value problem. This problem setting encompasses the
conventional mixed boundary value problem when u, q, and r are mutually disjoint and when the
set union of them constitutes the whole boundary . The problem reduces to the Cauchy problem for
the Laplace equation when u=q and r=∅ (null set), in which the problem is severely ill-posed.
The problem setting also encompasses over- and under-determined problems in which there may be
no solution at all or may exist in%nitely many solutions. Moreover if the boundary data Gu and Gq
are incompatible with a harmonic function, for example due to contamination by some noises, the
problem admits of no solution.
Conditions on the existence and uniqueness of a solution for the inverse problem with general
arrangement of the arcs u, q, and r cannot be elucidated. Except for the case when they constitute
a conventional mixed boundary value problem, continuous dependence of the solution on the given
data cannot be expected. However the solution is unique for the model problem in Fig. 1, because
the problem can be reckoned an over-determined problem.
When the problem has a solution under suitable regularity assumptions, the solution u at internal
points of the domain can be expressed by Green’s formula:
u() =−
∫

G(x; )q(x) d(x)−
∫

9G
9n (x; )u(x) d(x);  ∈;
where G(x; ) is the fundamental solution to the Laplacian:
−AG(x; ) = (x− )
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with the Dirac measure  at the point . In two dimensions we know
G(x; ) = 1
2
ln
1
|x− | :
The boundary values u and q should satisfy boundary integral equation
()
2
u() +
∫

9G
9n (x; )u(x) d(x) =−
∫

G(x; )q(x) d(x);  ∈; (1.3)
where () is the angle in radian at the boundary point , subtending the domain . If the boundary
is smooth at , then () = .
Koya et al. [5] and Yeih et al. [8] presented a numerical method of solution for an over-determined
problem in terms of elasto-statics, but their idea is readily applicable to an over-determined problem
of the Laplace equation. Of particular interest are iterative numerical methods for solution of the
Cauchy problem. The number of references in this category is increasing. Among them we especially
refer to recent articles [1,2,4,7] from the view point of mathematical rigidity.
In the preceding paper [6] the authors presented a non-iterative method for numerical solution
of the inverse boundary value problem of the Laplace equation, in which only the Dirichlet and
Neumann boundary conditions are involved. In this paper, the method is extended to the problem,
in which the Robin condition is also involved, and we will show that no additional diNculty will
essentially arise in our direct approach.
2. Variational problem
Let cu, and 
c
q denote complement sets to u∪r and q∪r , respectively, on . For the sample
problem of Fig. 1, the sets cu and 
c
q are illustrated in Fig. 2.
We recast the inverse boundary value problem (1.1), (1.2) into the following variational problem:
We assume that our solution u is in the Sobolev space Hs() with s¿ 32 . Then, given Gu∈Hs−1=2(u),
Gq∈Hs−3=2(q), and ua ∈Hs−3=2(r), we %nd u|cu = ! in Hs−1=2(cu) that minimizes the functional
J (!) =
∫
q
|q(x;!)− Gq(x)|2 d(x) + 
∫

|q(x;!)|2 d(x) (2.1)
Fig. 2. Complement sets cu(–) and 
c
q(− · −).
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subject to
−Au(x;!) = 0; x∈; (2.2)
u|u = Gu; u|cu = !; and q|r = (u− ua): (2.3)
The second term on the right-hand side of Eq. (2.1) is the Tikhonov regularizer with the regular-
ization parameter ¿ 0 in order to cope with possible noises slipping into the data Gu and Gq in the
measurement.
Theorem 2.1. The object functional J (!); !∈Hs−1=2(cu), is strictly convex.
Remark. This theorem guarantees unique existence of the minimal solution of J (!), even if our
inverse problem (1.1), (1.2) does not admit of unique solution.
Proof. Let u1(x;!1) and u2(x;!2) be solutions of Eqs. (2.2) and (2.3), corresponding to !1 and
!2 in Hs−1=2(cu), respectively, in which !1 = !2. Let  be any real number in (0; 1). Owing to
linearity of the problem, u1 + (1− )u2 is also a solution of Eqs. (2.2) and (2.3). We see that
J (!1 + (1− )!2) =
∫
q
|q1 + (1− )q2 − Gq|2 d + 
∫

|q1 + (1− )q2|2 d
=
∫
q
|(q1 − Gq) + (1− )(q2 − Gq)|2 d + 
∫

|q1 + (1− )q2|2 d:
Since the parabola is convex, i.e. |1 + (1 − )2|2¡21 + (1 − )22 for any 1; 2 ∈R, 1 = 2,
we have
J (!1 + (1− )!2)6
∫
q
(|q1 − Gq|2 + (1− )|q2 − Gq|2) d + 
∫

(|q1|2 + (1− )|q2|2) d
= J (!1) + (1− )J (!2):
In order to show that strict inequality holds in the above, it suNces to show that !1 = !2
on cu implies (9u=9n)(x;!1) = (9u=9n)(x;!2) on . Suppose that !1 = !2 on cu and also
(9u=9n)(x;!1) = (9u=9n)(x;!2) on . Then, the diOerence ’(x) = u(x;!1)− u(x;!2) is a solution
of the Laplace equation in , subject to the boundary condition ’|u = 0; ’|cu =!1 −!2 = 0, and−9’=9n=’ on r . Since 9’=9n|=0 from the assumption, the solution ’(x)=0 identically in 
due to unique existence of solution to the Cauchy problem of the Laplace equation. Hence we have
’|cu = 0, which leads to a contradiction.
Theorem 2.2. The 8rst variation of the functional J (!); !∈Hs−1=2(cu), has the form:
J ′(!)|cu =
9v
9n(x;!); (2.4)
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where v(x;!) in Hs−1() is a solution of the following adjoint problem to the primary problem
(2.2), (2.3):
−Av(x;!) = 0; x∈; (2.5)
v|q = 2[(1 + )q(x;!)− Gq(x)]; v|cq = 2q(x;!)
and
r|r = [v+ 2q(x;!)] (2.6)
with r =−9v=9n on r .
Remark. Here the %rst variation (2.4) is de%ned in L2-sense by the formula
J (!+ !)− J (!) = (J ′(!); !)L2(cu) + o(‖!‖);
as ‖!‖= (∫cu |!(x)|2 d)1=2 tends to zero for any variation ! in !.
Proof. Let !∈Hs−1=2(cu) be arbitrary variation in !, and set u(x;!) = u(x;!+ !)− u(x;!).
Correspondingly we set q(x;!) = q(x;!+ !)− q(x;!). We can see that
J (!+ !)− J (!) =
∫
q
{|q(x;!+ !)− Gq(x)|2 − |q(x;!)− Gq(x)|2} d
+ 
∫

{|q(x;!+ !)|2 − |q(x;!)|2} d
=
∫
q
{q(x;!+ !) + q(x;!)− 2 Gq(x)}{q(x;!+ !)− q(x;!)} d
+ 
∫

{q(x;!+ !) + q(x;!)}{q(x;!+ !)− q(x;!)} d
=
∫
q
{q(x;!+ !)− q(x;!) + 2[q(x;!)− Gq(x)]}q(x;!) d
+ 
∫

{q(x;!+ !)− q(x;!) + 2q(x;!)}q(x;!) d
=
∫
q
2[q(x;!)− Gq(x)]q(x;!) d +
∫
q
|q(x;!)|2 d
+ 
∫

2q(x;!)q(x;!) d + 
∫

|q(x;!)|2 d
=
∫
q
2[(1 + )q(x;!)− Gq(x)]q(x;!) d
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+ 
∫
cq
2q(x;!)q(x;!) d + 
∫
r
2q(x;!)u(x;!) d
+
∫
q
|q(x;!)|2 d + 
∫

|q(x;!)|2 d:
We notice that u(x;!) is the solution of the Laplace equation −A(u) = 0 in , subject to the
mixed boundary condition; u|u =0; u|cu =!, and −9u=9n= u on r . As !→ 0 in L2(cu),
we can see that q→ 0 in L2(). This implies∫
q
|q(x;!)|2 d + 
∫

|q(x;!)|2 d = o(‖!‖L2(cu)):
From Green’s integral theorem, we have∫

(Av)u d =
∫

9v
9nu d −
∫

v
9u
9n d +
∫

vA(u) d:
Here we must write this relation more strictly in a dual form as
〈Av; u〉 =
〈
9v
9n ; u
〉

−
〈
v;
9u
9n
〉

+ 〈v;Au〉:
However, we prefer the integral expressions to the duality expressions. From Eqs. (2.2), (2.3), (2.5),
and (2.6) it holds that
0 =
∫
cu
9v
9n ! d +
∫
r
9v
9n u d −
∫
q
vq d −
∫
cq
vq d +
∫
r
vu d
=
∫
cu
9v
9n ! d −
∫
q
2[(1 + )q(x;!)− Gq(x)]q d
−
∫
cq
2q(x;!)q d −
∫
r
2q(x;!)u d:
Consequently, we obtain
J (!+ !)− J (!) =
∫
cu
9v
9n ! d + o(‖!‖):
3. Boundary element method
We divide the whole boundary  into a series of n boundary elements as   h=⋃nj=1 j as its
approximation. Here the boundary elements should be in accordance with the arcs u, q, and r
such that the end points of u, q, and r coincide with some nodes among the boundary elements.
We approximate boundary values u| and q| by introducing interpolation functions Nj(x) in the
form:
u|  uh(x) =
n∑
j=1
Nj(x)uj; q|  qh(x) =
n∑
j=1
Nj(x)qj; x∈h
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with approximate nodal values uj and qj to the exact nodal values u(xj) and q(xj), respectively, at
nodes xj (j = 1; 2; : : : ; n) on the boundary . We approximate boundary values v| and r| also in
the form:
v|  vh(x) =
n∑
j=1
Nj(x)vj; r|  rh(x) =
n∑
j=1
Nj(x)rj; x∈h
with approximate nodal values vj and rj to the exact v(xj) and r(xj), respectively, at xj on .
We take those n nodes xj as collocation points in order to fully discretize the boundary integral
equation (1.3) which corresponds to the primary problem (2.2), (2.3). Then we obtain a system of
linear equations in the matrix form:
[H ]{u}=−[G ]{q}; (3.1)
where [H ] and [G ] are n× n coeNcient matrices with their (i; j)-entries
hij =
(xi)
2
ij +
∫

9G
9n (x; xi)Nj(x) d(x); gij =
∫

G(x; xi)Nj(x) d(x);
respectively, with the Kronecker symbol ij. Moreover {u} and {q} are n-column vectors with their
jth components uj and qj, respectively.
We apply the same discretization procedure to a boundary integral equation which corresponds to
the adjoint problem (2.5), (2.6). Then we can obtain
[H ]{C}=−[G ]{r} (3.2)
with the same n× n coeNcient matrices [H ] and [G ].
We denote by n1 the number of nodes on u, by n2 the number of nodes on q, and by n3
the number of nodes on r , respectively. Let nc1 = n − (n1 + n3) and nc2 = n − (n2 + n3), being the
respective numbers of nodes on cu and 
c
q. According to the respective arcs u, q, and r we
write the column vectors {u} and {q} in the form
{u}=


u1 on u
u2 on cu
u3 on r


n1
nc1
n3
; {q}=


q1 on cq
q2 on q
q3 on r


nc2
n2
n3
;
where the arcs and the orders of the column vectors are indicated on the individual right for the
sake of references. Here n1 nodal values uj on u are collected in {u1}, nc1 nodal values on cu are
collected in {u2}, and n3 nodal values on r are collected in {u3}, whereas n2 nodal values qj on
q are collected in {q2}, nc2 nodal values on cq are collected in {q1}, and n3 nodal values on r
are collected in {q3}.
In a similar manner we write
{C}=


C1 on cq
C2 on q
C3 on r


nc2
n2
n3
; {r}=


r1 on u
r2 on cu
r3 on r


n1
nc1
n3
:
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Then the system of Eqs. (3.1) and (3.2) can be written, respectively, in the partitioned form:
n
n1 nc1 n3
[H (1)1 H
(1)
2 H3]


u1
u2
u3

=
nc2 n2 n3
−[G (1)1 G (1)2 G3]


q1
q2
q3

 (3.3)
and
n
nc2 n2 n3
[H (2)1 H
(2)
2 H3]


C1
C2
C3

=
n1 nc1 n3
−[G (2)1 G (2)2 G3]


r1
r2
r3

 ; (3.4)
where numbers of rows and columns of the coeNcient sub-matrices are indicated.
4. Direct method for the numerical solution
We insert boundary conditions of the primary and adjoint problems into partitioned systems. From
Eq. (2.3) we have
{u1}= { Gu1}; {u2}= {!}; {q3}= ({u3} − {ua}):
From Eq. (2.6) we have
{C1}= 2{q1}; {C2}= 2((1 + ){q2} − { Gq2})
and
{r3}= ({C3}+ 2{q3}) = ({C3}+ 2({u3} − {ua})):
From Eq. (2.4) the minimum of J (!) requires for the discretized system that
{r2}= {0}:
Therefore systems of Eqs. (3.3), (3.4) reduce, respectively, to the form
[H (1)1 H
(1)
2 H3]


Gu1
!
u3

=−[G
(1)
1 G
(1)
2 G3]


q1
q2
(u3 − ua)

 (4.1)
and
[H (2)1 H
(2)
2 H3]


2q1
2((1 + )q2 − Gq2)
C3


=− [G (2)1 G (2)2 G3]


r1
0
(C3 + 2(u3 − ua))

 : (4.2)
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We now combine Eqs. (4.1) and (4.2): They are
H (1)1 Gu1 +H
(1)
2 ! +H3u3 =−G (1)1 q1 − G (1)2 q2 − G3(u3 − ua);
2H (2)1 q1 + 2H
(2)
2 ((1 + )q2 − Gq2) +H3C3 =−G (2)1 r1 − G3(C3 + 2(u3 − ua)):
We take unknown nodal values to the left of the equation to yield
G (1)1 q1 +H
(1)
2 ! + G
(1)
2 q2 + (H3 + G3)u3 =−H (1)1 Gu1 + G3ua;
2H (2)1 q1 + G
(2)
1 r1 + 2(1 + )H
(2)
2 q2 + 2
2G3u3 + (H3 + G3)C3 = 2H (2)2 Gq2 + 22G3ua;
respectively. In matrix form we can write
nc2 n
c
1 n1 n2 n3 n3
n
n
[
G (1)1 H
(1)
2 O G
(1)
2 H3 + G3 O
2H (2)1 O G
(2)
1 2(1 + )H
(2)
2 2
2G3 H3 + G3
]


q1
!
r1
q2
u3
C3


=
n1 n2 n3[−H (1)1 O G3
O 2H (2)2 2
2G3
]


Gu1
Gq2
ua

 : (4.3)
We notice that coeNcient matrix on the left-hand side of this augmented new system of linear
equations is square of order 2n. In this discretized form (4.3) when noisy data are given, the
regularization parameter  is chosen according to the L-curve method [3], based on a discrete
version of the functional (2.1).
5. Examples
5.1. Forward problem
Before we present the inverse problem, we treat the corresponding forward problem. Fig. 3 shows
a problem of steady heat conduction in a thick circular cylinder with six cooling ducts. Inner and
outer radii of the cylinder are 1 and 4, respectively. The radius of the cooling ducts is 0:5.
We assume that a Puid at constant temperature of Gu = 200 is Powing inside the cylinder, and
the cylinder is exposed to surroundings at a temperature of Gu= 15. The cylinder is cooled through
surfaces of the cooling ducts by water at ua = 20 according to Newton’s law with  = 0:4.
Owing to symmetry of the problem, only one-twelfth of the total cross section of the cylinder
may be considered in this forward problem.
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Fig. 3. Forward problem in steady heat conduction.
Corresponding to the boundary components 1–3 of the forward problem, where the Dirichlet,
Neumann, and Robin conditions are given, respectively, the system of equations (3.1) with the
number of boundary nodes n= 96 can be written in a similar partitioned form:
[H1 H2 H3]


u1
u2
u3

=−[G1 G2 G3 ]


q1
q2
q3

 : (5.1)
If we impose the boundary conditions
{u1}= { Gu1}; {q2}= { Gq2}; {q3}= ({u3} − {ua})
on Eq. (5.1), we have the linear system of equations:
[G1 H2 H3 + G3]


q1
u2
u3

= [−H1 − G2 G3]


Gu1
Gq2
ua

 ; (5.2)
for unknown {q1}, {u2}, and {u3}.
Calculated temperatures {u} and the corresponding heat Puxes {q} along the boundary of the
one-twelfth domain by using the forward formulation (5.1) are presented in Fig. 4. Linear interpo-
lation functions Nj(x) are used.
In order to verify inverse formulation, we also calculated temperatures and Puxes for this forward
problem by using the inverse formulation (4.3). The results are presented in Fig. 5. We can see that
these hybrid results are identical with ones in Fig. 4.
5.2. Inverse problem
In the above we con%rmed that calculated results using the forward formulation for mixed boundary
value problem can be reconstructed by using the inverse formulation.
We now go back to an inverse problem illustrated already in Fig. 1. The problem essentially
consists of identifying temperatures on inner surface AB of the cylinder from temperatures Gu = 15
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Fig. 4. Calculated temperatures and heat Puxes along the boundary .
and calculated heat Puxes Gq on the outer surface EF that have been obtained in the numerical
solution of the corresponding forward problem. We take  = 0 because no errors in measurement
are included in the synthetic data. Identi%ed pro%les of temperatures and heat Puxes by using the
inverse formulation (4.3) are presented in Fig. 6. We can see by comparing inverse results with the
forward ones that the identi%cation is acceptable.
When the boundary  is approximated to h, it is likely for the solution to suOer from perceptible
changes due to even a slight change of the domain, because our inverse problem is ill-posed.
Convergence property of approximate solutions in the reconstruction process as h→ 0, i.e. n→∞,
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Fig. 5. Forward problem calculated by using the inverse formulation.
is not clear theoretically. We know from numerical experiment on our model problem that accuracy
increases with increasing n up to n= 96 and no improvement can be gained with larger n.
6. Conclusions
An inverse boundary value problem is considered for the Laplace equation, to which not only
Dirichlet and Neumann boundary conditions are imposed but the Robin condition describing the law
of Newton’s cooling is also imposed on relatively arbitrary parts of the boundary. By introducing
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Fig. 6. Identi%ed temperatures and heat Puxes.
a functional to be minimized, the ill-posed inverse problem is recast to a coupling of primary and
the adjoint problems, both of which have the conventional form of the well-posed mixed boundary
value problem of the Laplace equation. Numerical solution of a sample problem shows validity of
our direct numerical method for such inverse boundary value problems.
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