Abstract-In this paper, we consider the speed planning problem for a robotic manipulator. In particular, we present an algorithm for finding the time-optimal speed law along an assigned path that satisfies velocity and acceleration constraints and respects the maximum forces and torques allowed by the actuators. The addressed optimization problem is a finitedimensional reformulation of the continuous-time speed optimization problem, obtained by discretizing the speed profile with n points. The proposed algorithm has linear complexity with respect to n and to the number of degrees of freedom. Such complexity is the best possible for this problem. Numerical tests show that the proposed algorithm is significantly faster than algorithms already existing in literature.
I. INTRODUCTION
For robotic manipulators, the motion planning problem is often decomposed into two subproblems-path planning and speed planning [1] , [2] . This approach simplifies the solution since it decomposes the original problem into two simpler subproblems.
The first problem consists in finding a path (i.e., the curve followed by the joints) that joins the assigned initial and final positions. The second problem consists in finding the time-optimal speed law along the path that satisfies the assigned velocity and acceleration constraints and respects the maximum forces and torques allowed by the actuators. In this paper, we consider only the second problem. Namely, given a path Γ in the robot configuration space, we want to find the optimal speed law that allows following Γ while satisfying assigned kinematic and dynamic constraints.
A. Related Works
There are mainly three different families of speed profile generation methods: numerical integration, dynamic programming, and convex optimization.
Among the first works that address this problem by the numerical integration approach include [3] and [4] . In particular, they find the time-optimal speed law as a function of arc-length and not as a function of time. This choice simplifies the mathematical structure of the resulting problem and has been adopted by most of the successive works. In [3] and [4] , the optimization problem is solved with iterative algorithms. In particular, [3] finds the points in which the acceleration changes sign using the numerical integration of the second-order differential equations representing the motions obtained with the maximum and minimum possible accelerations. Geometrical considerations on the feasible set are the basis for the work presented in [4] . This approach has some limitations due to the determination of the switching points; this is the main source of failure of this approach (see [5] , [6] ). For recent results on numerical integration see [7] - [9] . For instance, [9] considers the case of redundant manipulators.
In the dynamic programming approach, the problem is solved with a finite element approximation of the Hamilton-Jacobi-Bellman equation (see [10] - [12] ). The main difficulty with this approach is the high computational time due to the need for solving a problem with a large number of variables.
The convex optimization approach is based on the approximation of the problem, which turns out to be an infinite-dimensional optimization problem, with a finite-dimensional one obtained through spatial discretization. One of the early works using this approach is [13] . It shows that the speed planning problem becomes convex after a change of variables and that a discretized version of the problem is a second-order cone programming (SOCP) problem. This approach has the advantage that the optimization problem can be tackled with available solvers (e.g., see [14] , [15] ). However, the convex programming approach could be inappropriate (see for instance [7] ) for online motion planning since the computational time grows rapidly (even if still polynomially) with respect to the number of samples in the discretized problem. Subsequent works, starting from [13] , extend the applicability of this approach to different scenarios (see [16] , [17] ) and propose algorithms that reduce the computational time (see [18] , [19] ). To reduce computational time, [18] proposes an approach based on sequential linear programming (SLP). Namely, the algorithm proposed in [18] sequentially linearizes the objective function around the current point, while a trust region method ensures the convergence of the process. Further, [19] shows that, using a suitable discretization method, the time-optimal velocity profile can be obtained by linear programming (LP) with the benefit of lower computation time with respect to convex solvers.
A very recent and very interesting paper, closely related to our work, is [20] . In Section III-D, we will shortly describe the approach proposed there and compare it with our approach.
Our approach combines the ideas which we previously proposed in two other papers. Namely, in [21] we proposed an exact linear-time forward-backward algorithm for the solution of a velocity planning problem for a vehicle over a given path under velocity, normal and tangential acceleration bounds (that cannot be directly applied to a robotic manipulator because of the different constraint structure). In [17] , a method based on the sequential solution of two-dimensional (2-D) subproblems is proposed for the solution of the so-called waiter motion problem. The method is able to return a feasible, though not necessarily optimal, solution. In the current paper, we merge the ideas proposed in the abovementioned two papers in order to derive an approach for the speed planning of robotic manipulators. The main contribution of this paper is to show that such a combination of the two ideas leads to an algorithm which is able to return an optimal solution of the problem under consideration, and to prove that such an algorithm has linear time complexity both with respect to the number of discretization points and the number of degrees of freedom of the robotic manipulator. This complexity is the best possible for this problem in a sense that will be clarified in Remark 2. Our contribution is further detailed in the following section.
B. Statement of Contribution
The purpose of this paper is to provide a speed-planning method for robotic manipulators with optimal time complexity. With respect to the existing literature, the new contributions of this paper are the following: 1) after reformulating the speed planning problem in a way inspired by the one in [19] (see Problem 1 and its time discretization Problem 2), we propose a new algorithm and to prove that it returns an optimal solution of the discretized problem; 2) we show that the proposed algorithm can achieve complexity O(pn), where n is the number of discretization points and p is the number of degrees of freedom. As previously mentioned, such complexity is optimal in a sense that will be specified in Remark 2; and 3) by numerical tests, we show that the proposed procedure is significantly faster than other algorithms already existing in literature based on the solution of an optimization problem.
Even if we consider only the speed planning problem on a fixed trajectory, the ability to solve this problem very quickly allows us to efficiently evaluate multiple alternative trajectories and is therefore, beneficial to the overall planning problem.
C. Paper Organization
This paper is organized as follows. In Section II, we present the time-optimal control problem for robotic manipulators in continuous time. We also show that by suitably discretizing the continuous time problem, it is possible to obtain a finite-dimensional problem with linear constraints that falls into the class defined in Section III. In Section III, we present a class of optimization problems and an exact solution algorithm. We prove the correctness of the algorithm and compute its time complexity, showing that such complexity is optimal in case of linear constraints. Next, we apply these results to the discretized version of our speed planning algorithm. Finally, we present an experiment for a 3-DOF industrial robotic manipulator and we compare the performance of the proposed approach with that of existing solvers (see [14] , [15] , and [19] ).
D. Notation
We denote with R + the set of nonnegative real numbers. For a vector x ∈ R n , |x| ∈ R n + denotes the component-wise absolute value of x and we define the norms x 2 :
, f denotes the derivative and notationḟ is used if f is a function of time. We set f ∞ := sup i = 1,...,n sup{|f i (x)| :
We say that f : 
II. PROBLEM FORMULATION
Let Q be a smooth manifold of dimension p that represents the configuration space of a robotic manipulator with p-degrees of freedom (p-DOF). Letγ : [0, 1] → Q be a smooth curve whose image set Imγ = Γ represents the assigned path to be followed by the manipulator. We assume that there exist two open sets U ⊃ Γ, V ⊂ R p , and an invertible and smooth function φ : U → V . Function φ is a local chart that allows representing each configuration q ∈ U with coordinate vector φ(q) ∈ R p . The coordinate vector q of a trajectory in U satisfies the dynamic equation
where q ∈ R p is the generalized position vector, τ ∈ R p is the generalized force vector, D(q) is the mass matrix, C(q,q) is the matrix accounting for centrifugal and Coriolis effects (assumed to be linear inq), and (q) is the vector accounting for joint-position-dependent forces, including gravity. We do not consider Coulomb friction forces.
Let 
, using the chain rule, we obtain q(t) = γ(λ(t)),q(t) = γ (λ(t))v(λ(t))
which represent the relations between the path γ and the generalized position q. Substituting (2) into the dynamic (1) and setting s = λ(t), we rewrite the dynamic (1) as follows:
where the parameters in (3) are defined as
Now, consider the following change of variables (previously introduced in [13] ) where (∀s ∈ [0, s f ]); we set
and note that
By substituting (5) and (6) in (2) and (3) it follows that:
The objective function is given by the overall travel time t f defined as
+ be assigned bounded functions. Then, we consider the following minimum time problem:
where (10)- (12) correspond to (7) and (13) corresponds to (6) . Moreover, (14) and (15) represent the bounds on joint velocity and acceleration, while (16) represents the bounds on generalized forces. Constraint (17) specifies the interpolation conditions at the beginning and end of the path.
. . , p) and Problem 1 corresponds to the velocity planning problem formulated in [13] . For our purposes, we define functions λ j and η j in (8)- (9) (∀s ∈ [0, s f ] and j = 1, . . . , p) as follows:
The following assumption is a basic requirement for fulfilling constraint (14) .
Assumption 1: We assume that ψ are positive continuous functions, i.e., (∀s
The next assumption requires that the maximum allowed generalized forces are able to counteract external forces (such as gravity) when the manipulator is fixed at each point of Γ.
Assumption 2: We assume that ∃ε ∈ R, ε > 0 such that
. Assumptions 1 and 2 will be assumed to hold true throughout the paper.
Proposition 1: If h = 0 and Assumptions 1 and 2 hold, Problem 1 admits an optimal solution b * , and moreover,
where U is a constant depending on problem data. A constructive proof of this result is presented in [22] . Further, for every h > 0, Problem 1 has an optimal solution (this can be proved with the same arguments used for Proposition 1). If we denote it by b * h as a function of h we note that by (11) and (15) , with lim i →∞ h i = 0 we can extract a convergent subsequence that converges to a solution of Problem 1 with h = 0.
We do not directly solve Problem 1, but find an approximated solution based on a finite-dimensional approximation. Namely, consider the following problem, obtained by uniformly sampling with step h the
Problem 2:
Here, for
Thanks to constraints (21)-(26), it is possible to eliminate variableŝ b i ,b i , τ i , and a i and use only b i , with i = 1, . . . , n, as decision variables. Since Problem 2 is convex, we can easily find a solution with an interior point method (see [13] ). Moreover, reference [19] shows that, since the feasible region of the problem contains its componentwise maximum (see the following Proposition 3), and the objective function (19) is strictly monotone increasing with respect to b i , with i = 0, . . . , n, the latter can be substituted with max n i = 0 b i (i.e., maximize the sum of the velocities along the path) obtaining an LP problem. After solving Problem 2, it is possible to find an approximated solution of Problem 1 by quadratic interpolation. A suitable interpolation technique is proposed in [22] .
III. SOLUTION ALGORITHMS AND COMPLEXITY ISSUES FOR A CLASS OF OPTIMIZATION PROBLEMS
In this section, we present an optimal-time complexity algorithm that solves a specific class of optimization problems. We prove that Problem 2 belongs to such class and, thus, the proposed algorithm can be applied to it. Finally, we compare the proposed method with TOPP-RA algorithm [20] .
A. Exact Algorithm for the Solution of Some Special Structured Problems
The problems under consideration have the form
where we make the following assumptions. 
The constraints in (32) can be rewritten in compact form as follows: 
where the first inequality is a consequence of the concavity of B i and the fact that F i is increasing, while the second inequality comes from the concavity of F i .
It immediately follows that: 
The following result holds.
Proposition 3: Under Assumption 3, the optimal solution of (32) is the component-wise maximum of its feasible region, i.e., if we denote by X the feasible region, it is the point v * ∈ X such that v ≤ v * for all v ∈ X.
Proof: See [19] , [21] . We consider Algorithm 1 for the solution of problem (32). The algorithm is correct, as stated in the following proposition. 
If this is true for all i, then the pointū at the end of the backward phase is a feasible solution of (32). Indeed, by definition ofū i in the backward phase ∀iū i ≤ B i (ū i + 1 ), while by (34) ∀iū i + 1 ≤ F i (ū i ), so thatū is feasible for (32). Sinceū ≥ v * holds and g is monotone nonincreasing, we have thatū is the optimal solution of (32). We only need to prove that (34) is true. Note thatū 
B. Solving the Subproblems in the Forward Phase and Complexity Results
We first remark that
defined in the forward phase of Algorithm 1 are the solutions of the 2-D convex optimization problem 
Although any convex optimization or any fixed point solver could be exploited for detecting these values, we propose the simple Algorithm 2, which turns out to be quite effective in practice. We denote by In case of two linear functions with the same slope, one of the two can be eliminated since it gives rise to a redundant constraint. The pointer ξ is updated in such a way that at each iteration it identifies the index Similarly, the pointer φ is updated in such a way that at each iteration it identifies the indexj such thatz = [
Again, an illustrative example of the algorithm can be found in [22] . The following proposition establishes the complexity of Algorithm 3.
Proposition 6: Algorithm 3 has complexity O(r i log(r i ) + t i log (t i )).
Proof: We first remark that the initial orderings of the slopes already require the computing time O(r i log(r i ) + t i log(t i )), while the removal of the redundant constraints require time O(r i + t i ). While in practice we employed Algorithm 3 in order to computē u i ,ū i + 1 , in the linear case we could also solve the linear subproblem (35). This can be done in linear time O(t i + r i ) with respect to the number of constraints, e.g., by Megiddo's algorithm (see [23] ). Thus, we can state the following complexity result for Problem (32) in the linear case. 
C. Application of Algorithm 1 to the Solution of Problem 2
In this section, we show how to apply the results in Section III to Problem 2. To this end, we introduce the following propositions.
Proposition 7: Problem 2 belongs to the subclass of problems (32) with linear constraints.
Proof: A complete proof of this result, based on elementary computations, can be found in [22] . Here we only briefly sketch it. Since the objective function (19) is monotonic nonincreasing and the variables b i , i = 0, . . . , n, are nonnegative and bounded by (26)-(27), we only need to prove that constraints (28) and (29) satisfy Assumption 3 for suitable choices of λ j,i and η i,j , j = 1, . . . , p and i = 1, . . . , n. We only discuss the jth component of the ith sample of (29) and the case when d j,i c j,i = 0. Constraints (28) and all other possible cases for constraints (29) can be dealt with in a similar way (again, we refer to [22] for a complete discussion). Replacing variables a i and τ i in constraints (29) through (23) and (25), we have
In order to satisfy Assumption 3, we choose the value of λ j,i such that
Hence, we set λ j,i = 1 if d j,i c j,i > 0, and λ j,i = 0 otherwise. We restrict the attention to the case d j,i c j,i > 0 (again, the case d j,i c j,i < 0 can be dealt with in a similar way), so that λ j,i = 1. In such a case, constraint (29) can be split into the two following linear constraints:
We notice that: 1) the right-hand sides of these constraints are linear and, thus, also concave functions; 2) the coefficients of b i and b i + 1 in the right-hand sides are positive; and 3) the constant terms are positive. Thus, all conditions stated in Assumption 3 are fulfilled. Then, we can prove the following theorem. Remark 2: The time complexity stated in Theorem 2 is optimal for Problem 2 in the sense that each solution algorithm for such problems requires reading its input data whose size is exactly O(pn). Thus, Algorithm 1 could be possibly outperformed by another algorithm but in that case the computing times of the latter would differ with respect to those of Algorithm 1 by a constant factor as p and n vary.
Remark 3: Rather than using Megiddo's Algorithm, whose implementation is not straightforward, in our experiments we solve the 2-D LP problems by using Algorithm 2, whose worst-case complexity, when applied to the 2-D LP problems arising from Problem 2, is O(p 2 ) (but, as we will see in the experiments, much better in practice), so that the overall worst-case complexity is O(np 2 ), and by using Algorithm 3 whose worst-case complexity is O(p log(p)), so that the overall complexity is O(np log(p)). Such complexities are slightly worse than the optimal time complexity stated in Theorem 2 but in practice they are quite efficient and, as we will see in the experiments in Section IV, both Algorithms 2 and 3 guarantee a better performance than the simplex algorithm to solve 2-D LPs.
In the current definition of Problem 2, we only imposed nonnegativity of the velocities. In practice, we might have also nonnegative lower bounds i , i = 1, . . . , p, for them. In such a case, Problem 2 is not necessarily feasible. However, Algorithm 1 can also be employed in this case, as stated in the following proposition. If any of these two conditions is met during the solution of Algorithm 1, then Problem 2 is not feasible. On the other hand, if these conditions are not encountered, the solutionū reported by Algorithm 1 is still an optimal solution of Problem 2, despite the fact that Assumption 2 is not satisfied. In other words, it is possible to modify Algorithm 1 to handle cases in which Assumption 2 does not hold. In view of this, Algorithm 1 needs to be appropriately changed in order to detect the failure conditions reported above. Anyway, we prefer to keep Assumption 2 in order to maintain the current simple formulation of Algorithm 1. The TOPP-RA algorithm in [20] can correctly handle cases in which Assumption 2 is not satisfied.
D. Comparison With TOPP-RA Algorithm ([20])
As already mentioned in Section I, a very recent and interesting work, closely related to ours, is [20] . In that paper, a backward-forward approach is proposed. In the backward phase a controllable set is computed for each discretization point. This is an interval that contains all possible states for which there exists at least a sequence of controls leading to the final assigned state. The computation of each interval requires the solution of two LP problems with two variables. Next, a forward phase is performed where a single LP with two variables is solved for each discretization point. The final result is a feasible solution which, however, is optimal under the assumption that no zero-inertia points (i.e., values of s such that a(s) = 0 in Problem 1) are present. In the presence of zero-inertia points a solution is returned whose objective function value differs from the optimal one by a quantity proportional to the discretization step h.
In what follows we outline the main differences between our approach and the one proposed in [20] .
1) The approach in [20] solves 2n 2-D LPs and n 1-D LPs, while ours solves n 2-D LPs. 2) In [20] , the 2-D LPs are solved by the simplex method while we proposed alternative methods which turn out to be more efficient. Indeed, our computational experiments will show that the computation times are reduced considerably when using our alternative methods. 3) In [20] , it is observed that the practical (say, average) complexity of solving 2-D LPs is linear with respect to the number of constraints. In fact, we observed that such complexity is not only the practical one but also the worst-case one. 4) Finally, in our approach we deal with the presence of zeroinertia points through the addition of the displacements (18) . Introducing these displacements, we are able to return an exact solution of the discretized problem.
IV. EXPERIMENTAL RESULTS
In this section, we consider a motion planning problem for a 3-DOF manipulator and compare the computation time of the proposed solver to other methods existing in literature; a further real application on a 6-DOF robotic manipulator is reported in [22] . We consider the robot presented in [24, Ch. 4, Example 4.3] . This robot is a serial chain robot (see Fig. 1 ), composed of three links connected with three revolute joints (the first link is connected with a fixed origin). Table I reports the robot parameters. Namely, for link i, i = 1, . . . , 3, l i is the length, and r i is the distance between the gravity center of the link and the joint that connects it to the previous link in the chain (see Fig. 2 ). Parameters I x i , I y i , I z i , m i are the diagonal components of the inertia matrix and the mass of link i.
We consider an instance of Problem 1, where the reference curve γ : [0, 1] → R 3 is defined as a cubic spline that interpolates the points shown in Table II 
A. Computational Time Comparison
We find an approximated solution of Problem 1 by solving Problem 2 with five different methods. 1) An SOCP solver which solves the SOCP reformulation presented in [13, equations (74) - (86)].
2) An LP solver which solves the LP reformulation presented in [19, equations (23) ].
3) Algorithm 1 using simplex method to solve the 2-D LP subproblems (35). 4) Algorithm 1 using Algorithm 2 to solve the 2-D LP subproblems (35). 5) Algorithm 1 using Algorithm 3 to solve the 2-D LP subproblems (35).
In the first and second method we use Gurobi solver [15] while, for the other methods, we use a C++ implementation of Algorithm 1. We measure the performance on a 2.4 GHz Intel Core i7-3630QM CPU.
The results are presented in Fig. 3 for values of n up to n = 10 000. Such results show that Algorithm 1 with Algorithms 2 and 3 employed to solve the 2-D LP subproblems perform quite similarly (the former slightly better than the latter). Both significantly outperform the first two methods (by approximately four and two order of magnitudes, respectively), and perform better than Algorithm 1 with the simplex method.
In Fig. 4 , we show how the traveling time varies with the number n of discretization points. The time tends to converge rather quickly as n increases and the computed traveling time for each value of n is the same for all approaches we tested.
In order to evaluate the impact of the number of degrees of freedom p on the solution time, we ran a second set of tests, with a fixed number of samples n = 500 and where p varies from 10 to 100, along the lines of a similar test presented in [20] . For each test, we obtain the reference path γ : [0, 1] → R p by randomly generating five vectors in R p , whose components γ i , i = 1, . . . , p are uniformly sampled in interval [−5, 5] . After that, we interpolate these five waypoints with a cubic spline. In these tests, we do not impose any constraint on generalized forces and consider constant velocity and acceleration constraints, given by ψ i (s) = 2.0 and α i (s) = 1.5, for s ∈ [0, 1] and i = 1 . . . , p.
We restricted the attention to Algorithm 1 with 2-D LPs solved by the simplex algorithm, Algorithms 2 and 3, respectively (we do not report the computing times for the SOCP and LP solver since these, as previously seen, are significantly worse).
The results are displayed in Fig. 5 . They confirm that both Algorithms 2 and 3 outperform the simplex method, but interestingly, it turns out that Algorithm 2 performs significantly better than Algorithm 3 as p increases, in spite of the fact that its worst-case complexity, namely O(p 2 ), is inferior to the O(p log(p)) complexity of Algorithm 3. This can be explained by observing that the complexity of Algorithm 3 is not only the worst-case one but also the practical one, since it depends on the sorting operations which always need to be performed. Instead, the average performance of Algorithm 2 can be much better than its worst-case performance and, in fact, Fig. 5 suggests a linear increase with respect to p. We employed our own implementation of the primal simplex algorithm for 2-D LPs. We did not employ commercial solvers since, for such low-dimensional problems, they require much larger loading times than the (very small) solution times, thus making their use in this context inefficient. Of course, our implementation may be improved. However, the larger computing times of the primal simplex algorithm are probably due to the fact that its starting point is the origin, which is the lowermost feasible point, while the optimal solution of these 2-D LPs is always the uppermost feasible point, so that, on average, an O(p) number of iterations is needed before reaching the optimal solution.
We did not directly compute the solution with the TOPP-RA algorithm presented in [20] , however, the computational time of TOPP-RA is comparable with Algorithm 1 using simplex method to solve the 2-D LP subproblems (35) (actually higher, since TOPP-RA solves 3n LP problems, while our approach solves only n LP problems).
