Abstract-In the Internet of Things (IoT), small-scale embedded devices monitor and control real-world objects with different kinds of sensors and actuators. Often, devices communicate measurements and states using proprietary encodings, with the benefit of having all data stored in a central location, e.g., the Cloud. The drawbacks are that all data needs to be collected in advance, even if it is not used afterwards, and that nonstandard protocols make it hard to extend existing networks with new devices. In contrast, the Semantic Web (or Web of Data) represents the successful efforts towards linking and sharing data over the Web. The cornerstones of the Web of Data are RDF as data format and SPARQL as de-facto standard query language. Recent trends show the evolution of the integration of these two efforts into the Web of Things. We propose to elevate embedded devices to first-class citizens of the Web of Things by allowing storage and processing of RDF data. Our framework abstracts from individual deployments to represent them as common data sources in line with the ideas behind the Semantic Web. This includes the execution of SPARQL queries over the data from a pool of embedded devices and/or external data sources. Handling verbose RDF data and executing SPARQL queries in an embedded network pose major challenges to minimize the involved processing and communication cost. We therefore present an in-network query processor aiming to push processing steps onto devices. We demonstrate the practical application and the potential benefits of our framework in an evaluation using a real-world deployment and a range of SPARQL queries stemming from common use cases of the Web of Things.
I. INTRODUCTION
Recent years have witnessed the rise of the Internet of Things (IoT), embedding ubiquitous devices into the environment to monitor and manipulate everyday real-world objects. Most common IoT scenarios are Building/Home Automation, Smart Cities and monitoring of factory machines. The success of IoT applications spurred the development and availability of embedded devices with increasing computational power, resulting in a market of a multitude of heterogeneous devices. This sets high demands for the integration of devices with each other and external data sources depending on the envisioned IoT applications of users. The currently most popular solutions are Cloud-based middleware platforms (cf. Section II). However, this approach requires all data to be collected in advance even if it is not used afterwards. This is particularly problematic for networks of wireless and battery-powered devices since transmitting data via radio remains the most energy-costly operation. We argue that many IoT applications, e.g., for event and abnormal behavior detection, require the transmission of only relevant data. Therefore, we aim to provide an efficient query interface to collect high-resolution data from low-energy devices on demand in an energy-conserving way.
On the Web, efforts in integrating heterogeneous data sources resulted in the success of the Semantic Web. In a nutshell, the goal of the Semantic Web is to make online content machine-readable and machine-interpretable by representing the content in a unified format and to semantically annotate it. The Semantic Web builds largely on the Resource Description Framework (RDF) as triple-based data model, and on SPARQL as the de-facto standard query language to retrieve and manipulate data stored in RDF. By design, the Semantic Web accomplishes integration of data from many sources on the Web on a large scale. Thus, we aim to lift (networks of) embedded devices to the level of RDF-enabled data sources to make them first-class citizens in the Semantic Web. In previous works, we addressed the compact storage of typically verbose RDF data on the embedded devices [1] . We introduced the Wiselib RDF Provider, consisting of the Wiselib TupleStore and an infrastructure for the serialization and communication of RDF documents. The Wiselib TupleStore provides a lightweight, optionally compressing RDF store suitable for embedded device that allows searching for triples.
In this paper now, we present a query processing scheme for flexibly and efficiently accessing the data using SPARQL queries. On a high level, the processing scheme splits an input SPARQL query into subqueries with respect their placement of execution: locally on devices, within the network, or on external data sources. After receiving the partial results from the individual subqueries, the final result is computed according to the input query. On the low level, we designed and implemented an in-network query processor for the execution of SPARQL queries locally on the devices an within the network. The query processor provides a set of processing and utility operators to flexibly form operators trees reflecting a corresponding subquery. We optimized the processing of operator trees to minimize the data volume to be sent within the network to maximize the lifetime of the batterypowered devices. The main optimization criteria is the place of execution of the operators. Intuitively, we aim to process as much as possible of a subquery locally on the devices before forwarding any intermediate results. While operators such as selection to filter RDF triples or intermediate result tuples can be executed locally on devices in a straightforward manner, this is less trivial for aggregation operations and joins (as a binary operator). For the latter, we exploit external knowledge about the structure of the RDF data stored on devices to decide if a join operator can be executed on each individual device. We evaluate our processing scheme using using a real-world embedded network and different types of SPARQL queries, showing that we outperform a centralized, i.e., Cloud-based, approach in terms of energy consumption and response time.
The rest of this paper is structured as follows: In Section II, we discuss the relevant goals for providing query-able, semantically described embedded devices together with related work. Section III will outline general design goals to motivate our approach. In Section IV, we present our reference implementation. Finally, in Section V, we will evaluate our implementation in a real-world deployment before we conclude the paper in Section VI.
II. RELATED WORK
With the advent of the Semantic Web, a plethora of systems that accept SPARQL to be executed over RDF data sources have been proposed, including the Jena RDF Framework [2] or the Virtuoso SPARQL endpoint implementation [3] . On a higher level, Sindice [4] is full-fledged semantic search engine. The Smart Service Proxy (SSP) [5] allows to expose the semantic descriptions of embedded devices via HTTP such that they can be accessed by these engines. A combination of these systems thus already allows for powerful queries that combine data from the Semantic Web with live data from embedded networks. In many use cases of the Internet of Things such centralized approaches are typically not suitable. Here, users are rarely interested in a complete analysis of all sensor data that could possibly be gathered, but rather occasionally in the abstract state of real-world objects which can be represented as a complex one-shot query to the network.
Several systems exist that provide database-like access to embedded networks with great feature sets and energy efficiency. TinyDB [6] and Cougar [7] provide access to the (sensor) data present in the embedded network in a similar way as common for relational database management systems (RDBMS), using query languages similar to SQL. A different approach for in-network processing of data uses distributed tuple spaces, as presented by TeenyLIME [8] , [9] or agentbased systems as shown in Agilla [10] . More recently, we also witness a trend towards stream processing of this data, as presented in the SNEE [11] system or other works [12] , [13] . These systems, however, focus on the processing of numerical data such as raw sensor values and their integration with other data sources requires additional middleware layers.
In-network solutions to efficiently process joins in resource-constraint networks has been studied extensively [14] . The goal is to minimize the data volume transferred between devices to calculate join results. REED [15] addresses joins between an external relation and the sensor relation, pushing the relevant tuples of the external relation into the network. Approaches such as [16] , [17] , [18] implement a semijoin. Here, in a first step, only the minimal sets of attributes of tuples to calculate a join are communicated between devices. In the second step, only relevant source tuples need to be transferred to complete the join result. INJECT [19] uses Bloom filters to identify the potentially relevant data before transferring the actual data. A hash join [20] , [21] partitions the virtual sensor data relations into buckets which are replaced inside the network to perform the join operation. All these works assume relational n-tuples. Thus, the number of join operations is rather low. Furthermore, the proposed solutions have been evaluated using theoretic analyses or by means of simulations, but not using real-world deployments.
The current standard approach to integrate data from physical or other embedded devices is the deployment of a typically Cloud-based middleware which collects all data and makes it accessible to users or applications. One of the first systems was the Global Sensor Network (GSN) [22] which collects sensor data using customized wrappers for each type of device. The Linked Sensor Middleware (LSM) [23] builds on top of GSN, automatically annotating sensor data to integrate them into the Semantic Web. Recent years have also seen the creation of commercial or open-source Cloud-based middleware platforms such as Xively, ThingSpeak and Open.Sen.Se. 1 However, all these kind of centralized solutions assume that new data is continuously or periodically fed into the middleware, even if the data is eventually not used. For networks of wireless and battery-powered devices a continuous transmission of data is impractical since it would significantly shorten the devices lifetime. Thus, while we also aim to integrate sensor data into the Semantic Web, we do so by providing a SPARQL query interface to access the data on demand. With this, we do not require an overlying middleware platform, and therefore making sensor and other embedded devices first-class citizens of the Semantic Web.
III. SYSTEM DESIGN
We designed our system with the following three main goals in mind:
(1) Universality of descriptions. For integrating embedded devices into the Semantic Web, descriptions of such devices as well as their observations need to be universal -that is, it must be possible for any user to introduce new terms and concepts and align them with existing knowledge to enable future applications involving unforeseen knowledge domains.
(2) Energy efficiency and resource constraints. Despite improved hardware specifications of embedded devices, in wireless and battery-powered environments transmitting data is still the main bottleneck in terms of resource constraints. Thus, any query processing scheme extracting data from a device or a network of devices must aim to minimize the amount of transmitted data.
(3) Query features. Since SPARQL queries can refer to data from different data sources, the query processing scheme requires to split an input query into subqueries for each data source and finally merge the partial results. Secondly, the SPARQL query processor for embedded devices must be able to execute the most common queries, i.e., operator expressions that include filtering, joining, sorting, etc.
Based on these goals, we propose our system architecture as shown in Figure 1 . For the seamless integration into the Semantic Web, we provide a RESTful HTTP interface as SPARQL endpoint at a base station. Our system comprises both software components on the base station as well as on the embedded devices to support querying the network. In the following, we outline the main design aspects to address our formulated goals. 
A. Data Locality
To minimize the size of the transmitted data, we need to forward those subgraphs of an input SPARQL query that result in the smallest intermediate results. Intuitively, these subgraphs include all relevant basic graph patterns that act as filter conditions. However, multiple graph patterns typically form join conditions which, in general, cannot be executed locally since data stemming from different devices might fulfill a join condition. On the other hand, we argue that in most common application scenarios we can distinguish between local joins and network joins. Local joins only require data stored on an individual device and are typically required to link the required triples of a local RDF document. Network joins are the general case, potentially referring to data from different devices. The identification of local joins depends on the application data and this requires external knowledge. We materialize this knowledge in terms of a Data Locality Model (cf. Section IV). This model enables the base station to decide which sets of graph patterns form local joins and should therefore be distributed among the embedded devices.
B. Query Splitting and Processing
Since a SPARQL query can refer to different data sources, we can distinguish 4 places for (sub-)queries to be executed:
(1) Embedded device. Based on our data locality model, we can identify subqueries that can be executed locally on the devices. Such subqueries increase the local processing costs but avoid energy-costly in-network communication.
(2) Embedded network. For aggregation operations, we can exploit the step of intermediate results being forwarded from device to device to the base station. At each hop, we can calculate and forward the intermediate aggregate instead of the raw input data for the aggregation operations.
(3) Semantic Web. Some subqueries refer to external data sources and are thus answerable by other SPARQL endpoints that are part of the Semantic Web. These subqueries do not stress the embedded network.
(4) Base station. The base station is responsible for splitting an input SPARQL input query into subqueries w.r.t. their location of processing and forwarding them accordingly. After retrieving the different partial results for each subquery, the base station combines them to output the final result. This typically involves the join operations to merge the partial results and any subsequent operations over the merged results. Lastly, the base station returns the final result for the SPARQL query over the HTTP interface.
C. Communication
Since we do not assume any knowledge about the deployment and exact topology of the network of embedded devices, the base station has to send the relevant subqueries to all devices in the network. Distributing messages to an entire network of devices with a single source is a well-understood problem with several existing solutions. While naive solutions such as flooding are simple and effective, they typically result in an unnecessarily high number of messages sent. Several approaches have been proposed to address this problem for, e.g., sensor networks [24] , [25] or vehicular ad hoc networks [26] or in presence of routing inconsistencies [27] . Conversely, (intermediate) query results must be collected at the base station which is also a well understood. A straightforward solution is to obtain a sink-routed spanning tree for the network (possible during query distribution) and use that to aggregate and collect results. Directed Diffusion [28] , the Collection Tree Protocol [27] and different (partially hierarchical) clustering schemes [29] follow this approach. In the presence of sleep phases, devices can not hope to reach their neighbors at any point in time of their choosing. Thus, depending on the exact sleep scheduling scheme in place, more specialized means of communication must be used. In general, query distribution can often work in an opportunistic way, using communication links whenever they are made available by the sleep scheduler in place. In such a scenario, polite gossip approaches such as the TRICKLE protocol [25] , [27] can be employed to allow the opportunistic distribution of queries.
D. Embedded Data Processing
It is not foreseeable what kind of queries will be posed by the user such that the embedded device must be able to process unknown queries of some complexity they receive from the base station. The embedded query processor should support at least equality-match based selection of tuples and local joins to allow for a minimum of data reduction. Furthermore, all devices must be capable of forwarding intermediate results generated locally or by other devices towards the base station. What additional operations might useful and how they are best implemented depends on the properties of the stored data, the embedded network, and the resources available on the device itself. Therefore, we consider a modular implementation of query operators as essential. The modularity of operators also serves another purpose, as it allows a clean separation of local and distributed operations. This makes it possible for other device-local applications to utilize the local operations for a more advanced access to the data stored on the devices.
IV. REFERENCE IMPLEMENTATION
As a proof-of-concept of our system design, we now present our reference implementation. The implemented systems comprises two main components:
(1) SELDA -SPARQL/Embedded Linked Data Adaptor. SELDA is a software component running on a base station. It is responsible for (a) splitting an incoming SPARQL query and forwarding the subqueries to the respective locations of execution, i.e., to the embedded devices or external data sources, and (b) merging the returned partial results into the final query result. SELDA has been developed as a Java application and uses the popular Jena RDF library. (2) LINQ -Linked Data In-Network Query Processor. LINQ represents our in-network SPARQL query processor. It supports the execution of basic operators such as graph pattern selection, projection, join and aggregations over RDF data directly stored on embedded devices. LINQ is implemented as a set of C++ components on top of the Wiselib library [30] to support a wide variety of types of embedded devices.
In the remainder of this section, we elaborate on SELDA and LINQ by giving deeper insights into major challenges, resulting design decisions and implementation details.
A. Data Locality Model
As motivated in Section III-A, a model for data locality represents external knowledge allowing to decide which join operations derived from a input query can be evaluated locally on the embedded devices and thus conserve energy by avoiding unnecessary message transmissions. Our model is defined by a directed graph G in which RDF subjects and objects are represented by nodes and predicates by labeled edges, as illustrated in Figure 2 . Nodes are unlabeled, that is, they can match any resource, literal or variable. Edges are labeled such that they can only match a single predicate. A graph pattern (SP O) with S and/or O being potentially variables and the rest URIs or literals is then considered answerable by an embedded device locally if an edge matching P can be found in the model. A join of two graph patterns, e.g., (SP 1 X) and (XP 2 O) is consequently considered answerable locally if a directed path with edges P 1 , P 2 exists in the model. This notion is directly extended to general subgraphs: Upon receiving a SPARQL query with pattern graph Q for splitting, SELDA computes the maximal common subgraphs of G and Q; these are be locally answerable by every device. Thus, SELDA models joins within these graphs as local joins.
B. Heterogeneity
In order to address heterogeneity in terms of hardware, we found the implementation of LINQ on the Wiselib [30] . The Wiselib is an open source, modular algorithms library and abstraction layer for embedded devices. The Wiselib is written completely in C++ and freely available under the LGPL license. On the lowest layer, the Wiselib offers interfaces to a variety of underlying platforms such as Contiki [31] , TinyOS [32] , Arduino [33] . On top of that, the Wiselib offers a large fund of data structures and utility functionality and finally, on the highest abstraction tier, algorithms from a variety of categories including localization, routing and complex graph-theoretic algorithms as well as a number of communication protocols. The Wiselib allows not only to easily exchange utilized data structures but also to substitute algorithm implementations, such as exchanging the simple radio communication with a routing algorithm or transparently en-and decoding messages before sending or storing them. The Wiselib carries this idea down to the operating system abstraction itself such that the OS can easily be exchanged. This way, by recompiling an application can not only be altered to utilize different data structures and sub-algorithms, but can effectively be ported to different platforms. Figure 3 shows the overall architecture of LINQ with the individual components implemented on top of Wiselib:
C. Embedded Software Architecture
(1) Radio interface. Depending on the used hardware and deployment setting, LINQ can either work directly on the operating system radio or use Wiselib's modularity to extend the OS radio by additional features. These features, provided by stackable radio abstractions, include Packing (automatic combining of multiple, short, successive messages into a single one to reduce the number of transmissions), Integrity (equipping messages with checksums to verify their content) and Reliability (caching and resending of failed messages).
(2) Neighborhood discovery. In order to provide for a consistent model of stable communication links to neighboring devices, a neighborhood discovery algorithm defines nodes as neighbors, optionally specifying a direction (only outgoing or incoming communication). The Wiselib features several neighborhood discovery implementations: Static Neighborhood (communication links predefined at compile time), the Echo Neighborhood (sending regular beacons) and the more advanced Adaptive Neighborhood (adjusting beacon rate). (4) Query distributor. Utilizing the employed radio, neighborhood discovery and routing components, the query distributor is responsible for distributing queries initiated by the base station to all nodes in the network.
(5) Communicator. Analog to the distribution of queries, the collection of (intermediate) results in the network must be conducted by radio messages. Our communicator implementation allows to send and receive intermediate results from in-network operators using any employed Wiselib routing.
(6) Query processor. The query processor is responsible for the actual processing of a query based on the input from the Wiselib TupleStore. Its workings will be discussed in more detail in Section IV-E.
(7) TupleStore. The TupleStore is a compact data structure especially suited for RDF data. It comprises three main components -see Figure 4 : The Tuple Container is a standard Wiselib data structure such as a vector or linked list holding individual tuples, each of which consists of either raw strings or compact dictionary keys. The optional Dictionary provides cross-element string compression, for example by storing repeatedly occurring elements only once and exploiting common prefixes across different elements. For further space-efficiency, the TupleStore can optionally employ a Codec that compresses data element-wise before inserting it into the dictionary.
D. Data Types
RDF data consists of triples of strings. These strings represent either Blank Nodes, URIs or literals. RDF literals can be type-annotated such that their string representation is interpreted as a boolean value, number, timestamp, etc. In order to account for RDF's graph structured data representation, any RDF processing engine must support identifiers in some way such that triples can be expressed and the structure of the graph can be analyzed. In the context of embedded devices, which are often equipped with sensors, it is also often the case that numeric literals stemming from sensor readings or statistical data are to be processed. Our reference implementation thus provides processing of the three data types Integer, Float, and String. URIs and other string values have unfavorable properties in terms of efficient storage and communication in their natural representation. Firstly, their length can make it necessary to split even a single result tuple into multiple messages, complicating (reliable) radio communication. And secondly, they have variable length which demands more dynamic allocation and processing schemes that necessary for fixed-size values. We therefore encode strings using 32 bit hash values using a reasonably good hash function such as FNV [37] . This makes it possible to process strings efficiently as it still allows equality comparisons.
E. Embedded Query Representation
Queries in LINQ are implemented as a tree of operators, analog to operator trees in relational database systems. This tree is organized in such a way that any result tuples of processed data by an operator will be passed to its parent operator in the tree as input. Operators have either one (unary operators) or two (binary operators) relations, i.e., sets of tuples, as input. The basic operators (graph pattern selection, project, join) produce a relation as output that can be fed into other operators. The data exchanged by operators consists solely of tuples. Each operator implements two main methods. push(tuple) sends a tuple, e.g., the result of an operator to the parent operator in the query operator tree. execute(tuplestore) executes an operator on the input data. The data comes either from the persistent TupleStore containing the raw data tuples, or a temporary TupleStore holding intermediate results from preceding processing steps.
QUERY OPERATORS -Our reference implementation of LINQ provides a set of basic query operators. Using a very compact encoding allows the operators to fit into a single transmission and thus reduces the need for caching and assembling messages in the main memory of the embedded devices. We designed the operators in line with the classical relational algebra in mind, but customized to distributed query processing in resource-constrained environments:
Project (π) The projection operator removes individual attributes from (intermediate) result tuples. In order to conserve memory, processing time and energy, we use Project operators to remove all unnecessary attributes as soon as possible. We therefore do not implemented Project as an standalone operator but provide all other operators with projection information that defines what attribute values are to be passed on to the parent operator.
GPS (σ GP S ). The graph pattern selection GPS operator receives tuples from the TupleStore via its execute() method, matching their elements against provided constants and yields any matching elements to its parent operator. The operator also performs the necessary conversion from the internal data representation of the Wiselib TupleStore into the three data types processed by LINQ (Integer, Float, String).
SLJ ( SLJ ). The simple local join SLJ, as binary operator, receives inputs from two child operators. Two input tuples join to a result tuple if the values of the specified attributes are equal. Due to the query processor pushing tuples into one operator at a time, it is known, which child will produce tuples first. The tuples of that child are temporarily stored into dynamically growing table. Once the second child signals the end of the data stream, this temporary table can be removed from the memory.
Select (σ). In contrast to GPS, Select allows to formulate selection conditions beyond simple equalities (<, ≤, =, =, ≥, >) between attributes and constants or between different attributes Also, while GPS is always a leaf in the operator tree, Select can be placed anywhere in the tree.
Collect ( ). The collect operator forwards any input tuples to SELDA for further processing using the communicator module. This utilizes any existing routing mechanism that can deliver packets to the base station, such as a Wiselib routing tree. As this operator does not have (local) output, it can only be applied at the root of an operator tree.
Aggregate (G). The aggregation operator provides distributed, in-network aggregation and grouping of intermediate results produced at the different devices in the network. It supports aggregation functions for computing the minimum, maximum, average or count of values in each group. Any incoming tuples are aggregated into a temporary table. This aggregation table will hold one aggregated tuple for each discovered aggregation group. Additionally, Aggregate can receive from the communicator tuples sent out by child devices which it will also include in the aggregation table. Whenever such a local or remote update is received and a minimum amount of time since the last outbound transmission has passed, Aggregate will send out the current state of the aggregation table in form of aggregated tuples to its logical parent device for further aggregation (or other processing in case of the base station). Aggregate does not produce local output and can thus only be placed at the root of an operator tree.
OPERATOR TREE PROCESSING -Processing a (partial) query on an embedded device is done as follows: For each received operator, the necessary memory for the operator instance is allocated and initialized. For example, in the case of a join operation this might involve the allocation of a dynamic tuple table. This can happen immediately when the encoded descriptions of each operator were received so that these messages can be discarded to conserve memory. As soon as all operators of a query are constructed, they are connected by delegates to each others push() methods according to the logical operator tree. That is, operators access the push() method of their logical parents to pass on intermediate results.
Operators such as the graph pattern selection do not work on input tuples produced by other operators, but rather receive tuples from the TupleStore. Each Wiselib TupleStore tuple pushed into the operator tree this way might or might not produce results at the root operator of the tree. In the case of Collect, continuously pushing tuples into the operator trees might thus create a continuous stream of intermediate results to be forwarded to the base station. As local memory ex : mote 042 a s s n : P l a t f o r m ; a ex : TelosBDevice ; s s n : a t t a c h e d S y s t e m ex : s e n s o r 0 4 2 1 ; s s n : a t t a c h e d S y s t e m ex : s e n s o r 0 4 2 2 ; s p t : ownedBy ex : i M i n d s .
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ex : room319 geo : l a t "53 . 2730550" ; geo : l o n g "-9 . 2479960" . is constrained, only very few of these intermediate results can be buffered and, when sending results too frequently, a loss of intermediate results would be likely. Thus, for Collect, the query processor applies a rate limit, enforcing a delay between successive calls to execute() whenever the latest call produced a result.
V. EVALUATION
We evaluated our reference implementation on the iMinds w-iLab.t testbed [38] , developed by the CREW project [39] , allowing for remote access to about 200 TMote Sky sensor nodes. All nodes feature an environment emulator module to simulate sensor inputs or different kinds of energy sources and measure the energy consumption of the sensor nodes over time. We used 46 TMote Sky nodes with the predefined routing tree with an average depth of 5 hops from the root to a leaf. All nodes where operating LINQ on the Contiki Operating System version 2.6 in conjunction with ContikiMAC duty cycling with a channel check rate (CCR) of 16Hz and Carrier-Sense Multiple Access (CSMA) message transmission in place. Devices where equipped with the RDF description given by Figure 6 which includes basic metadata and minimal descriptions of two equipped sensors including latest measurements.
We analyzed different query types: The simple collection query shown in Figure 7 sends all tuples present on the devices to the base station and thus behaves like a classical, centralized solution. To simulate a practical application of LINQ we consider the temperature query shown in Figure 8 , that queries Fig. 9 : A more selective query, aggregating light measurements in a given room for the average observed temperature across all nodes in the network. This involves three graph pattern selections, two local joins and an aggregation that can be processed distributively within the embedded network. A more selective query is given by Figure 9 : The query aggregates the light sensor values from the 6 sensors in room 10 only, in contrast to aggregating over all 46 sensors as with the temperature query.
A. Energy Efficiency
As there is no time synchronization of the devices provided, query processing was triggered using the devices internal clock. Every 300 seconds (according to each devices internal clock) for a total of 120 minutes each query was executed by all nodes and the current flow on all nodes was measured. Then for each experiment run (24 per query) and each query, we calculated the average energy consumption per node in 5s intervals. The results of the different experiment runs for each query where then combined into the box plots shown in Figure 11 , such that each box summarizes a 5s interval across 24 experiment runs. As the figure suggests, the distributed aggregation of RDF data saves a substantial amount of energy with respect to the centralized collection, much more so for the selective aggregating query. This stems from the fact that 
B. Response Time
Similarly to the evaluation of energy consumption, we repeated the query execution in 300s intervals. Again we aggregated over 5s intervals. Instead of the average energy consumption, however, we now consider the total number of messages acknowledged in each interval, Figure 12 shows the results. Table I shows the time delay between the start of execution of each query run and the reception of the last message acknowledgement (across all 24 runs). Similarly to the energy efficiency analysis we observe that the Collect query is tremendously more costly in terms of produced and forwarded messages and processing time. The latter of course depends on the rate limit for message generation which for this case was set to 5s but could, depending on link stability, topology and running MAC protocols, be optimized. 
VI. CONCLUSION
Annotating embedded devices with RDF comes at some cost in terms of verbosity due to the graph-structured representation of knowledge. The gain of such a solution is a vastly increased universality: Any knowledge from any domain can be expressed by the devices and this knowledge can be connected to the vast existing databases in the Semantic Web. In this work, we have shown that querying these devices is feasible and -depending on network size, selectiveness and frequency of the considered queries -favorable over a proactive collection of data at a central repository in terms of energy consumption. Our reference implementation, can, thanks to building on the Wiselib, be employed on a wide array of device classes and can be adapted to different communication paradigms depending on the deployment scenario and allows to pose combined queries to the embedded network and the Semantic Web such that users or applications do not have to be aware of the locality of the queried knowledge. We have shown that our approach can be employed in a practical setting by evaluating it in a realistic office deployment scenario.
