Abstract-In this paper, communication over K-user interference networks is discussed. Each user encodes information as a number of redundant binary data streams which are concurrently transmitted over the channel at various power levels. The reception is performed in two stages: in the first stage, the data streams are separated by an iterative detector; they are individually error-control decoded in the second stage. Conditions for decoding convergence in terms of the density of data streams per power level are formulated. The technique is illustrated through the use of several examples, including one-tomany and many-to-one interference channels. It is proven that optimal degrees of freedom can be achieved for a number of interference channels and channel parameters.
I. INTRODUCTION
Intelligent interference management strategies represent one of the main challenges in the design and operation of present day wireless networks. While interference channels have been studied throughout the history of information and communications theory [1] , [2] , [3] , recent developments clearly indicate increasing interest in information transmission techniques in relation to the presence of interference. A number of key theoretical results have been obtained concerning capacities and degrees of freedom of several interference channel models [4] , [5] , [6] , [9] , [13] , [7] . Several techniques, such as interference alignment [9] , [12] , number theory coding [5] , [15] , and multilevel coding based on lattices [16] , have been developed to obtain near capacity communication in various interference networks.
After knowing the limits of what is theoretically possible in interference channels, an important question involves how to achieve near-optimal operation in realistic networks. Signal asynchronicity, incomplete channel knowledge, and many other effects encountered in practical networks present serious obstacles for data communication. Moreover, the exact alignment of signals that originate from distinct transmitters is often infeasible. Many methods which provide great theoretical tools for capacity analysis are not well suited to operation in practical networks and are too sophisticated to be implemented. Therefore, more robust designs and efficient techniques that take into account the complexity of signal processing and the simplicity of implementation are required.
In this paper, we try to take a step in that direction. We consider modulation of information in the form of multiple redundant data streams and apply this technique to interference channels. Several variations of this method have been proposed [17] , [18] , [10] . Information at each transmitter is encoded as a number of independent binary data streams which are distinguished by random signature sequences and interleavers and are transmitted at different power levels. Reception of the signal is performed in two stages. The first stage is a joint iterative detection which separates received data streams. The detector operates iteratively, performing estimations of the transmitted symbols and parallel interference cancellation. The second stage involves error-control decoding which is performed in parallel, individually for each data stream. The system allows for analysis of decoding dynamics and has been shown to perform close to capacity for communication over multiple access channels [17] . Moreover, the detector is robust to data stream asyncronicity and its iterations can be pipelined for implementation simplicity. System parameters such as power, rate, and decoding convergence can be characterized in terms of density of data streams per power level.
For transmission over interference channels, each transmitter selects its data stream density function according to its total transmission power and rate. Transmitters can potentially shape their density functions to avoid each other's interference. At each receiver, the receive data stream density is a sum of the data stream densities of all the transmitters shifted by the channel coefficients. Data stream density at each receiver needs to be less than some critical value to guarantee decoding convergence. We express the achievable degrees of freedom of general interference channels in terms of the transmit data stream densities. The multi-stream information transmission technique is illustrated in terms of examples including the 2-user interference channel (see also [11] ) and the one-to-many and many-to-one interference channels. For the one-to-many channel, we demonstrate that the optimal degrees of freedom region can be obtained by multi-stream transmission. For the many-to-one interference channel, two achievability bounds have been derived.
II. SYSTEM MODEL A. Signalling Strategy
We will present an overview of the multi-stream transmission format described in [17] (see Fig. 1 ). Assume that N signalling dimensions are available for modulation of the transmit signals. These signalling dimensions can, for example, be time or frequency slots, or both. A message X is composed of an arbitrary number, say J, of data streams that are encoded and modulated independently. Data stream j, j = 1, 2, . . . , J, is produced by a binary information stream which is encoded by a binary error control encoder, binary phase shift keying (BPSK) modulated, and then modulated using an N -dimensional signature vector s j specific to this data stream j. The signature vectors s j are chosen randomly, independently of each other, are power normalized to unity, i.e., ||s j || = 1, and their average cross-correlation satisfies E(s i s j ) 2 = 1/N . Once information bits {u
of the stream j are encoded by an error control encoder to produce {v n is multiplied by an N -dimensional vector s j to produce
Each of the vectors v (j) n s j is then partitioned into M equal length subsections
where s j = (s j1 , s j2 , . . . , s jM ). These subsections (2) are obtained for every bit v (j) n and then permuted over the entire block of L 1 M subsections using a permutor π j specific to the stream j. Finally, each stream is given power P s j , and they are simultaneously transmitted over the channel. The total power is, therefore, P = J j=1 P s j , and the total information rate is R = J j=1 r j , where individual rates r j ∈ [0, 1] (due to BPSK modulation per stream). First, we consider transmission over an additive white Gaussian noise (AWGN) (real-valued) channel and describe the receiver processing below.
B. Receiver Architecture and Decoding Dynamics
The receiver operates as the two-stage decoder described in [17] . The first stage is an iterative joint detector that functions in the following way (see Fig. 2 ). The received signal passes through a bank of matched filters (s * jm ) to distinguish parts of the transmitted message modulated by signature waveform subsections s jm . These received subsections are used to produce soft estimatesv n . The soft bit estimates are then used to approximately reconstruct the transmitted signals and subtract the effect of interference (interference cancellation). This process is repeated a number of times and works similar to belief propagation decoding of low-density parity-check codes. Finally, the resulting data streams are passed to the individual error control decoders. The second stage of the receiver processing is the error correction performed for all data streams in parallel.
To study the decoding dynamics, we consider large values of J. Assume that the powers of the data streams are arranged in ascending order, i.e., P 
is the mean squared error of the maximum likelihood estimate of a BPSK symbol corrupted by AWGN where signal-to-noise ratio (SNR) is equal to s. Let us assume that joint iterative detector performs I iterations and then passes the estimates of the data bits to the error control decoders. The SNR of the data stream u after I iterations equals T (u)/σ 2 I . Therefore, the rate r(u) of the data stream u should satisfy r(u) ≤ C BIAWGN (T (u)/σ 2 I ) for error free decoding of the second stage. Here, by C BIAWGN (s), we denote the capacity of the binary input AWGN channel with SNR equal to s. Usually, it is desired that the final variance of noise and interference σ 2 I is close to the noise variance σ 2 in which case the interference between the data streams largely disappears. We will call this effect ıconvergence and say that convergence happens iff σ 2 ∞ ≤ 2σ 2 . Consider now arbitrary positive nondecreasing T (u), let F (u) = ln T (u), and define function
. We can think of f (x) as density of data streams per power level.
The following result was derived in [17] and [11] :
then convergence is guaranteed.
• If f (x) = 1 2 ln 2 for x ∈ [1 + ln σ 2 , 2β ln 2 + 1 + ln σ 2 ], and f (x) = 0 for x ∈ [ln σ 2 , 1 + ln σ 2 ) then convergence is guaranteed and the achievable rate R is within 1 bit/dimesion from the AWGN channel capacity, i.e.,
where r(u), the information rate of stream u, is derived assuming the use of BPSK capacity achieving error control codes, i.e., r(u) = C BIAWGN (T (u)/σ 2 ∞ ). In case of convergence function f (x) completely characterizes the entire transmission system assuming capacity-achieving error control codes for each data stream. If f (x) has support [p 0 , p 1 ], the total message power P and the total information rate R (per dimension) are expressed as
where R (0) ≤ 0.2 (see [17] ). We have considered a situation where one transmitter uses multi-stream transmission to communicate over AWGN channel and uses data stream density f (x). Data stream density defines transmission rate and power (6) and determines the decoding convergence. The next section is dedicated to the case where K transmitters using data stream densities f i (x), i = 1, 2, . . . , K communicate over fixed Gaussian interference channels.
III. TRANSMISSION OVER INTERFERENCE CHANNELS
Consider a K-user interference channel with K transmitters and K receivers. Transmitter k, k ∈ {1, 2, . . . , K} communicates a message to its intended Receiver k. Receiver k observes a message from Transmitter k that is a useful signal as well as the messages from all of the other transmitters that comprise interference. In addition, the complex white Gaussian noise of variance σ 2 is added at each receiver. The complex channel coefficient between Transmitter i and Receiver j is denoted by h ij . A 3-user interference channel is depicted in Fig. 3 where signals are illustrated by black arrows and interference by gray arrows.
We follow the definition of the generalized degrees of freedom (GDOF) region given in [16] . Let signal-to-noise ratios (SNR)s and interference-to-noise ratios (INR)s be
where ρ is a parameter and let
The GDOF vector for the interference channel characterized by signal and interference levels (α, β) is defined by
where C(ρ, α, β) is the rate region of the interference channel with SNRs ρ αi and INRs ρ βij . Following the development of the previous section we consider multi-stream information transmission over this interference channel. We assume that each transmitter modulates its signal via a number of data streams. Since we operate here with a complex valued channel, we can consider QPSK modulation and transmit two streams instead of one at each power level. It can be shown that the data stream detection process will work exactly the same as in the case of a real-valued channel. Critical density will increase twice and become 1/ ln 2. Assume that the signal of Transmitter i is described by its density f i (x), i = 1, 2, . . . , K. Once the signal is transmitted over the channel, it is attenuated, and, therefore, the density f i (x) is received at the Receiver j with a shift; i.e.,
Receiver j observes all incoming data streams originating from different transmitters and attenuated differently by the channel. The resulting density of the data streams at Receiver j is given by
The condition for the successful reception of all signals at all receivers is the convergence condition
for all j ∈ {1, 2, . . . , K} 1 . Figure 4 illustrates data stream density at Receiver 1 of a 3-user interference channel. Three horizontal bars in the top part of the figure represent data stream densities φ 11 (x) (signal shown by light grey), φ 21 (x), and φ 31 (x) (interference shown by dark grey). The figure demonstrates how the transmit densities sum up to produce r 1 (x). The reception is successful since the resulting r 1 (x) is below critical convergence line.
Notice that the transmit power and rate per dimension for Transmitter i can be calculated as
Thus, the GDOFs achieved by multi-stream transmission are given bŷ
(18) To evaluate the GDOF achievable by particular types of densities, f i (x), i = 1, 2, . . . , K, we must scale the densities proportionally as ρ → ∞, and (18) is evaluated. The above development can be formulated as a theorem Theorem 1: For a combination of transmit densities f 1 (x), f 2 (x), . . . , f K (x) such that the corresponding receive densities satisfy (14) and that the GDOF vector (18) is achievable by multi-stream transmission.
Let us consider the following example 1 We will focus on condition (14) as it is the one determining the asymptotics and, therefore, DOF. Example 1: Consider a symmetric 2-user interference channel such that h 11 = h 22 = 1 and h 12 = h 21 = c. Consider the situation when both transmitters use the same density 
Data stream densities at the receivers is equal to
and satisfy the convergence condition. We calculate GDOF according to the definition in [4] d(ξ) = lim
(22) The point (2/3, 2/3) is located in the the optimum GDOF curve [4] . The same principle can be used to obtain the optimal DOF for the 2-user interference channel for many values of ξ [11] .
The following subsections are dedicated to the application of multi-stream transmission to the one-to-many and manyto-one interference channels. We will derive the achievable degrees of freedom regions for both cases and introduce the concept of stream alignment.
A. One-to-Many Interference Channel
Consider a K + 1-user one-to-many interference channel [16] defined as follows. Let us index the users from 0 to K. Channel coefficients h 0k and h kk for k = 1, 2, . . . , K are non-zero, while any other channel coefficient h ij = 0. A 4-user one-to-many interference channel is shown in Fig. 5 . Signals are illustrated by black horizontal arrows. Interference from User 0 to all the other users is shown by gray arrows. Let SNRs and INRs be
critical density level where ρ is a parameter. Let us define ∆ = ln ρ and assume without loss of generality that σ = 1. It has been shown in [16] that the GDOF vector
as well as the following sum-rate constraints. Consider arbitrary set S ⊂ {1, 2, . . . , K}. Consider intervals . By ζ i , we denote the cardinality of the set Z i . The GDOF sum-rate constraint corresponding to the set of indices S for the one-to-many interference channel is
Clearly, values ζ i , γ i , Γ etc. depend on the set S, but we will avoid indexing them with S for notation simplicity. Consideration of all possible S ∈ {1, 2, . . . , K} gives the entire GDOF region. We will prove the following result:
. . , d K ) that belongs to the region defined by the sets of constraints (25) and (26) can be achieved with multi-stream transmission.
Proof: Assume that Transmitters 0, 1, . . . , K use data stream densities f 0 (x), f 1 (x), . . . , f K (x). Consider Receiver j, where j ∈ {1, 2, . . . , K}. Data stream density r j (x) at Receiver j should satisfy the convergence condition (14); i.e.,
which is equivalent to
We notice that constraints (28) are the only joint constraints on the densities in the one-to-many channel. Inequalities (28) can now be written in terms of points γ i , i = 1, . . . , Γ:
In order to maximize the sum-rate i∈S R i + R 0 , we use the following transmit densities defined for each interval
or, equivalently, set the transmit densities to be
and Transmitter 0 and Transmitter j can share the density 1/ ln 2; i.e., set
• Case ζ i = 0. Set
or, equivalently,
Clearly, considering individual constraints (29), we also set
Based on the assigned densities, we can now calculate the sum-rate:
The division of the sum-rate by log 2 ρ = ∆/ ln 2 and the application of the limit ∆ → ∞ gives the optimal constraint (26).
B. Many-to-One Interference Channel
The many-to-one interference channel is reciprocal to oneto-many channel and illustrates a situation in which a number of interferers operating in a neighborhood are affecting the communication channel of interest [16] . Consider a K +1-user channel such that coefficients h k0 , and h kk for k = 1, 2, . . . , K are non-zero, while any other channel coefficient h ij = 0. A 4-user many-to-one interference channel is shown in Fig. 6 . The signals are illustrated by the black horizontal arrows. The interference from all the users to User 0 is shown by the grey arrows. For this channel, SNR and INR are defined as
The GDOF region of the many-to-one channel was derived [16] and satisfies individual constraints
as well as sum-rate constraints. Consider a set S, intervals
, for k ∈ S, and define γ i , Z i , and ζ i based on the intersections of I k , k ∈ S, and [0, α 0 ] analogously to the case of the one-to-many channel. In addition define γ i , Z i , and ζ i based on the intersections of I k , k ∈ S, and [α 0 , max(max j∈S β j , α 0 )]. Then
The straightforward application of the multi-stream signalling gives the achievable GDOF region bounded by constraints in:
Theorem 3:
Proof: The proof is essentially similar to the proof of Theorem 2. In terms of γ i and γ i , the convergence constraints on the receive density r 0 (x) can be written as
which leads to the sum-rate
and (50) follows. The result formulated by Theorem 3 is a lower bound on the best achievable (49). In the next section, we will demonstrate that a larger GDOF region can be achieved by multi-stream transmission if data stream alignment is used.
C. Many-to-One Channel, Data Stream Alignment
The many-to-one channel poses more difficulty for multistream signalling since many interferers can potentially align at one power level and need to be decoded as one signal to achieve the optimal performance. This can be accomplished using lattices [16] . In this section, we demonstrate how a similar effect can be accomplished with data stream alignment.
Consider two data streams with the same power, signature, and permutor, transmitted over the same channel. Here we consider a theoretical channel where signals are synchronized and the channel knowledge at the transmitters is perfect. In this case, binary equiprobable constellations Pr(−1) = Pr(1) = 1/2 of the symbols of two streams would align to produce ternary constellations Pr(−2) = Pr(2) = 1/4, Pr(0) = 1/2.
Generalizing this observation, consider the alignment of L binary data streams of power P . Let us denote the levels of the resulting constellation by a 0 , a 1 , . . . , a L . For example, for L = 2 and P = 1, these levels are a 0 = −2, a 1 = 0, and a 2 = 2. Assume that noise and interference variance at detection iteration i is σ 2 i . We calculate an estimate of the composite symbol a from constellation {a 0 , a 1 , . . . , a L } given a noisy signalz = a +ñ whereñ ∼ N (0, σ 2 i ) (Here we useñ to represent residual noise and interference at iteration i.)
where
Pr(z|a = a l ) = 1
We define the average error function for the L + 1-level constellation as
where x = P/σ 2 i is the SNR. Now we imagine a situation in which in the channel L data streams of interference perfectly align together at each power level. Then the density of L + 1-level data streams f (L+1) (x) can be defined similar to the density of the binary data streams. It can be shown that for convergence of the joint detection (stream separation process), the critical density level for L + 1-level constellations is equal to
i.e.,
should be satisfied for all x to ensure convergence. If binary constellation of the useful signal and the L + 1-level constellation resulting from the alignment of the L data streams of the interference are both present at the same power level, the critical density condition is of the form
where λ 2 = 1/(2 ln 2). For QPSK constellations, the critical density levels should be increased twice. Using data stream alignment, we obtain the following constraints on the achievable GDOF region for the many-to-one channel: Theorem 4:
max ( λ2 . We notice that the sum-rate constraint on the GDOF obtained by direct multi-stream signalling (50) is a lower bound on the constraint (63) stated by Theorem 4. On the other hand, (63) is a lower bound to the optimal constraint (49). Table II lists coefficients A(k) for some values of k. The values of the degrees of freedom coefficients A(k) satisfy 1 < A(k) ≤ k, for all k > 1. Proof of the theorem follows the lines of the proof of Theorem 3, where in the case of multiple interfering data streams we align these streams together.
IV. CONCLUSIONS
Communication over interference networks is considered where each transmitter modulates its information in the form of multiple concurrent data streams. Receiver processing consists of low-complexity iterative detection separating data streams followed by error control decoding performed for each stream individually.
The density of data streams per power level is a convenient function defining the transmit power and rate and determining whenever error-free performance can be achieved at the receivers. The technique is presented for general interference channels and is demonstrated through several examples. It is proved that the proposed techniques allows to achieve the GDOF for one-to-many interference channels. For many-toone channels achievability bounds have been derived.
