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Введение 
Задача линейного программирования (ЛП) ак-
тивно используется для решения задач оптимиза-
ции с линейными ограничениями, возникающими в 
различных проблемных областях [1][2]. Обычно 
для решения задачи ЛП используется, разработан-
ный Данцигом симплекс - метод [3], в основе кото-
рого лежит последовательное применение модифи-
цированных преобразований Гаусса-Жордана [4] 
для перемещения рабочей точки по вершинам мно-
гогранника допустимых значений, определяемого 
множеством ограничений -    неравенств задачи ЛП. 
В настоящей работе предлагается несколько иной 
подход, в котором перемещение рабочей точки 
осуществляется на основе применения операторов 
– проекторов. 
 
Постановка задачи ЛП: 
Стандартная постановка задачи ЛП сводится к 
отысканию экстремума целевой функции задачи 
вида [5] 
𝑓(𝑥) =< 𝑐, 𝑥 >,  (1) 
     где c – вектор – столбец коэффициентов 
            x – вектор – столбец неизвестных 
при наличии множества ограничений равенств 
вида 𝐴1𝑥 = 𝑏1  и ограничений - неравенств вида 
𝐴2𝑥 ≤ 𝑏2. В описываемом методе решения предла-
гается, на основе ограничений - равенств сократить 
размерность пространства, в котором определено 
решение задачи ЛП, до величины m = n − k, где: 
     n – исходная размерность пространства 
     k – ранг матрица  𝐴1 
Для такого сокращения из исходной матрицы 
 𝐴1 выделяется множество столбцов, образующих 
базисный набор для всех столбцов матрицы  𝐴1. 
Количество таких столбцов равно k и они образуют 
матрицу  𝐴1. Процедура выделения новой матрицы 
описана в работе [6]. А обоснованием этой проце-
дуры является следующая теорема: 
Теорема 1. Если  𝐴1 – матрица ограничений – 
равенств ранга k (rk A = k), и первые k столбцов 
 𝐴1 образуют базисный набор, то  
?̂? = ?̂?+(𝑏 − 𝐴 ∗ 𝑥) (2) 
Где ?̂? – вектор первых k элементов, 𝑥 – вектор 
остальных элементов x, а ?̂?+ – матрица, псевдооб-
ратная к первым k столбцам  
 𝐴1  
При этом целевая функция задачи преобразу-
ется в соответствии с теоремой: [7] 
Теорема 2. Если <c,x> - линейная форма, то при 
наличии ограничений - равенств вида  𝐴1𝑥 = 𝑏1 она 
преобразуется к форме  
𝑐𝑇 ∗ 𝑥 = ?̂?𝑇 ∗ ?̂?+ ∗ 𝑏 + (𝑐
𝑇
− 𝑐̂𝑇 ∗ ?̂?+ ∗ 𝐴) ∗ 𝑥 
Где ?̂? и 𝑐 – компоненты вектора коэффициен-
тов, соответствующие компонентам ?̂? и 𝑥 век-
тора x. 
Алгоритм выше описанного преобразования 
приведен в статье [7]. Кроме того, в соответствии с 
выше описанным преобразованием, переопределя-
ется и набор ограничений -  неравенств таким об-
разом, что размерность пространства в котором 
определен многогранник допустимых решений, со-
кращается до m. 
Для получения базисного решения выполняется 
последовательность преобразований[7], выделяю-
щих линейное подпространство, образованное пе-
ресечением подпространств размерности m-1, 
определяемых двумя, тремя и т.д. строками си-
стемы неравенств ограничений  𝐴2𝑥 ≤ 𝑏2. Базисное 
решение получается, как пересечение n-k строк 
матрицы ограничений -   неравенств. Обоснова-
нием этих преобразований является следующая 
теорема: 
Теорема 3. Если точка 𝑥𝑘 принадлежит пересе-
чению k плоскостей, заданных множеством строк 
матрицы 𝐴2 , то её проекция на пересечение плос-
кости, заданной строкой 𝑎𝑗 с пересечением плос-
костей, заданных строками матрицы 𝐴2 есть: 






𝑇 ∗ 𝑅 (3) 
Где  𝑅 = (𝐼 − 𝐴𝑘
+ ∗ 𝐴𝑘) – оператор – проектор на 
пространство, перпендикулярное пространству, 
натянутому на строки матрицы 𝐴2. 
 
Описание алгоритма решения задачи:  
Алгоритм перемещения рабочей точки[8], при-
надлежащей линейному пространству размерности 
0, из базисного решения в точку оптимума осу-
ществляется путем продвижения вдоль линейного 
пространства размерности 1, имеющего макси-
мальную проекцию на градиент целевой функции. 
Вычисления соответствующего оператора - проек-
тора, осуществляется рекуррентным методом псев-
дообращения Гревиля [9].  
После каждого перемещения рабочей точки 
проверяются      выполнения        условий             Куна-
Таккера [11]. Точка в которой выполняются все 
условия Куна-Таккера является решением задачи 
ЛП. Напомним, что условия Куна-Таккера для за-
дачи ЛП имеют вид: 
1. 𝑥∗ ∈ 𝑀, где 𝑥∗ – решение задачи, 
2.𝜆𝑖 ∗ ( 𝑏𝑖 −  𝑎𝑖 ∗  𝑥𝑖) = 0, 𝑖 = 1,… , 𝑛 
3. 𝑐 + 𝐴𝑇𝜆 = 0 
Где  𝜆𝑖 – вектор неизвестных, неотрицательных 
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коэффициентов (коэффициентов Лагранжа), 𝑎𝑖  – 
строки матрицы ограничений – неравенств, а M – 
область выполнения ограничений – неравенств (об-
ласть допустимых решений). 
Причем первое (принадлежность точки опти-
мума многограннику допустимых решений) и тре-
тье (градиент функции Лагранжа) условия выпол-
няется по построению.   
 
Заключение: 
     Описанный алгоритм обладает на наш взгляд 
следующими преимуществами перед обычно при-
меняемым симплекс – методом: 
1. За счет анализа ограничений - равенств, 
существенно сокращается размерность 
пространства решения задачи. 
2. В обычно применяемом методе Данцига 
каждое ограничение -  равенство вида 
𝑎𝑇𝑥 = 𝑏  преобразуется в два ограничения 
- неравенства (𝑎𝑇𝑥 ≤ 𝑏, 𝑎𝑇𝑥 ≥ 𝑏), что при-
водит к увеличению числа вершин, кото-
рое равно числу сочетаний из n по k, где n 
– число ограничений неравенств, а k -  раз-
мерность пространства решения задачи. 
Увеличение числа вершин многогранника 
допустимых значений, в свою очередь, мо-
жет привести к увеличению числа шагов 
перемещения рабочей точки в точку опти-
мума. 
3. Увеличение числа шагов в поиске опти-
мума, в свою очередь, приводит к увеличе-
нию ошибки округления решения задачи. 
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