Abstract: A consistent mesh refinement study, relating to the prediction of aerodynamic forces about an experimentally 13 validated reference train geometry, is presented in this paper. The flow about a high-speed train has a multi-scale 14 character which poses challenges for the design of computationally effective meshes. The purpose of this study is to 15 assist in the development of guidelines for effective drag prediction of high-speed trains using numerical simulation.
For this paper a model consisting only of the main train aerodynamic surfaces and the wind tunnel is considered.
106
Additional geometrical features, such as inter-car gaps and bogie cavities, are not considered in the present in-107 vestigation: the goal is to examine the influence of mesh resolution using the simplest representative geometry. (3.302 m in length), using posts (see Figure 2 ). The plate extends from the left tunnel wall to the right tunnel wall.
116
The mono-block model consists of two end cars connected via the steel beam at 1/15 scale of a full-sized vehicle.
117
The model scale was chosen on the basis of a numerical study on the wind tunnel blocking effect as a function of 118 the model scale (Fragner, 2015) . A Pencil model head geometry is used (Figure 3a) , while a trailing Crespin head 
where U , ρ, µ, and L are the freestream velocity, fluid density, fluid dynamic viscosity and the Reynolds length 128 scale respectively.
129
(a) Pencil head (streamlined) (b) Crespin head The SWG is equipped with a 9 m long test section with a cross section of 2.4 m (width) x 1.6 m (height The turbulence intensity levels in the mean flow direction, determined with hot-wire anemometry across the ver- Table 5 respectively. 
Justification for the choice of the incompressible form of the Navier-Stokes equations is given in Appendix A.
182
Turbulence effects are conventionally modeled by replacing the dynamic viscosity ν in Equation (2) with an effec-183 tive viscosity being given by ν * = ν + ν T (Wilcox, 2006 ). The turbulence model used to provide this closure is 184 described in Appendix B. Boundary conditions are shown in Table 2 . Averaging 10000 10000 8000 5000 10000 10000 10000 profiles is then provided. Finally PIV data in the wake are compared against the CFD. The inflow tunnel conditions for the CFD were assessed at the design Reynolds number, given in Table 1 , us-
202
ing CFD. Computed and experimental velocity magnitudes at three pitot tube positions were compared. Table 4 203 contains the mean values of the measured velocity magnitude at the pitot tube positions U 1,..3 together with the percentage variation of the computed magnitudes against the experiment at these positions, which is given by
Here φ is the variable of interest (for this table φ is the averaged velocity magnitude U ). The experimental results
206
were averaged over four separate tests runs, with the data collection for each time being of the order of several 207 hundred flow integral time scales. The variation of O(3.5%) above the splitter is considered acceptable. This 208 variation increases to O(12.6%) for the probe U 3 , which is located under the splitter plate. This is due to the highly 209 unsteady velocity field induced by the support pylons for which a sufficiently fine mesh would be required to
210
properly resolve essential under-plate flow physics. Additional resolution is not required here as the splitter plate 211 effectively shields the model and the flow above the plate from this region. A zero pressure gradient flat plate problem was then used to validate both the choice of near-wall discretization • front nose (FN) region,
228
• underflow (UF) region,
229
• near and far wake (W) regions,
230
• and attached boundary layers.
231
The bounding box coordinates of the spatial volumes occupied by the model train and the refinement regions,
232
defined within the coordinate system described in Figure 2 , are given in Table 5 .
233
Geometry In the following sections M true for all refinements performed in this work: erence mesh is shown in Figure 9 . Details of y + and surface element length scales in the refinement regions are 245 provided in Table 6 . External to the refinement regions and walls, the embedding mesh away from walls consists 
Mesh
Front nose Underfloor Wake Reference Table 6 : Details of meshes used in the refinement study
The Open-FOAM tool, SnappyHexMesh, was used for mesh generation. The distribution of near-wall cells in 248 the wall normal direction is uniquely specified by the number of layers, the expansion ratio (ratio of wall-normal This work is primarily concerned with the prediction of drag. Lift is only of secondary importance for this paper.
266
As noted in Section 3, the experiments are optimized for drag measurements only. Drag and lift coefficients are 267 defined below by Eq. 6 and Eq. 7 respectively. Here D is the drag force, L is the lift force, q ∞ is the dynamic 268 pressure and S is the reference area (Anderson and Tannehill, 1984) .
Differences between computed and measured drag coefficients are presented in terms of lift and drag count differ-ences against experiment, as well as the percentage error E given by (4),
whereby, from the above equations, it is clear that one drag count is equivalent to C d =0.0001 and one lift count 272 is equal to C l =0.01. The left-hand sides of equations (8) and (9) represent the differences between measured and 273 computed values. The ratio of the viscous drag force to the total aerodynamic drag force is given by
R provides a metric for comparison against Figure 1 . Results for the integral force analysis are shown in Table 7 .
275
Note that absolute values of the difference terms are not used: interest is in convergence towards an asymptotic a limit is demonstrated.
Reference mesh Richardson, 1910) , the Grid Convergence Index method (GCI) (P. J. Roache, 1998) . Mesh refinements in this work are not global, but are embedded locally within the mesh. Furthermore, refinements are not applied uniformly to the regions abutting the drag inducing surfaces. This makes application and interpretation of a method based on a global refinement difficult. Since our principal concern is in the prediction of integral forces, defined on the model surface, we start by estimating a representative surface mesh size. The observation that surface viscous stress contributions and the farfield solutions upstream of the wake do not demonstrate an obvious dependence on the refinements preformed suggests a representative length scale h based on the average size of the model's surface mesh length scales, which can be given as
where N is the total number of surface elements and A i is the i th surface area element. The grid refinement is 301 local to regions of the model surface and we look at GCI estimates based on the refined front nose region. This
302
implies that we can use h ≈ 1/N , where N is the number of faces covering the front nose region surface. Note 303 that the surface faces are reasonably isotropic (verified by inspection and by inspection of the length scale ratios 304 across refinements given in Table 9 ). Celik et al. suggests that the grid refinement factor r = h coarse /h f ine should 305 be larger than 1.3. Three refinements are first chosen such that h 1 < h 2 < h 3 with r 21 = h 2 /h 1 and r 32 = h 3 /h 2 .
306
The variable of interest estimated on each of these grids are given by φ i , φ 2 and φ 3 . The change in φ for each 307 refinement is given by 21 = φ 2 − φ 1 and 32 = φ 3 − φ 2 . Following Celik et al., fix-point iteration can be used to 308 solve the following system to estimate the order of convergence p.
An estimate of the exact solution φ ext , extrapolated from the fine grid solution, is given by
The fine grid convergence index is given by
where the safety factor is F = 1.25 according to recommendations from NPARC (NPARC Alliance CFD Verification and Validation Web Site, 2018) and e a 21 is the approximate error for the fine grid solution given by
An evaluation of the GCI analysis for drag estimates returned by the CGI analysis for the front nose refinement is 310 given in Table 9 .
311
Refinement r 12 r 23 p φ ext CGI f ine C d 2.05 1.95 2 0.329 2% Table 9 : Estimates of CGI parameters for lift and drag returned from the finest nose refinement.
Based on a CGI evaluation of the refined nose region, the evaluation of the drag is second order in space. However,
312
the estimated exact solution shows a 2.7 percent difference to the experiment. This lies within the EN 14067-6 313 standard and, coupled with the estimated CGI index, suggests that results based on this mesh are acceptable for 314 certification purposes. While Table 9 suggests that further refinement in the nose region may be of minimal benefit,
315
it is clear that a more detailed evaluation of the CGI analysis for this problem should probably require more than 316 three meshes in view of the variations observed for the underflow and wake regions.
318
In Table 7 the integral drag for a mesh with both refined underflow and front nose regions is presented. Also volume sizes for the underfloor refinement and to changes in the underflow arising from the front nose refinement.
341
Changes in the character of the underflow due to the nose refinement are seen in Figure 10c , where the magnitude and S2:
Here u,v, and w are the (time-averaged) velocity components. A numerical grid refinement study, based on a RANS modeling approach, has been conducted and compared rear train head and the wake is highly complex and presents a challenge to modern industrial turbulence modeling.
415
The results obtained in this work suggest accurate modeling of this region appears to be of secondary importance with the isentropic flow relation
where γ is the ratio of specific heats at constant pressure and constant volume, yields the following relationship
430
relating Mach number to the change in density
From inspection of CFD and PIV data the ratio dU/U is set to an upper limit of ∼ 0.75. The density change 432 over a typical run is estimated to be of ∼ 0.025 from Figure A .1 so that the Mach number limit for this density 433 change is ∼ 0.2. From Table 1 the Mach number in the wind tunnel experiment is ∼ 0.2 so that an assumption of 434 incompressibility at tunnel conditions is justified, albeit close to the upper limits of incompressibility.
435

B The Menter-SST Turbulence Model
436
The Menter-SST (Shear-Stress Transport) model (Menter, 1994) 
Note that in this work the time derivative terms above dissappear since steady-state calculations are made. Produc-444 tion of turbulent kinetic energy P is given by
A production limiter (Menter, 1994 ) is implemented and P in the k equation is replaced by min (P, 20β ρωk).
446
The OpenFOAM version uses a value of 10 instead of 20. The turbulent viscosity is modeled by
Note that Ω = 2W ij W ij is the vorticity magnitude where
The use of the vorticity magnitude in the above equation is based on dimensional reasoning, and a later form of blending is used via the following linear scheme
Model closure is obtained by the application of the following equations:
where d is the distance from a field point to the nearest wall. Model constants are listed in 
