The importance of conducting potential analysis of load data and ensuring the effectiveness of feature selection cannot be overstated when it comes to enhancing the accuracy of short-term power load forecasting. Bisecting K-Means Algorithm is adopted for cluster analysis of the load data, the similarity data is categorized into the same cluster, and then the load data is decomposed into several Intrinsic Mode Functions (IMFs) by Ensemble Empirical Mode Decomposition (EEMD) in this study. Then the candidate features are selected by calculating Pearson correlation coefficient, and finally the forecasting input is constructed. A hybrid neural network forecasting model based on Deep Belief Network (DBN) and Bidirectional Recurrent Neural Network (Bi-RNN) is proposed. The method adopts unsupervised pre-training and supervised adjustment training methods and is verified on two different datasets. Compared with the forecasting results of other methods, it shows that the method can effectively improve the accuracy of load forecasting.
I. INTRODUCTION
Power load forecasting is a series of forecasting work with power load as the object and makes pre-estimation and judgments on future power demand by taking into account the historical load fluctuation law and other relevant factors of the load. Accurate power load forecasting is conducive to providing reliable decision-making basis for power system planning and operation and improving the economic and social benefits of the grid [1] .
Load forecasting can be classified into short-term, medium-term and long-term load forecasting according to time span, where short-term load forecasting has a strong correlation with daily climate. Given the influence of climate factors, it is of paramount importance to accurately forecast the load in the next few days, especially in power grid dispatching and power generation planning [2] . At present, many forecasting methods have been proposed by experts The associate editor coordinating the review of this manuscript and approving it for publication was Soon Xin Ng . and scholars, and some achievements have been made in short-term load forecasting. With the advancement of artificial intelligence research, artificial intelligence algorithms have gradually replaced traditional forecasting methods, and it has become a trend to carry out further study with artificial intelligence algorithms. Representative forecasting methods include Support Vector Regression (SVR) [3] , Artificial Neural Network (ANN) [4] , fuzzy logic [5] , and wavelet analysis method [6] , et al.
In [7] , a short-term load smart grid demand forecasting method based on SVR was proposed. And experimental results demonstrated that the accuracy of load forecasting was acceptable. In [8] , [9] , combined with weather factors, the Back Propagation Neural Network (BPNN) time series forecasting model has exhibited favorable forecasting and improved performance. Recurrent Neural Networks (RNN) can process time step data for multiple orders and is suitable for short-term power load forecasting applications. Zhang et al. [10] combined macro and micro information through continuous and discrete time series to generate multiple time series, which were used in the shortterm load forecasting system constructed by RNN model. The experimental results demonstrated that the RNN model can learn order pattern between continuous and discrete time sequences, which can improve the estimated performance of short-term load forecasting. In [11] , a forecasting method based on fuzzy logic was proposed. The method ultimately lists the highest temperature and peak load of the day by identifying specific dates and utilizing the highest and lowest temperatures of the day. The results showed that this method can better cope with load forecasting with a large temperature variation.
In recent years, various methods of fusion forecasting model has been widely used in short-term power load forecasting [12] - [16] . In [17] , ANN and optimization techniques were combined to find the optimal network parameters to reduce the forecasting error. Experiments were carried out on three datasets to verify the effectiveness of the proposed method. Through Empirical Mode Decomposition (EMD), Li et al. [18] decomposed historical load sequence data into relatively fixed components, and emphasized and simulated data time through Long Short-Term Memory (LSTM). By optimizing the parameter algorithm by Particle Swarm Optimization (PSO) [19] , [20] , a combined forecasting method with high forecasting accuracy and adaptability was proposed. In other fields of forecasting, the hybrid approach also has advantages. In [21] , a general hybrid strategy was proposed and applied to short-term traffic flow forecasting. Experimental results showed that the overall performance of the hybrid strategy is better than that of the single model.
In short-term power load forecasting, effective feature selection is critical to the accuracy of the forecast. Early studies generally select features through experience or artificial trials, and there is no guarantee that the selected features have a strong correlation with the load. According to different scales, EMD decomposes non-stationary signals into several Intrinsic Mode Functions (IMFs) to reduce interference of features between signals. Ensemble Empirical Mode Decomposition (EEMD) [22] , [23] introduces white noise of normal distribution to the original sequence signal, which can effectively solve the modal aliasing problem in EMD. Therefore, under the condition of cluster analysis, this paper uses EEMD to decompose historical load data and constructs feature input based on Pearson correlation coefficient. A bidirectional RNN is constructed using LSTM and Gated Recurrent Unit (GRU) [24] as the forecasting network. Deep Belief Network (DBN) [25] is used to initialize the network weight parameters, to overcome the disadvantage of being easily trapped in local optimum due to random initialization weight parameters. The main contributions of this paper can be summarized as follows:
1) This paper presents a novel comprehensive feature selection method combined with bisecting K-Means algorithm and EEMD in the process of data processing. According to the features of the load changes of the daily forecasting, the load data with high similarity in the forecast date is clustered in one cluster. Then, several components are obtained by EEMD decomposition load sequence, the sample entropy of each component is calculated, and the components with similar sample entropy are combined. The correlation between the merged sequences and candidate factors is analyzed to construct effective feature input so as to improve the forecasting accuracy. 2) This paper proposes a peculiar combination of two special types of RNN networks for constructing a two-layer bidirectional forecasting network. The weight parameters of forecasting network are obtained by DBN unsupervised greedy pre-training. The bidirectional structure provides complete past and future context information for each point in the input layer of the output layer and enhances the validity of the forecasting model. The next sections of this paper are organized as follows. Section 2 introduces the clustering method and EEMD. Section 3 presents a forecasting model based on two special RNN and DBN networks. In Section 4, the availability of the proposed method is verified by two cases, and the forecasting results of this proposed method are compared with those of other short-term load forecasting methods.. Finally, conclusions and further research to be done are presented in Section 5.
II. DATA SELECTION AND PROCESSING A. BISECTING K-MEANS ALGORITHM
Bisecting K-Means algorithm is a kind of hierarchical clustering and is an improved algorithm based on K-Means. K-Means algorithm is a typical distance-based clustering algorithm. For the initial dataset, there are n samples, and each sample is represented as: X k (k = 1, 2, . . . , n). We randomly select k samples as the initial clustering center, where each cluster center is defined as: M i (i = 1, 2, . . . , k).
The implementation steps are as follows:
Step 1: The distance D k = |M k − X k | between each object X k (k = 1, 2, . . . , n) and the cluster center M i (i = 1, 2, . . . , k) is calculated, and the corresponding object is re-divided according to the minimum distance to form a cluster class C i (i = 1, 2, . . . , N i ), where N i represents the number of objects included in the cluster C i .
Step 2: The mean of each cluster is calculated as the updated cluster center:
Step 3: Steps 1 and 2 are repeated until each cluster no longer changes. K-Means is a broad and basic clustering algorithm in which the initial cluster centers are given randomly and without basis. Bisecting k-means is an algorithm that weakens the initial clustering center. One indicator used to measure the clustering effect is SSE (Squared Sum of Error). The smaller its value, the closer the data points are to their cluster centers, and the better the clustering effect. Because the error is squared, more attention is paid to those points far from the center, so the error caused by the initial cluster center can be reduced to some extent. The algorithm flow is as follows:
Step 1: Think of all data sets as a cluster V , placed in cluster S.
Step 2: Take a cluster from cluster set S in a loop, use K-Means algorithm to do binary clustering on the selected clusters for several times, select two clusters with minimum total SSE, and put the two clusters back into cluster set S. The calculation formula of SSE is as follows, where W i represents the weight value and y represents the average of all points of the cluster.
Step 3: Repeat step 2 until K clusters are generated. For the cluster set generated by running K-Means for several time, the one with the smallest SSE is selected, which means that the center of mass of the cluster is the best representative of the cluster.
B. ENSEMBLE EMPIRICAL MODE DECOMPOSITION (EEMD)
EMD has proved itself an effective method of dealing with non-stationary and nonlinear data. Complex signal is decomposed into several local feature signals on different time scales. This process can be regarded as a ''screening'' process. However, EMD is subject to modal aliasing, so Wu et al. [26] added Gaussian white noise to the original mode, therefore the signal can satisfy continuity on different scales to avoid modal aliasing. This new algorithm is called Ensemble Empirical Mode Decomposition (EEMD).
The algorithm steps of EEMD can be summarized as:
Step 1: Add different white noise n i (t) (i = 1, 2, . . . , m) multiple times in the original sequence x (t) to get:
where x i (t) represents the sequence after the addition of white noise for the i-th time. The standard deviation of white noise is generally 0.01 to 0.4 times the standard deviation of the original sequence. The number of decomposition is usually set at 50 or 100 times.
Step 2: Sequence x i (t) is subject to EMD decomposition to obtain n IMF components and a residual component.
Step 3: Repeat step 1 and 2 until the number of times equals m.
Step 4: Calculate the overall mean of all IMF components to offset the impact of white noise addition. Eventually the IMF components imf j (t) (j = 1, 2, . . . , n) and residual component r (t) are: 
III. THE HYBRID FORECASTING MODEL A. DEEP BELIEF NETWORK (DBN)
DBN [27] is a probability generation model. By training the weights between its neurons, the entire network can generate training data with the maximum probability. As the component of DBN, Restricted Boltzmann Machine (RBM) is composed of two layers of neurons, namely, the visible layer and the hidden layer. The visible layer is used to input training data, and the hidden layer is used as a feature detector. The connection between them is bidirectional, and the connection between any two neurons is represented by weight W . The bias coefficient a represents the weight of itself of each visible layer neuron, while the weight of each hidden layer neuron itself is expressed as b.
The DBN structure composed of RBMs is shown in Figure 1 .
For the set (v, h), its energy function can be expressed as:
where v and h represent the neurons in the visible layer and the hidden layer respectively, m and n represent the number of neurons. The joint probability distribution function is given according to the energy function:
where Z is the allocation function:
According to the joint probability distribution function, the conditional probability functions of the visible layer and hidden layer can be obtained with formula (10) - (11): The probability functions of the visible layer and hidden layer neurons activated by each other are:
When a column of data is input to the visible layer, the probability of activation of neurons in the hidden layer is calculated by formula (12) . If the probability is greater than the threshold value, it will be activated; otherwise, it remains dormant. The discriminant is:
In order to achieve the optimal state of RBM, the (W , a, b) parameters need to be constantly updated so that the output result can better fit the input data. The method of Contrastive Divergence (CD) [28] is used to train and update the parameters.
B. LONG SHORT-TERM MEMORY (LSTM)
As a model commonly used for processing sequence data, RNN contains a loop structure inside, which enables sequence information to transmit to the next step according to the time step. The inner loop structure of RNN allows information to persist, but it is unable to address the issue of the long-term dependency. Therefore, the improved network structure LSTM based on RNN is proposed [29] . The duplicate module in RNN is a single layer, while the duplicate module of LSTM is relatively complex, containing four interactive layers. The internal structure is shown in Figure 2 .
The four important nodes of LSTM are composed of the internal memory state c t and three gated structures (forgot gate f t , input gate i t and output gate o t ). The calculation process at time step t is expressed as follows: 
C. GATED RECURRENT UNIT (GRU)
Cho et al. proposed an improved model named GRU based on LSTM, which is of simple structure and requires short training time. The GRU has a duplicate module that integrates forgot gate and input gates in the LSTM into an upgraded gate, finally is simplified into two gated structures (update gate z t and reset gate r t ). Moreover, it also improves the internal memory state. The internal specific structure is described by Figure 3 .
When the time step is t, the internal calculation process is:
The main difference between the two structures is that LSTM controls the ''memory'' through the output gate, and then passes it to the next step, while the GRU passes directly without any control; LSTM does not control the information at the previous moment, uses only the forgetting gate to calculate ''new memory''. However, when calculating ''new memory'', GRU uses the reset gate to control the information of the previous moment.
D. BIDIRECTIONAL RECURRENT NEURAL NETWORK (BI-RNN) COMBINED WITH DBN
Short-term power load data has certain regularity, although randomness abounds. There is always continuous information of load data associated with previous and subsequent times. RNN is a chain structure, which is suitable for samples relying on data collected before and afterwards. Therefore, RNN has considerable research value in short-term power load forecasting.
As a structurally improved RNN, LSTM and GRU have internal mechanism ''gate'' that can adjust the information flow, so that the gradient disappearance of the original RNN can be effectively solved. This paper adopts the bidirectional RNN structure to found a combination model of two unidirectional RNNs. When the input time is t, the input tensor is simultaneously transmitted to the two opposite RNNs, and the output is determined by the two unidirectional RNNs, and the results can be calculated by splicing or summation. In this paper, the summation method is adopted. The unsupervised pre-training network weight parameter is performed by the DBN composed of two layers of RBM, and the trained parameters are substituted for the initialization weight parameters of the forecasting network composed of RNN. The weight update is performed by the Adam optimization algorithm [30] based on stochastic gradient descent. The overall structure of the two-layer bidirectional RNN constructed in conjunction with DBN is shown in Figure 4 .
The hybrid network based forecasting framework is depicted in Figure 4 , including data preprocessing and forecasting network. First, ''noise data'' needs to be smoothed in the data preprocessing stage. In this paper, the daily peak load is used as the forecasting benchmark, and the maximum allowable difference between the load at the previous moment and the load at the next moment is set as the threshold (500MW in this paper). The load value that does not satisfy the condition will be smoothed. This step is the load data preparation stage. The candidate training data is divided into different clusters by bisecting K-Means algorithm.
Each cluster consists of two features, one is the date and the other is the corresponding load value, ie the sample. If the date range in a cluster is closest to the date of the forecast day or the season feature is most similar, then the cluster is selected as the training set. Processed by EEMD, n components are obtained, the sample entropy of each load component is calculated. A new subsequence is formed by combining similar components, and Pearson correlation coefficient between the candidate influence factor and the subsequence is calculated. Finally, the input matrix is constructed.
Secondly, the forecasting network consists of two parts. The first part is DBN composed of two layers of RBM. Parameters are learned by unsupervised method layer by layer. First, the input vector and the first hidden layer form the first RBM, and its parameters are trained (weight and bias between two-layer cell connections). Then we fix its parameters, take h 1 as the visible layer and h 2 as the hidden layer, train the second RBM, and finally save the trained parameters as the support of bidirectional RNN parameters.
Bidirectional RNN is composed of LSTM and GRU units. The first layer of bidirectional consists of forwardpropagating LSTM and back-propagating GRU. The second layer has the opposite bidirectional composition. Rectified Linear Unit (ReLU) [31] layer and output layer are added before and after the bidirectional network respectively, and the parameters are obtained through the preserved unsupervised training without initializing the network weight, so as to avoid local optimization easily caused by random initialization of the weight parameters. The bidirectional RNN structure acts as an extension of the unidirectional RNN. When the input sequence enters the network, the two units are trained simultaneously, which can provide additional sequential information of the moments before and after. For supervised training, we set multiple input-label combinations to calculate the mean square error of the corresponding output with the set label. Finally, the network weights are updated based on Adam optimization algorithm to make the forecasting result closer to the expected value.
The full forecasting process can be summarized as the following steps:
Step 1: Process load data smoothly.
Step 2: Divide load data based on bisecting K-Means algorithm.
Step 3: Perform EEMD processing on the load data and obtain n load components, then calculate sample entropy and merge the components to get new subsequences.
Step 4: Normalize the new subsequences and temperature factor, and quantify and binary code the weather and week attributes respectively.
Step 5: Calculate the Pearson correlation coefficient between each subsequence and the candidate impact factor. If the absolute value of the coefficient is greater than 0.3, it indicates that the correlation is high. Then the factor and the corresponding subsequence constitute an input feature and the encoded weekly attribute feature is added.
Step 6: Train the weights and biases of the first layer of RBM, fix the parameters, then train the next layer of RBM, and then save their parameters.
Step 7: Initialize the neural network weight parameter by using the reserved parameters, and update the weight parameter with supervised training by using the optimization algorithm.
Step 8: Perform step 5 to step 7 processing on each subsequence that is merged to obtain forecasting results of the respective subsequences.
Step 9: Anti-normalize each subsequence forecasting result and reconstruct the load forecasted value.
Step 10: Compare with the actual load value, perform forecasting performance analysis, compare and contrast with other methods, and draw conclusions.
IV. CASE STUDY
The model in this paper is verified on two datasets. Grid dataset and public dataset recorded as load data in MW. The grid dataset is derived from real-time power load data recorded by a power company in Chongqing, and the peak daily load in 2017 is selected as the research object. The public dataset contains the data of the power load forecasting competition organized by the European Network on Intelligent Technologies (EUNITE). The dataset includes historical load data in 1997 to 1998 and daily corresponding temperatures, as well as holiday data.
A. FEATURE INFORMATION PROCESSING
In order to meet the neural network input conditions, the input features need to be processed. The specific process goes as follows.
Normalization: In order to forecast the daily peak load, the temperature takes the daily minimum and maximum temperature. The load and temperature are numerical data. By normalization, the value is scaled to [0, 1]. The processing mode is expressed by the formula (23) . x represents the original load and temperature value, while x represents the normalized value.
Weather quantification: As one of the important factors affecting load fluctuation, weather condition is quantified as the value between [0, 1] as the candidate input features. The quantified results are shown in Table 1 . There are several weather stations that record weather data, but some data are not complete. We choose the weather station with the most complete weather data as the data source.
Week attribute code: Taking into account the difference between the workday and holiday load values, the week attribute is encoded, and 7-digit binary corresponds to 7 days a week as one of the candidate input features. 
B. FEATURE CORRELATION ANALYSIS
In short-term load forecasting applications, the original load sequence is decomposed into n load components with different characteristics and one residual load component by EEMD. Each load component reflects the potential feature information in the original load sequence. Calculate the sample entropy of each component as follows:
where N , m, r represent length, dimension and threshold respectively, and B m (t) is the probability of time series matching with template. Combined load components with similar sample entropy to reduce computational complexity and obtain new subsequence.
Considering the periodicity and randomness of the power system load and the vulnerability to natural conditions, especially meteorological factors and date characteristics, Pearson correlation coefficient is used to measure the correlation between the new sequences and the quantified pertinent factors. The correlation coefficient has a value range of [−1, 1].
where seq and fa respectively represent the new subsequence and the corresponding quantitative pertinent factor; m stands for dimension; seq and fa represent the mean of the vector.
C. EXPERIMENTAL RESULTS AND COMPARATIVE ANALYSIS
Case 1: Grid load data is collected once a minute, after smoothing the abnormal data, and the daily peak load is extracted as the forecasting object. The purpose of the experiment is to forecast the daily peak load in December 2017 and select the daily peak load for the first 11 months as the candidate training set. The candidate training set is normalized according to formula (23) . In order to forecast the peak daily load in December more accurately, candidate training set is classified. The ultima training set after clustering by bisecting K-Means algorithm is shown in Figure 5 , and historical load data of 135 days is selected.
The components of the training set power load data after EEMD processing are shown in Figure 6 . Considering the complexity of component computation, we calculate the sample entropy value of each component, as shown in Figure 7 , and merge the components with approximate value to form the new subsequences.
As shown in Figure 7 , components 2 and 3, components 4 and 5, components 6 and 7 have similar sample entropy values, which can be reconstructed to new subsequences, respectively. The final load components are combined into four new subsequences.
The meteorological factors corresponding to this dataset include daily weather condition and daily maximum and minimum temperatures. We calculate the Pearson correlation coefficient between the candidate pertinent factor and each new load subsequence, and take its absolute value to obtain Table 2 .
It can be seen from Table 2 that only subsequence 4 has a higher correlation with the daily maximum temperature and the minimum temperature. The correlation between other subsequences and candidate pertinent factors is weak. Therefore, when we construct the input feature of the subsequence 4, the daily maximum temperature and the daily minimum temperature features of the day should be added to the input feature. The load fluctuation has a certain periodicity. The weekly attribute is encoded using a 7-bit binary, and the encoded feature is added to the input features to form an input vector.
Based on the previous processing, a hybrid neural network forecasting model for each new subsequence is established, the output value of each forecasting model is obtained, and the values are added and inversely normalized to obtain the forecasted load values.
To prove the superior performance of the proposed method, under the condition of clustering, we use three comparison methods on the dataset, including unidirectional LSTM, SVR, and BPNN. The result is shown in Figure 8 and Table 3 .
In order to evaluate the performance of the proposed method, the Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE) are used as forecasting performance indicator, and they are defined as:
where y i is the actual daily peak load and y i is the forecasted daily peak load. Based on the same training data, three widely applied forecasting methods are used for comparison. It can be seen from the forecasted load curve of Figure 8 (a) that the proposed method obtains a load curve that is almost identical to the actual load curve. Based on the actual load curve, there is no forecasted point that suddenly increases or decreases. Figure 8 (b) describes the forecasted absolute percentage error for each forecast day. Where the black curve represents the proposed method. Compared to other colors, the black curve has a small fluctuation amplitude and the error value corresponding to each point on the curve is also small. Simultaneously, the absolute percentage error is basically below 5%. It shows that the error forecasted by proposed method is small and the error value fluctuation is slight. Table 3 presents the MAPE and RMSE for each forecasting method. Compared to the three comparison methods applied, the proposed method reduces the magnitude of MAPE and RMSE to 1.95% and 28.54, respectively. In conclusion, the combination of EEMD processing of load data with hybrid neural network as a forecasting network can improve the performance of forecasting accuracy.
There are three weather stations that record the relevant temperature of the grid data set relatively completely. The above experiment used temperature data from the most well-documented weather station. For weather stations with missing temperatures, we use the average of the previous and last day temperatures to fill. The temperature from three weather stations is finally obtained. The synthetic weather station is generated by the weighted average method [32] . The basic steps are as follows:
Step 1: Calculate the MAPE of the training set according to the temperature of the three weather stations.
Step 2: Calculate the MAPE for each station relative to the most accurate station using the following equation where m is the most accurate station from prior step.
Step 3: Calculate the weight.
Step 4: Calculate the synthetic weather station,
Weight k * t k (30) where t k indicates the temperature of the k-th weather station. It can be seen from Table 4 that the correlation coefficient between temperature of the synthetic weather station and subsequence 4 is high. Similar to the above experimental result.
According to the above experimental steps, the forecasted result is finally obtained. The forecast results obtained from the use of the synthetic weather station and the use of single weather station are shown in Table 4 .
Using a single weather station to obtain the magnitude of MAPE is 1.95%, the integrated weather station reduced the MAPE to 1.94%. Although the difference is subtle, it can still be proved that the method using the weighted average based approach to generate a synthetic weather station is effective for improving the accuracy of load forecasting. Case 2: The public dataset comprises the competition data, and the load data is collected every 30 minutes. The goal of the competition is to forecast the daily peak load in January 1999. The daily peak load in 1997 and 1998 is known. Taking into account the time span, we use daily peak load in 1998 as a candidate training set. After the normalization and clustering of the candidate training set, 182 load data are selected to form a training set to forecast the daily peak load in January 1999. The sequence data is described in Figure 9 .
The public dataset only gives the daily temperature of 1997 and 1998. To obtain a more accurate result in the peak load forecasting in January 1999, it is necessary to factor into the temperature from January 1 to January 31, 1999. Weather forecasting generally involves multiple devices, such as radar, rain gauges, and satellite cloud image, which is more complex than load forecasting. Therefore, the average temperature of January 1997 and January 1998 is used as the reference temperature of January 1999.
Same as Case 1, the steps are as follows:
Step 1: Perform the EEMD of the clustered load sequence to obtain Figure 10 .
Step: 2: Calculate the sample entropy value of each load component, obtain Figure 11 , and combine the components with approximate values to obtain new subsequences. As can be seen from the figure, components 4 and 5, components 6 and 7 can be combined.
Step 3: Calculate the correlation coefficient between the subsequence and the temperature sequence, and obtain Table 4 , and add the temperature factor as one of the input features to the sequence 4 and 5.
Step 4: Encode the week attribute and add it to each subsequence as one of the input features to form the final input vector.
The forecasting result of the method proposed in this paper is shown in Figure 12 . Based on this dataset, it is compared with the methods proposed in other papers, and the result is shown in Table 7 .
To verify the effectiveness of the method, the experimental results obtained by the method proposed in this paper are compared with the experimental results obtained by the forecasting method proposed in recent years on the competition data. It can be seen from the tabulated that the proposed method achieves higher forecasting accuracy. Com- pared with the method which was used by the winner of the competition, the proposed method can obtain a smaller ME 39.69 MW. The magnitude of MAPE obtained by SVM is 1.95% and the method of SVM combined with Genetic Algorithm (GA), the MAPE obtained using the method is 1.93%. In this paper, clustering method is used to obtain training data, through EEMD analysis, and hybrid neural network combining DBN with Bi-RNN is adopted, reducing the MAPE to 1.85%. Figure 12 (a) depicts the degree to which the forecasted load is fitted to the actual load, and (b) shows the forecasted absolute percentage error for each day. Comparing the two charts, we can see that the forecasting curve fitting is favorable. The maximum daily absolute percentage error is about 5%, and the absolute daily percentage error of more than half of the forecast day is less than 2%, which proves the effectiveness of the method. The analysis result shows that it is feasible and effective to apply the proposed method for short-term load forecasting.
The method proposed in this paper shows promising result on each dataset, and the magnitude of MAPE is below 2%. Therefore, the preprocessing of load data combined with unsupervised and supervised training methods can to some extent improve the accuracy of short-term load forecasting.
V. CONCLUSION
In this paper, a forecasting method based on EEMD and hybrid neural network for short-term power load forecasting under the condition of cluster analysis is proposed. It adopts the method of dividing levels in data processing, analyzes each subsequence, and combines with the pertinent factors of features to ensure the effectiveness of feature selection. In the forecasting network, the initialization parameters are trained by unsupervised greedy learning layer by layer, which makes it easy to approach the optimal value. Combined with bidirectional RNN, the forecasted value is finally obtained by spreading learning time information back and forth. The results of power grid load data forecasting show that the method proposed in this paper is effective and achieve higher forecasting accuracy than the compared methods. At the same time, the use of the synthetic weather station is more advantageous than the use of single weather station. For the public competitive load data, the method proposed is compared with other state-of-art methods, which obtains a smaller forecasting error. The load pertinent factors adopted in this paper are mainly meteorological factors. For further research, more pertinent factors such as time-of-use electricity price can be taken into account. More weather station data should also be considered.
