Introduction
This paper is part of our program to establish the fundamentals of the theory of mappings of finite distortion [8] , [1] , [10] , [15] , [16] , [9] which form a natural generalization of the class of mappings of bounded distortion, also called quasiregular mappings. Our research continues earlier developments on mappings of finite distortion, e.g. [5] , [14] , [7] , [18] .
Let us begin with the definition. We assume that ⊂ R n is a connected open set. We say that a mapping f : → R n has finite distortion if:
(FD-2) The Jacobian determinant J(x, f ) of f is locally integrable.
(FD-3) There is a measurable function K = K(x) ≥ 1, finite almost everywhere, such that f satisfies the distortion inequality
We arrive at the usual definition of a mapping of bounded distortion (a quasiregular mapping) when we require above that K ∈ L ∞ ( ). In this case condition (FD-2) assures that f ∈ W 1,n ( , R n ). The theory of mappings of finite distortion is by now well understood, see the monographs [23] by Reshetnyak, [24] by Rickman and [13] by Iwaniec and Martin. The recent works [3] , [8] , [1] , [10] , [15] , [16] , [11] , [9] have established a rich theory of mappings of finite distortion under relaxed conditions on the distortion function K that do not require K to be bounded. Namely, it has been proven under the assumption of exponential integrability of K that f is continuous, sense preserving, either constant or both open and discrete, and maps sets of measure zero to sets of measure zero.
The motivation for relaxing the boundedness of the distortion function partially arises from non-linear elasticity. See the paper [21] by Müller and Spector for a nice introduction to the mappings arising in that theory.
Notice that condition (FD-3) guarantees that J(x, f ) ≥ 0 a.e. in . However, it is not necessarily true under (FD-1)-(FD-3) that J(x, f ) > 0 a.e. in for a nonconstant f, a condition very desirable from the point of few of the mathematical models of deformations in non-linear elasticity. It is a deep analytic fact that the Jacobian of a non-constant mapping of bounded distortion cannot vanish in a set of positive measure.
In this paper we complete the fundamentals of the theory of mappings of finite distortion by estimating the size of the zero set of the Jacobian of a mapping of unbounded finite distortion and the branch set of the mapping. Our results imply, in particular, that both the zero set of the Jacobian and the branch set of a non-constant mapping of finite, exponentially integrable distortion have volume zero. Here the branch set of f , denoted by B f , consists of those points in at which f fails to be a local homeomorphism. We do not know of any earlier results on the size of the branch set or the zero set of the Jacobian of a mapping of a finite distortion beyond the boundedness assumption, the case of a mapping of bounded distortion.
The condition of exponential integrability of K has been further relaxed in [17] as regards the topological properties of mappings of finite distortion, and our results here will also hold under these weaker assumptions. Following this work, we introduce a special class of Orlicz functions. We assume that is a strictly increasing, differentiable function, and we make the following two assumptions, the second of which is entirely harmless (see the discussion in [17] ):
Then, the right assumption on K is the following condition (A ).
(A ) exp (K) and J(·, f ) ∈ L 1 loc ( ), and satisfies ( -1) and ( -2).
If we know that f ∈ W 1,n ( ), we do not need to assume so high order of integrability on K to obtain the regularity results. It suffices that K ∈ L p loc ( ) for some p > n − 1, see [7] , [18] . In this case, the requirement on the L n -integrability of |D f | can be relaxed as in [17] to:
loc ( ), where p > n − 1 and satisfies ( -1) and ( -2).
Here is a strictly increasing continuous function on [0, ∞) and the conditions referred to are the following:
Under the same assumptions as considered in [17] we obtain now the results on the zero set of the Jacobian and on the branch set. This result covers, for example, the case of a mapping of finite, exponentially integrable distortion. Taking Theorem 1.1 into account, we thus conclude that mappings of (sub)exponentially integrable distortion in the above sense form a natural analog of the class of mappings with bounded distortion.
In particular, Theorem 1.1 implies that, for a non-constant Sobolev mapping
, both the branch set and set where the Jacobian vanishes are of measure zero. Thus we obtain a solution to an open problem in the paper [7] of Heinonen and Koskela; no sufficient integrability condition on the distortion was known even in this setting in space.
The original arguments of Reshetnyak [22] , Martio, Rickman and Väisälä [19] , Bojarski and Iwaniec [2] for the branch set and the zero set of the Jacobian in the case of mappings of bounded distortion do not seem to easily extend to our setting. It would be possible to prove Theorem 1.1 by a modification of the method of Vodop'yanov [25] . However, we use a different approach (except of Step 1 of the proof of Theorem 1.2, where the estimate is similar to a part of the argument in [25] ), and prove first a result which has its own interest, Theorem 1.2.
Namely, concerning the zero set of the Jacobian, if we assume that the multiplicity of f is essentially bounded, then the borderline exponent for K is not n − 1 but n − 1, where n = n n−1 is the conjugate exponent to n. In this generality, we cannot rely on any topological facilities like continuity, openness or discreteness of the mapping. The assumptions of Theorem 1.2 cover the natural and important case of mappings which are invertible in the sense that their essential multiplicity is at most one. Then the result implies, roughly speaking, that there is no cavitation under the inverse mapping.
In fact, the main role of the integrability assumptions in Theorem 1.1, which are considerably stronger than those in Theorem 1.2, is to establish a local bound on the multiplicity as the first step. This bound is obtained using the result in [18] , [15] (see [17] for this generality) according to which a non-constant map satisfying the assumptions of Theorem 1.1 is both open and discrete.
If the multiplicity of f is essentially bounded by a constant N and f is not constant, then for any set E ⊂ we have
Notice that the multiplicity is assumed to be bounded only essentially, that is, a.e. y ∈ R n has at most N preimages for some fixed number N. This means that the possibility that a preimage of a point has positive measure is not a priori excluded. As a consequence of Theorem 1.2 we obtain the "unique continuation result" that a mapping which is zero on a part of of positive measure is forced to vanish on entire provided it satisfies the assumptions of Theorem 1.2.
The sharpness of our results is illustrated by two examples. The first example shows that the conditions on the Orlicz classes in Theorem 1.1 cannot be violated. Also, it demonstrates that the condition on multiplicity in Theorem 1.2 cannot be dropped, even if K is L p -integrable for any p. Similarly to [17] it can be shown that such an example demonstrates also the sharpness of the condition ( A ).
The sharpness of Theorem 1.2 is demonstrated by the following theorem, which may be also obtained by considering the inverse mapping of the homeomorphism constructed in [16] . 
Proofs of Theorems 1.2 and 1.1
We need the following consequence of standard covering arguments. Lemma 2.1. There is a constant τ = τ(n) with the following property: For each atomless probability Borel measure µ on R n there is a point y ∈ R n and a radius R > 0 such that
Proof. There is a constant L depending only on n such that any ball with radius 3r can be covered by L balls with radius r. Set
Since µ does not have atoms and µ(R n ) < ∞, it easily follows that ρ > 0. We find a point y ∈ R n and a radius R > 0 such that µ(B(y, 2R)) ≥ τ and R < ρ < 2R.
Consider a collection B 1 , . . . , B L of balls with radii R that cover B(y, 3R). Since
and thus
Proof of Theorem 1.2. Let us shortly write J = J(·, f ), The proof will be divided into four steps. STEP 1. We first prove an auxiliary estimate. Let E ⊂ be a measurable set. Consider a smooth function u with a compact support in R n . A direct computation gives
Here we used the fact that for a mapping f ∈ W 1,1 ( ; R n ) of multiplicity essentially bounded by N and a nonnegative Borel measurable function h on R n ,
that follows from the area formula and the fact (proved in [4] ) that can be exhausted up to a set of measure zero by sets the restriction to which of f is Lipschitz continuous. See also [6] . STEP 2. We claim that
For this, consider an arbitrary ball B ⊂⊂ and y 0 ∈ R n . Suppose that f differs from y 0 on a set of positive measure in B. Then there is R > 0 such that
Since singletons have zero n-capacity, given ε > 0 there is a smooth function u on R n such that spt u ∈ B(y 0 , R), u(0) = 1 and
For this we used the well-known trick
based on the Poincaré inequality, where the hypothesis is that v ∈ W 1,1 (B). By (2.1), (2.5) and (2.6) we have
Letting ε → 0 and using (2.4) we obtain that |B ∩ f −1 (y 0 )| = 0 whenever f differs from y 0 on a set of positive measure in B. Hence (2.3) follows by taking the connectedness of and the assumption that f is not constant into account. STEP 3. Now, let us prove that J > 0 a.e. Denote by Z the zero set of the Jacobian. Fix a ball B(x 0 , r) ⊂ . Consider the Borel measure defined by
By (2.3), µ does not have atoms. Using Lemma 2.1 we find a point y ∈ R n and a radius R > 0 such that
where τ = τ(n) > 0. Let u be a smooth function on R n such that (2.9) and set v := u • f. 1 (B(x 0 , r) ) and by (2.8) and (2.9),
(2.10)
By the Poincaré inequality (2.7) we have
Since f is a mapping of bounded distortion, we have D f = 0 and thus ∇(u• f ) = 0 a.e. on Z. Hence by (2.11), (2.1) and (2.9)
If x 0 is a Lebesgue point for g := K n −1 χ \Z , where χ \Z is the characteristic function of \ Z, it follows that g(x 0 ) > 0. This means that the set Z does not contain any Lebesgue points for g, and so it must be of measure zero. We have proved that J > 0 a.e. STEP 4. Finally, we will prove (1.1). Given E ⊂ with | f(E)| = 0, we find a Borel measurable set A ⊂ R n of measure zero which contains | f(E)|. Then E is contained in the measurable set E = f −1 (A). Let h be the characteristic function of A. By (2.2) we have
Since J > 0 a.e. it follows that |E| = 0.
Proof of Theorem 1.1. By the results in [10] , [15] and [17] , f is continuous and both open and discrete. In particular, the multiplicity of f is locally bounded. Thus we may apply Theorem 1.2 to conclude that J(x, f ) > 0 a.e. Regarding the size of the branch set B f , recall from [8] , [10] , [17] that f is monotone and belongs to W 1, p ( , R n ) for all p < n. Thus, by Väisälä's theorem on differentiability of monotone Sobolev mappings (cf. [24, Lemma 4.4] ), f is differentiable a.e. in . Taking the a.e. strict positivity of the Jacobian into account, we conclude that, for a.e. x in , f is differentiable with non-zero Jacobian. It follows that the branch set has measure zero, see e.g. [24, Lemma 4.12] .
The last part of the claim of Theorem 1.1 follows from (1.1) when we combine this with the result from [17] , according to which f maps sets of measure zero to sets of measure zero.
Proof of Theorem 1.3
We begin the construction of the example referred to in Theorem 1.3 by recalling the existence of suitable auxiliary Lipschitz functions. Proof of Theorem 1.3. Our aim is to construct a mapping f : Q 0 → R n so that f is of finite distortion K , f = 0 on ∂Q 0 and the distortion of f is as small as possible. To obtain the mapping referred to in Theorem 1.3, we then simply extend f as the constant mapping zero to the rest of R n and scale the variable to guarantee that f maps the exterior of the unit ball to the origin; the rest of the properties will follow from our construction.
The plan is to first to build a Lipschitz mapping with the correct boundary values using Lemma 3.1. This mapping will have bounded distortion in the set where the Jacobian is positive. We will then modify our mapping in the set where its Jacobian is negative by precomposing it (locally) with suitable mappings with negative Jacobians. For this we will use our construction in [15] and its refinement in [17] .
Given τ > 0, using Lemma 3.1 we construct a mapping u = (u 1 , . . . , u n ) : Q 0 → R n so that for i = 1, . . . , n and a.e. x ∈ Q 0 we have
Let ⊂ Q 0 be an open set of full measure where u is smooth. Set
By choosing a suitably small τ we may assume that
and that a.e. in Q 0 either
Then on + we have, by (3.1), (3.2),
We define
On − , we will precompose u with suitable mappings with negative Jacobians so as to obtain a mapping with positive Jacobian. For this we recall the mapping constructed in [17] as a refinement of the example in [15] : under the assumptions of Theorem 1.3 there is a continuous mapping g ∈ W 1,1 (Q 0 , MQ 0 ) for some M > 1 so that g(x) = x on the boundary of the unit cube Q 0 , J(x, g) < 0 a.e. in Q 0 , We will now use several scaled and translated copies of g attached to cubes in − . Instead of the usual Whitney decomposition of − , we pick a finer, similar decomposition Q of − into cubes Q so that M Q ⊂ − for each cube in this Whitney decomposition Q. Using the above mapping g we find, using translations and scaling, for each Q ∈ Q, a mapping g Q : Q → M Q such that g Q (x) = x on ∂Q, J(x, g Q ) < 0 a.e., Q |J(x, g Q )| dx ≤ a|Q|, (3.5) We define f(x) = u(g Q (x)), x ∈ Q (3.8)
when Q ∈ Q. Then (3.4) and (3.8) complete the construction because − = ∪ Q∈Q Q. To see that f has the desired properties, notice first that the distortion of f on Q is, by (3.1), (3.3) , no more than 2 n+1 times the "distortion" of g Q on Q. The desired integrability condition on the distortion of f then follows using (3.7). The construction shows that f ∈ W 1,1 (Q 0 , R n ) and that f is continuous. Finally, the integrability of the Jacobian of f follows from the definition of f and from (3.2), (3.3), and (3.5).
