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The bond-nematic state has both long-range ordering of magnetic quadrupoles and the high en-
tanglement typical of spin liquids, and as such can be thought of as a spin liquid crystal. One of
the most promising materials in which to find such a state is BaCdVO(PO4)2, in which a mag-
netically silent phase has been found between a magnetically ordered low-field phase and the high-
field polarised phase. Here I study the magnetic Hamiltonian of BaCdVO(PO4)2, and, for the
Hamiltonian-parameters determined by fits to inelastic neutron scattering experiments, show that
magnons condense out of the polarised state as bound pairs. This is direct theoretical support for
the existence of a bond-nematic state just below the saturation field.
I. INTRODUCTION
There are many different flavours of spin-nematic or-
der in condensed matter physics, and one of the most
interesting is undoubtedly the bond nematic1–5. In a
bond nematic the spins perform an entangled dance that
results in a multipolar order parameter forming on the
bonds of the lattice, while at the same time the system
has properties similar to a spin liquid6–9. In analogy with
classical liquid crystals, the bond nematic state can be
thought of as a spin liquid crystal.
Just like spin-liquid states, the stability of spin liq-
uid crystals typically relies on strong frustration, and is
fragile to additional magnetic interactions that relieve
this frustration4,5,10,11. However, unlike spin-liquids, the
bond nematic is built from triplet pairing of neighbouring
spins, and it follows that its stability can be enhanced by
magnetic field6. In fact, the application of magnetic field
can massively enhance the parameter window in which
the bond-nematic state is stable, and this effect is most
pronounced just below the transition into the fully po-
larised state4,12–15.
There are several candidate materials for the realisa-
tion of a bond-nematic phase16–20, with one of the most
promising being BaCdVO(PO4)2
21–24. Intriguingly, as
the field applied to BaCdVO(PO4)2 is lowered through
the saturation value of approximately 6.5T, there is an
apparently continuous phase transition from the fully-
polarised state to a partially-polarised but otherwise
magnetically-silent state22–24. This phase persists down
to approximately 4T, where there is a transition to a low-
field magnetically-ordered state. At the same time the
material is strongly frustrated, with competition between
ferromagnetic nearest-neighbour exchange interactions
and antiferromagnetic second-neighbour exchange21–24.
Taken together, this is suggestive of the formation of a
bond-nematic state in a field window of approximately
4-6.5T, but not conclusive proof.
Strong evidence for the existence of a bond nematic
would involve showing that a finite density of bound
magnon pairs develops below the saturation field. Con-
densation of such pairs out of the fully-polarised phase
results in 〈S−i S−j 〉 taking a finite value, which is exactly
the bond-nematic order parameter4,13,15.
In this paper I study magnon binding in the mag-
netic Hamiltonian believed on symmetry grounds to de-
scribe BaCdVO(PO4)2. I show that above the satura-
tion field there is wide range of parameters in which a
band of magnon bound states lie below the two-magnon
continuum, and that this includes the parameters ex-
tracted from fits to high-field inelastic neutron scatter-
ing measurements24. Crucially, I further show that con-
densation of these magnon pairs is the first instability
of the fully-polarised phase on lowering magnetic field.
Thus I provide direct theoretical support to the idea that
BaCdVO(PO4)2 has a bond-nematic state below the sat-
uration field.
II. MAGNETIC HAMILTONIAN
The minimal magnetic Hamiltonian of
BaCdVO(PO4)2 consists of Heisenberg couplings
between first and second neighbour spin-1/2’s. The
spins are associated with V4+ ions that approximately
form square planes. Interactions between spins in
neighbouring planes are believed to be negligibly small
compared to the in-plane interactions, and anisotropic
interactions can be discounted due to the isotropic
low-temperature g-factor and small spin-flop field22–24.
Taking into account the small deviation of the V ions
from a perfect square lattice, the most general Heisenberg
Hamiltonian is given by24,
Hspin =
∑
〈ij〉
JijSi · Sj − h
∑
i
Szi , (1)
where 〈ij〉 runs over all first and second neighbour bonds,
S is a spin-1/2 operator and there are eight distinct
values of Jij , shown in Fig. 1. These Jij values have
been parametrised from neutron scattering experiments,
where good fits to the data were obtained for Ja1 = J
′a
1 =
Jb1 = −0.42 meV, J ′b1 = −0.34 meV, J+2 = J−2 = 0.16
meV and J ′+2 = J
′−
2 = 0.38 meV
24. While these pa-
rameters may be improved upon as further experiments
are performed, they are consistent with the low-field
magnetic-ordered state23 and with the finding that there
ar
X
iv
:2
00
3.
12
74
7v
1 
 [c
on
d-
ma
t.s
tr-
el]
  2
8 M
ar 
20
20
2c c c
c c c
d d d
FIG. 1: Multi-J Hamiltonian believed to describe the material
BaCdVO(PO4)2. There are 8 different magnetic couplings linking
first and second neighbours. As a result there are 2 inequivalent
sites, which are labelled c and d.
is competition between ferro and antiferromagnetism21.
Since the magnetic interactions are relatively weak, the
magnetic field required to saturate the system is also rela-
tively weak, and the fully polarised state is realised above
a field of about 6.5T24.
A useful starting point is to first rewrite Hspin [Eq. 1]
in a bosonic form25. Here I will do this under the as-
sumption that Ja1 = J
′a
1 , since this is consistent with
the suggested parameters for BaCdVO(PO4)2 and also
considerably simplifies all the mathematical expressions.
For completeness the case of Ja1 6= J ′a1 is presented in
Appendix A. Also, when considering geometrical factors,
small deviations from a square lattice are ignored, due to
their irrelevantly small size.
Since for the fully-polarised state there are two sites in
the unit cell, which can be labelled c and d (see Fig. 1),
it is necessary to introduce two distinct boson operators,
according to,
i ∈ c Szi = 1/2− c†i ci, S+i = ci, S−i = c†i ,
i ∈ d Szi = 1/2− d†idi, S+i = di, S−i = d†i . (2)
These transformations are exact, as long as a hardcore
constraint is imposed on every site. In consequence Hspin
can be rewritten in terms of a two-boson and a four-boson
term as H = H2 +H4. The two-boson part is given by,
H2 =
∑
q
(
c†q, d
†
q
)( Aq Bq
B∗q A
′
q
)(
cq
dq
)
, (3)
where q lives in the Brillouin zone of the 2-site unit cell
(−pi < qa < pi, −pi/2 < qb < pi/2), the lattice constant is
set to unity and,
Aq = h− Ja1 (1− cos qa)−
1
2
(Jb1 + J
′b
1 )
− 1
2
(J+2 + J
−
2 + J
′+
2 + J
′−
2 )
Bq =
1
2
(Jb1e
iqb + J ′b1 e
−iqb) +
1
2
(J+2 e
−i(qa−qb)
+ J−2 e
i(qa+qb) + J ′+2 e
i(qa−qb) + J ′−2 e
−i(qa+qb)). (4)
Diagonalisation of H2 is achieved by introducing the
bosons α and β according to,
(
cq
dq
)
=
(
uxq v
x
q
uyq v
y
q
)(
αq
βq
)
, (5)
where uq = (u
x
q, u
y
q) and vq = (v
x
q, v
y
q) are the eigenvec-
tors of H2 and are given by,
uq =
1√
2
(
Bq
|Bq| , 1
)
, vq =
1√
2
(
− Bq|Bq| , 1
)
. (6)
The normalised and orthogonal nature of these eigenvec-
tors is sufficient that α and β inherit the proper boson
commutation relationships. The resulting Hamiltonian
is,
H2 =
∑
q
[
ωαqα
†
qαq + ω
β
qβ
†
qβq
]
, ωα/βq = Aq ± |Bq|.
(7)
The 4-boson part of the Hamiltonian can be written
as,
H4 = 1
N
∑
k1...k4
[
V˜ cck2−k4c
†
k1
c†k2ck3ck4 + V
cd
k2−k4c
†
k1
d†k2ck3dk4
+V˜ ddk2−k4d
†
k1
d†k2dk3dk4
]
δk1+k2−k3−k4 ,
(8)
where N is the total number of square lattice sites,
V˜ ccq = V˜
dd
q = 2U + 2J
a
1 cos qa, V
cd
q = 4Bq, (9)
and U is an infinite on-site potential that enforces the
hardcore constraint. Transforming to the boson op-
erators that diagonalise H2 and rewriting in terms of
the centre of momentum coordinates k1 = K/2 + p,
k2 = K/2 − p, k3 = K/2 + p′ and k4 = K/2 − p′
3gives,
H4 = 1
N
∑
K,p,p′
[
V˜ ααααK,p,p′α
†
K/2+pα
†
K/2−pαK/2+p′αK/2−p′
+ V˜ αβααK,p,p′α
†
K/2+pβ
†
K/2−pαK/2+p′αK/2−p′
+ V˜ αααβK,p,p′α
†
K/2+pα
†
K/2−pαK/2+p′βK/2−p′
+ V˜ ααββK,p,p′α
†
K/2+pα
†
K/2−pβK/2+p′βK/2−p′
+ V˜ ββααK,p,p′β
†
K/2+pβ
†
K/2−pαK/2+p′αK/2−p′
+ V˜ αβαβK,p,p′α
†
K/2+pβ
†
K/2−pαK/2+p′βK/2−p′
+ V˜ αβββK,p,p′α
†
K/2+pβ
†
K/2−pβK/2+p′βK/2−p′
+ V˜ ββαβK,p,p′β
†
K/2+pβ
†
K/2−pαK/2+p′βK/2−p′
+V˜ ββββK,p,p′β
†
K/2+pβ
†
K/2−pβK/2+p′βK/2−p′
]
.
(10)
The expressions for the V ’s are quite lengthy, and are
given in Eq. A8.
III. SINGLE MAGNON PHYSICS
Before considering the binding of magnons, it is useful
to first consider the single-magnon excitations of the fully
polarised state. These can be understood exactly, since
hopping of bosons is purely due to H2, and is not affected
by H4.
The single magnon dispersion has two branches, as
would be expected for a 2-site unit cell, and the disper-
sion relationships are given by ω
α/β
q [Eq. 7]. The asso-
ciated parameter space is large, and, rather than trying
to study the excitations for all possible parameters, it is
useful to instead consider a representative sub-space. In
order to do this one can define,
J˜ = Jb1 + J
+
2 + J
−
2 , J˜
′ = J ′b1 + J
′+
2 + J
′−
2 . (11)
The usefulness of these combinations comes from the fact
that they are important for determining the minimum of
ω
α/β
q , and therefore which single-magnon mode is the first
to go soft as the magnetic field is reduced.
In particular, the location of the first 1-magnon insta-
bility of the fully polarised magnet is determined by the
sign of J˜ . Assuming that J˜ ′ > J˜ , it occurs at q = (0, 0)
for J˜ > 0 and at q = (0, pi/2) for J˜ < 0 (the physics is
just mirrored for J˜ ′ < J˜). Thus a simple phase diagram
can be plotted in terms of (J˜ ′+J˜)/|Ja1 | and (J˜ ′−J˜)/|Ja1 |,
as shown in Fig. 2. The critical fields at which the insta-
bilities take place are given by,
h0 = J˜
′ + J˜ , q = (0, 0)
hpi/2 = J˜
′, q = (0, pi/2). (12)
Since q is associated with a 2-site unit cell (see Fig. 1), an
instability at q = (0, 0) implies the development of 2-site
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FIG. 2: Phase diagram showing the 1-magnon instability of the
fully polarised phase. For J˜ > 0 the dispersion goes soft at q =
(0, 0), implying a transition to 2-sublattice canted antiferromagnet.
For J˜ < 0 the dispersion goes soft at q = (0, pi/2), implying a
transition to 4-sublattice canted antiferromagnet. At J˜ = 0 there
is a line of zeros in the dispersion (see Fig. 4), which is a sign of
high frustration. The dashed line shows the path taken though
configuration space in Fig. 6, and the yellow dot the parameters
extracted for BaCdVO(PO4)2 in Ref. 24.
FIG. 3: Reduced dispersion relationship, α/βq [Eq. 13], shown in
the 2-site Brillouin zone for the parameters extracted in Ref. 24.
The upper (yellow) branch, αq , is gapped, while the lower (blue)
band, βq, has a gapless point at q = (0, pi/2). The parameters are
Ja1 = J
′a
1 = J
b
1 = −0.42 meV, J ′b1 = −0.34 meV, J+2 = J−2 = 0.16
meV and J ′+2 = J
′−
2 = 0.38 meV.
magnetic ordering, while an instability at q = (0, pi/2)
implies 4-site magnetic ordering.
Since BaCdVO(PO4)2 has 4-sublattice magnetic order
at low-field23,24, the main interest of this paper is in the
instability at q = (0, pi/2), and the associated chemical
potential can be defined as µ = hpi/2 − h. This can be
used to define the shifted dispersion relations,
α/βq = ω
α/β
q + µ, (13)
such that the minima of 
α/β
q are fixed to zero energy, as
can be seen in Fig. 3.
Certain points on the phase diagram shown in Fig. 2
include the well-studied J1-J2 Heisenberg model. Most
4interestingly J˜ = J˜ ′ = 0 includes the highly-frustrated
point, |J1| = J2/2, where it has been shown that frustra-
tion destroys the possibility of forming long-range mag-
netic order, and instead a bond-nematic phase forms that
persists all the way to h = 04,26. The mechanism under-
pinning this is the partial localisation of the one-magnon
excitations, which thus gain relatively little energy from
hopping, and get outcompeted by more mobile bound-
magnon pairs4. This partial localisation can be seen in
the 1-magnon dispersion as intersecting lines of zero en-
ergy modes in βq, one along qa = 0 and the other along
qb = 0 (see Fig. 4).
This suggests that it is worth searching for other pa-
rameter sets with lines of zeros in 
α/β
q , since these are
likely to correspond to parameters that are particularly
favourable for the formation of bond-nematic order. In-
spection of the dispersion relations show that there is a
line of parameters, defined by J˜ = 0 (i.e. the border be-
tween the q = (0, pi/2) and q = (0, 0) instabilities), for
which the shifted dispersion has lines of zeros running
along qa = 0, an example of which is shown in Fig. 4.
Moving away from the J˜ = 0 line reduces the phase
space of low-energy single-magnon modes (see Fig. 4),
and thus the expectation is that the magnon-binding en-
ergy should reduce.
IV. MAGNON BOUND STATE
The main focus of this paper is on the existence of
magnon bound states in the fully-polarised phase of Hspin
[Eq. 1] that condense preferentially as the magnetic field
is lowered. This results in 〈S−i S−j 〉 taking a finite value,
which is exactly the bond-nematic order parameter4,13.
The calculation of magnon binding energies has
been used to understand a number of model systems
with competing ferromagnetic and antiferromagnetic
interactions12–15. The novelty of the calculations pre-
sented here arises firstly from their application to the
material BaCdVO(PO4)2 and secondly from the techni-
cal challenge posed by a 2-site unit cell.
The basic idea is that, when decreasing magnetic field
from a high value, bound magnon pairs condense be-
fore single-magnon excitations. The single-magnon ex-
citations condense when the dispersion minimum (i.e.
the minimum of ω
α/β
q [Eq. 7]) touches zero, resulting
in a transition to a canted antiferromagnetic phase at
h = hpi/2. However, if a bound-magnon state exists below
the 2-magnon continuum, then its dispersion minimum
is at −2µ −∆, with binding energy ∆ > 0, resulting in
condensation of bound magnon pairs at h = hpi/2 + ∆/2.
Thus the first instability of the fully-polarised state is not
to a canted antiferromagnet, but instead to a partially-
polarised bond nematic.
As the field is lowered further, the bond nematic may
persist all the way to zero field, or it may transition into
an ordered magnet, with the former case only occurring
for very high frustration. The lower bound for the width
of the bond-nematic field range is given by translating ∆
into field units, but the true value may be considerably
larger.
Calculation of ∆ requires a determination of the renor-
malised two-particle scattering vertex, starting from the
bosonic Hamiltonian13–15,27. A bound state corresponds
to a divergence of this renormalised vertex that occurs
outside of the two-particle continuum, and thus results
in a separate pole in the two-particle Green’s function.
The renormalised two-particle vertex can be calculated
exactly, allowing ∆ to be determined without approxi-
mation.
The lowest energy 1-magnon excitations are the β
bosons, which have a dispersion minima at q =
(0,±pi/2). Thus the lowest-energy bound state will be
a pairing of β bosons with total momentum K = 0. As
such the focus of the calculations will be on determin-
ing the renormalised vertex of the purely β term in H4
[Eq. 10]. In principle it is possible to also have bound
pairs of α bosons or of one α and one β boson, but, due
to αq having a gap, these will not condense.
The renormalised vertex, Γββββp,p′ can be calculated via
the Bethe-Salpeter equation13, and, in the case of two
flavours of bosons, it is necessary to consider a set of
coupled equations. These can be represented diagramat-
ically, as shown in Fig. 5.
The first problem to be overcome when solving these
equations is that the bare interaction contains the infinite
on-site potential U . I again concentrate on the case Ja1 =
J ′a1 , where eliminating U (see Appendix B) results in a
set of 6 simultaneous equations. The first two of these
are, ∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′ + Γ
ββαα
p,p′′ g
αα
p′′
]
= 1∫
d2p′′
2pi2
Γββαβp,p′′ g
αβ
p′′ = 0, (14)
where,
gγδp (K,∆) =
1
γK/2+p′′ + 
δ
K/2−p′′ + ∆− i0+
, (15)
with γδ = αα, αβ, ββ. The third is,
〈Γββββp,p′ 〉 − 〈Γββααp,p′ 〉 = 〈V ββββp,p′ 〉 − 〈V ββααp,p′ 〉
−
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′ (〈V ββββp′′,p′ 〉 − 〈V ββααp′′,p′ 〉)
+ Γββααp,p′′ g
αα
p′′ (〈V ααββp′′,p′ 〉 − 〈V ααααp′′,p′ 〉)
+Γββαβp,p′′ g
αβ
p′′ (〈V αβββp′′,p′ 〉 − 〈V αβααp′′,p′ 〉)
]
, (16)
where angular brackets are defined by 〈Op,p′〉 =∫
d2p′
2pi2 Op,p′ and V is the finite part of the vertex V˜ . The
5FIG. 4: The shifted dispersion of magnons in Hspin [Eq. 1]. The lower branch is βq and the upper branch αq [Eq. 13]. (a) For J˜ = 0 there
is a line of zeros running along qa = 0. The plot is for Ja1 = J
′a
1 = J
b
1 = J
′b
1 = −1, J+2 = J−2 = 0.5 and J ′+2 = J ′−2 = 1. (b) For J˜ < 0
there is a gapless point at q = (0, pi/2). The plot is for Ja1 = J
′a
1 = J
b
1 = J
′b
1 = −1, J+2 = J−2 = 0 and J ′+2 = J ′−2 = 1. For J˜ = J˜ ′ = 0
there are two lines of zeros, running along qa = 0 and qb = 0. The plot is for J
a
1 = J
′a
1 = J
b
1 = J
′b
1 = −1, J+2 = J−2 = −J ′+2 = J ′−2 = 1
(i.e. the highly frustrated point of the J1-J2 model).
= + + +
= + + +
= + + +
K/2+p
K/2-p
K/2+p'
K/2-p'
K/2+p
K/2-p K/2-p'
K/2+p'
K/2-p''
K/2+p''
FIG. 5: Diagrammatic equations for the renomalised vertices Γββββ
p,p′ , Γ
ββαα
p,p′ and Γ
ββαβ
p,p′ . Dashed lines represent the bare V vertices.
Divergence of one of these vertices indicates the existence of a magnon bound state.
remaining 3 are,
Γββγδp,p′ = 〈Γββγδp,p′ 〉+ δV ββγδp,p′
−
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′δV
ββγδ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ δV
ααγδ
p′′,p′
+Γββαβp,p′′ g
αβ
p′′ δV
αβγδ
p′′,p′
]
, (17)
where,
δV ββββp,p′ = V
ββββ
p,p′ − 〈V ββββp,p′ 〉, (18)
and similarly for the other V ’s.
A good way to solve these equations is by expanding
the renormalised vertices Γ, in terms of the same lattice
harmonics as the bare vertices, V 13. As a result, the U -
independent simultaneous equations [i.e. Eq. 14, Eq. 16
and Eq. 17] can be used to define a 45 by 45 matrix
(see Appendix C). When the determinant of the matrix
is equal to zero, this corresponds to a divergence of the
renormalised vertex Γββββp,p′ . By calculating the value of
∆ at which this occurs, the binding energy can be deter-
mined.
A useful check that no mistakes have been made in the
construction of the matrix involves comparing to known
results for the J1-J2 Heisenberg model on the square
lattice15. The same value of ∆ was found from the more
complicated calculation based on a 2-site unit cell de-
scribed in this paper, as was obtained for the simpler
1-site unit-cell calculation that is possible for the J1-J2
model. This lends confidence to the results at more gen-
eral values of the J parameters, where a 2-site unit cell
is unavoidable.
The most interesting parameter set to investigate is the
one determined for BaCdVO(PO4)2 from fits to inelas-
tic neutron scattering experiments24. For these parame-
ters, which are listed under Eq. 1, I find ∆ = 0.032 meV
(equivalently ∆/|Ja1 | = 0.076), implying that a bond ne-
matic state forms below saturation. Calculating the satu-
ration field using hsat = hpi/2+∆/2 and gc = 1.92
22 gives
hsat = 3.9T, whose low value compared to the experimen-
tally determined hsat ≈ 6.5T may indicate that the model
parameters need to be slightly revised. This wouldn’t be
too surprising, since it was reported in Ref. 24 that it was
not possible to uniquely determine the model parameters
61.0 0.5 0.0 0.5 1.0
0.0
0.1
0.2
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FIG. 6: Dependence of the magnon binding energy, ∆, on the
proximity to the highly frustrated line at J˜ = 0. As expected, the
magnon binding energy is enhanced by the build-up of low-energy
modes close to J˜ = 0. The parameters used are Ja1 = J
′a
1 = J
b
1 =
J ′b1 = −1, 0 < J+2 = J−2 < 1 and J ′+2 = J ′−2 = 1, corresponding
to −1 < J˜/|Ja1 | < 1. For J˜ < 0 the first 1-magnon instability is at
q = (0, pi/2) and for J˜ > 0 it is at q = (0, 0) (see Fig. 2).
from fits to the available experimental data.
One important point is that the 1-magnon spectrum,
ωq [Eq. 7], which is what is measured by inelastic neutron
scattering, remains gapped at the saturation field, with
a gap hsat − hpi/2 = ∆/2. Measurement of a gap in the
1-magnon spectrum at the same field as thermodynamic
measurements show the saturation transition to occur,
would thus both provide evidence that the transition is
not associated with a condensation of single magnons and
allow an estimate of the magnon binding energy, ∆.
Since further inelastic neutron scattering measure-
ments may give a different parametrisation of the mag-
netic couplings in BaCdVO(PO4)2, and/or other oxy-
vanadate materials may be found to also be described by
Hspin [Eq. 1], it is worth trying to explore parameter space
to get a feeling for the robustness of the bond-nematic
state. While it would in principle be possible to ex-
plore fully the 8 dimensional space, it would be a thank-
less task. Instead I consider a line of parameters with
J˜ ′/|Ja1 | = 1 and −1 < J˜/|Ja1 | < 1 (see Fig. 2). These pa-
rameters include both the region in which q = (0, pi/2)
is the first 1-magnon instability (−1 < J˜/|Ja1 | < 0)
and in which q = (0, 0) is the first 1-magnon instability
(0 < J˜/|Ja1 | < 1). As expected, the magnon binding en-
ergy, ∆, is largest when J˜ = 0 (see Fig. 6), which I ascribe
to the large phase space of low-energy modes associated
with the line of zeros in βq (see Fig. 4). Moving away from
this point, ∆ falls off quicker when moving in the J˜ < 0
(i.e. into the q = (0, pi/2) region) than in the J˜ > 0 (i.e.
into the q = (0, 0) region), but in both directions remains
positive in the full range −1 < J˜/|Ja1 | < 1. This suggests
that for ferromagnetic first-neighbour interactions and
antiferromagnetic second-neighbour interactions the for-
mation of a bond-nematic just below saturation is very
robust.
The parameters for which ∆ has been calculated in
Fig. 6 are Ja1 = J
′a
1 = J
b
1 = J
′b
1 = −1, 0 < J+2 = J−2 < 1
and J ′+2 = J
′−
2 = 1. The nice thing about these pa-
rameters is that they connect to the known value for the
J1-J2 model for J
+
2 = J
−
2 = 1 (∆ = 0.148) and that
they can also be quantitatively compared to the maxi-
mally frustrated point of the J1-J2 model at J1 = −1
and J2 = 0.5
15. As expected, the value of ∆ = 0.52
found at the maximally frustrated point is greater than
the value of ∆ = 0.4 at J+2 = J
−
2 = 0.5 (i.e. on the
highly-frustrated line).
Thus it seems possible to deduce two general princi-
ples, namely that the magnon binding energy is strongest
when the parameters are close to the frustrated line de-
fined by J˜ = 0, where there is a line of zeros in the
shifted dispersion, and that this effect is enhanced ap-
proaching the highly-frustrated point familiar from the
J1-J2 model, where two lines of zeros intersect.
V. CONCLUSION
The main message of this paper is that
BaCdVO(PO4)2 probably does realise a bond-nematic
state at magnetic fields just below saturation. More
precisely, the magnetic Hamiltonian that is believed
to describe BaCdVO(PO4)2 shows a robust tendency
to bond-nematic ordering in the relevant parameter
region. This includes the set of parameters extracted
from inelastic neutron scattering experiments24. Further
measurements may refine the magnetic-coupling param-
eters extracted in Ref. 24, but, due to the robustness of
magnon pairing to changes in model parameters, this is
unlikely to change the conclusion that a bond-nematic
state exists.
More generally, the robustness of the bond nematic
state as the first instability of Hspin [Eq. 1] on lower-
ing magnetic field, is related to the large phase space of
low-energy modes in the 1-magnon dispersion. This is
most pronounced at certain lines in the phase diagram in
which lines of zero-energy modes develop in the shifted
dispersion relation.
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Appendix A: The bosonic Hamiltonian for Ja1 6= J ′a1
In this Appendix a bosonic rewriting of Hspin [Eq. 1] is
performed in the case of Ja1 6= J ′a1 .
7As already discussed in Section II, Hspin can be ex-
actly transformed into a Hamiltonian with 2 and 4 boson
terms, as long as a hardcore constraint is enforced. In
the case of Ja1 6= J ′a1 the 2-boson part is given by,
H2 =
∑
q
(
c†q, d
†
q
)( Aq Bq
B∗q A
′
q
)(
cq
dq
)
, (A1)
where the difference from Eq. 3 is that the diagonal terms
are no longer equal. The new diagonal term is given by,
A′q = h− J ′a1 (1− cos qa)−
1
2
(Jb1 + J
′b
1 )
− 1
2
(J+2 + J
−
2 + J
′+
2 + J
′−
2 ), (A2)
while Aq and Bq are given in Eq. 4. As a result the
eigenvectors of H2 are lengthier, and given by,
uq =
1
Nu
Aq −A′q
2
+
√[
Aq −A′q
2
]2
+ |Bq|2
 Bq
|Bq|2 , 1

vq =
1
Nv
Aq −A′q
2
−
√[
Aq −A′q
2
]2
+ |Bq|2
 Bq
|Bq|2 , 1

(A3)
with the normalisations,
Nu/v =
√
2
|Bq|
[
|Bq|2 +
[
Aq −A′q
2
]2
±Aq −A
′
q
2
√[
Aq −A′q
2
]2
+ |Bq|2
 12 . (A4)
The resulting dispersion relations are,
ωα/βq =
Aq +A
′
q
2
±
√(
Aq −A′q
2
)2
+ |Bq|2. (A5)
The 4-boson part of the Hamiltonian can be written as
in Eq. 8, but with,
V˜ ccq = 2U + 2J
a
1 cos qa, V
cd
q = 4Bq,
V˜ ddq = 2U + 2J
′a
1 cos qa. (A6)
Transforming to the boson operators that diagonalise H2
gives,
H4 = 1
N
∑
k1...k4
[
V˜ ααααk1...k4α
†
k1
α†k2αk3αk4
+ V˜ αβααk1...k4α
†
k1
β†k2αk3αk4 + V˜
αααβ
k1...k4
α†k1α
†
k2
αk3βk4
+ V˜ ααββk1...k4α
†
k1
α†k2βk3βk4 + V˜
ββαα
k1...k4
β†k1β
†
k2
αk3αk4
+ V˜ αβαβk1...k4α
†
k1
β†k2αk3βk4 + V˜
αβββ
k1...k4
α†k1β
†
k2
βk3βk4
+V˜ ββαβk1...k4β
†
k1
β†k2αk3βk4 + V˜
ββββ
k1...k4
β†k1β
†
k2
βk3βk4
]
δk1+k2−k3−k4 (A7)
where,
V˜ ααααk1...k4 = u
x∗
k1u
x∗
k2u
x
k3u
x
k4 V˜
cc
k2−k4 + u
x∗
k1u
y∗
k2
uxk3u
y
k4
V cdk2−k4
+ uy∗k1u
y∗
k2
uyk3u
y
k4
V˜ ddk2−k4
V˜ αβααk1...k4 = u
x∗
k1v
x∗
k2u
x
k3u
x
k4 V˜
cc
k2−k4 + u
x∗
k1v
y∗
k2
uxk3u
y
k4
V cdk2−k4
+ uy∗k1v
y∗
k2
uyk3u
y
k4
V˜ ddk2−k4 + u
x∗
k1v
x∗
k2u
x
k3u
x
k4 V˜
cc
k1−k4
+ uy∗k1v
x∗
k2u
x
k3u
y
k4
V cdk1−k4 + u
y∗
k1
vy∗k2u
y
k3
uyk4 V˜
dd
k1−k4
V˜ αααβk1...k4 = u
x∗
k1u
x∗
k2u
x
k3v
x
k4 V˜
cc
k2−k4 + u
x∗
k1u
y∗
k2
uxk3v
y
k4
V cdk2−k4
+ uy∗k1u
y∗
k2
uyk3v
y
k4
V˜ ddk2−k4 + u
x∗
k1u
x∗
k2u
x
k3v
x
k4 V˜
cc
k2−k3
+ ux∗k1u
y∗
k2
uyk3v
x
k4V
cd
k2−k3 + u
y∗
k1
uy∗k2u
y
k3
vyk4 V˜
dd
k2−k3
V˜ ααββk1...k4 = u
x∗
k1u
x∗
k2v
x
k3v
x
k4 V˜
cc
k2−k4 + u
x∗
k1u
y∗
k2
vxk3v
y
k4
V cdk2−k4
+ uy∗k1u
y∗
k2
vyk3v
y
k4
V˜ ddk2−k4
V˜ ββααk1...k4 = v
x∗
k1v
x∗
k2u
x
k3u
x
k4 V˜
cc
k2−k4 + v
x∗
k1v
y∗
k2
uxk3u
y
k4
V cdk2−k4
+ vy∗k1v
y∗
k2
uyk3u
y
k4
V˜ ddk2−k4
V˜ αβαβk1...k4 = u
x∗
k1v
x∗
k2u
x
k3v
x
k4 V˜
cc
k2−k4 + u
x∗
k1v
y∗
k2
uxk3v
y
k4
V cdk2−k4
+ uy∗k1v
y∗
k2
uyk3v
y
k4
V˜ ddk2−k4 + u
x∗
k1v
x∗
k2u
x
k3v
x
k4 V˜
cc
k2−k3
+ ux∗k1v
y∗
k2
uyk3v
x
k4V
cd
k2−k3 + u
y∗
k1
vy∗k2u
y
k3
vyk4 V˜
dd
k2−k3
+ ux∗k1v
x∗
k2u
x
k3v
x
k4 V˜
cc
k1−k4 + u
y∗
k1
vx∗k2u
x
k3v
y
k4
V cdk1−k4
+ uy∗k1v
y∗
k2
uyk3v
y
k4
V˜ ddk1−k4 + u
x∗
k1v
x∗
k2u
x
k3v
x
k4 V˜
cc
k1−k3
+ uy∗k1v
x∗
k2u
y
k3
vxk4V
cd
k1−k3 + u
y∗
k1
vy∗k2u
y
k3
vyk4 V˜
dd
k1−k3
V˜ αβββk1...k4 = u
x∗
k1v
x∗
k2v
x
k3v
x
k4 V˜
cc
k2−k4 + u
x∗
k1v
y∗
k2
vxk3v
y
k4
V cdk2−k4
+ uy∗k1v
y∗
k2
vyk3v
y
k4
V˜ ddk2−k4 + u
x∗
k1v
x∗
k2v
x
k3v
x
k4 V˜
cc
k1−k4
+ uy∗k1v
x∗
k2v
x
k3v
y
k4
V cdk1−k4 + u
y∗
k1
vy∗k2v
y
k3
vyk4 V˜
dd
k1−k4
V˜ ββαβk1...k4 = v
x∗
k1v
x∗
k2u
x
k3v
x
k4 V˜
cc
k2−k4 + v
x∗
k1v
y∗
k2
uxk3v
y
k4
V cdk2−k4
+ vy∗k1v
y∗
k2
uyk3v
y
k4
V˜ ddk2−k4 + v
x∗
k1v
x∗
k2u
x
k3v
x
k4 V˜
cc
k2−k3
+ vx∗k1v
y∗
k2
uyk3v
x
k4V
cd
k2−k3 + v
y∗
k1
vy∗k2u
y
k3
vyk4 V˜
dd
k2−k3
V˜ ββββk1...k4 = v
x∗
k1v
x∗
k2v
x
k3v
x
k4 V˜
cc
k2−k4 + v
x∗
k1v
y∗
k2
vxk3v
y
k4
V cdk2−k4
+ vy∗k1v
y∗
k2
vyk3v
y
k4
V˜ ddk2−k4 .
(A8)
Appendix B: Eliminating the infinite potential U
In order to solve the coupled ladder equations shown
diagramatically in Fig. 5, it is necessary to first eliminate
the infinite potential U28,29.
The bare interaction vertices [Eq. A8] can always be
rewritten so as to separate out the infinite part as,
V˜ ααααp,p′ = V
αααα
p,p′ + 2UW
αααα
p,p′ , (B1)
and similarly for the other V ’s, where the K dependence
has been suppressed for brevity. In consequence the three
equations shown in Fig. 5 can be written as,
8Γββββp,p′ = V
ββββ
p,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′V
ββββ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ V
ααββ
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′V
αβββ
p′′,p′
]
+ 2U
[
W ββββp,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′W
ββββ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′W
ααββ
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′W
αβββ
p′′,p′
]]
Γββααp,p′ = V
ββαα
p,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′V
ββαα
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ V
αααα
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′V
αβαα
p′′,p′
]
+ 2U
[
W ββααp,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′W
ββαα
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′W
αααα
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′W
αβαα
p′′,p′
]]
Γββαβp,p′ = V
ββαβ
p,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′V
ββαβ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ V
αααβ
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′V
αβαβ
p′′,p′
]
+ 2U
[
W ββαβp,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′W
ββαβ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′W
αααβ
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′W
αβαβ
p′′,p′
]]
.
(B2)
In the case of Ja1 = J
′a
1 the W ’s simplify to,
Wααααp,p′ = W
ααββ
p,p′ = W
ββαα
p,p′ = W
ββββ
p,p′ = 1/2
Wαααβp,p′ = W
αβαα
p,p′ = W
αβββ
p,p′ = W
βαββ
p,p′ = 0
Wαβαβp,p′ = 2, (B3)
resulting in,
Γββββp,p′ = V
ββββ
p,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′V
ββββ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ V
ααββ
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′V
αβββ
p′′,p′
]
+ U
[
1−
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′ + Γ
ββαα
p,p′′ g
αα
p′′
]]
Γββααp,p′ = V
ββαα
p,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′V
ββαα
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ V
αααα
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′V
αβαα
p′′,p′
]
+ U
[
1−
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′ + Γ
ββαα
p,p′′ g
αα
p′′
]]
Γββαβp,p′ = V
ββαβ
p,p′ −
∫
d2p′′
2pi2
[
Γββββp,p′′ g
ββ
p′′V
ββαβ
p′′,p′ + Γ
ββαα
p,p′′ g
αα
p′′ V
αααβ
p′′,p′ + Γ
ββαβ
p,p′′ g
αβ
p′′V
αβαβ
p′′,p′
]
− 4U
∫
d2p′′
2pi2
Γββαβp,p′′ g
αβ
p′′ .
(B4)
From these equations one can derive Eqs. 14, Eq. 16 and
Eqs. 17 in the main text. Eqs. 14 come from setting each
of the coefficients of U to be 0, which is necessary to en-
sure that the vertex functions are finite for arbitrary pa-
rameter values. Eq. 16 is derived by taking the difference
between the two first equations above, and then apply-
ing the average 〈Op,p′〉 =
∫
d2p′
2pi2 Op,p′ . Finally Eqs. 17
are derived by taking Γ − 〈Γ〉, and thus eliminating the
infinite part, which does not depend on p′.
Appendix C: Expansion of Bethe-Salpeter equations
in lattice harmonics
One way to solve the U -independent simultaneous
equations, Eq. 14, Eq. 16 and Eq. 17, is to expand both
the V ’s and Γ’s in the same set of lattice harmonics. The
natural choise is the lattice harmonics of the V ’s, which
9can be grouped into a vector,
T(p) =
(
1, eipa , e−ipa ,
Bp
|Bp|e
ipb ,
Bp
|Bp|e
−ipb ,
B−p
|Bp| e
−ipb ,
B−p
|Bp| e
ipb ,
Bp
|Bp|e
i(pa+pb),
Bp
|Bp|e
−i(pa+pb),
B−p
|Bp| e
−i(pa+pb),
B−p
|Bp| e
i(pa+pb),
Bp
|Bp|e
i(pa−pb),
Bp
|Bp|e
−i(pa−pb),
B−p
|Bp| e
−i(pa−pb),
B−p
|Bp| e
i(pa−pb)
)
, (C1)
where Bp is given in Eq. 4. In terms of this vector the
V ’s can be written as,
Vp,p′ = T
∗(p) · J ·T(p′), (C2)
where J is a 15 by 15 matrix. This separates the p and
p′ dependence of the V ’s. The matrix is block diagonal,
and can be written as,
J =

0 0 0 0 0
0 Ma 0 0 0
0 0 Mb 0 0
0 0 0 M− 0
0 0 0 0 M+
 , (C3)
where Ma is a 2 by 2 matrix and Mb, M− and M+ are
all 4 by 4 matrices.
Starting from Eq. A8, each of the V ’s can be considered
in turn. The result is V ααααp,p′ = V
ββββ
p,p′ , with J
αααα given
by,
Mααααa =
1
2
(
Ja1 0
0 Ja1
)
,
Mααααb =
1
2

Jb1 0 0 0
0 J ′b1 0 0
0 0 0 0
0 0 0 0
 ,
Mαααα− =
1
2

J−2 0 0 0
0 J ′−2 0 0
0 0 0 0
0 0 0 0
 ,
Mαααα+ =
1
2

J ′+2 0 0 0
0 J+2 0 0
0 0 0 0
0 0 0 0
 , (C4)
V αααβp,p′ = −V ββαβp,p′ , with Jαααβ given by,
Mαααβa =
1
2
(
0 0
0 0
)
,
Mαααβb =
1
2

Jb1 0 −Jb1 0
0 J ′b1 0 −J ′b1
0 0 0 0
0 0 0 0
 ,
Mαααβ− =
1
2

J−2 0 −J−2 0
0 J ′−2 0 −J ′−2
0 0 0 0
0 0 0 0
 ,
Mαααβ+ =
1
2

J ′+2 0 −J ′+2 0
0 J+2 0 −J+2
0 0 0 0
0 0 0 0
 , (C5)
V αβααp,p′ = −V αβββp,p′ , with Jαβαα = (Jαααβ)T , V ααββp,p′ =
−V ββααp,p′ , with Jααββ given by,
Mααββa =
1
2
(
Ja1 0
0 Ja1
)
,
Mααββb =
1
2

−Jb1 0 0 0
0 −J ′b1 0 0
0 0 0 0
0 0 0 0
 ,
Mααββ− =
1
2

−J−2 0 0 0
0 −J ′−2 0 0
0 0 0 0
0 0 0 0
 ,
Mααββ+ =
1
2

−J ′+2 0 0 0
0 −J+2 0 0
0 0 0 0
0 0 0 0
 , (C6)
and V αβαβp,p′ , with J
αβαβ given by,
Mαβαβa =
(
Ja1 0
0 Ja1
)
,
Mαβαβb =
1
2

Jb1 0 −Jb1 0
0 J ′b1 0 −J ′b1
−Jb1 0 Jb1 0
0 −J ′b1 0 J ′b1
 ,
Mαβαβ− =
1
2

J−2 0 −J−2 0
0 J ′−2 0 −J ′−2
−J−2 0 J−2 0
0 −J ′−2 0 J ′−2
 ,
Mαβαβ+ =
1
2

J ′+2 0 −J ′+2 0
0 J+2 0 −J+2
−J ′+2 0 J ′+2 0
0 −J+2 0 J+2
 , (C7)
Expanding the renormalised vertices in the same lat-
10
tice harmonics gives,
Γββγδp,p′ = 〈Γββγδp,p′ 〉+
15∑
i=2
Aγδi δTi(p
′), (C8)
where the A coefficients contain the dependence on p, K
and ∆ and,
δTi(p) = Ti(p)− 〈Ti(p)〉. (C9)
Substituting the expansions into the set of equations
given in Eqs. 14, Eq. 16 and Eqs. 17 results in a set
of 45 equations. The first two of these, which descend
from Eqs. 14 are given by,
〈Γββββp,p′′ 〉
∫
d2p′′
2pi2
gββp′′ +
15∑
j=2
Aββj
∫
d2p′′
2pi2
gββp′′δTj(p
′′)
+ 〈Γββααp,p′′ 〉
∫
d2p′′
2pi2
gααp′′ +
15∑
j=2
Aααj
∫
d2p′′
2pi2
gααp′′ δTj(p
′′) = 1,
(C10)
and,
〈Γββαβp,p′′ 〉
∫
d2p′′
2pi2
gαβp′′ +
15∑
j=2
Aαβj
∫
d2p′′
2pi2
gαβp′′ δTj(p
′′) = 0.
(C11)
The third, which comes from Eq. 16, is given by,
〈Γββββp,p′ 〉 − 〈Γββααp,p′ 〉
+ 〈Γββββp,p′′ 〉
∫
d2p′′
2pi2
gββp′′ (〈V ββββp′′,p′ 〉 − 〈V ββααp′′,p′ 〉)
+ 〈Γββααp,p′′ 〉
∫
d2p′′
2pi2
gααp′′ (〈V ααββp′′,p′ 〉 − 〈V ααααp′′,p′ 〉)
+ 〈Γββαβp,p′′ 〉
∫
d2p′′
2pi2
gαβp′′ (〈V αβββp′′,p′ 〉 − 〈V αβααp′′,p′ 〉)
+
15∑
j=2
Aββj
∫
d2p′′
2pi2
gββp′′ (〈V ββββp′′,p′ 〉 − 〈V ββααp′′,p′ 〉)δTj(p′′)
+
15∑
j=2
Aααj
∫
d2p′′
2pi2
gααp′′ (〈V ααββp′′,p′ 〉 − 〈V ααααp′′,p′ 〉)δTj(p′′)
+
15∑
j=2
Aαβj
∫
d2p′′
2pi2
gαβp′′ (〈V αβββp′′,p′ 〉 − 〈V αβααp′′,p′ 〉)δTj(p′′)
= 〈V ββββp,p′ 〉 − 〈V ββααp,p′ 〉 (C12)
The remaining equations are derived from Eqs. 17 and
are given by,
Aγδi + 〈Γββββp,p′′ 〉
∫
d2p′′
2pi2
gββp′′
15∑
l=1
T ∗l (p
′′)Jββγδli
+
15∑
j=2
Aββj
∫
d2p′′
2pi2
gββp′′δTj(p
′′)
15∑
l=1
T ∗l (p
′′)Jββγδli
+ 〈Γββααp,p′′ 〉
∫
d2p′′
2pi2
gααp′′
15∑
l=1
T ∗l (p
′′)Jααγδli
+
15∑
j=2
Aααj
∫
d2p′′
2pi2
gααp′′ δTj(p
′′)
15∑
l=1
T ∗l (p
′′)Jααγδli
+ 〈Γββαβp,p′′ 〉
∫
d2p′′
2pi2
gαβp′′
15∑
l=1
T ∗l (p
′′)Jαβγδli
+
15∑
j=2
Aαβj
∫
d2p′′
2pi2
gαβp′′ δTj(p
′′)
15∑
l=1
T ∗l (p
′′)Jαβγδli
=
15∑
l=1
T ∗l (p)J
ββγδ
li , (C13)
which encodes 14 equations for each γδ ∈ {ββ, αα, αβ}.
These 45 equations can be used to generate a matrix
equation in which a matrix multiplies the vector,
(
〈Γββββp,p′′ 〉,Aββ , 〈Γββααp,p′′ 〉,Aαα, 〈Γββαβp,p′′ 〉,Aβα
)
, (C14)
where the Aγδ are 14-component vectors made up of the
Aγδi terms. When the matrix that multiplies this vector
has a zero determinant, it implies that at least one of the
components of the vector diverges, and therefore that
one of the Γ vertices diverges, implying the existence of
a bound state. Since the β bosons have a gapless βq, it
must be Γββββp,p′′ that diverges.
∗ Electronic address: andrew.smerald@gmail.com
1 A. Andreev and I. Grishchuk, JETP 87, 467 (1984).
2 A. V. Chubukov and D. V. Khveschenko, Journal of
Physics C: Solid State Physics 20, L505 (1987).
3 A. V. Chubukov, Phys. Rev. B 44, 4693 (1991).
4 N. Shannon, T. Momoi, and P. Sindzingre, Phys. Rev.
Lett. 96, 027213 (2006).
5 T. Momoi, P. Sindzingre, and N. Shannon, Phys. Rev.
11
Lett. 97, 257204 (2006).
6 R. Shindou and T. Momoi, Phys. Rev. B 80, 064410 (2009).
7 R. Shindou, S. Yunoki, and T. Momoi, Phys. Rev. B 84,
134414 (2011).
8 T. Momoi, P. Sindzingre, and K. Kubo, Phys. Rev. Lett.
108, 057206 (2012).
9 R. Shindou, S. Yunoki, and T. Momoi, Phys. Rev. B 87,
054429 (2013).
10 P. Sindzingre, L. Seabra, N. Shannon, and T. Momoi,
Journal of Physics: Conference Series 145, 012048 (2009).
11 P. Sindzingre, N. Shannon, and T. Momoi, Journal of
Physics: Conference Series 200, 022058 (2010).
12 H. T. Ueda and K. Totsuka, Phys. Rev. B 80, 014417
(2009).
13 H. T. Ueda and T. Momoi, Phys. Rev. B 87, 144417 (2013).
14 H. T. Ueda, Journal of the Physical Society of Japan 84,
023601 (2015).
15 A. Smerald, H. T. Ueda, and N. Shannon, Phys. Rev. B
91, 174402 (2015).
16 L. Svistov, T. Fujita, H. Yamaguchi, S. Kimura, K. Omura,
A. Prokofiev, A. Smirnov, Z. Honda, and M. Hagiwara,
JETP Letters 93, 21 (2011).
17 O. Janson, S. Furukawa, T. Momoi, P. Sindzingre,
J. Richter, and K. Held, Phys. Rev. Lett. 117, 037206
(2016).
18 K. Nawa, M. Takigawa, S. Kra¨mer, M. Horvatic´,
C. Berthier, M. Yoshida, and K. Yoshimura, Phys. Rev.
B 96, 134423 (2017).
19 A. Orlova, E. L. Green, J. M. Law, D. I. Gorbunov,
G. Chanda, S. Kra¨mer, M. Horvatic´, R. K. Kremer, J. Wos-
nitza, and G. L. J. A. Rikken, Phys. Rev. Lett. 118,
247201 (2017).
20 H. J. Grafe, S. Nishimoto, M. Iakovleva, E. Vavilova,
L. Spillecke, A. Alfonsov, M. I. Sturza, S. Wurmehl, H. No-
jiri, H. Rosner, J. Richter, U. K. Ro¨ßler, S. L. Drechsler,
V. Kataev, and B. Bu¨chner, Scientific Reports 7, 6720
(2017).
21 R. Nath, A. A. Tsirlin, H. Rosner, and C. Geibel, Phys.
Rev. B 78, 064422 (2008).
22 K. Y. Povarov, V. K. Bhartiya, Z. Yan, and A. Zheludev,
Phys. Rev. B 99, 024413 (2019).
23 M. Skoulatos, F. Rucker, G. J. Nilsen, A. Bertin, E. Pom-
jakushina, J. Ollivier, A. Schneidewind, R. Georgii, O. Za-
harko, L. Keller, C. Ru¨egg, C. Pfleiderer, B. Schmidt,
N. Shannon, A. Kriele, A. Senyshyn, and A. Smerald,
Phys. Rev. B 100, 014405 (2019).
24 V. K. Bhartiya, K. Y. Povarov, D. Blosser, S. Bettler,
Z. Yan, S. Gvasaliya, S. Raymond, E. Ressouche, K. Beau-
vois, J. Xu, F. Yokaichiya, and A. Zheludev, Phys. Rev.
Research 1, 033078 (2019).
25 E. G. Batyev, Zh. Eksp. Teor. Fiz. 89, 308 (1985).
26 N. Shannon, B. Schmidt, K. Penc, and P. Thalmeier,
The European Physical Journal B - Condensed Matter and
Complex Systems 38, 599 (2004).
27 N. Nakanishi, Progress of Theoretical Physics Supplement
43, 1 (1969).
28 T. Nikuni and H. Shiba, Journal of the Physical Society of
Japan 64, 3471 (1995).
29 G. Jackeli and M. E. Zhitomirsky, Phys. Rev. Lett. 93,
017201 (2004).
