Topic sparsity refers to the observation that individual documents usually focus on several salient topics instead of covering a wide variety of topics, and a real topic adopts a narrow range of terms instead of a wide coverage of the vocabulary. Understanding this topic sparsity is especially important for analyzing user-generated web content and social media, which are featured in the form of extremely short posts and discussions. As topic sparsity of individual documents in online social media increases, so does the difficulty of analyzing the online text sources using traditional methods.
INTRODUCTION
Social networks have become integral components of the web. According to Cisco Systems, the number of active websites surpassed one billion in 2016, up from approximately 700 million in 2012 1 . In a typical social network platform such as Twitter, the microblogging service is averaged at 335 million monthly active users 1 http://en.wikipedia.org/wiki/user-generated content Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). in 2018, more than twice as many as in 2012 2 . The huge amount of user-generated content, normally in the form of very short text, contains rich information that is barely found in traditional text sources yet is important for social media event detection, sentiment analysis, personalized recommendation, among others. Therefore, analyzing large-scale user-generated content in social media has been an emerging research direction.
One of the main challenges is to understand the topic sparsity in short text: different from carefully-edited articles, user-generated content in social media is extremely short with a very large vocabulary and a broad range of topics [16, 38] . Consequently, probabilistic topic models [3, 15] have experienced mixed results, despite their broad success on traditional media. Recent effort on sparsityenhanced topic models yields limited success due to the complicated procedure to infer topic sparsity on large-scale text corpora [6, 10, 22, 23, 32, 36, 39] . The latest development on topic modeling is to incorporate the deep neural networks with either the generative process [4, 5, 12, 21, 30] or the inference method [19, 26-28, 31, 33] . Compared to traditional inference methods [14, 18] , this approach is more efficient and more accurate with the training based on backpropagation; it is also more adaptive to infer new models given a simple declarative specification of the generative process. However, all existing neural approaches are based on the Kullback-Leibler (KL) divergence which is not suitable for inferring topic sparsity. Indeed, as the true distribution is sparse, or in other words, supported on a low dimensional manifold, KL divergence has shown to be unsuitable and contributing to the instability of training [1] .
In this paper, we propose two new neural models, namely Neural SparseMax Document and Topic Models (NSMDM and NSMTM), which apply the "sparsemax" model of attention [24] to induce the topic sparsity. To efficiently infer the topic sparsity from largescale text corpora, we design a new neural variational inference framework based on the relaxed Wasserstein (RW) divergence [11] . The proposed approach is shown to outperform all existing methods in terms of the quality of reconstruction while maintaining the stability of training. Moreover, the training and testing is much faster than traditional methods on large-scale text corpora.
To the best of our knowledge, these are the first deep neural document and topic models that efficiently identify topic sparsity from online social media. Experiments on different genres of largescale text corpora demonstrate that NSMDM and NSMTM address sparsity in both document-topic and topic-word structure of text corpora, and consistently outperform other competing methods on large-scale short text corpora, in terms of training stability, predictive performance, and topic coherence.
The rest of the paper is organized as follows. Section 2 lists several related work and discusses their relationships with our models, Section 3 defines the problem of modeling topic sparsity in text corpora, Section 4 introduces the Neural SparseMax Document and Topic Model (NSMDM and NSMTM), and the inference framework based on the RW divergence, Section 5 describes the experiments on different genres of large-scale short text corpora, and Section 6 concludes.
RELATED WORK 2.1 Probabilistic Topic Models
Probabilistic topic models have been one of the most successful approaches for unsupervised learnings. Without utilizing auxiliary information such as higher-level context, these models generate each document from a mixture of topics where each topic is defined as a unigram distribution over all the terms in the vocabulary. While classical topic models, such as probabilistic latent semantic analysis (PLSA) [15] and latent Dirichlet allocation (LDA) [3] have enjoyed broad success on traditional media texts, their success on social media texts is limited. This limitation inspires a line of works on sparsity-enhanced topic models that address the problem of sparsity in document-topic and topic-term distributions. While some of these models apply the non-negative matrix factorization [17] and topical coding [37, 39] with ℓ 1 -regularization to induce sparse posterior distribution, the result on tweets is still mixed [22] . Another category of sparsity-enhanced models improves classical models by adopting specific prior, such as an entropic prior [32] , a spike and slab prior [22, 36] , and a zero-mean Laplace prior [10] , to decouple across-data prevalence and within-data proportion in modeling mixed membership data. These models enjoy both effective structures and efficient inference from exploiting conjugacy with either Monte Carlo or mean-field variational techniques. However, as the expressiveness of these topic models grows, inference methods turn out to be increasingly complicated and intractable on large text corpora.
Neural Topic Models
Deep neural networks have shown great potential for approximating complicated nonlinear distributions in unsupervised models. The resulting neural models can be efficiently trained by backpropagation [31] while keeping the excellent probabilistic interpretation and the explicit dependence among latent variables. One of the representative categories is the neural document models, such as replicated softmax [12] , neural auto-regressive model [21] , belief networks [28] , and neural variational document model [27] . However, these models do not explicitly model latent topics.
The neural topic models [4, 5, 26] , on the other hand, directly extend the classical statistical topic models by replacing the Dirichletmultinomial construction in LDA with the Gaussian softmax construction, and significantly improve the expressiveness on large text corpora. However, these models are not able to produce sparse posterior distribution and probabilistic representations of topics, thus fail to address the skewness of the topic mixtures and the word distributions. Peng et al. [30] thus propose a neural sparse topic coding model and show that their approach outperforms sparse topical coding [39] . However, the improvement is not significant possibly because the probabilistic representation of topics is lost.
Variational Inference
The basic idea behind the variational inference framework is to learn the posterior distribution by optimizing the divergence between this distribution and a variational distribution. Standard methods for topic models contain mean-field variational inference [14] and sampling-based varational inference [19, 25, 33] . While the former is model specific and further assumes the conditional independence of latent variables, the latter only requires very limited and easy-to-compute information from the model and thus is flexible for a variety of models [33] .
All the existing inference frameworks in neural topic models are based on the KL divergence, which has shown to be unsuitable and contributing to the instability of training [1] . In contrast, the Wasserstein divergence [35] provides a meaningful and smooth representation of the distance in-between even when the true distribution is sparse, yielding a robust training in Generative Adversarial Network (GAN) [2] and Auto Encoder (AE) [34] . Meanwhile, the RW divergence [11] , incorporating the Bregman function into the Wasserstein divergence, speeds up the training of Wasserstein GAN while keeping the stability and the robustness.
PROBLEM DEFINITION
In this section, we define the problem of modeling topic sparsity.
j=1 be a text corpora where ì w j = (w j1 , . . . , w jn j ) is a vector of terms representing the textual content of document j. Here w ji refers to the frequency of term i in document j and V refers to the vocabulary of distinct words in D.
ϕ in a document collection D is defined as a multinomial distribution over the vocabulary V such that
where |V | denotes the size of the vocabulary. Similarly, the topical structure ì θ of a document is defined as a multinomial distribution over K topics such that
where K is the total number of topics contained in D, Given a text corpus D, topic modeling aims to learn a set of salient topics and the topical structure of all documents, { ì
Topic sparsity means that individual documents usually focus on several salient topics instead of covering a wide variety of topics, and a real topic also adopts a narrow range of terms instead of a wide coverage of the vocabulary. That is,
Most Bayesian topic models, such as LDA [3] , adopt the Dirichlet prior for both topics and the topic structure of documents. That z ji assigned topic at ith word in document d ì z a set of all topic assignments, i.e., {ì
hyper-parameter γ regularization parameter P, Q probability distributions
The Dirichlet prior alleviates the overfitting problem of PLSA [15] in practice by smoothing the topic mixture in individual documents and the word distribution of each topic. Neural topic models, such as GSM [26] , adopt the Gaussian softmax construction for both topics and the topic structure of documents, i.e.,
The Gaussian softmax construction is simple to evaluate and differentiate, enabling the efficient implementation of stochastic backpropagation [24] . However, neither the Dirichlet prior nor the Gaussian softmax construction is suitable for modeling topic sparsity (Definition 2) since they do not formally control the posterior sparsity of the inferred topical structure as discussed earlier.
Given a collection of documents D, the vocabulary V and the number of topics K, the major task of topic sparsity modeling can be defined as (1) inferring the sparse topic proportion of document j, i.e., ì θ j ; (2) inferring the sparse word usage of topic k, i.e., ì ϕ k .
All the notations used in this paper are listed in Table 1 .
METHODOLOGY
Topic sparsity is the common observation in online social media, such as Twitter and Facebook. It is challenging for the recently proposed neural topic models in identifying the sparse structure of documents and topics. To address this problem, we propose to induce sparsity by replacing the Gaussian softmax construction by the Gaussian sparsemax construction in the generative network. More specifically, we introduce two new neural models, Neural SparseMax Document and Topic Models (NSMDM and NSMTM), where the generative process is inspired by the sparsemax model of attention [24] . Meanwhile, to take the feasibility of the inference network into consideration, we use the RW divergence to approximate the posterior by the variational distribution. Combined, our approaches model sparse document-topic and topic-term distributions effectively and infer this sparsity from large-scale text corpora efficiently.
Generative Network
We describe the generative process of ì θ and ì ϕ in our NSMDM and NSMTM models. ì θ and ì ϕ are both generated from the Gaussian sparsemax construction, which returns the Euclidean projection of the input vector ì x onto the topic simplex and the word simplex. As a result, ì θ and ì ϕ are sparse since the projection is likely to hit the boundary of the simplex. NSMDM: The model is depicted in Figure 1 and its generative process is presented as follows:
For each topic k ∈ {1, 2, . . . , K }:
The generative process of NSMDM NSMTM: The model is depicted in Figure 2 and the generative network is presented as follows:
The generative process of NSMTM
We make the following comments on the sparsemax construction.
• Idea. It is necessary to understand the rationale behind the sparsemax construction. Previous work [26] has found it reasonable to use the Gaussian softmax construction to define both document-topic and topic-term distributions. However, the Gaussian softmax construction only induces the sparsity when some of the input vectors approach infinity. Specifically, a softmax function is defined as
implying that softmax(ì x) j ≈ 0 when x j tends to infinity. In contrast, Gaussian sparsemax construction can produce sparse probability distribution, given by sparsemax(ì x) := argmin
where
• Construction. The sparsemax construction is simple to evaluate while keeping most of the appealing properties of the softmax construction [24] . In fact, the solution to (1) is of the form:
where τ : R d → R is the unique function so that the sum of all sparsemax(ì x) j is 1 for any ì
where S(ì x) is the support of sparsemax(ì x), i.e., a set of the indices of nonzero coordinates. Finally, the sparsemax construction is easy to differentiate, with the Jacobian matrix given by
where s is an indicator vector whose ith entry is 1 if i ∈ S(ì x) and 0 otherwise.
Inference Framework
In this subsection, we develop a new neural inference method based on the RW divergence. In addition to the reparameterization tricks [19] for an unbiased gradient estimation with a low variance, we carry out the inference with the RW regularization between variational distribution and the prior.
Variational Bound: For NSMDM, first recall a variational lower bound for the document log-likelihood
The second term is the KL regularization which forces q( ì θ | ì w) to be close to p(θ | µ 0 , σ 2 0 ). However, it may result in an unstable training since this term is likely to be infinity if q( ì θ | ì w) and p(θ | µ 0 , σ 2 0 ) are supported on different low dimensional manifolds and is therefore not suitable for mining the topic sparsity. In contrast, the RW divergence, the generalization of Wasserstein divergence, can avoid the above issues in KL divergence [11] .
The RW divergence between P and Q on (X, Σ) is defined as
where (P, Q) a set of probability distributions with marginal distributions P and Q, and
and φ is a strictly convex function with the L φ -Lipschitz continuous gradient, i.e., ∇φ(ì
Now, we can derive a new variational bound as
Similarly, a new variational lower bound for NSMTM is as follows,
Generally speaking, the new variational bound equals to the document log-likelihood when q( ì θ 4.1. Given two probability measures P and Q on (X, Σ), we have
where L φ > 0 is defined in Definition 3 and the total variation distance is defined as
Proof. The first inequality comes from Theorem 3.1 [11] and the second inequality is the restatement of Pinsker's inequality [8] .
, the RW term can be easily integrated analytically when φ(·) = · 2 [9, 20] , where the closed-form solution is summarized in the following theorem.
Inference Network q(ì x | ì w): The inference network is constructed as follows:
, where
Sampled Gradients: One can directly compute the gradients with respect to the generative parameters Θ, including t, S and W , and the sample gradients with respect to the variational parameters Φ, including ì µ( ì w) and ì σ ( ì w). Moreover, applying the reparameterization tricks yields
which can be used to jointly update Θ and Φ by stochastic gradient backpropagation.
EXPERIMENT
In this section, we investigate the effectiveness of NSMDM and NSMTM on large-scale collections of short text, especially tweets. The objective of the experiments includes: (1) a quantitative evaluation of predictive performance and topic coherence; (2) a quantitative measurement of latent topic sparsity; (3) a quantitative evaluation of the regularization parameter and learning rate; and (4) an interpretation of inferred topics.
Data sets
We conduct the experiments on three different genres of largescale real-world text corpora. To make a direct comparison with the existing work, we adopt the same pre-processing setup as [5, 27, 33] .
• Twitter. Tweets are good examples of short user-generated content. We collect three collections of tweets from the Twitter data set released by the Stanford Network Analysis newsgroup documents labeled in 20 categories, with a vocabulary of 60,698 unique words. We use the sampled data set with 11,000 training instances and 2000 word vocabulary [33] and vary the document length by randomly sampling words from the original document. As a result, we obtain two short text corpora, denoted as 20NG (S) and 20NG (M). The statistics of all eight data sets are summarized in Table 2 . 
Metrics
We compare NSMDM and NSMTM with other methods by perplexity and pointwise mutual information (PMI), which are the standard criteria for measuring the quality of document and topic models. D 4 (P [3] ). The perplexity is used to measure the predictive performance of document/topic model. Mathematically, given D tr ain and D test with each document ì w j in D test divided into two parts, ì w j = ( ì w j1 , ì w j2 ), the perplexity is calculated as:
where | ì w j2 | is the number of tokens in ì w j2 .
We follow [27] by using the original variational lower bound to estimate the test document perplexities of all the models and held out 10% documents as test set D test for all data sets. D 5 (PMI [29] ). The PMI score is used to measure the semantic coherence of inferred topics. Mathematically, the PMI score of a topic ì ϕ k refers to the average relevance of each pair of the top-N words:
where p(w i , w j ) is the probability that w i and w j occurs in the same document and p(w i ) is the probability that w i appears in a document.
These probabilities are computed from a much larger corpus. In this paper, we set N = 15 throughout.
D
6 (T S [36] ). The topic sparsity (TS) score is used to measure the topic sparsity in document-topic and topicword distributions quantitatively. Mathematically, the TS scores of ì θ j and ì ϕ k are
where K is the number of topics and V is the vocabulary. R 5.1. Note that the definition here is different from [22, 23] for topic sparsity: ours is directly defined by topic proportion while [22, 23] use an unnatural scheme with a set of auxiliary topic selectors.
Candidate Algorithms for Comparison
We compare NSMDM and NSMTM with the following two probabilistic topic models and four deep neural document/topic models.
• OLDA. Online LDA [13] induces topic sparsity as the hyperparameter approaches zero. We use the implementation 6 provided by the authors.
• OBTM. Online Biterm Topic Model [7] is a sparsity-enhanced probabilistic topic model that performs well on short text. We use the implementation 7 with incremental Gibbs sampling provided by the authors. 6 https://github.com/blei-lab 7 https://github.com/xiaohuiyan/OnlineBTM
• NVDM. Neural Variational Document Model [27] is an unsupervised generative document model that has been proven better than many existing models, including RSM [12] , doc-NADE [21] and SBN/DARN [28] . We use the implementation 8 provided by the authors.
• AEVLDA/ProdLDA. Autoencoding variational LDA [33] provides an Autoencoding variational inference framework for topic model. ProdLDA is the improvement of AEVLDA by replacing the mixture structure with a product of experts using the neural network. We use the implementation 9 provided by the authors.
• NVTM. Neural Variational Topic Model [5] is a neural sparse additive generative model that induces topic sparsity, outperforming its probabilistic counterpart [10] . We use the implementation 10 provided by the authors. Many sparsity-enhanced topic models, such as sparse topic models [32, 36] , dual-sparse topic model [22] , sparse coding [17, 39] , and focused topic models [6] , are based on specific batch sampling and variational inference methods and hence can not scale to large text corpora 11 . Furthermore, [23, 37] only identify sparsity in either topic mixtures or topic-word distributions. Thus, we exclude these methods in our experiment. We also exclude the neural methods proposed in [12, 21, 26, 28] since they have been proven worse than NVDM, ProdLDA and NVTM [5, 27, 33] .
In the experiment, we use the default parameters for probabilistic models, and set the same multilayer perceptron (MLP) and dropout on the output of the MLP for all neural models on each data set for a fair comparison. Moreover, we set the number of topics T = {50, 150, 200} for 20NG, NYT and Twitter data sets, respectively.
For the computing environment, we run two probabilistic models with Intel Xeon CPU E5-2643 v2@3.50GHz CPU on all data sets, and the other neural models including NSMDM and NSMTM with NVidia Titan Xp GPU (12GB memory). In addition, we set the parallel setting with dual GPU for the largest Twitter (S) data set while the standard setting with a single GPU for the other data sets. Each model is trained within 1 hour for 20NG data sets and 6 hours for NYT and Twitter data sets.
Experimental Results
We first present and analyze the performance of all methods, and then demonstrate the existence of topic sparsity in the latent structure of held-out documents. Next we carry out the parameter sensitivity analysis by tuning the regularization parameter γ and the learning rate η. Finally, we interpret some selected topics.
5.4.1 Predictive Performance and Topic Coherence. The predictive performance and topic coherence of all methods are summarized in Table 3 , where the perplexity of OBTM is not available since this model is not the generative process of documents [7] .
Twitter. We observe that NSMTM yields the highest PMI score followed by ProdLDA while NSMDM yields the lowest perplexity followed by NVDM and NVTM. Possible explanations include (i) NSMTM and NSMDM can identify sparse topical structure of short NSMDM, NVDM and NVTM build up a simpler model structure with less parameters than neural topic models, hence yield better generalization results. The poor performance of probabilistic models may be due to the faster training with GPU over CPU, supporting the importance of the neural variational inference for analyzing large text corpora. To further investigate efficiency of NSMTM and NSMDM, we present the perplexity as a function of time in Figure 3 . We observe that NSMDM outperforms other methods consistently, supporting the necessity of modeling topic sparsity for short text corpora. In addition, the poor performance of OBTM illustrates that part of tweets may cover multiple topics, and addressing general topic sparsity is helpful for analyzing online streaming tweets.
NYT. NSMDM and NSMTM achieve the lowest perplexity and highest PMI score, respectively, and outperform other methods on nearly all data sets except for NYT (L). This can be explained by the weak topic sparsity in NYT (L) since the length of documents is long in NYT (L), which is close to a traditional social media data set. The performance of all methods become worse on NYT, which suggests that mining topics is more difficult on NYT than Twitter. Nonetheless, the best performance of NSMDM and NSMTM provides a strong evidence that they can work well with user-generated contents.
20NG. We observe that NSMDM and NSMTM are again best on 20NG in terms of perplexity and PMI score, respectively. 20NG is a relatively normal text collection with smaller vocabulary size where each document provides sufficient statistics of word co-occurrence. As a result, the performance of all the methods become better on 20NG than NYT and Twitter. The best performance of NSMDM and NSMTM also suggests that our models can address topic sparsity in the collection of relatively normal text.
5.4.2 Topic Sparsity. We report the TS score of each held-out short text in Table 4 , and specify the distribution of documents with respect to number of topics in Figure 4 .
Twitter. Table 4 shows that topic sparsity in Twitter is stronger than that in other data sets. Explanation: each Twitter text reflects the viewpoint of a single author while each topic concentrates on a specific social event. Figure 4 provides the evidence to our explanation for Twitter: Most of tweets only contains a single topic.
NYT. Table 4 shows that topic sparsity in NYT is weaker than Twitter. This is reasonable since NYT is a normal text collection collected from social medium. Each document covers multiple topics despite its short length. Figure 4 provides the evidence to our explanation for NYT and demonstrates that the topic sparsity varies as the average length of document changes. This confirms the diversity of user-generated content in NYT and suggests that the set of topics tend to be specific as the length of document increases.
20NG. Table 4 shows that topic sparsity in 20NG is the weakest among all the data sets. The sparsity in document-topic distribution is stronger than that in topic-word distribution, possibly because the vocabulary size is so small that a set of terms are therefore frequently used. Figure 4 shows that the average number of topics in each short text is nearly three, while a majority of short text in 20NG contains 2 or 3 topics. This makes sense since each Table 4 : Average Topic Sparsity on All Data Sets. document in 20NG is a sampled news related to more than one theme.
Parameter Sensitivity.
We first investigate the effect of regularization parameter γ over the PMI scores on Twitter (L). Figure 5 shows the PMI score obtained by NSMDM (Left) and NSMTM (Right) on Twitter (L) for γ ∈ {0.5, 0.75, 1, 1.25, 1.5}. We observe that NSMTM is more robust with respect to γ than NSMDM and the smallest value of γ leads to the best PMI score. This confirms our theoretical analysis in subsection 4.2 that RW regularization is a good alternative to KL regularization with a proper choice of γ .
Then we turn to explore the effect of learning rate η over the PMI score on Twitter (L). Figure 6 shows the PMI score obtained by NSMDM (Left) and NSMTM (Right) on Twitter (L) for η ∈ {1e − 5, 5e − 5, 1e − 4, 5e − 4, 1e − 3, 5e − 3}. We observe that NSMTM is again more robust w.r.t. η than NSMDM while both approaches may diverge for some large value of η. In addition, we find that tuning η is very important for NSMDM: the choice over the range [0.0001, 0.001] works much better than other choices. 
Topic Interpretation.
We present some selected topics on NYT in Table 5 and 6. Both methods capture some interesting topics composed of words that are highly correlated. In Table 5 , the first topic includes Fort Detrick, a US Army Medical Command installation, along with many biological terms and disease names, which consistently refer to biological contents. The second topic is centered around two telecommunication companies -Lucent and Cisco -whose "networking war" attracted public attention in early 2000. The third topic is reflective of music industry: Billboard is a popular music chart; Ravi Shankar is a famous Indian musician; arranger is a job to create a harmonic combination of different instrumental tracks for a song. In Table 6 , the first one includes an extensive list of professional baseball terms. All words in the second topic are related to cooking, from ingredients, styles, tools to materials. The third one includes Napster, one of the earlier music streaming services online, UMG, one of the biggest copyright groups in the music industry, and mp3, a common music formatit clearly refers to the digital music streaming.
CONCLUSION
In this paper, we propose two neural models NSMDM and NSMTM, and infer them on large text corpora through a novel inference procedure based on the RW divergence. The proposed approaches can discover the topic sparsity in very large short text corpora, performing better than all existing methods in terms of both the quality of solution and the stability of training. These simple yet effective generative and inference networks are feasible for training and testing on the GPU platform, and enhance the efficiency.
Experimental results on different genres of large-scale text corpora demonstrate that the proposed approaches consistently achieve higher PMI score and lower perplexity than other methods on largescale collection of short text, and extract useful topics from about fifty million tweets within only 6 hours while identifying sparsity in the topical proportion of each tweet. Due to their simplicity and ease-of-implementation, we hope that NSMDM and NSMTM may be helpful for analyzing huge volume of short text which becomes prevalence in the era of social media.
