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Abstract
Let e be a positive integer, p be an odd prime, q = pe, and Fq be the finite field of q elements. Let f2, f3 ∈
Fq [x, y]. The graph G = Gq(f2, f3) is a bipartite graph with vertex partitions P = F3q and L = F3q , and
edges defined as follows: a vertex (p) = (p1,p2,p3) ∈ P is adjacent to a vertex [l] = [l1, l2, l3] if and
only if
p2 + l2 = f2(p1, l1) and p3 + l3 = f3(p1, l1).
Motivated by some questions in finite geometry and extremal graph theory, we ask when G has no cycle of
length less than eight, i.e., has girth at least eight. When f2 and f3 are monomials, we call G a monomial
graph. We show that for p  5, and e = 2a3b, a monomial graph of girth at least eight has to be isomorphic
to the graph Gq(xy, xy2), which is an induced subgraph of the classical generalized quadrangle W(q).
For all other e, we show that a monomial graph is isomorphic to a graph Gq(xy, xky2k), with 1  k 
(q −1)/2 and satisfying several other strong conditions. These conditions imply that k = 1 for all q  1010.
In particular, for a given positive integer k, the graph Gq(xy, xky2k) can be of girth eight only for finitely
many odd characteristics p.
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All graphs considered in this paper are finite, undirected, with no loops or multiple edges.
For all graph-theoretic terms that we do not define, the reader is referred to Bollobás [3]. By
v(G) we denote the number of vertices of G (the order of G), and by e(G), the number of edges
of G (the size of G). The degree of a vertex of a graph is the number of vertices adjacent to it.
A graph is called r-regular if the degrees of all its vertices are equal to r . By Cn, n 3, we will
denote the cycle on n vertices, or an n-cycle. If a graph does not contain a subgraph isomorphic
to a graph H , we say that it is H -free. The girth of a graph containing cycles is the length of
a shortest cycle. A graph is called connected if every pair of distinct vertices is connected by a
path. The distance between two distinct vertices in a connected graph is the length of the shortest
path connecting them. The diameter of a connected graph is the greatest of all distances between
its vertices.
Let q be a prime power, and let Fq be the field of q elements. For arbitrary functions
fi :F
2
q → Fq , i = 2, . . . , n, let a bipartite graph G = Gq(f2, . . . , fn) of dimension n be defined
as follows. The vertex set of G is a union of two copies P and L of n-dimensional vector spaces
over Fq . Their elements are called points and lines, respectively, and a point (p) = (p1, . . . , pn)
and a line [l] = [l1, . . . , ln] are adjacent, denoted (p) ∼ [l], if and only if
pi + li = fi(p1, l1), i = 2, . . . , n. (1)
The graphs Gq(f2, . . . , fn) were introduced in Viglione [37] and Lazebnik and Viglione [19]
where their connectivity was studied. They form a part of more general families of graphs defined
by systems of equations. For the definition of the latter, their origins, properties and numerous ap-
plications, see Lazebnik and Woldar [22] and references therein. For more recent related results,
see Lazebnik and Mubayi [17], Lazebnik and Viglione [20], Dmytrenko [8], and Dmytrenko,
Lazebnik and Viglione [9].
Since every function f :F2q → Fq can be interpolated by a polynomial of two variables, we
can assume that all fi are in the polynomial ring Fq [x, y], and that their degree with respect to
each of the variables is at most q − 1. If all fi in (1) are monomials, we refer to these graphs as
monomial graphs.
It turns out that some known remarkable graphs or their large induced subgraphs, which have
been of interest to researchers in finite geometry and in extremal graph theory for the several
last decades, can be presented as monomial graphs. We wish to mention the following three
examples.
(1) The graph Γ2 = Gq(xy) defined by one equation
p2 + l2 = p1l1
is isomorphic to an induced subgraph of the point–line incidence graph of PG(2, q), the classical
projective plane of order q . The graph Γ2 can be obtained from the point–line incidence graph
of PG(2, q) by deleting a pair of adjacent vertices and all vertices which are neighbors of one of
them. It is easy to see that the graph Γ2 is of order 2q2, q-regular and of girth six. See, e.g., [22]
or Lazebnik and Thomason [18] for details.
(2) One can show that the graph Γ3 = Gq(xy, xy2), q is odd, defined by the system
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p3 + l3 = p1l21
is isomorphic to an induced subgraph of the point–line incidence graph of W(q), a classical
generalized quadrangle of order q . On generalized quadrangles, see Payne and Thas [28], Payne
[27] and van Maldeghem [36]. The graph Γ3 can be obtained from the point–line incidence graph
of W(q) by deleting a pair of adjacent vertices, and all vertices which are at distance one or two
from one of them (see [8] for details). Thge graph Γ3 is of order 2q3, q-regular and of girth eight.
(3) It is possible to show that the graph Γ5 = Gq(xy, xy2, xy3, xy4) defined by the system
p2 + l2 = p1l1,
p3 + l3 = p1l21 ,
p4 + l4 = p1l21 ,
p5 + l5 = p1l41
is of order 2q5, q-regular and contains no cycles of length 4, 6 and 10 (but contains cycles of
length 8).
The graphs Γ2 and Γ3, though presented somewhat differently, were discovered and redis-
covered several times. See, e.g., Payne [26], Ustimenko [34,35], Wenger [38], Ustimenko and
Lazebnik [21]. The graph Γ5, also presented differently, appears in [38] for q prime, and (inde-
pendently of [38]) for all prime powers q in [21]. For a presentation of these graphs as monomial
graphs, see [19,21,37].
In both [38] and [21], the graphs Γ2,Γ3,Γ5 appeared in the context of extremal Turán-type
problems. Let ex(v,C2k) denote the greatest number of edges in a C2k-free graph of order v. By
Erdo˝s’ Even Circuit theorem, ex(v,C2k) = O(v1+1/k), v → ∞ (see Bondy and Simonovits [5]).
This upper bound is known to be sharp in magnitude only for k = 2,3,5, and graphs Γk , k =
2,3,5, provide examples of magnitude v1+1/k , v → ∞. For more on this subject, see Benson [1],
Singleton [30], Bondy [4], Simonovits [29,31], [22], and Füredi, Naor and Verstraëte [11].
As we pointed out, the graph Γ2 is a subgraph in the point–line incidence graph of a projective
plane. Having an s-regular 4-cycle-free bipartite graph with 2s2 vertices, one may try to extend
it to an (s + 1)-regular point–line incidence graph of a projective plane on 2(s2 + s + 1) vertices.
For 4-cycle-free graphs Gq(f2) such extension is always possible and unique. One may try to
use this fact to construct new projective planes, and many nonisomorphic finite projective planes
can be obtained this way (see, e.g., [18,25]). If f2 is a monomial, it is easy to argue (or see [9])
that every 4-cycle-free graph Gq(f2) is isomorphic to Gq(xy), and the extended graph is the
point–line incidence graph of the projective plane PG(2, q).
The analogous relation in dimension three is much less understood. As we mentioned above,
for odd prime powers q , the graph Γ3 is isomorphic to an induced subgraph of the point–line
incidence graph of a classical generalized quadrangle W(q). For each odd prime power q only
two nonisomorphic generalized quadrangles of order q are known. They are usually denoted by
W(q) and Q(4, q), and it is known that one is the dual of another, see Benson [2]. This means
that their point–line incidence graphs are isomorphic. Therefore, for odd q , only one example of
an infinite series of (q + 1)-regular bipartite graphs of girth eight and diameter four is known.
Just as a 4-cycle-free graph Gq(f2) gives rise to a projective plane, a three-dimensional graph
Gq(f2, f3) of girth eight may give rise to a generalized quadrangle.
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We concentrate on the case where the functions f2 and f3 are monomials. For q even, contrary
to the two-dimensional case, there are examples of monomial graphs of girth eight which do
lead to nonisomorphic quadrangles. These graphs are all derived from the known hyperovals in
PG(2, q); see [27,36] for a description of the connection between hyperovals and generalized
quadrangles, see [8] for the connection between some monomial graphs of girth eight and hyper-
ovals, and see Glynn [13,14], Cherowitzo [7] for a list of known hyperovals in PG(2, q), q even.
It is conjectured [13] that known examples of monomial hyperovals represent all possible ones.
The conjecture was checked by computer for all e  28 in [14], and for all e  40, recently, by
Chandler [6].
For odd q , the situation is closer to the two-dimensional case in the sense that we could not
find an example of a girth eight monomial graph nonisomorphic to Γ3. What is different from
that case is that we could prove the uniqueness of Γ3 only for some sets of values of q .
We need one more definition in order to state our results. A permutation polynomial on Fq is
a polynomial f ∈ Fq [x] such that the function defined by a → f (a) is a bijection on Fq .
Theorem 1. Let q = pe be an odd prime power. Then every monomial graph of girth at least
eight is isomorphic to the graph G = Gq(xy, xky2k), where k is not divisible by p. If q = 3,
then G is isomorphic to G3(xy, xy2), and has girth eight. If q  5, the following statements also
hold:
(a) 1 k < q−12 , and gcd(k, q − 1) = 1.(b) k ≡ 1 mod (p − 1).
(c) If k > 1, then 2k − 1 does not divide q − 1.
(d) (2k
k
)≡ 2 mod p, and (4k2k)≡ 6 mod p.
(e) If q − 1 = nk + r , 1 r < k, and p does not divide n, then (2r
r
)≡ ( nk2nk−q+1)≡ 0 mod p.
(f) F(x) = ((x + 1)2k − 1)xq−1−k − 2xq−1 is a permutation polynomial on Fq .
(g) G(x) = ((x + 1)k − xk)xk is a permutation polynomial on Fq .
Note that part (d) of the theorem implies that for a given k  2, there exist only finitely many
odd characteristics p for which a monomial graph can be of girth at least eight.
The following theorem imposes additional necessary conditions on k for the graph Gq(xy,
xky2k) to be of girth at least eight.
Theorem 2. Let q = pe be an odd prime power, p  5, and 1  k < q−12 . Then if the graph
G = Gq(xy, xky2k) has girth at least eight, then all of the digits of k in the representation of k
base p must be at most p−14 .
Theorems 1 and 2 imply the following result, which gives an explicit set of values of q for
which the monomial graphs of girth at least eight are completely understood.
Theorem 3. Let q = pe be an odd prime power, with p  5 and e = 2a3b for integers a, b  0.
Then every monomial graph of girth at least eight is isomorphic to Γ3 and has girth eight. For
all odd q , 3 q  1010, every monomial graph nonisomorphic to Γ3 has girth at most six.
Note that Theorem 3, in particular, covers all fields Fpe with 1 e 4 and p  5.
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results needed for our proofs of Theorems 1–3, which are presented in Section 3. Section 4
contains comments and some open problems.
We would like to end this introduction with the following conjecture.
Conjecture 4. Let q be an odd prime power. Then every monomial graph of girth eight is iso-
morphic to Γ3.
2. Preliminary results
In this section we present all definitions, notations and results which are needed for our proofs
of Theorems 1–3 in the next section. Though many of these definitions and results can be stated
for much more general algebraically defined graphs, we restrict ourselves mainly to monomial
three-dimensional graphs with q = pe, where p is an odd prime. By F∗q we will denote both
the set Fq \ {0}, and the multiplicative group of the finite field Fq . As it was mentioned in the
introduction, we may and will always assume that exponents u,v, k,m in Gq(xuyv, xkym) are
nonnegative integers and do not exceed q − 1.
2.1. Δk-map and cycles
Here we would like to describe the existence of 4- and 6-cycles in graphs Gq(f2, f3) in
algebraic terms.
For k = 2,3, we define a map Δk :Fq [x, y] → Fq [z1, . . . , zk, t1, . . . , tk] as follows:
Δ2(f )(z1, z2, t1, t2) = f (z1, t1)− f (z2, t1)+ f (z2, t2)− f (z1, t2) and
Δ3(f )(z1, z2, z3, t1, t2, t3) = f (z1, t1)− f (z2, t1)+ f (z2, t2)− f (z3, t2)
+ f (z3, t3)− f (z1, t3).
Hence Δk(f ) is a polynomial over Fq in 2k variables. A solution (a1, . . . , ak;b1, . . . , bk) of the
equation Δk(f ) = 0 or a system of equations Δk(f ) = Δk(g) = 0 over F2kq is called trivial if
one of the following occurs: ak = a1, bk = b1, ai = ai+1 or bi = bi+1 for some i = 1, . . . , k − 1.
Otherwise, a solution is called nontrivial.
Proposition 5. Let G = Gq(f2, f3). Then G contains a cycle of length 2k, k = 2,3, if and only
if the system of equations
Δk(f2) = Δk(f3) = 0 (2)
has a nontrivial solution.
Proof. Let (p1) ∼ [l1] ∼ · · · ∼ (pk) ∼ [lk] ∼ (p1) be a 2k-cycle in G, (pi) = (pi1,pi2,pi3),
[li] = [li1, li2, li3], i = 1, . . . , k, k = 2,3. For j = 2 and j = 3, using repeatedly the adjacency
condition (1), we obtain
l1j = fj
(
p11, l
1
1
)− p1j ,
p2j = fj
(
p21, l
1
1
)− fj (p11, l11)+ p1j ,
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(
p21, l
2
1
)− fj (p21, l11)+ fj (p11, l11)− p1j ,
...
lkj =
k∑
i=1
fj
(
pi1, l
i
1
)−
k−1∑
i=1
f
(
pi+11 , l
i+1
1
)− p1j ,
p1j = f
(
p11, l
k
1
)+
k−1∑
i=1
f
(
pi+11 , l
i
1
)−
k∑
i=1
fj
(
pi1, l
i
1
)+ p1j .
The last equation yields Δk(fj )(S) = 0, where S = (p11, . . . , pk1; l11, . . . , lk1). Since a neighbor
of any vertex is uniquely determined by the neighbor’s first coordinate, and all vertices of the
2k-cycle (p1), [l1], . . . , (pk), [lk] are distinct, the solution S is nontrivial.
Let S be a nontrivial solution of (2). Then we define a closed walk corresponding to S in
the following way. Assign arbitrary values to p12, . . . , p
1
m. This, together with p11 of S, deter-
mines (p1). Having (p1) and p21, . . . , p
k
1, l
1
1 , . . . , l
k
1 of S, we uniquely determine the remaining
vertices of the walk by using (1). Since S is nontrivial, all vertices of the obtained closed walk
are distinct. Hence, it is a 2k-cycle. 
Thus the presence of a 4- or a 6-cycle in G = Gq(f2, f3) can be seen by looking to just the
first coordinates of its subsequent vertices. We say that G contains a 2k-cycle corresponding to
or defined by S = (a11, . . . , ak1;b11, . . . , bk1) if there exists a 2k-cycle (p1) ∼ [l1] ∼ (p2) ∼ [l2] ∼
· · · ∼ (pk) ∼ [lk] ∼ (p1) in G with ai = pi1 and bi = li1, for each i = 1, . . . , k. Such a cycle exists
if and only if S is a nontrivial solution (2).
2.2. Isomorphisms and automorphisms
In the following proposition we collect all facts on isomorphisms and automorphism of graphs
Gq(f2, f3) that will be used later in this paper. All proofs are immediate and we omit them.
Proposition 6. Let q = pe be a prime power, and let f2, f3 ∈ Fq [x, y].
(a) (Point–line isomorphism) If gi(x, y) = fi(y, x) for i = 2,3, then graphs Gq(f2, f3) and
Gq(g2, g3) are isomorphic, an explicit isomorphism is given by (x) = (x1, x2, x3) → [x] =
[x1, x2, x3] and [x] = [x1, x2, x3] → (x) = (x1, x2, x3).
(b) (Induced Frobenius isomorphism) For each integer a  0, graphs Gq(f2, f3) and
Gq(f
pa
2 , f
pa
3 ) are isomorphic due to the explicit isomorphism defined via (p1,p2,p3) →
(p
pa
1 ,p
pa
2 ,p
pa
3 ) and [l1, l2, l3] → [lp
a
1 , l
pa
2 , l
pa
3 ].
2.3. Permutation polynomials
We remind the reader that a polynomial f ∈ Fq [x] is called a permutation polynomial, if it
permutes the elements of Fq , i.e., if the corresponding function f :Fq → Fq , a → f (a), is a
bijection.
As aq = a for every a ∈ Fq , we may always assume that degrees of polynomials (considered
as functions over Fq ) with respect to any variable are at most q − 1.
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the following simple statements.
Proposition 7. [23]
(a) The degree of a nonlinear permutation polynomial does not divide q − 1. The monomial xn
is a permutation polynomial if and only if gcd(n, q − 1) = 1.
(b) If f ∈ Fq [x] is a permutation polynomial, and f (0) = 0, then∏x∈F∗q f (x) = −1.
The conditions for a polynomial to be a permutation polynomial are rather complicated. The
following criterion remains to be one of the most popular and powerful tools in the theory of
permutation polynomials for more than 100 years. It is called the Hermite–Dickson criterion
(see, for example, [32]), since it was shown by Hermite in [12] for prime fields and the general
case was established by Dickson in [10].
Theorem 8 (Hermite–Dickson criterion). Let Fq be a field of characteristic p. Then f ∈ Fq [x]
is a permutation polynomial if and only if the following two conditions hold:
(a) f has exactly one root in Fq ;
(b) for each integer t with 1 t  q − 2 and t 	≡ 0 mod p, the reduction of f (x)t mod (xq − x)
has degree  q − 2.
Now we give some results on permutation polynomials, which are closely connected with our
investigations of polynomial graphs. The following theorem was proven by Matthews in [24].
Theorem 9. Let q = pe be an odd prime power. Then ψk(x) = 1 + x + · · · + xk ∈ Fq [x] is a
permutation polynomial if and only if k ≡ 1 mod p(q − 1).
The following lemma is a little weaker than Theorem 9, but we will need it in Section 3.
Lemma 10. [8] Let q be an odd prime power, a be a positive integer, and let φa :Fq \ {1} → Fq
be defined by φa(x) = (xa+1 − 1)/(x − 1). Then φa is injective if and only if a ≡ 1 mod (q − 1).
Proof. If a ≡ 1 mod (q − 1), then a = s(q − 1)+ 1, and for all α ∈ Fq \ {1},
φa(α) = α
s(q−1)+2 − 1
α − 1 =
α2 − 1
α − 1 = α + 1.
Hence, φa is injective.
Suppose φa is injective, and let β be the only element of Fq which is not a value of φa . Let
a = s(q − 1)+ t , 0 t < q − 1. Then the polynomial f (x) = 1 + x + · · · + xt + (β − t − 1)×
(1 − (x − 1)q−1) is a permutation polynomial since f (x) = φa(x) for all x 	= 1 and f (1) = β .
By Theorem 8(b), degf < q − 1, therefore, β = t + 1, and f (x) = 1 + x + · · · + xt . Then, by
Theorem 9, t ≡ 1 mod p(q − 1). Hence, a ≡ t ≡ 1 mod (q − 1). 
Lemma 11. Let q = pe  5 be an odd prime power. Let k be an integer such that 1 k < q − 1
and gcd(k, q − 1) = 1. Suppose there exists A ∈ Fq such that the function f on Fq given by
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(x−1)k for x 	= 1, and f (1) = A is a bijection. Then 1  k < q−12 . If, in addition, k ≡
1 mod (p − 1), then (2k
k
)≡ 2 mod p and A = 2.
Proof. Let hf (x) = (x2k − 1)(x − 1)q−1−k +A(1 − (x − 1)q−1). Then hf (a) = f (a) for every
a ∈ Fq , and A 	= f (−1) = 0. Hence, hf is a permutation polynomial. Computing the coefficient
at xq−1 in hf mod (xq − x), we obtain that it is equal to −
(
q−1−k
k
)−A for all k, 1 k < q − 1.
By Theorem 8, it must be zero, hence
0 	= A = −
(
q − 1 − k
k
)
.
Since
(
q−1−k
k
) = 0 for (q − 1)/2 < k < q − 1, and q  5, we conclude that 1 k < (q − 1)/2
(k 	= (q − 1)/2 since gcd(k, q − 1) = 1 and q  5).
Using the identity
(
q −m
r
)
≡ (−1)r
(
m+ r − 1
r
)
mod p (3)
from Turnwald [33] for m = k + 1 and r = k, k odd, we obtain −(q−1−k
k
)≡ (2k
k
)
mod p.
On the other hand, as f is a bijection, and each of (x − 1)k, xk − 1, xk + 1 is a permutation
polynomial on Fq , applying Proposition 7(b), we obtain:
−1 =
∏
x 	=−1
f (x) = A ·
∏
x 	=−1,1
x2k − 1
(x − 1)k = A
∏
x 	=−1,1
1
(x − 1)k
∏
x 	=−1,1
(
xk − 1) ∏
x 	=−1,1
(
xk + 1)
= A(2k)
(
1
2
)(
−1
2
)
= −A2k−2.
Hence A = 22−k . If k ≡ 1 mod (p − 1), then, as 2p−1 ≡ 1 mod p, we obtain 22−k ≡ 2 mod p,
and A = 2. 
3. Proofs of Theorems 1–3
3.1. 4- and 6-cycle-free conditions
We begin with the question of when a monomial graph G = Gq(xuyv, xkym) is 4-cycle-free.
The existence of a 4-cycle in a graph Gq(f2, f3) of dimension three implies the existence of
a 4-cycle in each of the two-dimensional graphs Gq(fi), i = 2,3. Indeed, deleting the third
(respectively, the second) coordinate in every vertex of the 4-cycle in Gq(f2, f3) gives a 4-cycle
in Gq(f2) (respectively, Gq(f3)).
By a¯ we denote the greatest common divisor of integers a and q − 1.
Lemma 12. The graph G = Gq(xuyv, xkym) has no 4-cycles if and only if the exponents
u,v, k,m satisfy one of the following conditions:
(i) u¯ = v¯ = 1;
(ii) k¯ = m¯ = 1;
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(iv) v¯ = m¯ = 1 and gcd(u¯, k¯) = 1.
Proof. Let f2 = xuyv and f3 = xkym. By Proposition 5, C = (a)[b](c)[d] is a 4-cycle in G if the
corresponding first components a1, b1, c1, d1 form a nontrivial solution of the system Δ2(f2) =
Δ2(f3) = 0. The latter can be rewritten in the following form:
(
au1 − cu1
)(
bv1 − dv1
)= (ak1 − ck1)(bm1 − dm1 )= 0.
If u¯ > 1, then we have a solution of Δ2(f2) = 0 for any pair b1 	= d1. If also m¯ > 1, we
may choose a solution of Δ2(f3) = 0 independently of a1, c1 to obtain a 4-cycle in G. Hence,
max(u¯, m¯) = 1, and similarly max(v¯, k¯) = 1.
Now if u¯ = v¯ = 1, we have (i); obviously, in this case we do not have 4-cycles since we do
not have nontrivial solutions of (2). Similarly, with k¯ = m¯ = 1 we have (ii).
Suppose that v¯ = m¯ = 1. Then a 4-cycle is possible only if we have a common solution
of (a1/c1)u = 1 and (a1/c1)k = 1. This happens if and only if gcd(u¯, k¯) > 1, otherwise, we
have (iv). Finally, u¯ = k¯ = 1 and the 4-cycle-free condition lead to (iii). 
The next two lemmas reduce the study of 4- and 6-cycle-free monomial graphs to graphs
Gq(xy, x
ky2k).
Lemma 13. Let q be an odd prime power. Then a monomial graph G of girth at least eight is
isomorphic to a monomial graph Gq(xy, xk
′
ym
′
) for some nonnegative integers k′ and m′.
Proof. Let G = Gq(xuyv, xkym). Since G contains no 4-cycles, the parameters u,v, k,m satisfy
at least one of conditions (i)–(iv) in the statement of Lemma 12.
Let positive integers u′, v′ satisfy uu′ ≡ vv′ ≡ 1 mod (q − 1). Then in case (i) the mapping
(p1,p2,p3) → (pu′1 ,p2,p3), [l1, l2, l3] → [lv
′
1 , l2, l3] is an isomorphism of G to Gq(xy, xk
′
ym
′
),
where k′ ≡ u′k mod (q − 1) and m′ ≡ v′m mod (q − 1). A similar argument applies in case (ii).
To finish the proof, we show that in cases (iii) and (iv) G contains a 6-cycle.
Due to the point–line isomorphism (Proposition 6(a)), it is sufficient to consider only
case (iii). Let S = (1,0,−1;1,−1,0). Then Δ3(xuyv)(S) = 1 − (−1)u+v , and Δ3(xkym)(S) =
1 − (−1)k+m. As we are in case (iii), both u and k are odd, therefore, S is a nontrivial solution
of the system Δ3(xuyv) = Δ3(xkym) = 0 and G contains a 6-cycle. Hence, as gcd(v¯, m¯) = 1,
exactly one of v and m is even. Due to the point–line isomorphism, we may assume that m is
even, hence, m¯ 2, and v is odd.
Arguing as in case (i), we may assume k = 1. Hence, G = Gq(xuyv, xym), where v is odd, m
is even, and u¯ = gcd(v¯, m¯) = 1.
If v¯ = 1, then, since u¯ = 1, we are in case (i), which has been already considered. Therefore
v¯  3, and there exist distinct α,β and γ such that αv = βv = γ v . Then αm,βm and γm are all
distinct. Indeed, if, say αm = βm, then the order d of α/β in F∗q is greater than 1 and would divide
both v and m. This contradicts the fact that gcd(v¯, m¯) = 1. Consider S1 = (βm−γmαm−γm ,0,1;α,β, γ ).
We have Δ3(xuyv)(S1) = 0, and Δ3(xym)(S1) = 0. Hence S1 is a nontrivial solution of the
system Δ3(xuyv) = Δ3(xyv) = 0. By Proposition 5, S1 defines a 6-cycle in G. Thus case (iii) is
not possible, and the proof is finished. 
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girth at least eight. Though part (b) of the lemma implies part (a), the latter is used in the proof
of part (b), and we include it for convenience.
Lemma 14. Let G = Gq(xy, xkym) be a monomial graph of girth at least eight. Then
(a) k +m is odd, k¯  2, and m¯ 2;
(b) m ≡ 2k mod (q − 1) and k¯ = 1, or k ≡ 2m mod (q − 1) and m¯ = 1;
(c) G is isomorphic to Gq(xy, xky2k) for odd k not divisible by p and 1  k < q − 1, or to
Gq(xy, x
my2m) for odd m not divisible by p and 1m< q − 1.
Proof. (a) Suppose that k + m is even. Let S = (1,0,−1;1,−1,0). Then Δ3(xy)(S) =
Δ3(xkym)(S) = 0. As q is odd, S is a nontrivial solution of the system. By Proposition 5, G con-
tains a 6-cycle defined by S, a contradiction. Therefore k +m is odd.
For a, b ∈ Fq , a 	= b, let S1 = (1,0, b−1b−a ;1, a, b). Then Δ3(xy)(S1) = 0 for all such a and b,
and Δ3(xkym)(S1) = 1 − bm + ( b−1b−a )k(bm − am).
If m¯ 3, there exist at least three distinct solutions of the equation xm = 1. Let a and b be two
of them which are both not equal to 1. Then Δ3(xkym)(S1) = 0. Note that a 	= 1 implies b−1b−a 	= 1,
and b 	= 1 implies b−1
b−a 	= 0. Hence S1 is a nontrivial solution, and it defines a 6-cycle in G, a
contradiction. Therefore m¯ 2. The condition k¯  2 follows from the point–line isomorphism.
(b) Suppose that k is odd. Then m is even, k¯ = 1, and m¯ = 2 by part (a). Let S2 =
(c,1, d;d, c,1). We wish to show that if m 	≡ 2k mod (q − 1), there exist c, d such that S2
is a nontrivial solution of Δ3(xy) = Δ3(xkym) = 0. Then G contains a 6-cycle defined by S2,
a contradiction.
Indeed, Δ3(xy)(S2) = 0 for all c and d . Hence it is sufficient to consider the second equation
only.
Since Δ3(xkym)(S2) = ckdm − dm + cm − dkcm + dk − ck , S2 is a solution of Δ3(xkym) = 0
if and only if (ck − 1)(dm − 1) = (dk − 1)(cm − 1), and S2 is nontrivial if and only if 1, c, d are
all distinct.
Let l be the multiplicative inverse of k mod (q − 1), i.e., kl ≡ 1 mod (q − 1). Set f = ck and
g = dk . Then cm = f lm, dm = glm and the last equation can be rewritten as
f lm − 1
f − 1 =
glm − 1
g − 1 . (4)
If m 	≡ 2k mod (q − 1), then lm 	≡ 2 mod (q − 1), and, by Lemma 10, the function φlm−1 =
(xlm − 1)/(x − 1) on Fq \ {1} is not a bijection. Hence there exists a solution (c, d) of (4) with
c 	= d . As c 	= 1 and d 	= 1, S2 is a nontrivial solution of Δ3(xy) = Δ3(xkym) = 0. This proves
that m ≡ 2k mod (q − 1).
If p divides k, then k = pak′, where k′ is not divisible by p, and the graph Gq(xy, xky2k)
is isomorphic to the graph Gq(xy, xk
′
y2k
′
) by Proposition 6(b). Finally, the inequality 1  k <
q − 1 follows from the reduction by modulo xq − x and the condition gcd(k, q − 1) = 1.
Similarly, if we assume that k is even, then m is odd, m¯ = 1, and k ≡ 2m mod (q − 1). This
ends the proof of (b), and part (c) immediately follows. 
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q − 1) = 1. In the next lemma we construct two functions which must be bijections if a graph
G(xy,xky2k) has girth at least eight.
Lemma 15. Let q be an odd prime power, and let gcd(k, q − 1) = 1, 1  k < q − 1. If G =
Gq(xy, x
ky2k) has girth at least eight, the following must hold:
(a) the function f :Fq \ {1} → Fq given by f (x) = x2k−1(x−1)k for x 	= 1 is an injection;
(b) the function on Fq given by g(x) = xk−1(x−1)2k for x 	= 1 and g(1) = 0 is a bijection.
Proof. (a) Let f (x) = (x2k −1)/(x −1)k be not one-to-one on Fq \ {1}. Then there exist distinct
c, d ∈ Fq \ {1} such that f (c) = f (d). If one of c, d is equal −1, then another is equal to −1,
which contradicts c 	= d . As none of c and d is 1 or −1, none of c2k − 1 or d2k − 1 is zero. Let
a = d−1
c−1 . Then
ak = (d − 1)
k
(c − 1)k =
d2k − 1
c2k − 1 .
We claim that S = (a,0,1; c, d,1) is a nontrivial solution of the system Δ3(xy) =
Δ3(xky2k) = 0. Indeed, Δ3(xy)(S) = ac − a − d + 1 = a(c − 1) − (d − 1) = 0, and
Δ3(xky2k)(S) = akc2k − ak − d2k + 1 = ak(c2k − 1) − (d2k − 1) = 0. As a 	= 0,1, and all
c, d,1 are distinct, S is a nontrivial solution, and, by Proposition 5, G contains a 6-cycle.
Hence f (x) = (x2k − 1)/(x − 1)k must be one-to-one on Fq \ {1}.
(b) As graphs G(xy,xky2k) and Gq(xy, x2kyk) are isomorphic, a similar calculation to the
one in part (a) (with the same S = (a,1,0; c, d,1)) shows that g(x) is injective on Fq \ {1}.
Since gcd(k, q − 1) = 1, (xk − 1)/(x − 1)2k is never zero for x 	= 1, implying that g(x) is a
bijection. 
3.2. Proof of Theorem 1
By Lemmas 13 and 14, we may assume that G is isomorphic to Gq(xy, xky2k), where k is
not divisible by p. In particular, this implies the statement for q = 3.
(a) The condition gcd(k, q − 1) = 1 was also obtained in Lemma 14. Now Lemma 15(a)
implies that the function f can be extended to a bijection on Fq . Then the inequality 1 k < q−12
follows from Lemma 11.
(e) We consider a polynomial h(x) = ((x + 1)k − 1)xq−2k−1. The exponent q − 2k − 1 > 0
since 1 k < q−12 by part (a). Note that for the function g from Lemma 15(b), h(a) = g(1 + a)
for all a ∈ F∗q and h(0) = 0 = g(1). As g is a bijection on Fq , h is a permutation polynomial.
Since k > 1 and gcd(k, q − 1) = 1, nk < q − 1 < (n + 1)k. Hence, as k < q−12 , we have
0 < 2(q − 1)− 2nk < q − 1, and
h(x)n = ((x + 1)k − 1)nx(q−1−2k)n ≡ ((x + 1)k − 1)nx2(q−1)−2nk mod (xq − x).
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xq−1 mod (xq − x). As
(
(x + 1)k − 1)n =
n∑
m=0
(
n
m
)
(x + 1)km(−1)n−m =
n∑
m=0
(−1)n−m
(
n
m
) km∑
j=0
(
km
j
)
xj ,
it is easy to verify that such a term appears only when m = n and j = 2nk − (q − 1). The
coefficient of this term is
(
nk
2nk−q+1
)
. Then by identity (3), ( nk2nk−q+1) ≡ (2rr ) mod p. As h is a
permutation polynomial, the conclusion follows from the Hermite–Dickson criterion.
(b) If q is prime, q = p, then 2 n < p, hence p does not divide n. If 1 r < k < (p− 1)/2,
the binomial coefficient
(2r
r
)
is not divisible by p. This contradicts (e), and therefore k = 1. For
q not prime, as Fp is a subfield of Fq , the graph Gp(xy, xk mod (p−1)y2k mod (p−1)) is a subgraph
of G. As its girth is at least eight, we obtain k ≡ 1 mod (p − 1).
(f) We extend the function f of Lemma 15(a) to a permutation polynomial hf (x) =
(x2k − 1)(x − 1)q−1−k + 2(1 − (x − 1)q−1), as it was done in the proof of Lemma 11. Let
t = x − 1 and F(t) = hf (t + 1) − 2 = ((t + 1)2k − 1)tq−1−k − 2tq−1. Then F(t) is a permuta-
tion polynomial.
(d) The first congruence now follows from Lemma 15(a) and Lemma 11. In order to obtain the
second congruence, we consider the coefficient at tq−1 in F 2(t) mod (tq − t). Omitting tedious
but straightforward transformations, we obtain that for every k, 1 k < q − 1,
(
4k
q − 1 + 2k
)
+
(
4k
2k
)
−
(
2k
k
)2
− 2 ≡
(
4k
q − 1 + 2k
)
+
(
4k
2k
)
− 6 mod p.
As 1 k < (q−1)/2, we have 4k < q−1+2k, hence ( 4k
q−1+2k
)= 0. This yields (4k2k)≡ 6 mod p.(g) Let g be the function defined in Lemma 15(b). Then it is a bijection, since the conditions of
Lemma 15 are satisfied. Then the function hg(x) = g(x+1), hg(0) = 0, has the same range on F∗
as the function G(x) = hg( 1x ) = ((x+1)k −xk)xk , namely F∗. The expression ((x+1)k −xk)xk
is 0 for x = 0. Hence G(x) is a permutation polynomial.
(c) The degree of G(x) is 2k − 1 > 1. As the degree of a nonlinear permutation polynomial
over Fq does not divide q − 1, see Proposition 7(a), we obtain that 2k − 1 does not divide q − 1.
3.3. Proof of Theorem 2
Let k =∑Ni=0 kipi where all 0 ki  p−1. Since neither 2 nor 6 is divisible by p for p  5,
we know, by Theorem 1, that neither
(2k
k
)
nor
(4k
2k
)
is divisible by p. By a theorem of Kummer
[16] (see also Knuth [15]), the greatest exponent e such that prime power pe divides the binomial
coefficient
(
a
b
)
is the number of ‘carries’ when we add b and a − b in base p. For a = 2k and
b = a − b = k, since no ‘carries’ occur, we obtain that 0 ki  p−12 for all i. Hence the base p
digits of 2k are 2ki . Setting a = 4k and b = a − b = 2k, since no ‘carries’ occur, we obtain that
0 2ki  p−12 for all i = 1, . . . ,N . This is equivalent to the statement of the theorem.
3.4. Proof of Theorem 3
By Lemma 14(c), G is isomorphic to a graph Gq(xy, xky2k), where k satisfies the necessary
conditions stated in Theorems 1 and 2. If a = b = 0, then q = p, and the graph Gq(xy, xky2k)
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rem 1(b). For e  2, we use induction on e. To establish the base cases, we prove the theorem
for 2  e  4. Let k =∑Ni=0 kipi be the representation of k in base p. By Theorem 2, all
0 ki  p−14 . Then 1N  3, and we have
k ≡ k0 + · · · + kN mod (p − 1) and 1 k0 + · · · + kN  p − 14 N  p − 1.
Having 1 k  p − 1 and k ≡ 1 mod (p − 1), we conclude that k = 1. This proves the theorem,
in particular, for q = p2 and q = p3.
Let e  6, and the theorem holds for all exponents of the form e′ = 2a′3b′ , where 2 e′ < e.
We write e in the form e = rt where r ∈ {2,3}. Then t = e/r is of the form 2a′′3b′′ , and 2 t < e.
Then Fpt is a proper subfield of Fpe , and G must have girth at least eight when considered as a
graph over this subfield. Using the induction hypothesis, we must have k ≡ 1 mod (pt − 1). This
implies that
k ≡
rt−1∑
i=0
kip
i mod t ≡ 1 mod (pt − 1).
However, as all 0 ki  p−14 by Theorem 2, we have
rt−1∑
i=0
kip
i mod t  r
t−1∑
i=0
(p − 1)
4
pi  3 (p − 1)
4
t−1∑
i=0
pi  3
4
(
pt − 1).
Therefore
∑rt−1
i=0 kipi mod t = 1, forcing k = 1.
The statement concerning all odd prime powers q such that 3  q  1010 was verified by
using computer. The program utilized the necessary conditions on k from Theorem 1.
4. Concluding remarks
The nonexistence of girth eight graphs Gq(xy,f3) for several classes of polynomials f3 which
are not monomials, was proved in [8]. In particular, it was done in the case when f3 is a binomial
for all sufficiently large odd q . There it was also shown that in order for an s-regular bipartite
graph, s  3, on 2s3 vertices of girth eight to be extended to a generalized quadrangle of order s,
it must have diameter six.
The second conjecture we would like to state concerns permutation polynomials.
Conjecture 16. Let q be an odd prime power, 1 k  q − 1, and p does not divide k. Then the
polynomials F(x) = ((x + 1)2k − 1)xq−1−k − 2xq−1 and H(x) = ((x + 1)k − xk)xk = (x2 +
x)k − x2k are permutation polynomials on Fq if and only if k = 1.
It should be noted that this implies but is not equivalent to Conjecture 4 since the polynomials
above are derived from a special class of potential 6-cycles.
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