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Abstract
We study the geometrical-optics expansion for circularly-polarized electromagnetic waves propagating on
a curved spacetime in general relativity. We show that higher-order corrections to the Faraday and stress-
energy tensors may be found via a system of transport equations, in principle. At sub-leading order, the
stress-energy tensor possesses terms proportional to the wavelength whose sign depends on the handedness
of the circular polarization. Due to such terms, the direction of energy flow is not aligned with the gradient
of the eikonal phase, in general, and the wave may carry a transverse stress.
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I. INTRODUCTION
Our present knowledge of the universe relies on inferences drawn from observations of electro-
magnetic waves (and, since 2015, gravitational waves [1]) that have propagated over astronomical
and cosmological distances, across a dynamical curved spacetime. Yet astronomers do not typically
analyze Maxwell’s equations directly. To account for the gravitational lensing of light, for example,
it suffices to employ a (leading-order) geometrical-optics approximation in 4D spacetime [2–4], in
which the gradient of the phase is tangent to a light ray. In vacuum, a light ray is a null geodesic
of the spacetime. The wave’s square amplitude varies in inverse proportion to the transverse area
of the beam (as flux is conserved in vacuum) and the polarization is parallel-propagated along the
ray (a phenomenon known as gravitational Faraday rotation [5]).
Geometrical optics is a widely-used approximation scheme based around one fundamental as-
sumption: the wavelength (and inverse frequency) is significantly shorter than all other characteris-
tic length (and time) scales [6, 7], such as the spacetime curvature scale(s) [4]. For the gravitational
lensing of electromagnetic radiation, this is typically a good assumption. For example, the Event
Horizon Telescope [8, 9] will seek to image a supermassive black hole of diameter ∼ 108 km using
radiation with a wavelength of ∼ 1 mm. On the other hand, gravitational waves have substan-
tially longer wavelengths (e.g. λ ∼ 107m for GW150914), as they are generated by bulk motions of
compact objects [10].
The leading-order geometrical-optics approximation will degrade as the wavelength becomes
comparable to the space-time curvature scale(s). Formally, Huygen’s principle is not valid on a
curved spacetime, due back-scattering, and the retarded Green’s function has extended support
within the lightcone. Nevertheless, wherever there is a moderate separation of scales, one would
expect that geometrical-optics would remain a useful guide, and that more accurate results could be
obtained by including higher-order corrections in the ratio of scales. Additionally, the structure of
the higher-order corrections may provide insight into wave-optical phenomena that are not present
in the ray-optics limit.
Higher-order corrections in geometrical-optics expansions were studied in a pioneering 1976 work
by Anile [11], building upon the earlier ideas of Ehlers [12]. By using the spinor and Newman-
Penrose formalism, Anile found that “correct to the first-order, the wave has energy flows in
directions orthogonal to the wave’s propagation vector, as well as anisotropic stresses.” This
conclusion is perhaps under-appreciated, and may yet find relevance in the era of long-wavelength
gravitational wave astronomy.
In this paper we extend geometrical optics to sub-leading order, in the (4D) spacetime setting,
for circularly-polarized waves. Using a tensor formulation, we obtain an expression for the stress-
energy tensor Tab that includes the leading-order effect of wave helicity (i.e. the handedness of
circular polarization). Like Anile [11], we find a stress-energy that deviates from that of a null
fluid at sub-leading order, allowing the circularly-polarized wave to (i) carry transverse stresses
due to shearing of the null congruence, and (ii) propagate energy in a direction that is misaligned
with the gradient of the eikonal phase.
A key motivation for this work is the recent interest in a spin-helicity effect: a coupling be-
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tween the frame-dragging of spacetime outside a rotating body, and the helicity (handedness) of a
circularly-polarized wave of finite wavelength [13]. It is known, for example, that a Kerr black hole
can distinguish and separate waves of opposite helicity [14–17]. Similar effects for rotating bodies
have also been studied [18, 19]. It was suggested in Ref. [15] that this is due to an optical Magnus
effect which is dual to gravitational Faraday rotation.
A recent study [20] of the absorption of planar electromagnetic waves impinging upon a Kerr
black hole, in a direction parallel to the symmetry axis, noted that a circularly-polarized wave
with the opposite handedness to the black hole’s spin is absorbed to a greater degree than the
co-rotating polarization. The difference in absorption cross sections due to helicity was shown to
scale in proportion to the wavelength λ, as λ → 0. This is an example of an effect that is not
present in the leading-order geometrical-optics limit, but which should be captured by geometrical
optics at sub-leading order.
Here we highlight a mechanism through which a spin-helicity effect could arise, namely, through
the differential precession induced in a basis that is parallel-propagated along a null geodesic
congruence. The idea is illustrated in Fig. 1, which shows the crosssection of a narrow beam,
(a) before and (b) after passing through a gravitational field. The initially-circular crosssection is
distorted into an ellipse by geodesic deviation. A set of basis vectors in the crosssection (shown as
arrows in Fig. 1) becomes twisted as they are dragged along the rays of the beam. Consequently,
the gravitational Faraday rotation angle varies across the crosssection. A local observer would
interpret a spatially-varying Faraday rotation as an additional phase that varies across the beam.
This additional phase would lead to a correction in the wave’s apparent propagation direction. This
argument is developed heuristically in Sec. II D, and put on a firmer footing through the results of
Sec. III.
This paper is organised as follows. Sec. II comprises review material: Sec. II A is on the Faraday
tensor, Maxwell’s equations, the vector potential, wave equations, and the stress energy tensor;
Sec. II B is on the geometrical-optics approximation at leading order, covering the ansatz for the
Faraday tensor, the expansion method, and the resulting hierarchical system of equations; and
Sec. II C is on the self-dual bivector basis, geodesic deviation, Sachs’ equations and the optical
scalars. Sec. II D concerns the modification to the leading-order phase that arises from differential
precession across a null geodesic congruence. Sec. III presents the method for calculating higher-
order corrections, in both the tensor formalism (III A) and the Newman-Penrose formalism (III B).
The paper concludes with a discussion of the key results in Sec. IV. Auxiliary results are presented
in Appendix A and B.
Conventions: Here gab is a metric with signature −+++. Units are such that the gravitational
constant G and the speed of light c are equal to 1. Indices are lowered (raised) with the metric
(inverse metric), i.e. ua = gabu
b (ua = gabub). Einstein summation convention is assumed. The
metric determinant is denoted g = det gab. The letters a, b, c, . . . are used to denote spacetime
indices running from 0 (the temporal component) to 3, whereas letters i, j, k, . . . denote spatial
indices running from 1 to 3. The Levi-Civita tensor is εabcd ≡ √−g[abcd], with [abcd] the fully anti-
symmetric Levi-Civita symbol such that [0123] = +1. The covariant derivative of Xb is denoted by
∇aXb or equivalently Xb;a, and the partial derivative by ∂aXb or Xb,a. The symmetrization (anti-
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(a) (b)
FIG. 1. Upper: Showing a congruence of rays deflected in the gravitational field of a compact object.
Lower: (a) Circular cross section of a bundle of rays with a basis ma = 1√
2
(
ea1 + ie
b
2
)
that is ‘straight’:
mb∇bma = 0. (b) Elliptical cross section of the same bundle after propagating through a gravitational field.
The parallel-propagated basis ma has undergone differential precession such that mb∇bma 6= 0.
symmetrization) of indices is indicated with round (square) brackets, e.g. X(ab) =
1
2(Xab + Xba)
and X[ab] =
1
2(Xab −Xba). {ka, na,ma,ma} denote the legs of a (complex) null tetrad. Complex
conjugation is denoted with an over-line, or alternatively, with an asterisk: ma = ma∗.
II. FOUNDATIONS
A. Maxwell’s equations in spacetime
1. The Faraday tensor
The fundamental object in electromagnetism is the Faraday tensor Fab, a tensor field pervading
spacetime which is anti-symmetric in its indices, Fba = −Fab (i.e. a two-form field). The electric and
magnetic fields at a point in spacetime depend on the choice of Lorentz frame. An observer with
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(unit) tangent vector ua and (orthonormal) spatial frame eai ‘sees’ an electric field Ei = Fabe
a
i u
b
and a magnetic field Bi = F˜abe
a
i u
b. Here F˜ab is the Hodge dual [21] of the Faraday tensor, defined
by
F˜ab ≡ 1
2
εabcdF
cd, (1)
where εabcd is the Levi-Civita tensor. (It follows that X˜
∼
ab = −Xab for any two-form Xab.)
It is convenient to introduce a complex version of the Faraday tensor,
Fab ≡ Fab + iF˜ab. (2)
The complex tensor Fab is self-dual, by virtue of the property F˜ab = −iFab. It follows from
its definition that F∗abFab = 0, where ∗ denotes complex conjugation. We may also introduce a
complex three-vector F with components Fi ≡ Fabeai ub, whose real and imaginary parts yield the
(observer-dependent) electric and magnetic fields, F = E− iB.
Under local Lorentz transformations (changes of observer frame), the components of the complex
three-vector F transform as follows [22]: Fi → F ′i = OijFj where O is a complex-valued orthogonal
matrix (
∑3
j=1OijOkj = δik). For example, a boost in the x direction with rapidity ρ together with
a rotation in the yz plane through an angle θ (a ‘four-screw’ [22]) is generated by the transformation
matrix
O =
1 0 00 cos γ − sin γ
0 sin γ cos γ
 , γ = θ + iρ. (3)
The complex scalar quantity
Υ ≡ −1
8
FabFab = 1
2
F ·F (4)
is frame-invariant. Its real and imaginary parts yield the well-known frame-invariants 12(E
2 −B2)
and (minus) E · B, respectively [23]. A Faraday field with Υ = 0 is called null. In the null case,
any observer finds that the electric and magnetic fields are orthogonal and of equal magnitude.
The superposition of two null fields is not null, in general.
The (observer-dependent) energy density E ≡ 12
(
E2 +B2
)
and Poynting vector N ≡ E×B can
also be found from the complex three-vector F , as follows: E = 12F ·F∗ and N = 12iF ×F∗, with
the scalar and vector products extended to complex three-vectors in the straightforward way.
2. Maxwell’s equations and the vector potential
The Faraday tensor is governed by (the “microscopic” version of) Maxwell’s equations,
∇bF ab = µ0Ja, ∇bF˜ ab = 0, (5)
where ∇a denotes the covariant derivative. Here Ja is the four-current density which is necessarily
divergence-free (∇aJa = 0). The second equation above is equivalent to ∇[aFbc] = 0, known as the
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Bianchi identity. In the language of forms, F is closed (dF = 0 by the Bianchi identity), and thus
by Poincare´’s lemma, F must be locally exact (F = dA). Thus, the Faraday tensor can be written
in terms of a vector potential Aa as
Fab ≡ 2∇[aAb]. (6)
Due to antisymmetry, it follows that Fab = 2∂[aAb] =
∂Ab
∂xa − ∂Aa∂xb . The Faraday tensor is invariant
under gauge transformations of the form Aa → A′a = Aa + ∂aχ, where χ is any scalar field.
In the absence of charges (Ja = 0) we have Fab;b = 0 = F[ab;c]. Then, from a given solution
F (0)ab one can generate a one-parameter family of solutions Fab = eiϕF (0)ab where ϕ is any complex
number.
3. Wave equations
By taking a derivative of the first equation of (5), re-ordering covariant derivatives, and applying
the Bianchi identity, one may obtain a wave equation in the form
Fab + 2RacbdF cd +R ca Fbc −R cb Fac = 2µ0J[a;b], (7)
where Rabcd and Rab ≡ Rcacb are the Riemann and Ricci tensors, respectively. In the absence of
electromagnetic sources (Ja = 0), one may replace Fab with Fab, if so desired.
Alternatively, one may derive a wave equation for the vector potential,
Aa −RabAb −∇a
(
Ab;b
)
= −µ0Ja. (8)
The final term on the left-hand side is zero in Lorenz gauge, Aa;a = 0.
4. Stress-energy tensor
The stress-energy tensor Tab is given by
µ0Tab ≡ FacF cb −
1
4
gabFcdF
cd, (9)
=
1
2
Re (F ca F∗bc) . (10)
The stress-energy is traceless, T aa =
1
2FabFab∗ = 0, and it satisfies the conservation equation
∇bT ab = −F ab Jb, which accounts for how energy is passed between the field and the charge
distribution.
B. Geometrical optics at leading order
Suppose now that the electromagnetic wavelength is short in comparison to all other relevant
length scales; and the inverse frequency is short in comparison to other relevant timescales. A
standard approach is to introduce a geometrical-optics ansatz for the vector potential Aa into the
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wave equation (8) and to adopt Lorenz gauge (∇aAa = 0); see for example Box 5.6 in Ref. [24].
Another approach [2, 11, 12], which we favour here, is to introduce an ansatz for the Faraday tensor
Fab itself. This helps to expedite the stress-energy tensor calculation, and removes any lingering
doubts about the gauge invariance of the results obtained.
We begin by introducing a geometrical-optics ansatz,
Fab = Afab exp (iωΦ) . (11)
Here ω serves as an order-counting parameter; Φ(x) and A(x), the phase and amplitude, respec-
tively, are real fields; and fab(x), the polarization bivector, is a self-dual bivector field (fab = −fba,
f˜ab = −ifab). Loosely, we shall call ω the ‘frequency’, but with the note of caution that an observer
with tangent vector ua would actually measure a wave frequency of −ωua∇aΦ.
1. Expansion of the wave equation in ω
Henceforth we shall consider the case of a charge-free region (Ja = 0). Inserting (11) into the
wave equation (7) (see Sec. II A 3) yields
− ω2kckcfab + iω
[(
2kcA;c + kc;cA
)
fab +Akcfab;c
]
+O(ω0) = 0, (12)
where ka ≡ ∇aΦ. We may proceed by solving order-by-order in ω.
At O(ω2), kak
a = 0, and thus the gradient of the phase is null. We shall assume henceforth
that ka is future-pointing. It follows inevitably that, as ka is a gradient and it is null, it must also
satisfy the geodesic equation,
kbka;b = 0. (13)
The integral curves of ka (that is, spacetime paths xa(v) satisfying dx
a
dv = k
a) are null geodesics
which lie in the hypersurface of constant phase (Φ(x) = constant); these are known as the null
generators. The null generators may be found from the constrained Hamiltonian H[xa, ka] =
1
2g
ab(x)kakb, where H = 0 and ka ≡ gab dxbdv .
At O(ω1), one may split into a pair of transport equations, by making use of the ambiguity in
the definitions of A and fab in Eq. (11), viz.,
kaA;a = −1
2
ϑA, (14)
kcfab;c = 0, (15)
where ϑ ≡ ka;a is the expansion scalar. Note that (i) the transport equation for the amplitude
A ensures the conservation of flux, ∇a
(A2ka) = 0; (ii) by (15) the polarization bivector fab is
parallel-propagated along the null generator; and (iii) at leading order the polarization bivector is
transverse, fabk
b = 0, which follows from Fab;b = 0 at O(ω1).
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2. Circular polarization
Conditions (ii) and (iii) are met by the choice
fab = 2k[amb], (16)
where ka is the gradient of the phase, and m
a is any complex null vector satisfying mam
a = mak
a =
0 and mam
a = 1 (where ma is the complex conjugate of ma), that is also parallel-propagated along
the null generator, kbma;b = 0. Typically it is constructed from a pair of legs from an orthonormal
triad, e.g. ma = 1√
2
(ea1 + ie
a
2), and conversely, e
a
1 =
1√
2
(ma +ma) and ea2 =
1√
2
(ma −ma).
The handedness of the circularly-polarized wave depends on the sign of ω and the handedness
of ma. Henceforth, we shall assume that ma is constructed such that iεabcdu
akbmcmd is positive for
any future-pointing timelike vector ua. The wave is then right-hand polarized (left-hand polarized)
if the frequency ω is positive (negative). There remains considerable freedom in the choice of ma, as
conditions (ii) & (iii) and handedness are preserved under the transformation ma → eiϕma + αka,
where ϕ is any real parameter and α(x) is a real scalar field.
3. Stress-energy at leading order
The circularly-polarized field Fab is null at leading order in ω. This can be established by
inserting Eq. (11) into Eq. (4) to obtain Υ = 0, after noting that fabf
ab = 0 for circularly-polarized
waves.
Inserting Eq. (11) into Eq. (10) gives a leading-order (in ω) result for the stress-energy,
µ0Tab =
1
2
A2kakb. (17)
The stress-energy has the form of a null fluid, at this order in ω. It is straightforward to show that
∇bTab = 0 by using flux conservation (∇a
(A2ka) = 0) from property (i) above.
C. Null basis, geodesic deviation and optical scalars
1. Null tetrad
To recap, the leading-order geometrical-optics solution for a circularly-polarized wave is
Fab = 2k[amb]A exp(iωΦ). (18)
Here ka is a future-pointing real null vector field (kak
a = 0) which is the gradient (k[a;b] = 0)
of the eikonal phase (ka = ∇aΦ), geodesic (kbka;b = 0) and the null generator of a constant-
phase hypersurfaces; and ma (and its conjugate ma) is a complex null vector field which is
unit (mama = 1), right-handed (iεabcdu
akbmcmd > 0 for future-pointing timelike ua), parallel-
propagated (kbma;b = 0) and transverse (mak
a = 0), and thus tangent to constant-phase hyper-
surfaces (ma∇aΦ = maka = 0).
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We may complete the null tetrad by introducing an auxiliary null vector na [25]: a future-
pointing null vector field satisfying kan
a = −1 and mana = 0, such that
εabcd = i4!k[anbmcmd]. (19)
The metric is gab = −2k(anb) + 2m(amb).
2. Geodesic deviation
Consider two neighbouring geodesics (null, spacelike or timelike), γ0 and γ1, with spacetime
paths xa0(v) and x
a
1(v) [25] with v an affine parameter. Between γ0 and γ1, introduce a one-
parameter family of null geodesics xa(v, s), such that xa0(v) = x
a(v, 0) and xa1(v) = x
a(v, 1). The
vector field ua ≡ ∂xa/∂v is tangent to the geodesics, and thus satisfies ubua;b = 0. The vector
field ξa ≡ ∂xa/∂s spans the family, though it is not tangent to a geodesic, in general. The identity
∂ξa/∂v − ∂ua/∂s = 0 (partial derivatives commute) implies that ξa is Lie-transported along each
geodesic, Luξa ≡ ubξa;b − ξbua;b = 0. An elementary consequence is that ddv (ξaua) = 0, and so
ξaua is constant along each geodesic. A standard calculation [25] shows that the acceleration of
the deviation vector ξa is given by
D2ξa
dv2
≡ uc
(
ubξa;b
)
;c
,
= −Rabcdubξcud. (20)
This is the geodesic deviation equation, which describes how spacetime curvature leads to a relative
acceleration between neighbouring geodesics, even if they start out parallel [25].
3. Optical scalars & Sachs equations
Now consider the null case with ua = ka. We may express the deviation vector, restricted to a
central null geodesic ξa(v) = ∂x/∂s|s=0, in terms of the null basis on that geodesic. Let
ξa = a(v)ka + b(v)na + c(v)ma + c(v)m¯a, (21)
where a and b are real and c is complex. After inserting into Eq. (20) and projecting onto the
tetrad, one obtains a hierarchical system of equations:
b¨ = 0, (22a)
a¨ = bRnknk + cRknkm + cRknkm, (22b)
c¨ = −bRkmkn − cRkmkm − cRkmkm, (22c)
where a¨ ≡ d2a/dv2, etc., and Rkmkm ≡ Rabcdkambkcmd, etc. Note that Eq. (22a) is consistent with
b = −ξaka = const., as established above. If one sets b = 0 then
a¨ = (Φ00 + Ψ1) c+
(
Φ00 + Ψ1
)
c, (23a)
c¨ = −Φ00c−Ψ0c, (23b)
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where the Ricci and Weyl scalars are given by Φ00 =
1
2Rkk = Rkmkm, Φ01 =
1
2Rkm, Ψ0 = Ckmkm =
Rkmkm and Ψ1 = Cknkm (here Ckmkm = Cabcdk
ambkcmd and Cabcd is the Weyl tensor).
One may now introduce the ansatz c˙ = %c + ςc, where % and ς are complex functions. From
Lkξa = 0 and b = 0, it follows that % = maka;bmb and ς = maka;bmb (see also Appendix A).
Inserting into Eq. (23) and equating the coefficients of c and c leads to a pair of first-order transport
equations,
%˙ = −%2 − ςς − Φ00, (24)
ς˙ = −ς (%+ %)−Ψ0. (25)
These are known as the Sachs equations [4]. The real and imaginary parts of % and ς yield the
optical scalars [26–28]: % = θ + i$, ς = ς1 + iς2, where θ =
1
2k
a
;a, $ and (ς1, ς2) are known
as the expansion, twist and shear, respectively. The twist is zero for a hypersurface-orthogonal
congruence, such as that in the geometrical-optics approximation. Kantowski [27] proved that a
(2D) wavefront seen by an observer with tangent vector ua has principal curvatures κ± given by
κ± = (−uaka)−1 (θ ± |ς|).
A shortcoming of the Sachs equations is that the optical scalars % and ς necessarily diverge at a
conjugate point, where neighbouring rays cross. By contrast, the second-order equation (23) does
not suffer from divergences. The optical scalars % and ς can be found from any linearly-independent
pair of solutions of Eq. (23), c1 and c2, by solving(
c˙1
c˙2
)
=
(
c1 c1
c2 c2
)(
%
ς
)
. (26)
The inversion breaks down wherever Im (c1c2) = 0, i.e., at conjugate points. However, note that
c1 and c2 are regular at conjugate points, and thus we have a method to find the optical scalars
beyond the first conjugate point.
Similarly, noting that a˙ = −nbka∇aξb = cτ + cτ , one can find the Newman-Penrose quantity τ
(defined in appendix A) from a pair of solutions of Eq. (23) by solving(
a˙1
a˙2
)
=
(
c1 c1
c2 c2
)(
τ
τ
)
. (27)
The complex value c = 1√
2
(x+ iy) corresponds to a point (x, y) on the wavefront with position
vector ξˆa = cma + cma, with ma = 1√
2
(ea1 + e
a
2), where e
a
i are orthogonal unit vectors. If c1 and c2
are any pair of linearly-independent solutions of Eq. (23) then c(φ) = cosφ c1 +sinφ c2 corresponds
to an ellipse in the wavefront. One may show that the principle axes are given by c+ = cosφ0 c1 +
sinφ0 c2 and c− = − sinφ0 c1 + cosφ0 c2, where tan(2φ0) = 2Re(c1c2)/
(|c1|2 − |c2|2), and the
semi-major axes d± =
√
2|c±| are given by d+d− = 2 |Im(c1c2)| and d2+ + d2− = 2
(|c1|2 + |c2|2). It
follows that the crosssectional areaA = pid+d− satisfies the transport equation A˙ = (%+ %)A = ϑA.
Comparing this with Eq. (14) shows that the square of the wave amplitude, A2, scales in proportion
to the inverse of the crosssectional area of the beam, A−1.
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D. Differential precession and modified phase
In this section we argue that differential precession of the basis ma along a beam leads to an
additional phase term in the leading-order geometrical-optics expansion. The gradient of that
phase can be interpreted as a spin-deviation contribution to the tangent vector ka at order ω−1,
whose sign depends on the handedness of the polarization.
Consider a congruence of null geodesics (see Sec. II C 2) with a 2D crosssection seen by an
observer with tangent vector ua and worldline γ. The crosssection (i.e. the 2D instantaneous
wavefront) is spanned by a basis ma = 1√
2
(eˆa1 + ieˆ
a
2) and m
a, such that kama = u
ama = 0 and
mama = 1. It is natural for an observer to choose a basis that is ‘straight’ in their vicinity, in
the sense that ξˆb∇bma
∣∣∣
γ
= 0 for any ξˆa ≡ cma + cma. However, a basis that starts out straight
does not remain straight, in general, once it is parallel-propagated along the rays in a geodesic null
congruence in the presence of a gravitational field. (See e.g. Ref. [29] for a discussion of differential
precession along timelike geodesics).
Let ζa ≡ ξb∇bma
∣∣
γ
, where Lkξa = 0 and kbka;b = 0. One may follow steps analogous to those
in the derivation of the geodesic deviation equation, Eq. (20), to derive the differential precession
equation,
Dζa
dv
= −Rabcdmbξˆckd. (28)
Decomposing in the null tetrad, ζa = αka + c˙na + ηma, leads to
α˙ = cΨ2, (29a)
η˙ = cΨ1 − cΨ1. (29b)
in a Ricci-flat spacetime, where α = µc + λc, η = cχ − cχ, and µ, λ and χ are Newman-Penrose
scalars (see Appendix A). These scalars can be found from any pair of linearly-independent solutions
(c1, α1, η1) and (c2, α2, η2) satisfying Eqs. (23) and (29b), by inverting(
η1
η2
)
=
(
c1 c1
c2 c2
)(
χ
−χ
)
and
(
α1
α2
)
=
(
c1 c1
c2 c2
)(
µ
λ
)
(30)
As for Eq. (27), this procedure fails at a conjugate point.
Suppose that the cross section of the congruence is initially circular and the frame ma is initially
‘straight’, as shown in Fig. 1(a). After the congruence has passed through a gravitational field, the
crosssection will be elliptical, in general; furthermore, the basis will not be straight, as shown in
Fig. 1(b), due to differential precession. An observer with tangent vector Ua = 12βk
a + βna (where
β > 0 is a free parameter) will see a wavefront spanned by ma and ma. However, that observer
would naturally prefer a ‘straight’ basis mˆa = e−iϕma, such that ξˆb∇bmˆa = 0, where (it is swift to
show) the gradient of the phase is
ma∇aϕ = −iχ. (31)
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Now consider the leading-order geometric optics solution, Eq. (18), from the perspective of this
observer. With the observer’s preference for a locally-straight basis mˆa = e−iϕma, one could write
Fab = 2k[amˆb]A exp
(
iωΦ′
)
, Φ′ ≡ Φ + ω−1ϕ. (32)
The gradient of the modified phase Φ′ is
Ka ≡ ∇aΦ′ = ka + ω−1 (iχma − iχma + va) , (33)
where vam
a = vam
a = 0. It is tempting to interpret Ka as an ‘effective’ tangent vector which
accounts for the effect of differential precession. Going one step further, we note that one could
introduce Ma ≡ eiϕ
(
ma − ω−1iχna
)
such that KaMa = 0, leading to 2K[aMb] = Uab + iχω
−1Wab.
We shall see in the next section that this argument correctly anticipates part of the geometrical-
optics expansion at sub-leading order.
III. GEOMETRICAL OPTICS AT HIGHER ORDERS
A. Method
To extend geometrical optics beyond leading order in ω, we shall keep the ansatz (11) and
expand the self-dual polarization bivector fab as a power series,
fab = f
(0)
ab + ω
−1f (1)ab + ω
−2f (2)ab + . . . (34)
We will expand the self-dual bivectors in the basis Uab, Vab and Wab constructed from a twist-free,
parallel-propagated null tetrad. The approach is somewhat similar to that in Ref. [12].
Introduce three bivectors (cf. [21])
Uab ≡ 2k[amb], Vab ≡ 2m[anb], Wab ≡ 2
(
m[amb] − k[anb]
)
, (35)
which are self-dual (U˜ab = −iUab, etc.). It is straightforward to verify that (i) the bivectors are
parallel-propagated (kcUab;c = 0, etc.) and (ii) UabV
ab = 2 and WabW
ab = −4, with all other inner
products zero. Further useful relations are given in Appendix B.
Now let
f
(j)
ab = ujUab + wjWab + vjVab. (36)
where uj , wj and vj are complex scalar fields, to be determined. At leading order, we choose the
circular polarization f
(0)
ab = 2k[amb] = Uab (cf. Eq. (16)); thus u0 = 1 and v0 = w0 = 0.
1. Expansion method
Inserting the ansatz (34) into the wave equation (7) yields
kaka = 0, ka ≡ ∇aΦ ⇒ kbka;b = 0, (37)
kc∇cf (0)ab = 0, kc∇cA = −
1
2
ϑA, (38)
kc∇cf (1)ab =
i
2A
[

(
Af (0)ab
)
+A
(
2Racbdf
cd
(0) +R
c
a f
(0)
bc −R cb f (0)ac
)]
. (39)
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Rather than address the second-order equation (39), we may instead expand the equation F ;bab = 0
order-by-order in ω to obtain a system of equations
f
(j+1)
ab k
b =
i
A∇
b
(
Af (j)ab
)
, (40)
with f
(0)
ab k
b = 0. From Eq. (36) it follows that the left-hand side of Eq. (40) is f
(j+1)
ab k
b = −vj+1ma+
wj+1ka. Taking projections on the null tetrad,
iA vj+1 = ma∇b
(
Af (j)ab
)
, iAwj+1 = na∇b
(
Af (j)ab
)
. (41)
Taking further projections of Eq. (40) yields ma∇b
(
Af (j)ab
)
= 0 and ka∇b
(
Af (j)ab
)
= 0. Expanding
the former yields a transport equation for uj ,
ka∇auj = A−1ma∇a (Awj)− λvj , (42)
where λ = mana;bm
b. Expanding the latter yields a transport equation for wj which is consistent
with Eq. (52).
2. Sub-leading order results
At sub-leading order, inserting u0 = 1, v0 = w0 = 0 into Eq. (52) and Eq. (43b) yields
v1 = iσ, (43a)
w1 = iA−1ma∇aA+ iχ, (43b)
ka∇au1 = A−1ma∇a (Aw1)− λv1, (43c)
= i
(A−1δδA+ χδ(lnA) + δχ− σλ) , (43d)
where σ = −maka;bmb and χ ≡ mama;bmb are Newman-Penrose quantities [30] (see Appendix A).
3. Stress-energy and invariants
The scalar quantity Υ ≡ −18FabFab is given by
Υ =
1
2
A2 (ω−1v1 + ω−2 [v2 + u1v1 −w1w1] +O(ω−3)) e2iωΦ (44)
The field is not null (Υ 6= 0) at sub-leading order if v1 = iσ 6= 0.
Using (10) and (B1), the stress-energy is
µ0Tab =
1
2
A2 (kakb + 2ω−1Re{u1kakb + v1mamb − 2w1k(amb)}
+ω−2
[|u1|2kakb + |v1|2nanb + 2|w1|2 (m(amb) + k(anb))
+2Re
(
u2kakb + (v2 + u1v1)mamb − 2(w2 + u1w1)k(amb) − 2w1v1n(amb)
)]
+
+O(ω−3)
)
. (45)
The subdominant term, at order ω−1, depends on the sign of ω, and thus on the handedness of the
circular polarization.
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4. Parabolic Lorentz transformations and invariants
Though the direction of ka ≡ ∇aΦ is fixed, there is residual freedom in the choice of tetrad.
Consider a parabolic Lorentz transformation of the form k′ = k, m′ = m + Bk, n′ = n + Bm +
Bm + BBk, leading to U = U ′, W = W ′ + 2BU ′, V = V ′ + BW ′ + B2U ′, and thus v′ = v,
w′ = w + Bv, u′ = u + 2Bw + B2v. Here B is a complex field that is not necessarily parallel-
propagated, in general. With the transformation laws ρ′ = ρ, σ′ = σ, χ′ = χ + Bσ − Bρ and
λ′ = λ + B(τ − χ) + B2ρ + ma∇B + Bka∇aB one may establish that the right-hand sides of
Eqs. (43a–43c) transform in the correct way. Furthermore, one finds
Du′1 = Du1 + 2BDw1 +B
2
Dv1 + 2w
′
1DB (46)
where D = ka∇a.
With the choice w′1 = 0, that is, B = −w1/v1, one has u′1 = U1 where
U1 ≡ u1 −w21/v1, (47)
It is straightforward to show that U1 is invariant under transformations of the form above, as is
v1. In principle, U1 can be calculated via the transport equation
DU1 = Du1 − 2v−11 w1Dw1 + v−21 w21Dv1. (48)
B. Geometric optics in the Newman-Penrose formalism
We now check aspects of the calculation using the Newman-Penrose formulation.
1. Maxwell’s equations
A general self-dual bivector Fab can be written as
Fab = 2 (Φ+Uab + Φ0Wab + Φ−Vab) , (49)
where Φ+,Φ0,Φ− are the (complex) Maxwell scalars of spin-weight +1, 0 and −1, classified ac-
cording to their behaviour under rotations of the basis ma → eiϕma. The field equation ∇bFab = 0
yields four first-order equations (see Appendix B):
DΦ0 − δΦ− = −(τ − χ)Φ− + 2ρΦ0, (50a)
DΦ+ − δΦ0 = −λΦ− + ρΦ+, (50b)
∆Φ− − δΦ0 = (2γ − µ)Φ− − 2τΦ0 + σΦ+, (50c)
∆Φ0 − δΦ+ = νΦ− − 2µΦ0 + χΦ+. (50d)
Here D = ka∇a, ∆ = na∇a, δ = ma∇a and δ ≡ ma∇a are directional derivatives, and the
Newman-Penrose coefficients are defined in Appendix A. These equations were found with the aid
of the identities in Appendix B.
14
We now insert into (34) a geometrical-optics expansion for the Maxwell scalars that is consistent
with Eqs. (11), (34) and (36), viz.
Φ+ =
1
2
A (1 + ω−1u1 + . . .) eiωΦ, (51a)
Φ0 =
1
2
A ( ω−1w1 + . . .) eiωΦ, (51b)
Φ− =
1
2
A ( ω−1v1 + . . .) eiωΦ, (51c)
At sub-leading order we deduce
v1 = iσ, w1 = iδ (lnA) + iχ = iA−1maδ (maA) , (52)
consistent with Eqs. (43a) and (43b), and from Eq. (50b) that
Du1 = i
(A−1δδA+ χδ(lnA) + δχ− σλ) , (53)
consistent with Eq. (42).
The transport equation for u1 features second derivatives of the amplitude A across the wave-
front. However, the stress-energy (45) at O(ω−1) depends only on the real part of u1. Isolating the
real part,
D (Re(u1)) =
i
2
(A−1 (δδ − δδ)A+ χδ(lnA)− χδ(lnA) + δχ− δχ+ σλ− σλ) . (54)
and applying the identity
δδ − δδ = (µ− µ)D − χδ + χδ, (55)
and DA = ρA [from Eq. (38) and Appendix A], leads to
D (Re(u1)) =
i
2
[
δχ− δχ+ 2χδ(lnA)− 2χδ(lnA) + ρ(µ− µ) + σλ− σλ] . (56)
This transport equation features only first derivatives of the amplitude A.
2. Transport equations
The Newman-Penrose quantities σ, ρ, χ, etc., appearing in Eqs. (52) and (56) can (in principle)
be found along the null rays using standard transport equations, Eqs. (A2), once initial conditions
are specified. However, Eqs. (52) and (56) also feature the additional quantities δ (lnA), δχ, etc.
One can deduce further transport equations by making use of the identity
Dδ = δD − τD + ρδ + σδ, (57)
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and its complex conjugate. Using this, we may obtain a closed system of transport equations for
δ lnA, δ lnA, δρ, δρ, δσ, δσ, δχ, and δχ, namely,
D (δ lnA) = δρ− ρτ + ρ δ lnA+ σ δ lnA, (58a)
D (δρ) = 3ρδρ+ σδσ + σ
(
δσ
)∗ − (ρ2 + σσ) τ + σδρ, (58b)
D (δσ) = 3ρδσ + 2σδρ− 2ρστ + σδσ − τΨ0 + δΨ0, (58c)
D
(
δσ
)
= 3ρδσ + 2σδρ− 2ρστ + σδσ − τΨ0 + δΨ0, (58d)
D (δχ) = 2ρδχ+ χδρ+ σ
(
δχ− (δχ)∗)− χδσ − τ (ρχ− σχ+ Ψ1) + δΨ1, (58e)
D
(
δχ
)
= 2ρδχ+ χδρ+ (σδχ− σ(δχ)∗)− χδσ − τ (ρχ− σχ+ Ψ1) + δΨ1. (58f)
3. Asymptotics
In a flat (Minkowki) region of spacetime, the transport equations have exact solutions. A general
pair of solutions to c¨ = 0 such that ρ is real are c1 = C1e
iφ1(t+ α) and c2 = C2e
iφ2(t+ α), where
Ci, φ are real constants and α is a complex constant. Without loss of generality for describing the
congruence, we choose C1 = C2 and e
iφ2 = ieiφ1 = ei(φ+pi/4). Solving (27) gives
ρ = −1
2
[
(ν + a+ b)−1 + (ν + a− b)−1] = −ν−1 + aν−2 − (a2 + b2)ν−3 + . . . (59)
σ =
e2iφ
2
[
(ν + a+ b)−1 − (ν + a− b)−1] = −e2iφ (bν−2 − 2abν−3 + . . .) , (60)
where a ≡ Re(α) and b = Im(α).
By inspection of Eq. (A2), we can deduce that, in the limit ν → ∞, the Newman-Penrose
coefficients ν and γ approach constant values; A, ρ, χ, τ , λ and µ decay as O(ν−1); σ, δρ, δA and
δχ decay as O(ν−2); and δσ decays as O(ν−3). This implies that ui, wi and vi scale as ν0, ν−1 and
ν−2, respectively.
IV. DISCUSSION
In the previous sections we have extended a geometrical-optics expansion of the Faraday ten-
sor for a circularly-polarized wave through sub-leading order in the expansion parameter ω: see
Eqs. (11), (34), (36), (52) and (56). The method can be extended to higher orders, if required. A
key result is the sub-leading order expression for the stress-energy, Eq. (45). This may be re-cast
in the following form:
µ0Tab =
1
2
A2KaKb +A2ω−1i (σmamb − σmamb) +O(ω−2), (61)
where
Ka ≡ ka + ω−1 [Re(u)ka −wma −wma] +O(ω−2), (62)
and w = iχ+iA−1mb∇bA. Here Ka is more general than the modified tangent vector in Eq. (33) of
Sec. II D. Recall that Eq. (33) was deduced using heuristic arguments about the effect of differential
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precession on a null congruence; thus it is not surprising to find that Eq. (33) correctly predicts
the differential-precession term iχ but not the amplitude-gradient term A−1mb∇bA in w, nor the
term Re(u) in Eq. (62).
A tentative but appealing interpretation is that the wave’s energy propagates principally along
Ka, rather than ka, and the wave carries with it a transverse stress due to the shear term in
(61). The integral curves of Ka through O(ω−1) are embedded in the constant-eikonal-phase
hypersurface. On physical grounds, one may expect Ka to be a null vector, which would imply
then that Ka has a component along na at O(ω
−2), viz. −ω−2wwna. If so, the integral curves of
Ka would not be embedded in the wavefronts. To investigate this possibility, one could extend the
geometrical-optics ansatz (11) & (34) to next order O(ω−2) following the method herein.
Importantly, the terms at O(ω−1) in Eqs. (61), (62) depend on the sign of ω, and thus on
the handedness of the wave (with ω > 0 for right-handed and ω < 0 for left-handed circular
polarizations). Thus, Eq. (61) implies that left- and right-handed wave packets moving through
the same spacetime may be deflected in opposite senses, akin to spinning atoms in the Stern-
Gerlach experiment. We have identified a key mechanism that may generate such a splitting: the
differential precession across a null congruence that is generated by parallel-propagation through
a gravitational field (Fig. 1 and Sec. II D). It is possible that the effect is non-negligible for waves
passing close to massive, rapidly-spinning compact objects, such as Kerr black holes.
In the absence of shear (σ = 0), the sub-leading order solution is null (Υ = 0, see Sec. III A 1),
and we may write the Faraday tensor in the form Fa = 2K[aMb]A exp(iΦ′) + O(ω−2) with Ka
given by Eq. (62), Ma ≡ ma − ω−1wna and KaMa = 0 + O(ω−2); furthermore ξˆaKa = ξˆa∇aΦ′
where ξˆa = cma + cma. In short, if σ = 0 one may write the sub-leading order geometrical-optics
solution in an almost-identical form to the leading-order solution (11), by modifying the tangent
vector ka → Ka, the transverse vector ma →Ma and the phase Φ→ Φ′.
One could also extend the investigation of higher-order geometrical optics to other long-range
fields with spin; specifically, to neutrinos and gravitational waves. Neutrinos have a definite helicity,
and so the differential precession mechanism will split neutrinos from anti-neutrinos. Gravitational
waves are typically circularly-polarized with long wavelengths, since they are generated by coherent
bulk motions of (e.g.) compact bodies.
An open question is whether the formulation presented here is of any practical utility in lensing
calculations. In other words, can u, v and w actually be calculated in practice, via transport
equations, for any realistic strong-field lensing scenario? Here there are several practical hurdles,
such as (1) finding a parallel-propagated null basis; (2) calculating key quantities such as the Weyl
scalars; (3) solving transport equations numerically or otherwise; and (4) handling ray-crossings and
conjugate points. For the Kerr spacetime, a suitable null basis (1) is known [31], and Weyl scalars
(2) can be computed; but (3) finding quantities such as δΨ0 is challenging, and (4) caustics will
arise generically due to axisymmetry. At caustics the Newman-Penrose quantities ρ, σ, etc. diverge;
but it is possible that a second-order formulation, akin to Eq. (23), can be found to alleviate this
issue.
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Appendix A: Newman-Penrose formalism
The Newman-Penrose (NP) scalars are defined in terms of projections of first derivatives of the
null tetrad legs [30]. For our parallel-propagated basis, three scalars are trivially zero: κ = pi =
 = 0. The eight complex scalars used here are defined below:
σ = −maka;bmb, τ = −maka;bnb, (A1a)
ρ = −maka;bmb, χ = mama;bmb, (A1b)
µ = mana;bm
b, ν = mana;bn
b, (A1c)
λ = mana;bm
b, γ = −1
2
(
naka;bn
b −mama;bnb
)
. (A1d)
Certain identities follow from applying gab = −kanb − nakb +mamb +mamb together with the
fact that ka is a gradient, k[a;b] = 0. For example, ρ is purely real due the gradient (twist-free)
property of the null tetrad, and ρ = −12ϑ where ϑ = ka;a is the expansion scalar [25]. Furthermore,
τ = β + α¯, where α = 12
(
kana;bm
b −mama;bmb
)
and β = 12
(
mama;bm
b − naka;bmb
)
. (N.B. For
convenience I have eliminated α and β by introducing a new symbol, χ ≡ β − α).
The optical scalars of Sec. (II C 3) are simply % = −ρ and ς = −σ.
The NP scalars obey a set of transport equations along a null geodesic; see e.g. Ref. [21]. In a
Ricci-flat spacetime (Rab = 0), these are
Dρ = ρ2 + σσ, (A2a)
Dσ = 2ρσ + Ψ0, (A2b)
Dχ = ρχ− σχ+ Ψ1, (A2c)
Dτ = ρτ + στ + Ψ1, (A2d)
Dλ = ρλ+ σµ, (A2e)
Dµ = ρµ+ σλ+ Ψ2, (A2f)
Dν = τµ+ τλ+ Ψ3, (A2g)
Dγ = ττ +
1
2
(τχ− τχ) + Ψ2. (A2h)
Here Ψi denote the Weyl scalars, defined by
Ψ0 = Ckmkm, Ψ1 = Cknkm,
Ψ2 = Ckmmn, Ψ3 = Cknmn, Ψ4 = Cmnmn, (A3)
where Cknkm ≡ Cabcdkanbkcmd, etc., and Cabcd is the Weyl tensor. Various identities can be derived
using gacCabcd = 0; for example, Ψ1 = Ckmmm and Cknkn = Cmmmm = Ψ2 + Ψ2.
Some directional derivatives of a parallel-propagated twist-free null basis include
δka = τka − ρma − σma, δka = τka − σma − ρma, (A4)
δma = λka − σna + χma, δma = µka + ρna − χma. (A5)
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Directional derivatives of the Weyl scalars are given by
δΨ0 = 2 (τ + χ) Ψ0 − 4σΨ1 + (δCabcd) kambkcmd, (A6a)
δΨ0 = 2 (τ − χ) Ψ0 − 4ρΨ1 +
(
δCabcd
)
kambkcmd, (A6b)
δΨ1 = (τ + χ) Ψ1 − 3σΨ2 + µΨ0 + (δCabcd) kambmcmd, (A6c)
δΨ1 = (τ − χ) Ψ1 − 3ρΨ2 + λΨ0 +
(
δCabcd
)
kambmcmd. (A6d)
Under a change of null basis the Newman-Penrose quantities transform as follows:
ρ′ = ρ, σ′ = σ, (A7)
χ′ = χ+ ασ − αρ, µ′ = µ+ α(τ + χ) + α2σ, (A8)
τ ′ = τ + ασ + αρ, λ′ = λ+ α(τ − χ) + α2ρ. (A9)
and
Ψ′0 = Ψ0, Ψ
′
1 = Ψ1 + αΨ0, Ψ
′
2 = Ψ2 + 2αΨ1 + α
2Ψ0. (A10)
Appendix B: Identities for the bivector basis
The following identities are used in calculating the stress-energy tensor,
U ca U
∗
bc = kakb, V
c
a V
∗
bc = nanb, W
c
a W
∗
bc = 2m(amb) + 2k(anb), (B1a)
V ca U
∗
bc = mamb, W
c
a U
∗
bc = −2k(amb), V ca W ∗bc = −2n(amb). (B1b)
The Maxwell equations (50) are derived by inserting (49) into F ;bab = 0 and using the following
results:
U ;bab = χka + +ρma − σma (B2a)
V ;bab = νka + (τ − χ)na − λma + (µ− 2γ)ma, (B2b)
W ;bab = −2µka − 2ρna + +2τma, (B2c)
Uabu
;b = δu ka −Duma, (B2d)
Vabv
;b = −δvna + ∆vma, (B2e)
Wabw
;b = −∆w ka +Dwna + δwma − δwma, (B2f)
∆ka −Dna = (γ + γ)ka − τma − τma, (B2g)
δma − δma = (µ− µ)ka − χma + χma. (B2h)
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