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Abstract. The paper predicts the changes in the concentration of one of the main greenhouse gases - methane (CH4). The 
forecast was made for three different time periods, each of which had its own characteristics of the dynamics of changes 
in the concentration of CH4. Data for the study were collected while monitoring the content of the main greenhouse gases 
in the surface layer of atmospheric air in the Russian Arctic (Bely Island, Yamalo-Nenets Autonomous Okrug). We 
compared the results of the models prediction based on the two types of artificial neural networks: Elman and nonlinear 
autoregressive neural network with external input (NARX). NARX showed a high prediction accuracy for all studied 
time intervals. 
INTRODUCTION 
The Arctic is one of the four most vulnerable regions of the world to climate change. The ongoing effects of 
these changes on the Arctic environment are great and, unlike many other regions of the planet, including the other 
most vulnerable to climate change, can have a significant reverse impact on the global climate, which determines the 
global significance of climate change in the Arctic [1]-[3]. 
Today, many questions concerning the mechanisms responsible for the rapid melting of Arctic ice and 
degradation of permafrost, and the contribution of natural and anthropogenic factors to the observed processes 
remain unresolved. Researchers attribute the expected changes in the state of permafrost to the danger of a sharp 
increase in the flow of naturally occurring greenhouse gases contained in permafrost to the atmosphere, which 
should contribute to the greenhouse effect. Estimates of the positive feedback between global warming and the 
indicated greenhouse gas emissions vary from small to significant. Uncertainty is exacerbated by a lack of 
understanding of the role of Arctic ecosystems in the global carbon cycle. The cycles of the main long-lived 
greenhouse gases directly (carbon dioxide (CO2), methane (СН4), chlorofluorocarbons) participate in the global 
carbon cycle. Such greenhouse gases persist in the atmosphere for decades and changes in their content in the 
atmosphere have a long-term impact on the climate. At present, the evolution and climate-forming role of methane 
has been studied in most detail [1]-[3]. 
For predicting such complex dynamic systems, models based on artificial neural networks (ANN) [4]-[20], in 
particular networks such as Elman and NARX [4]-[20], are well suited. Elman’s neural network is a network that 
consists of 2 layers, in which the entire hidden layer is covered by dynamic feedback. The NARX network is a 
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recurrent dynamic multi-level feedback network. The standard NARX network is a two-layer back distribution 
network. 
MATERIALS AND METHODS 
Measurements of greenhouse gases methane, carbon monoxide, carbon dioxide, and water vapor were made on 
the Arctic Island, Bely, YNAO, Russia. The island is located 9 km north of the Yamal Peninsula in the Kara Sea 
(Fig.1). 
 
FIGURE 1. Place of the measurements (Google Earth). 
Concentrations of greenhouse gases were measured by a cavity ring-down spectrometer Picarro G2401. The 
main meteorological parameters (temperature, humidity, atmospheric pressure, wind speed and direction) were also 
measured. The measurements were carried out by the Vaisala AWS310 weather station. Data of the gas 
concentrations and meteorological parameters were synchronized. 
To predict the concentration of methane in the surface layer of atmospheric air, three-time intervals with a 
duration 168 hours each were chosen. Each selected interval had its own peculiarities of changes in methane 
concentration. The interval I was characterized by a pronounced diurnal change. During the day the concentration 
grew, at night it fell. During the interval II, the concentration smoothly changed, reaching a minimum in the middle. 
The interval III also had a pronounced course of methane concentration, but the changes occurred several times a 
day. Each interval was divided into two subsets: a first 144 hours was used to train the network, and the last 24 
hours was used only for prediction. Weather data were fed to the ANN input, which was synchronized in time with 
CH4 content measurements. 
The ANNs structure was determined by the computer simulation. The time interval and meteorological 
parameters were fed to the input, the hidden layer consisted of several neurons, and the output layer represented the 
CH4 concentration corresponding to the time interval. For the learning procedure, the Levenberg-Marquardt training 
algorithm was used. The number of neurons in the hidden layer in Elman and NARX was selected using the 
minimum mean square error (RMSE). The number of neurons ranged from 5 to 25. Each network was trained 500 
times. Then the best of them was selected. 
Indices mean absolute error (MAE) (1), RMSE (2), and the index of agreement (d), (a standardized measure of 
the degree of model prediction error and varies between 0 and 1, where a value of 1 indicates a perfect match, and 0 
indicates no agreement at all [21] (3) was verified the predictive accuracy of each selected approach between the 
prediction and raw data from the training data set. 
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where zmod(xi) is a predicted concentration in location xi, z(xi) is a measured concentration, 𝑍 is a mean 
concentration, and n is a number of points. 
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RESULTS AND DISCUSSION 
The final neuron number in the hidden layer was 20 for NARX network. Table 1 shows the parameters used to 
compare the performance of the different methods (the best values demonstrated by NARX for the test interval are 
in bold). 
TABLE 1. Accuracy assessment indices of the CH4 concentration. 
Index MAE RMSE d 
Network NARX Elman NARX Elman NARX Elman 
I period 0.03 0.03 0.03 0.04 0.62 0.46 
II period 0.01 0.02 0.01 0.02 0.53 0.41 
III period 0.005 0.007 0.005 0.01 0.63 0.56 
 
Taking into account all indices, the NARX network showed better forecast accuracy. Figure 2 demonstrates the 
results of predictions of changes in CH4 concentration. 
FIGURE 2. ANN predictions for different time periods. 
CONCLUSION 
The forecast of the changes in the CH4 concentration in the surface layer of the atmospheric air for the different 
time intervals was made. For each interval the changes in the concentration of methane had its own characteristics. 
The prediction was made by an artificial neural networks Elman and NARX. 
For all investigated time intervals, the neural networks gave accurate results. The most accurate was NARX 
network. The authors believe that this approach can be successfully used in the problems of predicting the dynamics 
of changes in the concentrations of greenhouse gases. 
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