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Abstract: We re-examine observables with rapidity divergences in the context of a formula-
tion of Soft-Collinear Effective Theory in which infrared degrees of freedom are not explicitly
separated into modes. We consider the Sudakov form factor with a massive vector boson and
Drell-Yan production of lepton pairs at small transverse momentum as demonstrative exam-
ples. In this formalism, rapidity divergences introduce a scheme dependence into the effective
theory and are associated with large logarithms appearing in the soft matching conditions.
This scheme dependence may be used to derive the corresponding rapidity renormalization
group equations, and rates naturally factorize into hard, soft and jet contributions without
the introduction of explicit modes. Extending this formalism to study power corrections is
straightforward.
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1 Introduction
Effective Field Theory (EFT) offers an elegant framework for systematically separating the
physics at different scales in a given process. When working with a cutoff µ, physics at high
energy scales µH > µ is integrated out of the theory, and its effects on physics at lower energy
scales µS < µ is taken into account with a series of effective operators of increasing dimension
whose effects are suppressed by powers of the ratios of the two scales. One advantage of this
approach is that observables depending on multiple scales may be systematically factorized
into functions that each depend only on a single energy scale and an arbitrary factorization
scale µ. Each factor may then be evaluated at its natural scale, and using renormalization
group evolution (RGE) can be brought under perturbative control at an arbitrary scale µ.
In multi-scale processes, the theory is matched at each relevant scale µi to a new effective
theory where physics at scales above µi is integrated out, allowing physical quantities to be
factorized into multiple terms, each of which depends on a single scale.
Soft-Collinear Effective Theory (SCET) [1–7] achieves this factorization in hard scattering
processes by explicitly introducing separate fields, or modes, for each relevant scaling of the
various momentum components of the field. A typical SCET factorization theorem separates
physical processes into hard, collinear, and soft/ultrasoft pieces. Hard physics (above the
cutoff) is incorporated as usual into the matching coefficients of operators in the effective
Lagrangian, whereas the factorization of low energy degrees of freedom occurs dynamically in
– 1 –
the effective theory: soft, ultrasoft and collinear degrees of freedom are described by distinct
fields which decouple at leading power in the SCET Lagrangian. This allows factorization
theorems for many observables to be derived. Processes factorizing into collinear and ultrasoft
modes, such as Deep Inelastic Scattering (DIS) in the x→ 1 limit, are referred to as SCETI
processes, whereas those factorizing into collinear and soft modes, such as Drell-Yan (DY)
with q2T  q2, are referred to as SCETII processes. More complicated processes may require
additional modes, and have more complex factorization theorems [8–12].
In [13] it was proposed that the introduction of separate modes in SCET is unnecessary,
and that factorization of scales below the hard scale Q may simply be obtained through the
usual EFT approach of matching and integrating out degrees of freedom at thresholds; no
subdivision of degrees of freedom in the Lagrangian into modes is required. Instead, each low
invariant mass sector of the theory is described by a different copy of QCD, with interactions
between sectors occurring via Wilson lines in the external current. This simplifies the EFT
by reducing the number of degrees of freedom and interactions, while also making manifest
the scales at which different factorizations occur. It also simplifies the structure of power
corrections in the theory, since individual modes in SCET do not manifestly factorize at
subleading order. In addition, since at the matching scale Q the degrees of freedom below Q
are not factorized into separate modes, there is no distinction between the EFT for SCETI
and SCETII processes immediately below Q; this distinction occurs at a lower scale where a
process-dependent matching onto a soft theory is performed.
In [13], this approach was demonstrated for a simple SCETI observable, DIS in the
x → 1 limit, up to subleading order in 1/Q. The EFT, including operators up to O(1/Q2),
was renormalized in this framework in [14]. It was observed in [13] that it is necessary to
subtract the double-counting of low-energy degrees of freedom which are below the cutoff in
different sectors. This is required to reproduce the correct cross section at tree level, and is
analogous to zero-bin subtraction in SCET [15]. Without this overlap subtraction, ultraviolet
divergences in the EFT would be sensitive to the infrared scales of the theory, so the EFT
could not be consistently renormalized.
In this paper we consider SCETII observables in the same framework. Soft-collinear
factorization in SCETII is quite different from ultrasoft-collinear factorization in SCETI;
since the invariant mass of ultrasoft degrees of freedom is parametrically smaller than that of
collinear degrees of freedom, ultrasoft-collinear factorization automatically occurs in SCETI
as the renormalization scale of the EFT is lowered. For example, in DIS the SCET Lagrangian
is run from Q down to an intermediate scale Q
√
1− x, at which point the Operator Product
Expansion (OPE) of the weak current and its conjugate is matched onto a parton distribution
function (PDF), effectively integrating the collinear degrees of freedom out of the theory. The
matching conditions onto the PDF are the usual jet functions of SCET.
In contrast, soft-collinear factorization is not achieved by lowering the cutoff of the theory,
because soft and collinear degrees of freedom have the same invariant mass. Soft-collinear
factorization is required to sum rapidity logarithms of the form αs ln
µ
Q ln
µ
M which arise in
SCETII processes, where Q, M and µ are the hard, soft and renormalization scales, respec-
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tively. Without resummation, these show up as large logarithms in the matching condition
at the scale µ ∼M . In the standard SCET formalism with distinct collinear and soft modes,
individual soft and collinear graphs contain rapidity divergences which are unregulated in
dimensional regularization. In order to define the individual graphs, an additional regulator
(examples include the δ regulator [16], the analytic regulator [17, 18], the η-regulator [19], or
the pure rapidity regulator [20]) must be introduced, which allows soft and collinear terms
to be factorized in a scheme dependent manner. The scheme dependence introduced by the
choice of regulator allows a set of rapidity renormalization group (RRG) evolution equations
to be derived which sum rapidity logarithms [16, 19, 21–24].
Since the formalism in [13] does not explicitly factorize collinear and soft degrees of
freedom, it is not immediately clear how soft-collinear factorization arises in this approach.
As we will show in this paper, rapidity logarithms arise because at the loop level there is
an ambiguity in defining the overlap subtraction scheme required to avoid double-counting,
and the scheme dependence of this ambiguity is analogous to the rapidity cutoff usually
introduced to factorize soft and collinear modes in SCET. The ambiguity and corresponding
resummation occurs in the matching conditions onto the soft theory, so does not affect the
running in the intermediate EFT.
In the next section, we illustrate this with the simplest SCETII process, the massive
Sudakov form factor. In the subsequent section we consider the Drell-Yan (DY) process at
q2T  q2. Our conclusions are presented in Section 4.
2 The Massive Sudakov Form Factor
...
...
Figure 1: The massive Sudakov form factor.
The massive Sudakov form factor provides a simple example of a physical quantity with
rapidity logarithms [24, 25]. In a theory with a vector boson of mass M the vector form factor
F (Q2/M2) is defined by
〈p2| jµ |p1〉 = F
(
Q2
M2
)
u¯2γ
µu1 (2.1)
where
jµ(x) = e−iq·xψ¯(x)γµψ(x), (2.2)
qµ = pµ2 − pµ1 and Q2 ≡ −q2 = 2p1 · p2. The one-loop QCD calculation gives
F
(
Q2
M2
)
= 1 +
α
2
(
−L2Q/M + 3LQ/M −
4pi2
6
− 7
2
)
+ . . . (2.3)
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where α ≡ αsCF /(2pi) and LQ/M ≡ log(Q2/M2). The large logarithms of Q2/M2 in the
fixed-order expansion indicate that for Q2  M2, perturbation theory is not well behaved
and must be resummed. This is achieved by splitting F (Q2/M2) into separate factors, each
of which depends only on a single dynamical scale as well as an arbitrary factorization scale;
consistency of the factorization formula to all orders in αs then places sufficient constraints
on the perturbative series to allow resummation of the logarithmically enhanced terms to any
order in the leading-log expansion.
First we review the standard SCET approach to factorization for this quantity. In this
standard framework, the EFT below µ = Q is SCETII [16] with contributions from n-collinear,
n¯-collinear and soft (or mass) modes, pn ∼ Q(λ2, 1, λ), pn¯ ∼ Q(1, λ2, λ) and ps ∼ Q(λ, λ, λ),
where λ ∼M/Q. Matching from QCD onto SCET factors out at the hard matching coefficient
at the scale µ = Q, giving
F
(
Q2
M2
)
=
[
1 +
α
2
(
−L2Q + 3LQ +
pi2
6
− 8
)]
×
[
1 +
α
2
(
−L2M − LM (3− 2LQ)−
5pi2
6
+
9
2
)]
+ . . .
(2.4)
where LQ = log(Q
2/µ2) and LM = log(M
2/µ2). The first factor is the hard matching
coefficient
C2(Q,µ) = 1 +
α
2
(
−L2Q + 3LQ +
pi2
6
− 8
)
+ . . . (2.5)
from the QCD current to the leading SCET current, and is independent of the infrared scale
M , while the second factor is the matrix element of the vector current in the effective theory.
As discussed in [24], the matrix element of the vector current in SCET is problematic, as
it has a logarithmic dependence on the ultraviolet scale Q, which is above the cutoff of the
EFT. Typically in an EFT, logarithms of ultraviolet scales are replaced by logarithms of the
cutoff, which allows them to be summed using RGE techniques. As noted in [26], the scale
Q enters the EFT because the contributions to the loop graph from individual modes are not
separately well-defined, so even though Q is not a dynamical scale associated to any single
mode, the sum of the graphs re-introduces Q into the result (this was dubbed the “collinear
anomaly” in [26]). As a result, integrating the massive gauge boson out of the theory at
µ = M gives matching conditions onto the soft theory containing logarithms of Q/M which
are not resummed by the usual RGE evolution.
Rapidity logarithms are resummed in SCET by exploiting an additional scheme depen-
dence in the theory, beyond the choice of renormalization scale µ. In SCETII processes with
rapidity logarithms, individual collinear and soft graphs are not well-defined; only the sum is.
In order to regulate the individual soft and collinear contributions, an additional regulator
must be added to the theory. Using, for example, the rapidity regulator of [22], individual
soft and collinear contributions are separately well-defined, and the form factor factorizes into
– 4 –
individual hard, jet and soft functions,
F
(
Q2
M2
)
= C2 (Q,µ) Jn
(
p2 · n¯
ν
,
M
µ
)
Jn¯
(
p1 · n
ν
,
M
µ
)
S
(
M
ν
,
M
µ
)
(2.6)
where, to one loop,
Jn
(
p2 · n¯
ν
,
M
µ
)
= 1 + α
(
LM
(
log
n¯ · p2
ν
− 3
4
)
− pi
2
6
+
9
8
)
Jn¯
(
p1 · n
ν
,
M
µ
)
= 1 + α
(
LM
(
log
n · p1
ν
− 3
4
)
− pi
2
6
+
9
8
)
S
(
M,
ν
,
M
µ
)
= 1 +
α
2
(
L2M − 4LM log
M
ν
− pi
2
6
)
.
(2.7)
The rapidity scale ν defines a scheme-dependent way to separate soft and collinear contribu-
tions. While the individual soft and jet functions depend on ν, their product is ν-independent
thus allowing a renormalization group equation (the rapidity renormalization group) to be
derived. Each of the terms may then be evolved from its natural rapidity scale in ν, summing
the rapidity logarithms.
2.1 The Integration Ambiguity
In the formalism introduced in [13], there are no explicit soft or ultrasoft modes. The in-
coming and outgoing states are each described by two decoupled copies of QCD. Each sector
interacts with the other sector as a lightlike Wilson line, contained in the hard external cur-
rent, since gluons with sufficient momentum to deflect the worldline of the other sector have
been integrated out of the theory. While the theory is frame-independent, for simplicity we
work in the Breit frame and label the sectors by the light-like directions nµ = (1, 0, 0, 1) and
n¯µ = (1, 0, 0,−1), with the light-cone coordinates of a four-vector pµ defined as p+ ≡ p · n,
p− ≡ p · n¯. The incoming quark is in the n-sector, p+1  (p−1 , |p1⊥|), while the outgoing is in
the n-sector, p−2  (p+2 , |p2⊥|).
At leading order, the hard QCD current matches onto the scattering operator O2 via the
matching relation
J µ(x) = C2(µ)Oµ2 (x) +O
(
1
Q
)
, (2.8)
where C2(µ) is given in (2.5), and the neglected subleading operators are known up to order
1/Q2 when there are two sectors [14]. The operator Oµ2 (x) is defined as
Oµ2 (x) = e
−iq·x[ψ¯n(xn)Wn(xn)]PnγµPn[W
†
n(xn)ψn(xn)] (2.9)
where the fields ψn and ψn¯ are QCD quark fields in the two sectors, and
Pn =
/n/n
4
, Pn =
/n/n
4
. (2.10)
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The square brackets separate the field content of each sector. The (un)barred Wilson lines
are (outgoing) incoming, and are defined (using the conventions of [27]) as
Wn(x) = P exp
[
ig
∫ 0
−∞
ds n ·An(x+ ns)es0+
]
W †n(x) = P exp
[
ig
∫ ∞
0
ds n ·An(x+ ns)e−s0+
] (2.11)
where again the subscript in the gluon fields Aµn,n¯ labels the sector. Note that we are using
the labelling convention that W †n is a Wilson line along the n direction, coupling to fields in
the n sector.
Finally, consistently expanding the QCD amplitude in powers of 1/Q also means that
the energy-momentum conserving delta function must also be expanded, giving
δSCET(Q; pn, pn¯) ≡ δ(p−n −Q−)δ(p+n¯ −Q+)δ(~pnT + ~pn¯T − ~qT ) + . . . (2.12)
where pn and pn¯ are the total momenta in the n and n sectors, respectively. This is achieved
by multipole expanding the xµ dependence of the current in Eq. (2.9), where we have defined
xµn ≡ x+
nµ
2
+ xµ⊥, x
µ
n ≡ x−
nµ
2
+ xµ⊥. (2.13)
Multipole expanding the energy-momentum conserving delta function has no effect on the
renormalization of O2 since the sectors are decoupled, but ensures correct power counting
when calculating production rates, as we will see in the next section for Drell-Yan production.
As described in [13], this theory double counts quarks and gluons whose momentum is
below the cutoff of both sectors, and the effects of this double counting must be explicitly
subtracted from diagrams. This “overlap subtraction” is similar to the familiar zero-bin
subtraction in SCET [15], or the equivalent soft subtraction prescription discussed in [28].
At tree level it is required to ensure that external states are not double counted in the
rate. At one loop this corresponds to subtracting the overlap graph in Fig. 2(c), which is
equivalent to either the n- or n-sector graph, but with the quark propagator is replaced by the
corresponding lightlike Wilson line. Formally this corresponds to dividing matrix elements of
O2 by the vacuum expectation value of Wilson lines,
〈p2|O2(x) |p1〉subtracted =
〈p2|O2(x) |p1〉
1
NC
Tr 〈0|W †n(x)Wn(x) |0〉
. (2.14)
This prescription means that the one-loop matrix element of O2 is given by the combination
M1 = Γn + Γn¯ − Γsub − 2Γψ
2
, (2.15)
where the Γi represent the one-loop n-sector, n¯-sector, and overlap subtraction graphs in Fig.
2(a), (b) and (c), and Γψ is the wavefunction renormalization contribution,
Γψ =
1
2
αM0
(
1

− LM − 1
2
)
(2.16)
– 6 –
(a) (b) (c)
Figure 2: Renormalization of O2. Diagram (c) is the overlap subtraction. In (a), the gluon
is in the n sector; in (b), it is in the n sector. In (c), the dashed lines represent Wilson lines
Wn,n, depending on their direction.
where M0 = u¯2Pn¯γµPn¯v1. Rapidity divergences arise in this formalism because Γn, Γn¯
and Γsub are all individually divergent even when the theory is regulated in dimensional
regularization. As described in [13, 16, 28, 29], adding together the individual graphs before
doing the final momentum integral results in a finite answer; however, this corresponds to
only one possible scheme to define the sum of the divergent graphs, and exploiting this scheme
dependence will allow us to resum rapidity logarithms.
It is instructive to illustrate this scheme dependence by first doing the k+ integrals by
contours for each graph, then taking the (d− 2)-dimensional k⊥ integrals, and leaving the k−
integrals unevaluated. This gives for the n-sector graph, Fig. 2 (a),
Γn = C
∫ p−2
0
dk−
−k−
(
1− k
−
p−2
)1−
(2.17)
where
C ≡ αM0
(
µ2eγE
M2
)
Γ(). (2.18)
and d = 4− 2. The n-sector graph gives
Γn¯ = C
 1
1−  +
∫ ∞
0
p+1 dk
−
M2
1−
(
p+1 k
−
M2
)−
1− p
+
1 k
−
M2

= C
 1
1−  + pi csc(pi)(−1 + i0
+)− +
∫ ∞
0
p+1 dk
−
M2
1
1− p
+
1 k
−
M2

(2.19)
and finally the overlap subtraction graph gives
Γsub = C
∫ ∞
0
dk−
−k− . (2.20)
The n-sector and n-sector graphs are divergent as k− → 0 and k− →∞, respectively. When
the graphs are added together before doing the final integral, these divergences are cancelled
– 7 –
by the overlap graph. However, the finite terms determined this way are scheme-dependent:
rescaling the integration variable in Γn by
k− → ζ
2
Q2
k− (2.21)
before adding the integrals gives the finite momentum integral
I(ζ) ≡
∫ p−2
0
 1
−k−
(
1− k
−
p−2
)1−
+
ζ2p+1
M2Q2
1
1− k−ζ2p
+
1
M2Q2
+
1
k−
 dk−
+
∫ ∞
p−2
 ζ2p+1
M2Q2
1
1− k−ζ2p
+
1
M2Q2
+
1
k−
 dk−
=1 + log
M2
ζ2
+ ipi +
(
1− pi
2
6
)
+O(2)
(2.22)
which gives the matrix element
〈p2|Obare2 |p1〉 =
α
2
M0
(
2
2
+
(
1

− LM
)
(3− 2Lζ)− L2M −
5pi2
6
+
9
2
)
(2.23)
where Lζ = log(ζ
2/µ2). Choosing ζ = Q corresponds to na¨ıvely adding the integrands
before performing the k− integral, as was done in [13, 16, 29]. Leaving ζ free makes the
scheme dependence manifest. This also accentuates the fact that SCET has no dynamical
dependence on the scale Q, which has been integrated out of the theory: the Q dependence in
the na¨ıve matrix element is in fact ζ dependence, which parameterizes the scheme-dependence
of the rapidity divergent integrals.
This gives the matching coefficient from QCD onto SCET of
C2(µ) = 1 +
α
2
(
−L2Q + 3LQ + 2LMLQ/ζ +
pi2
6
− 8
)
(2.24)
where LQ/ζ ≡ logQ2/ζ2. It is a general feature of EFT’s that matching conditions not have
nonanalytic dependence on infrared scales; otherwise, the EFT would not factorize the physics
of short and long distance scales. This can only be achieved in this case by choosing ζ = Q
at the matching scale µ = Q, which eliminates the nonanalytic dependence on M in (2.24).
At the scale µ = M , the gluon mass is no longer an infrared scale, and so in the matching
conditions onto the free theory the parameter ζ may be run from ζ = Q to ζ = M , summing
the rapidity logarithms in the matching condition at µ = M . In the next section we discuss
doing this using a well-defined regulator.
2.2 The δ Regulator
The integration ambiguity and scheme parameter ζ introduced in the previous section in-
dicate the physical origin of the large rapidity logarithms, but don’t provide a well-defined
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regularization scheme beyond the simple one-loop graphs presented here. There are a num-
ber of regulators in the literature which regulate rapidity divergences [16, 17, 20, 22, 30]; the
most instructive for our purposes is to use a version of the δ-regulator [16]. In its original
formulation, quark propagators and Wilson lines were both modified by adding a quark mass
term to the Lagrangian and using the new quark propagator to derive the new Wilson line
propagator. In this work, we leave quark and gluon fields unchanged and simply redefine the
Wilson lines by shifting the pole prescription i0+ → −δn + i0+ for both the W and W † in
eq. (2.11), and we allow each sector label ni to have a separate value of δ (i.e. δn in the
n-sector and δo in the overlap between the sectors
1). With this modification, the n-sector
graph becomes
Γδn = αM0
((
1

− LM
)(
log
δn
p−2
+ 1
)
− pi
2
6
+ 1
)
, (2.25)
and the n sector gives the same result but with δn → δn and p−2 → p+1 . The overlap graph
contributes
Γδsub = αM0
(
− 1
2
+
(
1

− LM
)
log
δ2o
µ2
+
L2M +
pi2
6
2
)
, (2.26)
so that together with the wavefunction graphs we find
Mδ1 =
α
2
M0
(
2
2
+
(
1

− LM
)(
3− 2 log ν
2
µ2
)
− L2M +
9
2
− 5pi
2
6
)
(2.27)
where we have defined the parameter ν by
δnδn
δ2o
≡ Q
2
ν2
(2.28)
We can take the regulators δi to zero while keeping ν fixed, and the scheme-dependence of
the rapidity log is then reflected in the ν dependence of the result, transforming the heuristic
argument of the previous section, Eq. (2.23), into a well-defined scheme.
2.3 Resummation
Working in SCET with a δ-regulator, the matching procedure from QCD onto SCET fixes the
scheme parameter ν to be equal to νH = Q to avoid nonanalytic dependence on the infrared
scale M in the matching condition, as discussed in the previous two subsections. After
running the matching coefficient C2 from µ ∼ Q down to µF ∼M , instead of integrating out
the gluon, we match onto a theory with arbitrary ν:
O2(x)|µ=µF = CJ
(
µF
M
,
ν
Q
)
O2(x, ν) (2.29)
1This differs from the prescription in [13], where the overlap Wilson lines had the same value of δ as the
corresponding sector.
– 9 –
where, at one loop,
CJ
(
µ
M
,
ν
Q
)
= 1 + αLM log
Q2
ν2
(2.30)
and O2(x, ν) denotes O2 defined in a theory with ν 6= Q. The large rapidity logarithm of
Q2/ν2 may be summed by running CJ from ν = Q to ν = νF ∼ M , at which point we can
integrate out the heavy gauge boson and match onto free field theory
O2 (x, νF )→ CS
(
µF
M
,
νF
µF
)
OS(x) (2.31)
where
OS(x) = ψ¯(x)Pnγ
µPnψ(x) (2.32)
is an operator in the free theory (where the ψ’s are free fermions), and
CS
(
µ
M
,
ν
µ
)
= 1 +
α
2
(
−L2M − LM
(
3− 2 log ν
2
µ2
)
− 5pi
2
6
+
9
2
)
+ . . . . (2.33)
is the one-loop matrix element of O2(µ, ν), and has no large logarithms at µ ∼ ν ∼ M .
Combining all the factors together, we obtain the factorization formula
F
(
Q2
M2
)
= C2
(
µ
Q
)
CJ
(
µ
M
,
ν
Q
)
CS
(
µ
M
,
ν
µ
)
(2.34)
This is equivalent to the factorization formula (2.6), although it arises differently in the
EFT. In standard SCET, the Ji’s are matrix element of collinear fields; here CJ is a Wilson
coefficient in the EFT. The assignment of factors of LM and constants to OJ and OS also
differs from that of Eq. (2.7), but this is irrelevant for summing logarithms. We could also
choose to define separate rapidity scales for each sector, νn ≡ p+1 δo/δn and νn ≡ p−2 δo/δn,
which would then allow us to write CJ as the product of two separate factors, in direct analogy
with the two jet functions of Eq. (2.7); however, this is not necessary for the present case,
where the rapidity scales always appear as the product νnνn = ν
2.
The running of CJ is similar to the rapidity renormalization group of [19], but there
are a few important differences. Using the usual rapidity renormalization group, the soft
and collinear factors are separately run, and the regularization scheme is defined so that
the product of soft and collinear factors is regulator-independent. In our case the regulator
dependence in the two sectors is cancelled by that of the coefficient CJ . In addition, since the
rapidity regulator introduces sensitivity to the matching scale M into the coefficients of the
Lagrangian, the regularization is performed at the matching scale M , not at a higher scale.
Finally, using the δ regulator there are no poles as δ → 0, so thus there is no infinite rapidity
renormalization of CJ . Nevertheless, we can derive evolution equations simply by exploiting
the properties of factorization. Since Eq. (2.34) has no ν dependence, we can differentiate
with respect to log ν to derive the evolution equation
d
d log ν
CJ =
(
−C−1S
d
d log ν
CS
)
CJ = γ
ν
JCJ (2.35)
– 10 –
where
γνJ = −2αLM . (2.36)
The evolution of the matching coefficient CJ is thus given by
CJ
(
µF
M
,
νF
Q
)
= VJ
(
νF , νH ;
µF
M
)
CJ
(
µF
M
,
νH
Q
)
. (2.37)
where the unitary evolution factor is
log VJ
(
νF , νH ;
µF
M
)
=
∫ νF
νH
dν
ν
γνJ = α(µF ) log
M2
µ2F
log
ν2H
ν2F
. (2.38)
We can then write the resummed factorization formula, Eq. (2.34), as
F
(
Q2
M2
)
= C2
(
µF
Q
)
CJ
(
µF
M
,
νF
Q
)
CS
(
µF
M
,
νF
µF
)
=
[
U2(µF , µH)C2
(
µH
Q
)][
VJ
(
νF , νH ;
µF
M
)
CJ
(
µF
M
,
νH
Q
)][
CS
(
µF
M
,
νF
µF
)]
(2.39)
where
logU2(µF , µH) =
∫ µF
µH
dµ
µ
γLL2 (µ) =
∫ µF
µH
dµ
µ
(
2α(µ) log
Q2
µ2
)
=
4C2F
β20
(
1
α(µH)
− 1
α(µF )
− 1
α(Q)
log
(
α(µF )
α(µH)
))
.
(2.40)
is the usual leading-log renormalization group evolution of C2 [31–33]. This reproduces the
results of [19], with the caveat that, since this formalism explicitly performs the RRG at the
scale µ = µF ∼ M , logarithms of µF /M which are resummed in the expression log αs(µ)αs(M) in
log VJ in [19] are not resummed here.
3 Drell-Yan at Small qT
A somewhat more involved process with rapidity logarithms is Drell-Yan (DY) scattering,
N1(p)N2(p¯) → γ∗ + X → (`¯`) + X, with q2T  q2, where qµ and qµT are the total and
transverse momenta of the final state leptons, respectively. In standard SCET, this is a
SCETII process in which the product of two hard external currents may be written in terms of
a convolution of transverse-momentum dependent parton distribution functions (TMDPDFs)
or beam functions [19, 22, 26, 34–36] with n-collinear, n-collinear and soft modes, which
individually exhibit rapidity divergences. By running the TMDPDFs using both the usual
µ-renormalization group and its counterpart in rapidity space, logarithms associated with
ultraviolet divergences and rapidity divergences may both be summed. If qT ≡
√
~q 2T  ΛQCD,
an additional expansion may then be performed in powers of ΛQCD/qT , allowing the product
of TMDPDFs to be matched onto the usual parton distribution functions (PDFs).
– 11 –
Proceeding in an analogous fashion to the previous section, in our formalism the QCD
current is first matched at the hard matching scale onto the corresponding SCET current
in a theory with n and n sectors with the appropriate overlap subtractions. Again, there
is no distinction between SCETI and SCETII at the hard matching scale, since amplitudes
are expanded in powers of p+, p¯−, p⊥ and p¯⊥, with no hierarchy assumed between these
scales. The EFT is then evolved via the RGE until a scale µ = µF ∼ qT , at which point the
product of currents is matched onto a convolution of PDFs in the soft theory below µ = µF .
However, the rate given by this product of currents has an integration ambiguity similar
to that discussed in the previous section, and so rapidity logarithms arise when evaluating
the matching conditions onto the soft theory. These may be summed by first matching the
product of the currents at µ = µF onto a nonlocal operator equivalent to a convolution of
TMDPDFs, which is then run in rapidity space before matching onto PDFs.
3.1 Factorization by Successive Matching
The DY process is mediated in SCET by the dijet current, defined by the matching relation
Jµ(x) = C2(µ)O
µ
2 (x) + . . . = e
−iq·xC2(µ)
[
ψ¯n(xn)Wn(xn)
]
Pnγ
µPn
[
W
†
n(xn)ψn(xn)
]
(3.1)
where the ellipses denote power corrections, and
W
†
n(x) = P exp
[
−ig
∫ 0
−∞
ds n ·An(x+ ns)es0+
]
. (3.2)
We have denoted the dijet operator as O2 as in the previous section, but in this case both
the quark and antiquark are incoming, so the two Wilson lines are also incoming. As in the
previous section, the coordinates xn and xn give the expanded energy-momentum conserving
delta functions in Eq. (2.12), which gives the correct power counting for q2T  q2. The
differential cross section for DY is then proportional to the sum over states∑
X
〈N1(p)N2(p¯)|Oµ†2 |X〉 〈X|O2µ |N1(p)N2(p¯)〉 . (3.3)
Following the standard derivation, we perform the sum over states in Eq. (3.3), then color-
and spinor-Fierz the product of currents into the form [26, 37–39]
Oµ†2 (x)O2µ(0) = −
1
Nc
[
χ¯n(xn)
/n
2
χn(0)
] [
χ¯n(0)
/n
2
χn(xn)
]
+ . . . (3.4)
where χn ≡W †nψn, χ¯n = ψ¯nWn, and similar for χn. The neglected terms vanish when taking
color- and spin-averaged matrix elements. The differential rate may then be written
dσ =
4piα2
3q2s
d4q
(2pi)4
(−gµν)|C2(µ)|2
∫
d4x e−iq·x〈N1(p)N2(p¯)|Oµ†2 (x)Oν2(0)|N1(p)N2(p¯)〉
=
4piα2
3Ncq2s
dq+dq−d2~qT |C2(µ)|2〈N1(p)N2(p¯)|T(0,0)(q−, q+, ~qT )|N1(p)N2(p¯)〉
(3.5)
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where s = (p+ p¯)2, and the non-local operator
T(0,0)(q
+, q−, ~qT ) =(2pi)−d
∫
dξ1dξ2d
d−2~xT e−iξ1q
−
e−iξ2q
+
ei~qT ·~xT
×
[
χ¯n(nξ1 + ~xT )
/n
2
χn(0)
] [
χ¯n(0)
/n
2
χn(nξ2 + ~xT )
] (3.6)
is the Fourier transform of the product of position-space TMDPDFs (defined here in d di-
mensions). This has the same form as Equation (9) of [26], although in our case the theory
in which T(0,0) is defined does not have separate collinear and soft modes. Note that at this
stage the introduction of T(0,0) is no more than notation, since it is equivalent to the product
of currents in Eq. (3.4); it will be useful when summing rapidity logarithms. Typically in
SCET one then factorizes T(0,0) into the product of two TMDPDFs, each of which is then
individually renormalized (and individually ill-defined without the introduction of a rapidity
regulator). Here we do not further factorize T(0,0), but instead treat it as a single object which
has the convolution included as part of its definition.
If qT ∼ ΛQCD, the differential rate is given by the nonperturbative matrix element of
T(0,0) in Eq. (3.5). Here we will focus on the hierarchy qT  ΛQCD, which allows us to
perform an additional matching at the scale µ = qT of T(0,0) onto a product of two parton
distribution functions,
T(0,0)(q
−, q+, ~qT )→
∫
dω1
ω1
dω2
ω2
C(0,0) (ω1, ω2, ~qT , µ)Oq
(
q−
ω1
)
Oq¯
(
q+
ω2
)
+O
(
1
q2T
)
(3.7)
where
Oq(`
−) =
1
2pi
∫
dξ e−iξ`
−
ψ¯n(nξ)
/n
2
W (nξ, 0)ψn(0)
Oq¯(`
+) =
1
2pi
∫
dξ e−iξ`
+
ψ¯n(0)
/n
2
W (0, nξ)ψn(nξ)
(3.8)
are the usual unpolarized lightcone distribution operators as used in Deep Inelastic Scattering
[40], whose hadronic matrix elements are the parton distribution functions
〈N(P )|Oq(`−)|N(P )〉 = fq/N
(
`−
P−
)
〈N(P )|Oq¯(`+)|N(P )〉 = fq¯/N
(
`+
P+
)
.
(3.9)
The matching coefficient C(0,0) (ω1, ω2, ~qT , µ) may be calculated by evaluating matrix elements
of both sides of Eq. (3.7) between perturbative quark and gluon states.
3.2 Matrix Elements of T(0,0)
At tree level, T(0,0) has the spin-averaged parton-level matrix element
1
4
∑
spins
〈p1p2|T(0,0)(q−, q+, ~qT ) |p1p2〉 ≡ M0 = δ(z1)δ(z2)δ(~qT − ~p1T − ~p2T ) +O(αs) (3.10)
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Figure 3: One-gluon Feynman rule (n-sector) for the left T(0,0)(q
−, q+, ~qT ) vertex.
Figure 4: One-loop graphs contributing to 〈p1p2|T(0,0)|p1p2〉.
where p1 is the momentum of the incoming quark in the n-sector, p2 the momentum of the
antiquark in the n¯-sector, and z¯1 ≡ 1 − z1 ≡ 1 − q−/p−1 , z¯2 ≡ 1 − z2 ≡ 1 − q+/p+2 . The
parton-level matrix elements of Oq and Oq¯ manifestly factorize, since the n and n¯ sectors are
decoupled:
〈p1, p2|Oq(k−)Oq¯(k+)|p1, p2〉 = 〈p1|Oq(k−)|p1〉〈p2|Oq¯(k+)|p2〉 (3.11)
and, to one loop, we have the familiar spin-averaged matrix element
1
2
∑
spins
〈p1|Oq(ωp−1 )|p1〉 = δ (1− ω)−
α¯

[
1 + ω2
1− ω
]
+
(3.12)
where the infrared divergent term is the usual one-loop Altarelli-Parisi splitting kernel.
Expanding Eq. (3.10) in powers of ~piT /qT and comparing with Eq. (3.12) gives the tree-
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level matching condition
C
(0)
(0,0)(ω1, ω2, ~qT , µ) = δ(1− ω1)δ(1− ω2)δ(~qT ) (3.13)
where
C(0,0)(ω1, ω2, ~qT , µ) ≡ C(0)(0,0)(ω1, ω2, ~qT , µ) + α¯C
(1)
(0,0)(ω1, ω2, ~qT , µ) +O(α
2
s). (3.14)
To calculate the matching at one loop, we need the matrix element of T(0,0) between quark
states given by the diagrams in Figure 4, along with the analogous graphs with n¯-sector gluons
coupling to the antiquark lines. The overlap graphs are obtained from the n- (or equivalently
n) sector graphs by replacing the quark propagators with the corresponding lightlike Wilson
lines. Since we are working at leading order in 1/q we may set the external perpendicular
momenta ~p1T and ~p2T to zero.
Away from z¯1 = z¯2 = 0, only graphs (a-c) and the corresponding n-sector graphs con-
tribute, and the individual graphs are well-defined. The only component of the gluon loop
momentum kµ not fixed by energy-momentum conservation is k−, so the loop integral is easily
done using contour integration2. We use the distributional relation in d dimensions,
1
~q 2T
= −S2−2
2
µ−2δ(~qT ) +
[
1
~q 2T
]µ
+
(3.15)
where Sd = 2pi
d/2/Γ(d/2), and
[
1
~q 2T
]µ
+
denotes a (d−2)-dimensional plus distribution, defined
as
[g(~pT )]
µ
+ = g(~pT ), |~pT | > 0, and∫
|~pT |≤µ
dd−2~pT [g(~pT )]µ+ = 0.
(3.16)
(Note that Eq. (3.15) is independent of µ.) After renormalization we take the limit d−2→ 2,
which recovers the 2-dimensional plus distribution definition of [41]. This gives for the spin-
averaged n-sector graphs
M1n(z¯1 6= 0) = α
pi
f
(
−S2−2
2
µ−2δ(~qT ) +
[
1
~q 2T
]µ
+
)
δ(z2)
2− 2z1 + z21(1− )
z1
, (3.17)
where f = pi
µ2eγE , while the n graphs yields the same under the switch z2 ↔ z1. We can
therefore write the spin-averaged one-loop matrix element of T(0,0) as the sum of contributions
away from z1 = z2 = 0 and some unknown contribution at this point,
M1 =α
pi
f
(
−S2−2
2
µ−2δ(~qT ) +
[
1
~q 2T
]µ
+
)(
Aδ(z1)δ(z2) + δ(z2)
[
2− 2z1 + z21(1− )
z1
]
+
+ δ(z1)
[
2− 2z2 + z22(1− )
z2
]
+
)
(3.18)
2Note that these are not cut graphs, but the poles from the light quark propagators are on the opposite
side of the real axis from the pole from the gluon propagator, so the k− integral picks out only the pole at
k2 = 0.
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then calculate the contributions to the constant A from graphs (a-c) by integrating the indi-
vidual graphs with respect to z1 and z2 before doing the loop integrals. The gluon momentum
k− is then no longer fixed by the delta functions, and just as in the previous section, the in-
tegrals defining A in Eq. (3.18) contain rapidity divergences and are not well-defined. For
purposes of illustration, following the na¨ıve scheme of the previous section and performing
the integrals for all graphs except for the k− integral, the contributions to A from graphs
(a-c) and their counterparts in the n and overlap sectors are
An =
∫ p−1
0
dk−
k−
(
2− 2k
−
p−1
+
(
k−
p−1
)2
(1− )
)
=
∫ 1
0
dx
x
(
2− 2x+ x2(1− )) ,
An =
∫ ∞
q2
T
p+2
dk−
k−
(
2− 2
(
q2T
k−p+2
)
+ (1− )
(
q2T
k−p+2
)2)
=
∫ ∞
q2
T
sˆ
dx
x
(
2− 2
(
q2T
sˆx
)
+ (1− )
(
q2T
sˆx
)2)
, and
Ao = 2
∫ ∞
0
dk−
k−
= 2
∫ ∞
0
dx
x
(3.19)
where sˆ ≡ p−1 p+2 = q2/(z1z2). As in the previous section, the individual n, n graphs are
divergent, but adding the integrands first gives the finite result
An +An¯ −Ao = 2 log sˆ
q2T
− 3− . (3.20)
However, as before, adding together divergent integrals is not a well-defined procedure, and
the result is scheme-dependent. Proceeding as in the previous section, we can rescale the
integration variable x→ xζ2/sˆ in the An integral in Eq. (3.19) to obtain the scheme-dependent
sum
A(ζ) ≡ An +A′n −Ao = 2 log
ζ2
q2T
− 3− . (3.21)
Again, we see that the SCET calculation has no dynamical dependence on the hard scale sˆ;
rather, it arises as a choice of scheme needed to evaluate the sum of divergent integrals. The
vertex graphs (d,e) along with the corresponding n-sector and overlap graph are scaleless, and
thus vanish in dimensional regularization. The ultraviolet divergences in the matrix element
of T(0,0) are cancelled by the counterterm for O2, so from Eq. (2.23) we have the infrared
divergent contribution to A
AV = −α¯
(
2
2
+
1

(
3− 2 log ζ
2
µ2
))
(3.22)
which, as before, also exhibits an ambiguity. As before, matching at µ2 = sˆ requires us to use
the scheme ζ2 = sˆ, so the SCET one-gluon matrix element Eq. (3.21) contains large rapidity
logarithms which must be summed.
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As in the previous section, we can make the individual graphs well-defined with an
appropriate regulator. Modifying the position-space Wilson lines to include the δ-regulator,
the n-sector contributes
Mδ1n =
α
pi
f
(
−S2−2
2
µ−2δ(~qT ) +
[
1
~q 2T
]µ
+
)
δ(z2)
2(1− z1)
z1 +
δn
p−1
+ z1(1− )
 . (3.23)
Converting to distribution form using
1
z¯ + δ
=− δ (z¯) log δ +
[
1
z¯
]
+
+O(δ) (3.24)
gives
Mδ1n =
α
2
δ(z2)
(
δ(~qT )

(
δ(z1)
(
3− 4 log p
−
1
δn
)
− 2
[
1 + z21
z1
]
+
)
+
2
pi
[
1
~q 2T
]µ
+
(
2δ(z1) log
p−1
δn
+ 2
[
1
z1
]
+
+ z1 − 2
)
+ 2z1δ(~qT )
) (3.25)
The n-sector graphs are the same as above but with p−1 → p+2 and z1 ↔ z2, and the calculation
of the overlap graphs gives
Mδ1o = 2
α
pi
fδ(z1)δ(z2)
1
q2T
log
q2T
δ2o
. (3.26)
In d dimensions,
log
q2T
µ2
q2T
= −S2−2
22
µ−2δ(~qT ) +
 log ~q 2Tµ2
~q 2T
µ
+
(3.27)
and so
Mδ1o = αδ(z1)δ(z2)
δ(~qT )
− 2
2
+
2 log δ
2
o
µ2

+
pi2
6
− 2
pi
log
δ2o
µ2
[
1
~q 2T
]µ
+
+
2
pi
 log ~q 2Tµ2
~q 2T
µ
+

(3.28)
Combining all the above yields the net contribution to matrix elements of T(0,0) from
single-gluon emissions into the final state
Mδ1g =α
δ(z1)δ(z2)δ(~qT )( 2
2
+
3− 2 log ν2
µ2

− pi
2
6
)
− δ(~qT )

(
δ(z1)
[
1 + z22
z2
]
+
+ δ(z2)
[
1 + z21
z1
]
+
)
+
(
(1 + z22)δ(z1)
[
1
z2
]
+
+ (1 + z21)δ(z2)
[
1
z1
]
+
)
1
pi
[
1
~q 2T
]µ
+
+ δ(~qT ) (z2δ(z1) + z1δ(z2)) −2δ(z1)δ(z2) 1
pi
 log ~q 2Tν2
~q 2T
µ
+

(3.29)
– 17 –
where, as with the form factor calculation, we have taken the limit δn,n,o → 0, again hold-
ing the ratio δnδn/δ
2
o ≡ q2/ν2 fixed, which defines the scheme for regulating the rapidity
divergences. The virtual graphs are scaleless, so do not contribute in this scheme.
The divergences in the first line in Eq. (3.29) are cancelled by the counterterm for O2
if ν2 = q2, which imposes the scheme ν = q when matching from QCD onto SCET. The
divergence in the second line is equal to the infrared divergence in the matrix elements of Oq
and Oq¯ in Eq. (3.12) and cancels in the matching conditions at µ = qT , leaving the one-loop
result
C
(1)
(0,0)(ω1, ω2, ~qT , µ) =
((
1 + ω22
)
δ(ω1)
[
1
ω2
]
+
+
(
1 + ω21
)
δ(ω2)
[
1
ω1
]
+
)
1
pi
[
1
~q 2T
]µ
+
+ 2δ(ω1)δ(ω2)
(
log
q2
µ2
)
1
pi
[
1
~q 2T
]µ
+
− 2δ(ω1)δ(ω2) 1
pi
 log ~q 2Tµ2
~q 2T
µ
+
+ δ(~qT )
(
ω2δ(ω1) + ω1δ(ω2)− pi
2
6
δ(ω1)δ(ω2)
)
(3.30)
where ω1,2 ≡ 1 − ω1,2. The rapidity logarithm depends on the ultraviolet scale q2 only
because of the choice of scheme parameter ν2 = q2. As in the previous section, we may resum
the leading order rapidity logarithms by running the scheme parameter ν from ν2I = q
2 to
ν2F = q
2
T , as will be discussed in the next section.
3.3 Resummation
The rapidity renormalization group equations for T(0,0), which resum the large logarithms of
q2/q2T in C(0,0), arise from the independence of C(0,0) on the scheme parameter ν. Since matrix
elements of T(0,0) have no dynamical dependence on q
2, we can write, proceeding analogously
to Eq. (2.29),
T(0,0)(q
+, q−, ~qT , ν2 = Q2)|µ=qT =
∫
dω1
ω1
dω2
ω2
d2~pT D(0,0)
(
ω1, ω2, ~pT ,
Q2
ν2
)
× T(0,0)
(
q+
ω1
,
q−
ω2
, ~qT − ~pT , ν2
) (3.31)
and, from Eq. (3.29),
D(0,0)(ω1, ω2, ~pT , ν) =δ(ω1)δ(ω2)
(
δ(~pT ) + 2α
(
log
q2
ν2
)
1
pi
[
1
~p 2T
]µ
+
)
+O(α¯2). (3.32)
Eq. (3.31) plays the role of a SCET factorization theorem in this analysis, although here
it just reflects the fact that T(0,0) is the only operator at leading order contributing to the
cross section, so the cross section must be expressible as a linear combination of T(0,0)’s
(with different arguments). Since Eq. (3.31) is independent of ν, we perform the standard
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manipulations and find
d
d log ν
D(0,0)(~pT , ν) =
∫
d2~kT
(
−4α 1
pi
[
1
(~pT − ~kT )2
]µ
+
)
D(0,0)(~kT , ν)
≡ γν(0,0)(~pT )⊗D(0,0)(~pT , ν)
(3.33)
where the two dimensional convolution is defined as
f(~pT )⊗ g(~pT , ..) ≡
∫
d2~kT f(~pT − ~kT , ...)g(~kT , ...). (3.34)
We have made use of the fact that at one loop the anomalous dimension is diagonal in each
of the ωi’s, and defined D(0,0)(ω1, ω2, ~pT , ν) ≡ δ(ω1)δ(ω2)D(0,0)(~pT , ν). D(0,0) therefore obeys
the same form of rapidity renormalization group equation as a beam function in the usual
SCET formalism, and the solution to the RRG may be written
D(0,0)(~qT , νF ) = V (~qT , νF , νI)⊗D(0,0)(~qT , νI) (3.35)
where the solution for V and the complications associated with evaluating distributions at
canonical scales has been discussed in detail in [41].
This gives the resummed formula for the matching condition C(0,0)
C(0,0)(ω1, ω2, ~qT , µF , νF ) =
∫
d2~k1d
2~k2 V (~qT − ~k1 − ~k2, νF , νI)D(0,0)(~k1, νI)
× C(0,0)(ω1, ω2,~k2, µF , νI)
(3.36)
and the final factorized and resummed expression for the DY cross section reads
dσ
dq+dq−d~qT
=
4piα2
3Ncq2s
|U2(µF , µI)C2(µI)|2
×
∫
d2~k1d
2~k2 V (~qT − ~k1 − ~k2, νF , νI)D(0,0)(~k1, νI)
×
∫
dω1
ω1
dω2
ω2
C(0,0)(ω1, ω2,~k2, µF , νF )fq
(
ξ1
ω1
)
fq¯
(
ξ2
ω2
) (3.37)
where ξ1 = q
−/P−1 , ξ2 = q
+/P+2 , µI = νI = q, µF = νF = qT , and U2 is defined in Eq. (2.40).
4 Conclusions
In this paper we have demonstrated how to apply SCET to processes involving rapidity
divergences without explicitly separating the low energy degrees of freedom into separate
modes. We have shown that the anomalous appearance of the hard scale Q in the effective
theory below Q in SCETII-type problems arises from a scheme dependence in the effective
theory. This scheme dependence is common for both SCETI and SCETII processes, with
the only distinction between these types of processes being whether the matching coefficient
– 19 –
onto the soft theory exhibits a large logarithmic enhancement (SCETII) or not (SCETI);
the intermediate effective theory is the same until we reach the matching scale at which the
process dependence arises. The free scheme parameter can be exploited to derive evolution
equations for matching coefficients, yielding a method for the summation of the large rapidity
logarithms which appear in the soft matching coefficients of SCETII processes.
The factorizations and resummations presented in this paper are well known in the stan-
dard SCET formalism, and we reproduce the results here. However, reducing the number
of distinct fields in the theory simplifies the structure of the theory and significantly reduces
the number of Feynman diagrams and operators required for a given calculation. In partic-
ular, we expect the calculation of power corrections in SCET, which have been recently of
much interest [20, 42–44], to be significantly simplified. Fierz-rearranged products T(i,j) of
subleading SCET currents, analogous to T(0,0), may be constructed and their rapidity loga-
rithms resummed by exploiting the scheme dependence of the rapidity regulator. (However,
as pointed out in [20], at subleading orders in 1/Q the δ-regulator is not sufficient to regu-
late all the rapidity divergences and another regulator, such as the pure rapidity regulator
presented in that reference, is required.) Work on this subject is in progress.
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