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Abstract 
In this paper, we investigate a relation between the equality constrained Knapsack and Group 
Knapsack problems. This relation concerns the periodicity of optimal solutions of the Knapsack 
problem. We study the smallest integer b* such that for every b > b*, the Knapsack problem of 
size b is equivalent to the Group Knapsack problem. The results can be regarded as generaliza- 
tions of some well-known results on the Frobenius problem of Number Theory. Two examples 
are provided to illustrate our results. 
A Dynamic Programming algorithm, i.e. an extended Greenberg’s algorithm, is provided. Com- 
putational experiments show that this algorithm is efficient for finding b* and solving randomly 
generated Knapsack problems. 0 1998 Elsevier Science B.V. All rights reserved. 
Keywords: Knapsack problem; Group knapsack problem; Frobenius problem; Dominated variable 
1. Introduction 
In this paper, we will investigate a relation between the equality constrained Knapsack 
and Group Knapsack problems. First, the definitions of the two problems are given. 
Definition 1.1. The general equality constrained Knapsack problem (KF’( 1.1)) is de- 
fined in the form 
n 
F(h) = max c CjXj 
j=l 
n 
subject to c ajx.i = b, 
j=l 
Xj>O integer, j=1,2 ,..., n, (1.1) 
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where all aj are given positive integers, all cj are given rational numbers satisfying 
cl/al =maxj{cj/aj}, (n>2), b is a nonnegative integer, al > 1, and the greatest com- 
mon divisor gcd(al,az,... ,ati)= 1. If cl/al =ci/ai, al da; is set. 
The current methods for solving Knapsack problems rely on Dynamic Program- 
ming recursions and branch-and-bound methods. See Garfinkel and Nemhauser [6], 
Nemhauser and Wolsey [20], and Martello and Toth [ 191 for a review of the various 
methods. An enumeration algorithm for solving a given KP( 1 .l), where b is fixed, is 
devised by Yanasse and Soma [30]. Some criteria for eliminating dominated variables 
are used to reformulate KP( 1.1) and enhance the speed of a solution method, Zhu 
and Broughan [32, 331. In the following, a Group Knapsack problem is defined (see 
also [6, 201). 
Definition 1.2. The Group Knapsack problem (GKP( 1.2)) is defined in the form 
n 
T(b) = min C(c1aj-Cjalkj 
j=2 
subject to c ajxj E b (mod al ), 
j=2 
Xj>O integer, j=2 ,..., n, (1.2) 
where all the data is the same as in KP( 1 .l). 
There are several methods for GKP( 1.2). Dynamic Programming methods are used, 
for example, by Gomory [9], Shapiro [25], Glover [8], Hu [15, 61, and Greenberg [12]. 
It is valuable to discuss a relation between the Knapsack and Group Knapsack prob- 
lems (see [6, 20, 271). If the knapsack size b is sufficiently large, the Knapsack problem 
can always be solved by solving the corresponding Group Knapsack problem through 
the periodic property of optimal solutions of the Knapsack problem. Some results and 
methods are provided, for example, by Gilmore and Gomory [7, 6, 151, Weidner [29], 
Greenberg [ 11, 201. 
In this paper, based on the work of Zhu [31], we will discuss the relation between 
KP( 1. l), where a feasible integer solution may not exist for some values of b, and 
GKP( 1.2) using a modular arithmetic method used for studying the Frobenius problem 
(FP) of Number Theory. On FP, see Selmer [24] and Guy [ 141 for a review of various 
methods and an extensive list of references (see also Section 3 below). The following 
concept will be used: 
Definition 1.3. b* is called the conductor of KP( 1.1) (Knapsack conductor for short) 
if it is the smallest integer such that for every b 3 b*, KP( 1 .l) is equivalent to the 
corresponding GKP( 1.2) (i.e. there exists a corresponding relation between optimal 
solutions of both problems, and F(b) = (clb - T(b))/al ). 
KP( 1,l) relaxation is given by XT = b/al, and x/* = 0 otherwise. Writing the basic 
variable x1 in terms of the non-basic variables, KP( 1.1) is equivalent to the problem: 
F(b) = max (clbial)-~((c*aj,al)-c,,)x, 
j=2 
subject to XI = (b/al ) - C (ajxj/al), 
j=2 
Xj20 integer, j= 1,2 ,..., n, 
where (claj/al)-cj>O, (j=2 ,..., n). 
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2. General results 
Since the data in KP( 1 .l ) is set as cl/al >cj/aj, an optimal solution to the continuous 
(2.1) 
Note that if b/al is an integer, i.e. b z 0 (modal), the optimal solution of the con- 
tinuous KP( 1.1) relaxation always solves the KP( 1.1). Hence, a discussion on this case 
is trivial and omitted. 
Eliminate XI from problem (2.1). It follows that KP( 1 .I) is restated as 
n 
f(b) = min c (Claj-Cjal)Xj 
j=2 
n 
subject to c ajxj s b (mod a 1 ), 
j=2 
n 
c 
ajxj < b. 
j=2 
Xj>O integer, j==2 ,..., n, (2.2) 
where ctaj-cjal>O, (j=2,..., n). The constraints of (2.2) express the fact that x1 is 
a nonnegative integer, so that an optimal solution of KP( 1.1) corresponds to an optimal 
solution of (2.2), and the optimal value of KP(l.1) is F(b)=(qb-f(b))/al. 
Neglect the constraint C,“=, ajxj <b in (2.2), and define a function T(b), depending 
only on the residue class of b modulo al, as follows: 
n 
T(b) = min C (Claj -Cjal)xj 
j=2 
n 
subject to c ajxj s b (mod al ), 
j=2 
x,20 integer, j=2 ,..., n. (2.3) 
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Problem (2.3) is the GKP( 1.2). Since gcd(at, ~2,. . . , a,) = 1, a nonnegative integer 
solution always exists to the congruence in (2.3) for any value of b, (see [12]). There- 
fore, T(b) exists for any value of b. Clearly, we have T(b) = T(rx) where b= LX (mod ai ). 
Hence, the actual calculation of T(b) needs to be made only for the values c( = 1,2,. . . , 
aI - 1, (obviously, T(O)=O). 
Let X be the set of all optimal solutions to problem (2.3). Define a function t(b) 
as follows: 
n 
t(b) = min c 
* 
UjXj 
j=2 
subject to V/(X,*, . . . ,xz )* E A’. (2.4) 
From problems (2.3) and (2.4), we have t(b) = t(a), where b s a (mod at ). Clearly, 
we also have t(b) E b (mod at). Hence, the actual calculation of t(b) needs to be made 
only for the values CI = 1,2,. . . , al - 1, (obviously, t(O)= 0). We call {t(l),t(2),. . ., 
t(ul - 1)) the minimal system of KP( 1.1). In Section 4, we will present an algorithm 
to calculate T(cc) and t(a) at the same time. 
In the following, we provide 
Theorem 2.1. Given any nonnegative integer b, a necessary and suficient condition 
for the equivalence of KP( 1.1) to GKP( 1.2) is bb t(b). 
Proof. We only need prove that, for any given b, problem (2.2) is equivalent to 
problem (2.3) if and only 
(+) If problem (2.2) 
x* = (x,* , . . . ,xn* )* satisfies 
lem (2.2), we have 
if b 2 t(b). 
is equivalent to problem (2.3), then an optimal solution 
both problems (2.2) and (2.3) with f(b) = T(b). From prob- 
b > 2 ujx; 2 t(b). 
j=2 
(+) We know that problem (2.3) is a relaxation of the corresponding problem 
(2.2). Let an optimal solution to problem (2.3), which also satisfies problem (2.4), be 
x* =(x&. . . ,xy. If 
b2t(b)=eujx,F, 
j=2 
then x* is also an optimal solution to problem (2.2) with T(b) = f(b). Cl 
According to Theorem 2.1, solving a KP( 1.1) can be transformed into solving a cor- 
responding GKP( 1.2) when both problems are equivalent. Through solving GKP( 1.2), 
we obtain an optimal solution x* = (x* 2,. . . ,x,*)* satisfying T(b) and t(b) at the same 
time. If bat(b), we have an optimal solution: xf =(b- t(b))/ul, x,*,...,x,*, to the 
original KP( 1.1) with F(b) = (cl b - f(b))/q = (c, b - T(b))/q. 
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In fact, the relation between KP( 1 .l ) and GKP( 1.2) concerns the periodicity of 
optimal solutions of KP( 1.1). For all b > t(b), from b E t(b) (mod at ) and b E c( E t(a) 
(mod at), we have 
b = t(a) + a,k, 
where k=0,1,2 ,..., and c(~{1,2 ,..., al - l}. Therefore, from the optimal solution 
(&.., x,* )’ to GKP( 1.2), we obtain the periodic optimal solution to KP( 1.1): 
x: =(b-t(cr))/u, =k, x; ,..., x;; 
and the periodic optimal value: 
F(b) = (cib - T(b))/at = {cl(t(cc) +ulk) - T(a)}/u, 
={c,t(tl)--(~)}/a, +c,k=F(t(a))+clk. 
i.e. 
F(t(a)+qk)=F(t(cc))+qk, k=0,1,2,... 
Let b’ = b* - 1. From Definition 1.3, b’ (called Knapsack number of KP( 1.1)) is 
the largest value of b for which KP( 1 .l) is not equivalent to GKP( 1.2). We prove 
Theorem 2.2. Let B be the complete system of residues b z a $O(modui), and B = 
{l,Z..., aI - 1). Then 
b* =mg;t(a)-u, + 1. (2.5) 
Proof. From Theorem 2.1, if and only if 0 <b < t(b), KP( 1.1) is not equivalent to 
GKP(1.2). We know that 0~ b< t(b) is equivalent to 
b = t(b) - la, = t(a) - la,, 
where 1=1,2,... , (t(x) - ct)/ul, b E c( $0 (mod ~1). Thus, the Knapsack number is 
b’=rnf$cc)-u,. 
Then (2.5) holds. 0 
Letting y* be the smallest integer such that for all b 2 y*, KP( 1 .l ) has an optimal 
solution having XT > 1. At present, we only know some upper bounds on y* of an 
inequality constrained KP (which can be considered as a special type of KP( 1 .l)), 
such as 
in Nemhauser and Wolsey [20]. Note that the +l in the right-hand side of the above 
inequality seems to have been omitted in [20] (see p. 435, Proposition 1.2). Using 
Theorem 2.2, we give: 
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Corollary 2.1. In KP(l.l), 
(2.6) 
Proof. Using Theorem 2.2, when bb b*, through using an optimal solution to 
GKP( 1.2) a corresponding optimal solution to KP( 1.1) will be obtained. This solution 
has a nonnegative integer xr = (b - t(b))/a,. 
If b>maxEEs t(a) + 1, by solving GKP( 1.2), a corresponding optimal solution to 
KP( 1.1) is obtained. This solution has a positive integer x: = (b - t(b))/al since the 
integer 
(b - t(b))/ul B 
( 
y;; t(a) + 1 - t(b) 
>/ 
4 > l/u1 >o, 
i.e. x: 2 1. 
However, if b = maxEEB t(a), then t(b) = t(maxaEs t(a)) = maxEEs t(a) since t(b) - 
b(modui) and t(b)=t(a) when bEa(modul). Then ,x; =(b-t(b))/ul =O. Hence, it 
is proved that y* = maxEEB t(a) + 1 = b* + al. 
From [6, 20, 271, we know that since problem (2.3) always has a feasible solution, 
there is an optimal solution x* =(x* *, . . . ,x,*)~ to problem (2.4) such that 
n 
c x; <al - 1. 
j=2 
a E B. 
Therefore, 
y*=~~;t(a)+l<(ul -1) max Uj+l. 0 
2<j<n 
We know that for some values of b, KP( 1.1) is not equivalent to GKP( 1.2). In fact, 
we have 
Theorem 2.3. Let N be the number of non-equivalences between KP(l.l) and 
GKP( 1.2). Then 
N = (l/al ) c t(a) - (al - 1)/2. 
UEB 
(2.7) 
Proof. The number of b E a $0 (mod ai ) with 0 <b < t(b) = t(a) is given by (t(a)-a)/ 
al, where aEB={1,2 ,..., ai - 1 }. Summing over a E B, we obtain 
N=C(t(a)-a)lal=(l/al)Ct(a)-_(llal)Ca 
IEB UEB UEB 
=(l/ul)Ct(a)-(al- 1)/2. 0 
UEB 
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3. Examples 
261 
Two examples are provided to illustrate the results of Section 2. 
Example 3.1. Discuss KP( 1 .l ) where 12 = 2, and find explicit expressions of b* and N. 
It is well known that if gcd(al, Q) = 1, then ~2x2 = b (mod al ) has only one non- 
negative integer solution (with 0 <x2 <al ): 
x2 = a2 ‘(al)-‘bz/J(modal), 
where fl~B={l,..., al - l}, and 4(n) is the Euler totient function (the number of 
numbers not exceeding n and prime to n) in Number Theory [14]. Hence, from the 
problem 
T(b) = min (C,Q - c2ul )x2 
subject to ~2x2 = b (mod a I ), 
x2 3 0 integer, 
and the problem 
t(b) = min ~22~; 
subject to (x,* ) E X, 
we obtain the minimal system {t( 1 ), t(2), . , t(ul 
(01 - lh72. 
Here rnaxTEB t(a) = (al - l)u2, yielding 
b* = (a, - l)(u2 - l), 
y* =(a, - l)Q + 1, 
N = (a, - l)(u2 - 1)/2. 
1 )} which consists of ~12, 2~2,. . . , 
(3.1) 
(3.2) 
(3.3) 
Our results (3.1) and (3.3) completely correspond to two classical results on FP in 
two variables (see [26, 241). 
Example 3.2. Discuss a relation between a special type of KP( 1.1) (where cl = 1, 
c2 = . = c, = 0) and the Frobenius problem. 
To the linear Diophantine equation that is the constraint equation of KP( 1 .l), 
n 
c u,ixi = b, (3.4) 
/=I 
Xj > 0 integer, j= 1,2 ,..., n, 
where all aj are given positive integers, gcd(ul, ~2,. . , a,) = 1, b is a nonnegative 
integer and IZ 2 2, the Frobenius problem of Number Theory is to determine the small- 
est integer value K(ul, 4,. . . , a,) (called Frobenius conductor) such that for every 
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b>K(al,az,..., a,), Eq. (3.4) has a nonnegative integer solution. Let g(al, a2,. . . , a,) = 
K(al, a2,. . . , a,) - 1. Then g(al, a2,. . . , a,) (called Frobenius number) is the largest in- 
teger value of b for which Eq. (3.4) has no nonnegative integer solution. See [ 14, 241. 
It is pointed out that the problem concerned the solution to Eq. (3.4) can be trans- 
formed into an equality constrained Knapsack problem: 
F’(b)= max xi 
n 
subject to c ajXj=b, 
XjaO integer, j=1,2 ,..., 12, (3.5) 
wherect-1, c2=... = c, = 0 in KP( 1 .l ). If KP(3.5) has an optimal solution or has 
no any optimal solution, Eq. (3.4) has a nonnegative integer solution or has no any 
nonnegative integer solution. 
Problem (3.5) is equivalent to the problem: 
f’(b)= min eajx, 
j=2 
n 
subject to c aj xj E b (mod al ), 
j=2 
j=2 
Xj>O integer, j=2 ,..., n. 
Neglect the constraint EYE2 ajxj <b in problem (3.6). Then 
n 
T’(M)= min CUjXj 
j=2 
n 
subject to c aj xj - CI (mod al ), 
j=2 
Xj20 integer, j=2 ,..., n, 
where b E CI (mod a1 ). From problem (3.7), we have 
n 
t’(a)= min CUjXT 
j=2 
subject to ‘~‘(x,*,...,x,*)~E~ 
(3.6) 
(3.7) 
(3.8) 
Clearly, T’(a) = t’(a), a E B = { 1,2,. . . ,a1 - 1). 
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It follows that Eq. (3.4) has a nonnegative integer solution if and only if KP(3.5) 
is equivalent to problem (3.7). Using Theorem 2.1, we have KP(3.5) is equivalent to 
problem (3.7) if and only if bat’(b) = T’(b). Through solving problem (3.7), we obtain 
an optimal solution (x,*, ,x,*)~. If b 2 T’(b), we obtain a periodic optimal solution 
to KP(3.5), that is a periodic nonnegative integer solution to Eq. (3.4) (i.e. a periodic 
feasible solution to KP(l.l)): xf=(b - T’(a))/q, xt,...,x,*, where b = cc(moda,), 
and a E B. 
Using Theorems 2.2 and 2.3, we separately have the Frobenius conductor (i.e. a 
special Knapsack conductor) 
K(q,a2,...,a,)= ~gT’(u)-q + 1 (3.9) 
and 
4Q,Q2,..., an> = (l/a1 > c T’(a) - (4 - 1)/Z (3.10) 
XEB 
where n(ul,u2 , . . . , a,) expresses the number of b such that Eq. (3.4) has no any non- 
negative integer solution for these values of b. 
The results of Section 2 can be regarded as generalizations of some well-known 
results on FP. Formulation (3.9) is obtained by Brauer and Shockley (see Lemma 3 
of [4]). Our Theorem 2.2 can be considered as the generalization of the result of [4]. 
Formulation (3.10) is provided in [24]. The upper bound of (2.6) can be regarded as 
the generalization of Schur’s upper bound (see [3, 281). The work of discussing T’(a) 
of problem (3.7) can be found in [28]. 
In [lo], Greenberg gives an algorithm for finding the Frobenius number and solving 
Eq. (3.4). Much theory and many algorithms for FP are also presented, for example, 
by ErdGs and Graham [5], Nijenhuis and Wilf [21], Ke and Sun [17], Boros [l], 
Greenberg [ 131, Krawczyk and Paz [ 181, Kannan [ 161, Scarf and Shallcross [23], and 
Ramirez-Alfonsin [22]. 
Through discussing a relation between another special KP( 1.1) (where all cj/aj 
values are a positive constant, this type of problem can be regarded as a general 
Subset-Sum problem, [ 191) and the FP, we also obtain b* = K(ul ,a~, . . . , a,) and N = 
44,a2,... ,a,) for this type of KP(l.l). 
FP is to determine Frobenius conductor K(ui, u2 , . . . , a,), and this problem is NP- 
hard [22]. Since FP is a particular case of the problem of determining the Knapsack 
conductor b* , it follows that the problem of determining Knapsack conductor b* is 
NP-hard. 
In KP(l.l), from t’(b)<t(b) and ~*<(a, ~ l)max2GjGnaj + 1, we easily obtain 
the lower and upper bounds on b* and N: 
(3.11) 
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and when n = 2, the equalities hold; and 
n(al,a2 ,..., a,)dN<b*, 
and again when n = 2 and a2 = 1, the equalities hold. 
The given upper bound on the Knapsack conductor 
following result: 
Theorem 4 (Zhu and Broughan [33]). In KP( l.l), if 
(2<j, k<n, jfk) such that 
aj ~ak(modai), aj<ak, and pjdpk; 
OY 
ak E O(modal), 
(3.12) 
b* can be improved using the 
there are two terms j and k 
where pi = clai - cial (i = 2,. . . , n), then variable xk is dominated. 
Suppose that the former ml variables of the KP( 1.1) remain after using the 
Theorem 4 to eliminate dominated variables. An improved upper bound on b* is: 
b*<(al - 1) (3.13) 
In [29], a sufficient condition on the periodicity of an equality constrained KP is 
given. The KP defined there is to find the minimum value of a linear objective function 
that is subject to a linear Diophantine equation with nonnegative integer variables, 
where all data, cj and aj, are nonnegative integers. Letting all cj be rational numbers 
of any sign and all aj be positive integers, the result of [29] can be extended to the 
KP( 1 .l) which has been reformulated using Theorem 4 of [33]. Then all the remaining 
variables have been sorted into decreasing order: 
c&l >c2/a2b ... >c,,/a,,. 
Hence, another improved upper bound on b* is 
b* < 2 (dj_l/dj - l)(aj - dj) 
j=2 
= 1 + 2 (dj-l/dj - l>aj, (3.14) 
j=l 
where do=O; dl =al; dj=gcd(ai ,..., aj), j=2 ,..., ml - 1; and d,, = 1. 
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4. An algorithm 
In this section, we give an algorithm, as a Dynamic Programming recursion, to study 
the relation between KP( 1.1) and GKP( 1.2). This algorithm, that follows the work of 
Greenberg ([ 10, 1 l] and Algorithm 2 of [ 121) and can be considered as an extended 
Greenberg’s algorithm, is divided into two main parts: preprocessing (i.e. eliminating 
dominated variable of KP( 1.1)) and solving. 
Since T(b) = T(a), t(b) = t(a), where b z cx (mod at ), solving the problems (2.3) and 
(2.4) means obtaining T(a) and t(a). The optimal value of problem (2.3) T(a), is 
obtained using the Dynamic Programming recursion: 
T(GO= 2$!nI(ClUj - CjUl ) + T(Cl - ai)}, (4.1) . 
where T(0) = 0, and the argument of T(a) {and T(cr -Uj)} is taken modulo at. T(a) is 
determined for c1= 1,2,. . . , al - 1. In the course of the calculation, t(a) is also obtained. 
Part 1 of the Algorithm (Preprocessing) 
First, eliminate dominated terms, which correspond to dominated variables, in the 
KP( 1.1) using Theorem 4 of [33]: set pj =ciaj-cjat forj=2,. . .,n, if ui-uj (modal), 
pi <pj and ai <aj (i#j), eliminate the jth term; if u,i E O(modul), eliminate the jth 
term. 
Part 2 of the Algorithm (Solving) 
Suppose terms j = 2,3,. . . , ml remain. Determine the gcd(at , ~2,. . . , urn, ). If gNuI, 
LIZ,. , a,, ) = d > 1, the original KP( 1.1) should be reformulated through dividing the 
constraint by d. Otherwise, further eliminate redundant terms in the GKP( 1.2): if ai = 
aj (mod al), pi < pj and ai > aj, eliminate the jth term. 
Use C(j), D(j), E(j) to reduce storage requirements. C(j) locates each j = cc value 
such that T(E) is a minimum, D(j) indicates the j-index of xj, and E(j) gives the a 
value at location j. 
Step 1: Initialize. Suppose terms j = 2,3,. . . , m remain. Set M = m. Form UJ = aj 
- [aj/atJat, r(aJ)=pj, t(u;)=uj, C($)=j, D(u:)=~, and E(j)=$ for ja2, 
where 1x1 is the greatest integer dx. Set T(k) = co for k = 1,2,. . . , al - 1, k # a;. 
Set j = 1, and go to Step 2. 
Step 2: (a) Set j = j + 1. If j>M, go to Step 3. Otherwise, go to Step 2(b). 
(b) Set i =E(j). If C(i)# j, go to Step 2(a). Otherwise, set k = 1 and go to Step 
2(c). 
(c) Set k= k + 1. If k>D(i), go to Step 2(a). Otherwise, calculate p= T(i) + pk, 
t=t(i) +uk, and cx=t - jt/u1Jul. Go to Step 2(d). 
(d) If cx = 0 or p> T(a) or both p = T(a) and t > T(a), go to Step 2(c). Otherwise, 
set M=M + 1, C(cr)=M, D(cx)=k, E(M)=cc, T(cr)=p, and t(a)=t. Go to Step 
2(c). 
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Step 3: (a) Calculate the Knapsack conductor: b* = maxiGrQa,_i t(a)-ai + 1, and 
y* = b* + al. Go to Step 3(b). 
(b) Find all b such that KP(l.l) is not equivalent to GKP( 1.2). Calculate b = t(a) 
-la1 for I= 1,2,..., (t(a)-a)/ai and a= 1,2,..., ai - 1; Calculate N. Go to Step 3(c). 
(c) Determine the relation between KP( 1 .l ) and GKP( 1.2) for a given value of 
b, and if they are equivalent, solve the KP( 1 .l ) by solving the GKP( 1.2). Set M = b 
- [b/ulJq, and xi =(b - t(a))/ al. If xi ~0, T(a) does not produce F(b). If xi > 0, 
go to Step 3(c.l). 
(c.1) Calculate the optimal value of the KP( 1 .l ): F(b) = (cl b - T(cc))/ul. Set xj = 0 
for j = 2,3,. . . ,m, and go to Step 3(c.2). 
(C.2) Set k=D(cc), xk =;ck + 1, C=t(H) - ak, and g0 t0 Step 3(C.3). 
(c.3) If c>O, set a =c - Lc/uiJu1, and go to Step 3(c.2). Otherwise, stop. A peri- 
odic optimal solution: XI,XZ,...,X,, andx,+i = ... =xml = ... =x,,=O, to KP(l.l) is 
found. 
Some notes on the above algorithm: 
?? It is easy to prove that gcd(ui,uz,. . .,a,) =gcd(ui,uz,. . . ,a,,) using Euclidean 
algorithm (see [20]). 
?? It is true that m< min{ui - l,mi,n}. 
?? For solving a given KP( 1 .l ), where b is fixed, the solution method provided in this 
section is a Group Knapsack approach method. In Step 3(c), for a given value of b, 
if T(a) does not produce F(b), i.e. the KP( 1.1) is not equivalent to the GKP( 1.2), 
we use other methods to solve the KP( 1.1). An exact algorithm for a given KP( 1 . 1 ), 
devised by [30], can be used (see also [32]). 
5. Computational experiments 
In this section, using the algorithm of Section 4, a report on computational simulation 
studies for finding the Knapsack conductor b* and solving a given KP( 1 . 1 ), where the 
knapsack size b is fixed as bo, is provided. The computational language used was 
FORTRAN. All runs have been executed on a SparcStation 2 Workstation. 
Four types of random test problems with integer data were generated, where aj was 
distributed uniformly in the interval [ 10, lOOO] for all j: 
?? uncorreluted data: cj was distributed uniformly in [l, lOOO]; 
?? weakly correlated data: cj was distributed uniformly in [aj - lOO,aj + 1001; 
?? strongly correlated dutu: cj = uj + 100; 
?? Subset-Sum duta: cj = uj. 
The right-hand side bo was set to l(O.1) Cy=i ajl for all problems. Let fii, 61, 63, 
+24 denote the mean number of remaining integer variables, computed over 50 problem 
instances, after using Theorem 4 of [33], to reformulate the four type test problems with 
uncorrelated, weakly correlated, strongly correlated, and Subset-Sum data, respectively. 
For each type of the problem and specified number n of integer variables, Table 1 
reports the fii value and average running time Si (seconds) for finding b* and the 
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Table 1 
The efficiency of the algorithm 
50 25.02 28.32 21.26 21.26 0.02 0.02 0.01 0.01 
150 21.22 27.70 16.18 16.18 0.02 0.03 0.02 0.02 
350 15.60 20.22 12.78 12.78 0.04 0.05 0.04 0.04 
1 000 12.36 16.08 10.50 10.50 0.12 0.12 0.08 0.08 
2 000 11.32 13.40 10.18 10.18 0.18 0.20 0.15 0.18 
5 000 10.72 11.34 10.02 10.02 0.50 0.58 0.44 0.46 
10000 10.24 10.44 10.00 10.00 1.06 1.14 0.83 0.79 
periodic optimal solution of KP( 1.1) using the algorithm of Section 4. Input and out- 
put time is excluded. When using Theorem 4 of [33], the sorting time for (ci, al), 
that satisfied cl/al = maxj{cj/aj} (for the Subset-Sum data, al 6aj was chosen), was 
included in Si. An algorithm for determining the gcd(ai,az,. . . ,a,, ), which is based 
on Bradley [2], was used, and the running time was also included in Si. 
The total number of problem instances tested was 50 . 4 7 = 1400. For all cases, 
fii, that is the mean number of the remaining variables of KP( 1.1) after using elim- 
ination, was small and approached to 10 when n increased, and the prior condition, 
gcd(ai > 02,. . . , a,, ) = 1, was always satisfied. 
Table 1 shows that the average running time Si, for obtaining both of Knapsack 
conductor b” and periodic optimal solution of KP( 1 .l ), is very small. In the course 
of the calculation, for every tested KP( l.l), we also obtained the minimal system 
{t( I), 421,. . . , t(al - l)}, y*, all values of b for which the tested KP( 1.1) was not 
solved by the corresponding GKP, and the N value. 
Table 1 also shows that using the algorithm of Section 4, all problem instances were 
successfully solved by the corresponding group relaxation problems. Comparing the 
experimental results here with those in Table 3 of [32], the group knapsack approach 
method of Section 4 is more efficient than the exact algorithm of [30] for solving the 
large-scale problems. 
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