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Abstract
In this work we show that, if L is a natural Lagrangian system such that the k-jet of the potential energy
ensures it does not have a minimum at the equilibrium and such that its Hessian has rank at least n− 2, then
there is an asymptotic trajectory to the associated equilibrium point and so the equilibrium is unstable. This
applies, in particular, to analytic potentials with a saddle point and a Hessian with at most 2 null eigenvalues.
The result is proven for Lagrangians in a specific form, and we show that the class of Lagrangians we are
interested can be taken into this specific form by a subtle change of spatial coordinates. We also consider
the extension of this results to systems subjected to gyroscopic forces.
© 2008 Elsevier Inc. All rights reserved.
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1. The problem
Consider the study of the Liapunov instability of equilibrium points of conservative La-
grangian systems in R2n, with Lagrangians L(q, q˙) = T (q, q˙) − π(q), where π is the potential
energy and T the kinetic energy.
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d
dt
∂L
∂q˙
− ∂L
∂q
= 0 (1)
and its equilibrium points are of the form (q0,0) where ∂π∂q (q0) = 0.
In this context, the classic Lagrange–Dirichlet theorem assures that, if q0 is a strict local
minimum of π , then (q0,0) is stable in the sense of Liapunov. The ongoing study of conditions
for the instability of this equilibrium when q0 is not a strict local minimum of the potential started
in 1904, when Painleve exhibit a counter-example to the full reciprocal of the aforementioned
theorem.
In the context of analytic Lagrangians, in [9] it is shown that if the potential energy does not
have a minimum in q0, then (q0,0) is unstable.
The case when π is not analytic has many more particularities. For instance, in [6], the author
considered the kinetic energy T (q1, q2, q˙1, q˙2) = q˙
2
1+q˙22
2 and the potential energy π(q1, q2) =
e
− 1
q21 cos 1
q1
− e−
1
q22 (cos 1
q2
+ q22 ). The associated system is such that the origin is an equilibrium
point, π(0) = 0, π(q, q) < 0 if q = 0, and yet the equilibrium is stable.
A research project that has been leading to interesting results stems from a conjecture posed
by Liapunov, which states that being the origin an equilibrium point for the Lagrangian system,
if the k-jet of the potential energy shows that it does not have a minimum in the origin, then the
origin is an unstable equilibrium point, Liapunov proved this conjecture for k = 2 (see the next
section for the definitions of k-jet and of it showing that the origin does not have a minimum).
This conjecture, if true, would be the best result possible in the set of functions that have k-jet
and it includes the analytical case, since in [2] it is proved that if π is analytic and does not have
a minimum in the origin, then there is a positive integer k such that jkπ shows this fact.
In the context of 2 degrees of freedom, the conjecture was completely proved in [5]. This was
done using a ˇCetaev like function to show the existence of an asymptotic trajectory to the origin.
In the general case of n degrees of freedom, we have only partial results in the direction of
this conjecture. For example, in [8] and independently in [11], it is proved that when the jet that
shows that the origin is not a minimum for the potential energy is homogeneous, then there is an
asymptotic trajectory to (q0,0).
Extending this result, in [7] the following theorem is proved:
Theorem (Maffei, Moauro and Negrini). Consider the Lagrangian system given by Eq. (1) in
R
2(m+n)
, with q = (u, v), q˙ = (u˙, v˙) and L = T − π . Assume there are an integer k  3 and
reals ω1, . . . ,ωm such that:
1. π(u, v) = 12 〈u, l(u, v)u〉 + π[k](u, v) + R(u, v), where l(u, v) is an m ×m matrix such that
l(0,0) = diag(ω21, . . . ,ω2m), π[k] homogeneous of degree k, R(u, v) = O(‖(u, v)‖k+1) and
min{π[k](0, v): ‖v‖ = 1} = −1.
2. L is Ck+3+ k−32 .
Then there is a trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as t → −∞.
This result, in particular, proves the conjecture under the assumption that there is a split of
R
n+m =Rn ⊕Rm where we have that the k-jet of π is π2(q1, . . . , qn)+ πk(qn+1, . . . , qm), such
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of degree k that shows that the origin is not a minimum for the potential energy π ; and that L is
Ck+3+ k−32 .
In the present work, we increase the class of jets that ensures the instability of the equilibrium
point. For this, we prove the following result:
Theorem A. Consider the Lagrangian system given by Eq. (1) and assume that L = T − π is
such that 0 is an equilibrium point, the k-jet of π shows that the origin is not a minimum for π ,
that L is Ck+ k−32 +3, that the rank of j2π(0,0) is at least n − 2 and that T is a positive definite
quadratic form in q˙ for every q . Then there is a trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0)
as t → −∞.
Therefore, this result is an extension of [7] for the case of co-dimension 2 and it also covers
the analytic case when the Hessian of the potential energy has at most 2 null eigenvalues. The
existence of the asymptotic trajectory was not established in [9].
To attain this, we initially prove a theorem that ensures the instability of the origin when the
potential energy has a particular form. Then, we show that the class of systems above mentioned
can be taken to this form by means of a change of spatial coordinates. The method we use to
prove the theorem is a modification of the method used in [5], that keeps all the good properties
of that construction, and is the key step in this work.
Also related to the problem at hand, we consider Lagrangian systems under the action of gyro-
scopic forces, known as the Routh problem. Lagrange’s equations for a system in this conditions
are
d
dt
∂L
∂q˙
− ∂L
∂q
= Q, (2)
where Q = Q(q)q˙ is linear in q˙ and such that 〈Q(q)q˙, q˙〉 = 0. The equilibria are again of the
form (q0,0) where ∂π∂q (q0) = 0, exactly as in the conservative case.
Gyroscopic stabilization is a known fact that shows the importance of additional hypothesis
on the gyroscopic force and, also, that some techniques used in the study of the inversion of the
Lagrange–Dirichlet theorem may fail to work in this context. See, for example, Ref. [10].
In [8], it is shown that the method used to treat the case when the k-jet of π that shows the
origin is not a minimum for π is homogeneous works, under the additional hypothesis that there
is an integer s such that s  k+22 and j sQ is the first nonnull jet of Q. This result is an extension
of the analytic case in [4].
We show in the same way, under slightly weaker conditions on the gyroscopic force, that our
results are valid in this context as well. Another interesting paper dealing with the cases where
the gyroscopic forces are nondegenerate is [3].
This text is organized as follows: in the following section, we introduce the definitions and
notations that we use along the text. In Section 3, we prove some lemmas and estimates that are
important to prove the key theorem that we use to prove Theorem A above. In Section 4 we prove
this key theorem, and apply it in Section 5, proving Theorem A and extending the results of [5].
Finally, in Section 6 we give a natural extension of these results for the case of Lagrangians
systems with gyroscopic forces.
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The definitions and notations introduced in the present section are used along the text.
We need two basic definitions from k-decidability introduced by Barone Netto and presented,
respectively, in [1] and [5].
Definition. Let Ω ⊂Rn be an open set which contains the origin. A function f :Ω →R is said
to have punctual jet of order k in the origin, with k a positive integer, if there is a polynomial
P :Rn → R with degree less or equal to k such that limx→0 f (x)−P(x)‖x‖k = 0. In this case, we
denote the polynomial P by jkf .
In this text, we call the punctual jet of order k simply by k-jet, always at the origin.
A simple consequence of this definition is that if there is the k-jet of f , then it is unique.
Therefore, polynomial of order k, it is its k-jet.
Definition. We say that jkf shows that f does not have minimum at the origin (or, equivalently,
jkf shows that the origin is not a minimum for f ) if f is a function which has punctual jet of
order k at the origin and for every function g such that jkf = jkg we have that g does not have
a minimum (not even strictly weak) at the origin.
In order to correctly specify the system which we work in the beginning, we need the follow-
ing definition.
Definition. Given real numbers α > 0 and β > 1, and a C1 function P :Rm →R, we say that P
satisfies the (α,β)-property if there are real numbers δ ∈ (0, α4 ) and σ > 0 such that there is a
connected component C of
Λ = {(q1, . . . , qm): 0 < qm < σ, P (q1, . . . , qm) δqβm}
which contains {(0, . . . ,0, qm), 0 < qm < σ } where the following inequality holds
qm
∂P
∂qm
(q1, . . . , qm) (k − 1)δqβm,
with k = β.
With this, we can finally define the class of Lagrangians for whom we prove our initial result.
Definition. We say that the Lagrangian L(q, q˙) = T (q, q˙) − π(q) satisfies the hypothesis H0 if
the following conditions hold:
1. L is defined for q in Ω ∩ {q: qn > 0} ∪ {0}, for some open neighborhood Ω of 0 in Rn, and
q˙ in Rn.
2. T is positive definite quadratic form in q˙ for every q and letting T (q, q˙) =
1
2
∑n
l,s=1 gls(q)q˙l q˙s , we have that [gls(q)] is symmetric for every q and there are re-
als μ1 > 0 and μ2 > −1 such that [gls(q)] = I + h(q), where ‖h(q)‖ = o(‖q‖μ1) and
‖h′(q)‖ = o(‖q‖μ2).
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are a positive integer N and reals α > 0 and β > 1 such that
π(q) = U(q1, . . . , qN)+ π2(qN+1, . . . , qn),
where
(a) U(q1, . . . , qN) 0 for all (q1, . . . , qN);
(b) π2(qN+1, . . . , qn) = −αqβn + P(qN+1, . . . , qn)+ R(qN+1, . . . , qn), with
(i) P(qN+1, . . . , qn) satisfies the (α,β)-property in Rn−N ;
(ii) P(0, . . . ,0, qn) = 0 and P  0 for all (qN+1, . . . , qn) ∈ C, where C is given by
the (α,β)-property of P ;
(iii) R(qN+1, . . . , qn) = o(‖(qN+1, . . . , qn)‖β);
(iv) ∂R
∂qj
= o(‖(qN+1, . . . , qn)‖β−1) for j = N + 1, . . . , n.
Yet, for the Lagrangians in the section where we extend the results of [5], the following defi-
nition is important to keep the hypothesis together.
Definition. We say that the Lagrangian L(q, q˙) = T (q, q˙) − π(q) satisfies the hypothesis H1 if
the following conditions hold:
1. L = T − π is of class C2 and is defined for q in some open neighborhood of 0 in Rn and
q˙ ∈Rn.
2. T (0, q˙) = 12
∑n
i=1 q˙2i and T is a positive definite quadratic form in q˙ for all q .
3. There are positive integers N and k such that
π(q1, . . . , qn) = U(q1, . . . , qN)+ π2(qN+1, . . . , qn),
where
(a) U(q1, . . . , qN) 0 for all (q1, . . . , qN);
(b) π(0) = ‖ ∂π
∂q
(0)‖ = 0;
(c) jkπ2 shows that π2 does not have a minimum in the origin;
(d) there is jk−1∇π2 in the origin.
We should note that the last condition is to be understood as every coordinate of ∇π2
has a (k − 1)-jet. This hypothesis implies that π2 = jkπ2 + R, with R(qN+1, . . . , qn) =
o(‖(qN+1, . . . , qn)‖k). Also, since there is jk−1∇π2 at the origin, it is shown in the appendix
of [5] that ∂R
∂qj
= o(‖(qN+1, . . . , qn)‖k−1) for j = N + 1, . . . , n.
3. Some preliminary lemmas
We keep the notation introduced in the last section, and assume that L satisfies H0. In par-
ticular, δ, σ and C are the ones given by the (α,β)-property of P . Also, denote by E(q, q˙) =
T (q, q˙)+ π(q) the total energy of the system.
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development, get into
d
dt
(
n∑
s=1
grs q˙s
)
= − ∂π
∂qr
+ 1
2
n∑
l,s=1
∂gls
∂qr
q˙l q˙s (3)
for r = 1, . . . , n. Although these equations are not in the normal form, this will be convenient
later.
With these notations, we make a subtle modification in the auxiliary function used in [5] that,
as shown in the following lemmas, retains the same estimates obtained in [5], and enables us to
follow the same route in proving the instability theorem in the next section.
Let pn(q, q˙) =∑ns=1 gns q˙s and consider the function
V (q, q˙) = αqβn −
1
2gnn
p2n −R(qN+1, . . . , qn)
and V˜ (q, q˙) = V (q,q˙)
q
β
n
. Then, for σ1 ∈ (0, σ ) and λ > 0, we define
Cσ1 =
{
(q, q˙): E(q, q˙) = 0, (qN+1, . . . , qn) ∈ C,
V˜ (q, q˙) < δ, and qn ∈ (0, σ1)
}
and
Cσ1,λ = Cσ1 ∩
{
(q, q˙):
∥∥(q1, . . . , qn−1)∥∥∞ < λqn}.
Notice that Cσ1 is not empty since all the points such that
gnn
2 q˙
2
n = αqβn −R, with all the other
coordinates equal to 0 and qn sufficiently small are in the set.
Since we are searching for asymptotic trajectories to the origin, and by the definition of Cσ1 ,
it makes sense to work in the relative topology of the energy level E = 0, and we do so.
It is worth noticing that, since E = T + U − αqβn + P + R, in Cσ1 we have that V =
T − 12gnn p2n + U + P . Since T (0, q˙) = 12
∑n
i=1 q˙2i and, from the definition of pn, T (q, q˙) −
1
2gnn p
2
n(q, q˙) does not have any term in q˙n, given ε > 0, for small enough ‖q‖, (1−ε)2
∑n−1
i=1 q˙2i 
T (q, q˙)− 12gnn p2n(q, q˙) (1+ε)2
∑n−1
i=1 q˙2i .
Thus, recalling that U and P are positive, we have that
0 (1 − ε)
2
n−1∑
i=1
q˙2i 
(1 − ε)
2
n−1∑
i=1
q˙2i +U + P  V < δqβn . (4)
It follows that, in Cσ1,λ,
q˙2j = O
(
qβn
) (5)
for j = 1, . . . , n− 1, which will be used in the following.
An important bound for q˙n, which will be used in the next lemma, is given by
496 R.S. Freire Jr. et al. / J. Differential Equations 245 (2008) 490–504Lemma 1. Given λ > 0 and ε ∈ (0,1), there is σ0 > 0 such that if (q,p) ∈ Cσ0,λ, then
α
1 + ε q
β
n  q˙2n 
4α
1 − ε q
β
n .
Proof. It follows the hypothesis on gls and Eq. (5) that there is σ1 > 0 such that, in Cσ1,λ,
1 − ε
2
q˙2n + o
(
qβn
)
 1
2gnn
(
n∑
s=1
gnsq˙s
)2
 1 + ε
2
q˙2n + o
(
qβn
)
. (6)
Let σ2 ∈ (0, σ1] be such that, as remarked after the definition of V , V  0 in Cσ2,λ. Recall
that R = o(qβn ) in Cσ2,λ, and using the definition of V we get
αqβn −
1
2gnn
p2n + o
(
qβn
)
 0
and then 12gnn p
2
n  αq
β
n + o(qβn ). Using (6), we get 1−ε2 q˙2n  αqβn + o(qβn ). From here, it follows
that q˙2n  2α1−ε q
β
n + o(qβn ) and, for σ3 ∈ (0, σ2], q˙2n  4α1−ε qβn in Cσ3,λ.
On the other hand, V < δqβn in Cσ3,λ and from the definition of V and the order of R we have
αqβn −
1
2gnn
p2n + o
(
qβn
)
< δqβn
so 12gnn p
2
n > (α − δ)qβn + o(qβn ). Again, by (6), and recalling that from the (α,β)-property δ <
1
4α, we get
1+ε
2 q˙
2
n  (α−δ)qβn +o(qβn ) 34αqβn +o(qβn ), and it follows that (1+ε)q˙2n  32αqβn +
o(q
β
n ). Finally, we can take σ0 ∈ (0, σ3] such that in Cσ0,λ we have q˙2n  α(1+ε)qβn . 
Now we determine the sign of ˙˜V , which is a main step in proving the instability theorem.
Recall that the border of the set in the next lemma is taken in the relative topology of the energy
level E = 0.
Lemma 2. For every λ > 0, there is σ0 ∈ (0, σ ) such that in(
∂Cσ0 \
{
(0,0)
})∩ {(q, q˙): ∥∥(q1, . . . , qn−1)∥∥∞  λqn}
the function ˙˜V is not zero. More precisely, ˙˜V has the opposite sign of q˙n in each connected
component of this set.
Proof. Since V˜ = V
q
β
n
, we have that ˙˜V = V˙
q
β
n
− βV
q
β+1
n
q˙n, and thus
qβ+1n
˙˜
V = qnV˙ − βV q˙n. (7)
Since qn > 0 in Cσ,λ, it is enough to show that qβ+1n ˙˜V does not vanish.
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V˙ = αβqβ−1n q˙n −
1
gnn
pnp˙n + 12g2nn
g˙nnp
2
n −
n∑
i=N+1
∂R
∂qi
q˙i .
From here, using the definition of pn we have
V˙ = αβqβ−1n q˙n −
1
gnn
(
n∑
s=1
gns q˙s
)
d
dt
(
n∑
s=1
gnsq˙s
)
+ 1
2g2nn
g˙nn
(
n∑
s=1
gnsq˙s
)2
−
n∑
i=N+1
∂R
∂qi
q˙i
and by Eqs. (3), we get
V˙ = αβqβ−1n q˙n −
(
∑n
s=1 gns q˙s)
gnn
(
− ∂π
∂qn
+ 1
2
n∑
l,s=1
∂gls
∂qn
q˙l q˙s
)
+ 1
2g2nn
g˙nn
(
n∑
s=1
gns q˙s
)2
−
n∑
i=N+1
∂R
∂qi
q˙i .
Using the hypotheses on the form of π , we have
V˙ = αβqβ−1n q˙n −
(
∑n
s=1 gns q˙s)
gnn
(
αβqβ−1n −
∂P
∂qn
− ∂R
∂qn
)
− (
∑n
s=1 gnsq˙s)
2gnn
(
n∑
l,s=1
∂gls
∂qn
q˙l q˙s
)
+ 1
2g2nn
g˙nn
(
n∑
s=1
gnsq˙s
)2
−
n∑
i=N+1
∂R
∂qi
q˙i ,
V˙ = − (
∑n−1
s=1 gns q˙s)
gnn
(
αβqβ−1n
)+ (∑ns=1 gns q˙s)
gnn
∂P
∂qn
+ (
∑n
s=1 gnsq˙s)
gnn
∂R
∂qn
− (
∑n
s=1 gnsq˙s)
2gnn
(
n∑
l,s=1
∂gls
∂qn
q˙l q˙s
)
+ 1
2g2nn
g˙nn
(
n∑
s=1
gnsq˙s
)2
−
n∑
i=N+1
∂R
∂qi
q˙i ,
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∑n−1
s=1 gnsq˙s)
gnn
(
αβqβ−1n −
∂P
∂qn
)
+ q˙n ∂P
∂qn
+ (
∑n
s=1 gnsq˙s)
gnn
∂R
∂qn
− (
∑n
s=1 gnsq˙s)
2gnn
(
n∑
l,s=1
∂gls
∂qn
q˙l q˙s
)
+ 1
2g2nn
g˙nn
(
n∑
s=1
gnsq˙s
)2
−
n∑
i=N+1
∂R
∂qi
q˙i .
Therefore, we can write
qnV˙ = − (
∑n−1
s=1 gns q˙s)
gnn
(
αβqβn − qn
∂P
∂qn
)
+ q˙nqn ∂P
∂qn
+ qn (
∑n
s=1 gnsq˙s)
gnn
∂R
∂qn
− qn (
∑n
s=1 gns q˙s)
2gnn
(
n∑
l,s=1
∂gls
∂qn
q˙l q˙s
)
+ qn
2g2nn
g˙nn
(
n∑
s=1
gnsq˙s
)2
− qn
(
n∑
i=N+1
∂R
∂qi
q˙i
)
.
And, with exception of the term q˙nqn ∂P∂qn , for σ0 > 0 small enough, the other terms are o(q
3β
2
n ).
In fact, noting that by hypothesis gij → 0 if i = j and gii → 1, let us analyze each remaining
term:
• (
∑n−1
s=1 gns q˙s )
gnn
αβq
β
n : recall that q˙j = O(q
β
2
n ) from (5), so we get that each parcel is o(q
3β
2
n );
• (
∑n−1
s=1 gns q˙s )
gnn
qn
∂P
∂qn
: from (5) and the (α,β)-property of P , we conclude that each parcel is
o(q
3β
2
n );
• qn (
∑n
s=1 gns q˙s )
gnn
∂R
∂qn
and qn(
∑n
i=N+1 ∂R∂qi q˙i ): from the hypothesis on R, we have that
∂R
∂qn
=
o(q
β−1
n ), from (5) and Lemma 1 we conclude that each parcel is again o(q
3β
2
n );
• qn (
∑n
s=1 gns q˙s )
2gnn (
∑n
l,s=1
∂gls
∂qn
q˙l q˙s): from (5), Lemma 1 and the fact that ∂gls∂qn is by hypothesis of
order μ2 > −1, and then qn ∂gls∂qn has strictly positive order, we get that each parcel is o(q
3β
2
n );
• qn2g2nn g˙nn(
∑n
s=1 gns q˙s)2: notice that g˙nn =
∑n
i=1
∂gnn
∂qi
q˙i and recalling that by hypothesis ∂gls∂qn
is of order μ2 > −1, from what qn ∂gls∂qn has strictly positive order, it follows from (5) and
Lemma 1 that each parcel is o(q
3β
2
n ).
Therefore, we get that
qnV˙ = q˙nqn ∂P + o
(
q
3β
2
n
)
.∂qn
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in Eq. (7), we get
qβ+1n
˙˜
V = q˙nqn ∂P
∂qn
− βδqβn q˙n + o
(
q
3β
2
n
)
= −
(
βδqβn − qn
∂P
∂qn
)
q˙n + o
(
q
3β
2
n
)
. (8)
Since in ∂Cσ0,λ we have P  δq
β
n , by the (α,β)-property of P we have that qn ∂P∂qn  δ(k −
1)qβn . Then
βδqβn − qn
∂P
∂qn

(
β − (k − 1))δqβn .
Recalling that (β − (k−1)) > 0 and that for σ0 given by Lemma 1 sufficiently small, we have
that q˙n = 0 and by the inequalities of the same Lemma 1, we have
∣∣qβ+1n ˙˜V ∣∣ (β − (k − 1))δqβn |q˙n| − ∣∣o(q 3β2n )∣∣

(
β − (k − 1))δ√αq 3β2n − ∣∣o(q 3β2n )∣∣.
Finally, getting σ0 smaller if necessary, the result follows. In particular, Eq. (8) shows that the
sign of ˙˜V in
(
∂Cσ0 \
{
(0,0)
})∩ {(q, q˙): ∥∥(q1, . . . , qn−1)∥∥∞  λqn}
is given by the opposite sign of q˙n, as we wanted. 
4. Instability theorem
We prove now the key result of the text, which is the instability theorem showing the existence
of an asymptotic orbit to the origin as t → −∞, what assures the instability of the origin as an
equilibrium point. The proof, now that we have obtained the estimates of Lemmas 1 and 2, is a
direct extension of the main theorem in [5].
Theorem 1. Consider the Lagrangian systems given by Eqs. (1). Assume that L satisfies H0.
Then, there are ρ > 0 and a trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as t → −∞, and
that for |t | great enough, (φ(t), φ˙(t)) ∈ C
ρ,
√
2α .
Proof. Given γ > 0, let us denote by Ωγ the set
Ωγ = Cγ,√2α ∩
{
(q, q˙): q˙n > 0
}
.
By Lemma 1, there is ρ1 > 0 such that in Ωρ1 , q˙2n > 12αq
β
n . Since q˙n > 0, we have that
q˙n >
√
1αq
β
2
n .2
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q˙2j < 4δq
β
n < 2αq˙
2
n
for j = 1, . . . , n− 1.
Thus, for any solution ϕ(t) = (q1(t), . . . , qn(t)) of (3), if there is t1 such that (ϕ(t1), ϕ˙(t1)) ∈
Ωρ2 and |qj (t1)| =
√
2αqn(t1), then there is 1 > 0 such that for all t ∈ (t1, t1 + 1) we have
|qj (t)| <
√
2αqn(t) and for all t ∈ (t1 − , t1), we have (ϕ(t), ϕ˙(t)) /∈ Ωρ2 .
On the other side, Lemma 2 implies that there is ρ ∈ (0, ρ2] such that if (ϕ(t2), ϕ˙(t2)) ∈ Ωρ
and, for some instant t2, V (ϕ(t2), ϕ˙(t2)) = δqn(t2)β then there is 2 > 0 such that for all t ∈
(t2, t2 +2) we have V (ϕ(t), ϕ˙(t)) < δqn(t)β and for all t ∈ (t2 −2, t2) we have V (ϕ(t), ϕ˙(t)) >
δqn(t)
β
.
Therefore, each solution ϕ, with 0 < qn(t) < ρ, that in some instant t˜ is in the (relative) border
of Ωρ was outside Ωρ for some time interval before t˜ . And, besides, this solution will be in the
relative interior of Ωρ for a time interval after t˜ .
Let us take a sequence zj = (q1,j , . . . , qn,j , q˙1,j , . . . , q˙n,j ) ∈ ∂Ωρ , with 0 < qn,j < ρ and
such that limj→∞ zj = (0,0) and consider the solutions φj of (3) such that (φj (0), φ˙j (0)) = zj .
In some positive instant, these solutions are going to be in Ωρ and they cannot leave Ωρ in
a point with qn < ρ. Also, since in Ωρ we have q˙n >
√
1
2αq
β
2
n , there are sequences tj > 0 and
wj = (q˜1,j , . . . , ρ, ˙˜q1,j , . . . , ˙˜qn,j ) ∈ ∂Ωρ , such that (φj (tj ), φ˙j (tj )) = wj and (φj (t), φ˙j (t)) ∈
Ωρ for all t ∈ (0, tj ).
It is clear that there is a subsequence wji converging to a point w¯. Without loss of generality,
let us suppose that wji = wj .
We assert that the solution φ(t) of (3) with initial conditions w¯ is asymptotic to (0,0) as
t → −∞.
Suppose by contradiction that it does not occur. Then, there would be a time t¯ such that
(φ(t¯), φ˙(t¯)) /∈ Ωρ .
Let
d =
{
dist
((
φ(t¯), φ˙(t¯)
)
, ∂Ωρ
)
, min
t∈[t¯ ,0]
∥∥(φ(t), φ˙(t))∥∥},
with dist((φ(t¯), φ˙(t¯)), ∂Ωρ) being the distance from (φ(t¯), φ˙(t¯)) to ∂Ωρ .
Since wj converges to w¯, continuous dependence guarantees that there is j0 such that for
j > j0 we have
min
t∈[t¯ ,0]
∥∥(φ(t), φ˙(t))− (φj (tj + t), φ˙j (tj + t))∥∥< d2 ,
what implies that tj + t¯ < 0 for j > j0, because
∥∥(φ(t¯), φ˙(t¯))− (φj (tj + t¯ ), φ˙j (tj + t¯ ))∥∥< d2 ⇒
(
φj (tj + t¯ ), φ˙j (tj + t¯ )
)
/∈ Ωρ.
But then we have that zj = (φj (0), φ˙j (0)) = (φj (tj + (−tj )), φ˙j (tj + (−tj ))) does not con-
verge to (0,0) as j → ∞, what is a contradiction with the choice of zj and completes the
proof. 
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In this section we study a particular case of systems that, after a change of spatial coordinates,
satisfies the hypothesis H0. Therefore, as an application of Theorem 1, we obtain an instability
theorem for these systems. The interest in this is that the conditions required are more natural to
state and verify than the ones in hypothesis H0.
As discussed in the introduction, the initial problem that motivates this section is obtaining
a generalization of the main result of [5] in a splitting of Rn, analogous—although with very
distinct techniques—to what is done in [7] to extend the results of [8].
In this spirit, we study the system of equations (3) for a Lagrangian L= T − π satisfying H1
and, we further suppose that n − N = 2, that is, π2 = π2(qn−1, qn) is a function of the plane,
whose k-jet shows that π2 does not have a minimum in the origin.
Then, according to Section 3 of [5], there is a change of coordinates in which π2 may be
rewritten such that it satisfies the respective hypothesis in H0. In particular, Lemma 1 of [5]
proves the (α,β)-property of P .
To complete the demonstration, it is enough to verify that the kinetic energy, in the new coor-
dinates, satisfies the hypothesis on its order. For that, let us recall briefly the construction of the
change of coordinates made in [5].
Suppose, initially, that jkπ2 is not homogeneous or it is homogeneous and there is (qn−1, qn)
such that jkπ2(qn−1, qn) > 0, that is, it is a homogeneous saddle. Under these conditions, it is
shown in the appendix of [5] that there are reals σ,λ0, α > 0, (k − 1) < β  k and an algebraic
curve γ : I → R, where I = [0, σ ), with γ (0) = 0, such that, after an eventual rotation, the
following relation holds
min−λ0qn<qn−1<λ0qn
jkπ2(qn−1, qn) = jkπ2
(
γ (qn), qn
)= −αqβn + o(qβn )
for all qn ∈ [0, σ ).
Besides, we can write γ (qn) = ∑∞i=1 biqβin , with bi ∈ R and (βi) a strictly increasing se-
quence of rationals, with β1 > 1. From here, it follows that, with an eventually smaller σ , there
are positive constants c1, c2 and c3 such that, for qn ∈ [0, σ ), we have∣∣γ (qn)∣∣< c1qβ1n ,∣∣γ ′(qn)∣∣< c2qβ1−1n ,∣∣γ ′′(qn)∣∣< c3qβ1−2n . (9)
The change of coordinates we are looking for is made in
F = {(qn−1, qn): 0 < qn < σ},
where it is C∞ and admits an extension to F ∪ {0}, which is a homeomorphism, preserving the
asymptotic trajectories to the origin tangent to the semi-axis {qn > 0}. This change of coordinates
takes the curve γ into this semi-axis.
Thus, consider Φ(qn−1, qn) = (q˜n−1, qn), where q˜n−1 = qn−1 − γ (qn), with (qn−1, qn) ∈ F ;
and Φ(0,0) = (0,0). In these coordinates, we have that π2 satisfies the relative hypothesis inH0,
a result shown in details in Section 3 of [5]. We notice that P  0 for |q˜n−1| λ0qn, but the proof
of Lemma 1 in [5] shows that P  0 in C, as desired.
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Ψ (q1, . . . , qn−1, qn) =
(
q1, . . . , qn−2,Φ(qn−1, qn)
)
.
Now, we can calculate the kinetic energy in the new coordinates and verify that it satisfies the
hypothesis on its order.
Let q ∈ Rn and let us denote the new variables by q˜ = (q1, . . . , qn−1 − γ (qn), qn) and ˙˜q =
(q˙1, . . . , q˙n−1 − γ ′(qn)q˙n, q˙n).
Denoting T (q, q˙) = 12 〈G(q)q˙, q˙〉, we have that in the new coordinates, the kinetic energy T˜
is given by
T˜ (q˜, ˙˜q) = 1
2
〈
G
(
Ψ−1(q˜)
)
A(q˜) ˙˜q,A(q˜) ˙˜q〉,
where A(q˜) is the inverse matrix of the transformation induced in q˙ by Ψ , that is, A−1 = Ψ ′.
Thus, introducing G˜(q˜) = G(Ψ−1(q˜)), it is clear that the matrix of T˜ is given by ATG˜A.
Then, it is enough to calculate A. For this, notice that
Ψ ′ =
(
IN×N 0
0 Φ ′
)
,
where, recalling the definition of Φ , we have
Φ ′ =
(
1 −γ ′
0 1
)
,
whose inverse is
(Φ ′)−1 =
(
1 γ ′
0 1
)
and, finally, it is clear that
A = (Ψ ′)−1 =
(
IN×N 0
0 (Φ ′)−1
)
,
from where we conclude, using relations (9), that ATG˜A = I + h, with ‖h(q˜)‖ = o(‖q˜‖μ1) and
‖h′(q˜)‖ = o(‖q˜‖μ2), with μ1 = min{1, β1 − 1} > 0 and μ2 = min{0, β1 − 2} = μ1 − 1 > −1, as
we desired.
With this, using Theorem 1 we have proved the following:
Theorem 2. Consider the Lagrangian system given by Eqs. (1). Assume that L satisfies H1,
that n − N = 2 and that jkπ2 is not homogeneous or is a homogeneous saddle. Then there is a
trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as t → −∞.
In particular, this theorem together with the result of [7] for the homogeneous case, gives the
extension to the results of [5] that we are looking for. In order to substitute the coupling condition
presented in [7], we need the Lagrangian to be of a higher differentiability class. The interested
reader can find a weaker coupling condition in the same reference.
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such that 0 is an equilibrium point, the k-jet of π shows that the origin is not a minimum for π ,
that L is of class Ck+ k−32 +3, that j2π(0,0) is a positive semi-definite quadratic form of rank
at least n − 2 and that T is a positive definite quadratic form in q˙ for every q . Then there is a
trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as t → −∞.
Proof. Without loss of generality, we may suppose that T (0, q˙) = ‖q˙‖2 , so the hypothesis on the
kinetic energy is valid.
We note that since L is at least Ck+3, it is clear that there is jk−1∇π , as required.
Then, a simple application of the splitting lemma—see [1]—leads to a system which directly
satisfies either the hypotheses of the theorem in [7] (stated in the introduction) or the hypotheses
from Theorem 2 above, and the results follow. 
6. Systems with gyroscopic forces
We consider now a Lagrangian system with the presence of gyroscopic forces given by Eq. (2),
d
dt
∂L
∂q˙
− ∂L
∂q
= Q, where Q = Q(q)q˙ is linear in q˙ and such that 〈Q(q)q˙, q˙〉 = 0.
We show that Theorem 1 can be easily extended to this context, much in the same way that [8]
does to the results of [4].
We can rewrite Eq. (2) in coordinates in a convenient manner, as Eqs. (3). Denoting the j th
component of Q(q)q˙ by
∑n
i=1 Qji(q)q˙i , we get
d
dt
(
n∑
s=1
grs q˙s
)
= − ∂π
∂qr
+ 1
2
n∑
l,s=1
∂gls
∂qr
q˙l q˙s +
n∑
i=1
Qri(q)q˙i (10)
for r = 1, . . . , n.
It is a well-known fact that the total energy for these systems, E(q, q˙) = T (q, q˙) + π(q), is
still conserved. Thus, admitting that L satisfies H0 and some additional hypothesis regarding Q,
the constructions made to prove Theorem 1 are still valid with small changes. In fact, it is easily
seen that verifying the validity of Lemma 2 will suffice.
For this purpose, keeping the same notations and definitions of the conservative case, one can
notice that in the calculations of qnV˙ , due to Eqs. (10), only the following additional terms will
appear
−qn (
∑n
s=1 gnsq˙s)
gnn
n∑
i=1
Qni(q)q˙i
and we would like them to be o(q
3β
2
n ). Then, considering that q˙j = O(q
β
2
n ), it is enough that
Qni(q) = o(‖q‖ β2 −1) as ‖q‖ → 0, for i = 1, . . . , n and we get the result desired with the same
proof as in the conservative case.
Thus, we have proved the following
Theorem 3. Consider the Lagrangian systems with gyroscopic force Q given by Eqs. (2). As-
sume that L satisfies H0 and that Q is of class C1 and Qni(q) = o(‖q‖ β2 −1) as ‖q‖ → 0, for
504 R.S. Freire Jr. et al. / J. Differential Equations 245 (2008) 490–504i = 1, . . . , n. Then, there are ρ > 0 and a trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as
t → −∞, and that for |t | great enough, (φ(t), φ˙(t)) ∈ C
ρ,
√
2α .
For the case that n−N = 2 and L satisfiesH1, as in the previous section, due to the change of
coordinates that is made, the last two coordinates mixes, so we ask that Qni(q) = o(‖q‖ k2 −1) and
Q(n−1)i (q) = o(‖q‖ k2 −1) as ‖q‖ → 0, for i = 1, . . . , n. In this way, the extension of the results
of that section is immediate, and we write them down as the following corollaries.
Corollary 1. Consider the Lagrangian system with gyroscopic force Q given by Eqs. (2). As-
sume that L satisfies H1, that n − N = 2, that jkπ2 in the origin is not homogeneous or is a
homogeneous saddle and that Qni(q) = o(‖q‖ k2 −1) and Q(n−1)i (q) = o(‖q‖ k2 −1) as ‖q‖ → 0,
for i = 1, . . . , n. Then there is a trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as t → −∞.
Corollary 2. Consider the Lagrangian system with gyroscopic force Q given by Eqs. (2). Assume
that L= T − π is such that 0 is an equilibrium point, the k-jet of π shows that the origin is not
a minimum for π , L is of class Ck+ k−32 +3, that j2π(0,0) is a positive semi-definite quadratic
form of rank at least n − 2, that T is a positive definite quadratic form in q˙ for every q and that
Qni(q) = o(‖q‖ k2 −1) and Q(n−1)i (q) = o(‖q‖ k2 −1) as ‖q‖ → 0, for i = 1, . . . , n. Then there is
a trajectory φ(t) such that (φ(t), φ˙(t)) → (0,0) as t → −∞.
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