Abstract-In this paper, we propose a type of GN -coset codes for a highly parallel stage-permuted turbo-like decoder. The decoder exploits the equivalence between two stage-permuted factor graphs of GN -coset codes. Specifically, the inner codes of a GN -coset code consist of independent component codes, thus are decoded in parallel. The extrinsic information of the code bits is obtained and iteratively exchanged between the two graphs until convergence. Accordingly, we explore a heuristic and flexible code construction method (information set selection) for various information lengths and coding rates. Simulations show that the proposed GN -coset codes could achieve a coding performance comparable with polar codes but enjoy higher decoding parallelism.
I. INTRODUCTION

A. Background
G N is an N × N binary matrix defined as
in which N = 2 n and F ⊗n denotes the n-th Kronecker power of F = [ 1 0
1 1 ]. G N -coset codes [2] are a class of linear block codes with the generator matrix G N . The encoding process is
where x N 1 {x 1 , x 2 , ..., x N } and u N 1 {u 1 , u 2 , ..., u N } denote the code bit sequence and the information bit sequence, respectively.
An (N, K) G N -coset code [2] is defined by an information set A ⊂ {1, 2, ..., N }, |A| = K. Its generator matrix G N (A) is composed of the rows indexed by A in G N . Thus (2) is rewritten as
where u(A) {u i |i ∈ A}.
One of the keys to constructing G N -coset codes is to properly determine an information set A. RM codes [1] and polar codes [2] , two well-known examples of G N -coset codes, determine their A in terms of Hamming weight and subchannel reliability respectively, which are referred to as RM principle and polar principle.
Polar codes are the first capacity-achieving channel codes [2] . RM codes are proved to achieve the binary erasure channel capacity under the maximum-a-posteriori (MAP) decoding algorithm [1] . Moreover, both have been adopted for 5G short codes [3] .
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B. Motivations and Contributions
RM codes and polar codes are more designed for the coding performance than decoding parallelism. RM codes are not adopted for long codes due to the lack of affordable lowcomplexity decoding algorithms. For polar codes, a successive cancellation (SC) decoder requires 2N − 2 time steps for a length-N code due to its serial nature [2] . The major decoding delay is due to the outer codes (see Fig. 1(a) ), which must be decoded successively [4] . In contrast, the inner codes consist of independent component codes (the j-th code bit of the i-th component code is denoted by x(i, j) on the graph) and can be decoded in parallel.
To further seek parallelism on the decoding side, we propose a stage-permuted turbo-like decoding algorithm. According to [5] , equivalent factor graphs of the same G N -coset code can be obtained by permuting its stages (see Fig. 1 ). Thus, soft-output decoding can be performed only on the inner code parts of these equivalent factor graphs, and their extrinsic information about the same code bits is exchanged to reach a consensus. Since only the inner code parts are decoded (in parallel) and the outer code processing is avoided, the proposed decoding algorithm exhibits a higher degree of parallelism.
Furthermore, we propose a new code construction principle for the stage-permuted turbo-like decoding algorithm. In particular, the principle to select the information set A is different from RM and polar ones, because the code rate of the inner codes is essential for decoding performance. Accordingly, we explore a heuristic code construction that outperforms the RM and polar codes under the stage-permuted decoder.
C. Related works
Product codes with polar codes as component codes, decoded in parallel, were reported in [6] , [7] . Product codes support k 2 information bits. In contrast, the construction of stage-permuted G N -coset codes is defined as the selection of information set A, thus supports "1-bit" fine-granularity of information length. Moreover, stage permutation potentially supports a more flexible framework with richer (n! instead of two) combinations of outer-inner code concatenations. Accordingly, iterative decoding can be performed on at most n! stage-permuted graphs.
II. STAGE-PERMUTED TURBO-LIKE DECODING
ALGORITHM
As discussed, this decoding algorithm benefits from equivalent stage-permuted factor graphs of G N -coset codes. During decoding each factor graph, the inner code part is decomposed into independent component codes and decoded in parallel. Extrinsic information about the same code bits is exchanged between different factor graphs to reach a consensus.
Denote by G the original factor graph consisting of n stages. There are n! equivalent stage-permuted graphs. Among them, we choose the permuted graph G π with stage permutation π{1, 2, ...n} = {n/2 + 1, ...n, 1, ..., n/2}. This results into a swap between the inner and outer code parts of the original factor graph G (see Fig. 1 ). Because the inner code part of G π is the outer code part of G, by decoding the inner code parts of G and G π , full information (check relationship) about G is exploited. In practice, this can be achieved through implementing two soft-output decoders for the inner code parts of G and G π , and exchanging the soft information between them.
A. Parallel decoding of inner codes
We propose two types of decoders for the inner codes. Since each inner component code is itself a G N -coset code, it is feasible to adopt an SC List decoder [8] , [9] (Type-1). This implies that the inner component code could be constructed by following the polar principle.
To further improve parallelism within a component code, a recently proposed permutation decoding method [10] , [11] is adopted (Type-2). Specifically, for each inner component code, we perform SC decoding in parallel on L stage-permuted factor graphs.
Either way, we obtain L estimated codewords denoted by
.., L}, where N c denotes the inner component code length. The decoding results are then used to calculate the extrinsic information about the code bits, to be described shortly. 
B. Soft message update
In this subsection, we will describe how the messages are passed between the two factor graphs (e.g., in Fig. 1 ), and why outer code processing can be avoided.
Denote by L t i the log likelihood ratio (LLR) of the i-th code bit in t-th iteration. In the first iteration, L 1 i is calculated based on the received signal as follows:
where σ 2 denotes the noise variance and y i denotes the i-th received symbol.
In the t-th iteration, L t i serves as the input of the inner component decoder to obtain L estimated codewords. For each estimated codeword, a mean square error is calculated as follows:
Inspired by Chase decoding [12] , we take M l (l ∈ {1, 2, ..., L}) as the path metrics to update L t i as follows:
When the decoded bitx l,i is the same in all L estimated codewords, its soft output value L t+1 i is simply set to a large value.
III. CODE CONSTRUCTION PRINCIPLE FOR THE STAGE-PERMUTED DECODER
We show the information set selection rule (different from both polar and RM principles) by an example.
Consider a length-16 G N -coset code consisting of four length-4 component codes. Assume that an outer component code has one information bit. As shown in Fig. 2(a) , either RM or polar principle would request the last bit to be selected as the information bit [13] . As a result, all code bits are unknown and then regarded as information bits of the inner component codes. In another word, the resultant inner component codes have to deal with a higher code rate.
In contrast, consider the case that the third bit be the information bit. As shown in Fig. 2(b) , two of the code bits are known bits (set to 0). For the inner component codes, these two code bits become frozen bits and thus reduce the code rate.
This example above demonstrates the disadvantage of RM/polar principle, and illustrates the heuristic of our code construction algorithm. In the following, we first address the special case of information length K = k 2 , and then extend it to general cases.
A. Choose information set for
The construction involves two steps: 1) ( √ N , k) component codes: since we proposed SCbased decoders for the inner codes, the ideal construction is a ( √ N , k) short polar code. Denote by P = [p 1 , p 2 , ..., p √ N ] the information vector:
The i-th bit is an information bit. 0
The i-th bit is a frozen bit.
2) G N -coset codes: denote by I the information vector of the stage-permuted G N -coset codes. It can be derived from P as follows:
For example, consider a (16, 9) stage-permuted G N -coset code construction. In the first step, we construct a (4, 3) polar code. The information vector P is as follows:
Then, the information vector I of the stage-permuted G Ncoset code is obtained as follows:
Compared with polar and RM constructions, this code construction reduces the de facto coding rates of the inner components codes. Specifically, all the inner component codes have the same information vector P . Since P is constructed by the polar principle, inner component codes are efficiently decoded by polar SC based decoders.
With either polar or RM principle to construct a G Ncoset code, several information bits would be allocated to consecutive bit positions at the ending part of an information block. This would significantly degrade the performance if a stage-permuted turbo-like decoder is applied, because they might as well yield all-rate-1 inner component codes. Fig. 3 provides a numerical simulation result to support this assertion. As expected, our code construction principle to avoid higher coding rate for inner codes generates better performance than both polar and RM ones if the stage-permuted turbo-like decoder is applied. 
Performance evaluation under the stage-permuted turbo decoder
The proposed Construction Polar Construction RM Construction Fig. 3 . Under stage-permuted decoding, the proposed stage-permuted G Ncoset code achieves significantly better performance than polar and RM constructions. N = 65536 and K = 57121.
B. General code construction
To construct an (N, K) code, we first construct an (N,
based on the algorithm discussed in the previous subsection. Then, among the K 1 information bit positions, we have to freeze K 1 − K bit positions. But how? Polar principle would freeze the least
Unlike the polar principle, our heuristic construction must reduce the code rates for the inner codes in a iterative method. In each iteration, we freeze one bit position based on the original factor graph G and then freeze one bit position based on the stage-permuted factor graph G π . Repeat the process until K information bit positions are left. See details in Algorithm 1.
Algorithm 1 A successive freezing algorithm.
Input: Information vector I; Output: Newly-constructed information vector I o ; 1: N = length(I),
if i is odd then I o (j) = 0; 9: end for Firstly, we narrow down to the rate-reducing bit positions (RRBPs), which have the following property (also illustrated in Fig. 4 ). When an RRBP u i is freezed, one (or more) of the code bits of the corresponding outer component code becomes a known bit, denoted by x i . For the inner code, bit x i is decoded as a frozen bit and thus reduces the code rate. Secondly, among the RRBPs, we freeze one bit position at a time. Specifically, we choose to freeze an RRBP u i , such that the resultant frozen bit x i in the inner component codes has the least reliability r i . As a result, the remaining information set of each inner component code is still optimal according to the polar principle, and thus can be efficiently decoded by SC based decoders. By doing so, we not only reduce the coding rate of the inner codes, but also maximally preserve its subchannel reliabilities. The details are given in Algorithm 2 and Algorithm 3.
For example, consider a (16, 6) G N -coset code construction. In the first step, we construct a (16, 9 = 3
2 ) mother code with information vector I = [0 0 0 0 0 1 1 1 0 1 1 1 0 1 1 1] . In the second step, we successively freeze 3 bit positions based on Algorithm 1. The process is summarized as follows: in which 1 denotes an RRBP and 1 denotes the bit position to be freezed in this iteration.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performances and parallelism of several coding schemes. The coded symbols are modulated with binary phase-shift keying (BPSK) modulation and then transmitted over an additive white Gaussian noise (AWGN) channel. if I(i) is 1 then
5:
I i = I, I i (i) = 0;
6:
if Γ i is not equal to Γ then 8: Denote η i the index of the first unequal element; 9: if Λ is G then 10:
else 12:
end if 14: Denote by r i the η i -th sub-channel reliability of the inner compoennt codes;
15:
Φ.append({i, r i }); I o (z + m * N ) = 1; The proposed G N -coset codes are decoded by the stagepermuted decoding algorithms with 4 iterations. During the decoding of inner codes, the SC List 8 decoding algorithm (Type-1) and the SC permutation algorithm with 8 permutations (Type-2) are evaluated.
At first, we evaluate the code construction with a square number of information bits. In the simulation, we construct (65536, 57121 = 239 2 ) stage-permuted G N -coset codes and then decode them with both types of decoding algorithms. Then, we evaluate the general code construction with N = 65536 and K = 56121.
N=65536 K=57121 BPSK/AWGN
We take polar codes as benchmarks. In the simulation, the same number of information bits are encoded to a length-65536 polar code (Scheme-1) and 256 length-256 short polar codes (Scheme-2), respectively. The codewords are decoded by SC decoders and CRC-aided (CA with 19 CRC bits) SC List 8 decoders. In Scheme-2, all 256 short polar codes can be decoded in parallel, and thus exhibit a similar degree of parallelism to our scheme.
The block error rate (BLER) performances are provided in Fig. 5 and Fig. 6 . According to the results, compared to Scheme-2, our scheme achieves significantly better performance. Compared to Scheme-1, our scheme achieves comparable error correction performance. However, the decoding latency of our scheme is greatly reduced, as verified by an ASIC implementation as follows. We evaluate the decoding latency with an ASIC implementation in a 16nm TSMC FinFET technology [14] . As benchmarks, we consider the longest polar codes supported by the ASIC: N = 16384 under CA SC List 8 decoding and N = 32768 under SC decoding. The required time steps are given in Table I . It demonstrates that our scheme can significantly reduce the decoding latency thanks to the high degree of parallelism. [14] with the doublepackage mode turned off.
V. CONCLUSION
To improve the decoding parallelism of G N -coset codes, we propose a stage-permuted decoding algorithm. Since the inner code parts are decoded (in parallel) and the outer code processing is avoided, the proposed decoding algorithm exhibits a higher degree of parallelism. Moreover, we propose a new G N -coset code construction principle suitable for the proposed stage-permuted decoding algorithm. Simulation results demonstrate that our encoder-decoder framework achieves comparable error correction performance to polar codes with a much lower decoding latency.
