Applying a theorem of the graph theory, we obtain upper and lower estimates between the Sobolev norms and the distance of finite combinations of Dirac masses. These estimates are then applied to solve an inverse problem for the wave equation.
Introduction and formulation of the main results
Given a positive number T and a function λ ∈ C 1 [0, T ], we consider the problem u tt (x, t) = u xx (x, t) + p(x)u(x, t) + λ(t) f (x), 0 < x < 1, 0 < t < T, u(x, 0) = u t (x, 0) = 0 0< x < 1,
The subscripts t and x represent partial differentiation. Throughout this paper, we fix p ∈ C [0, 1] It is well known (see, for example, [2] ) that for given every f ∈ H −1 (0, 1), this problem has a unique (weak) solution Now we consider a special case where f is the sum of finitely many Dirac masses
with a given integer n and with a = (a 1 , . . . , a n ) ∈ [0, 1] n . The resulting system u tt (x, t) = u xx (x, t) + p(x)u(x, t) + λ(t)δ a , 0 < x < 1, 0 < t < T, u(x, 0) = u t (x, 0) = 0 0< x < 1,
is a greatly simplified version of a model in seismology, where the determination of a is the first step in identifying the location of the hypocentre of an earthquake (see, for example, [3] ). In this system, the force term concentrates at n points a 1 , . . . , a n (some of them may coincide) and initiates the vibration from the equilibrium at t = 0. Throughout this paper, λ ∈ C 1 [0, T ] is known and λ(0) = 0. The purpose of this paper is estimation of a by means of the observation u x (0, t), 0 < t < T . The condition λ(0) = 0 means that the force acts at t = 0.
First we show an estimate of f H −1 (0,1) :
, λ(0) = 0 and T 1, then two positive constants, c 1 and c 2 , exist such that
In view of proposition 1, a natural question is now whether δ a ∈ H −1 (0, 1) determines continuously a = (a 1 , . . . , a n ). The answer is not completely affirmative even in the simplest case n = 1. In this paper, we establish an upper and lower estimate between a = (a 1 , . . . , a n ) and u x (0, ·) L 2 (0,T ) . In order to distinguish two point sources a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ), we introduce a semi-norm. We start with the case n = 1. In the following we use the notation
In other words, x denotes the distance of x from the closest integer, so that for 0 < x < 1 we have
This is not a norm, but this notation is usual in number theory (see, for example, [4] ). Furthermore we set δ 0 = δ 1 := 0 (as an element of H −1 (0, 1)) for brevity.
Proposition 2.
Two positive constants, c 1 and c 2 , exist such that
Remarks.
• If a → 0 and b → 1, then a − b → 0, so that we can only identify a from δ a continuously if a is far from the boundary.
Turning to the case n 2, for any given a = (a 1 , . . . , a n ) and
n , using the triangle inequality and then applying the preceding proposition, we obtain
But the converse inequality does not hold in general. Indeed, it suffices to take n = 2, a 1 = a 2 and
Hence we cannot hope for the inverse inequality to hold unless we minimize the right-hand side of equation (3) 
Our key result is that the inverse inequality also holds true. We set
for brevity, where π runs over all permutations of the integers 1, 2, . . . , n.
Proposition 3.
Given n 2, two positive constants, c 1 and c 2 , exist such that
For the proof of the inverse inequality, we will use the Hall-Rado theorem from the graph theory in a crucial way. Applying proposition 1 with f = δ a − δ b and using propositions 2 and 3, we obtain the main result for an inverse wave source problem. 
n , the corresponding solutions u a and u b of equation (2) satisfy the estimates
• We assume here that the number n of point sources is known. Otherwise we can still prove the uniqueness, but according to the last remark following proposition 2, the stability no longer holds without some a priori hypotheses concerning the location of the sources. As for other estimates for our inverse problem, see [5] .
• Usually, also in higher dimensions, the Hausdorff distance is used instead of a − b (see, for example, Alessandrini et al [6] [7] [8] ). Our example preceding proposition 3 shows that the equivalence of theorem 4 would not hold true for the Hausdorff distance of the sets {a 1 , . . . , a n } and {b 1 , . . . , b n } instead of a − b . We consider an example: let n = 3 and let
Then a m − b m = respectively, and so our adopted distance is better than the Hausdorff distance.
In fact, we prove the following more general theorem containing both propositions 2 and 3 as its special case corresponding to q = 2.
Theorem 5. Given a positive integer n and a real number 1 < q ∞, two positive constants, c 1 and c 2 , exist such that
• The proof will show that we can take c 1 = (2n) −1/ p and c 2 = n.
• Our result shows in particular that the W −1,∞ norm is too weak for the continuous determination of a, even inside (0, 1). Indeed we have
for all a = b. However they can be arbitrarily close to each other.
Proof of theorem 5 for n = 1
The following proposition is more precise than the case n = 1 of theorem 5. We fix two conjugate exponents 1 p < ∞ and 1 < q ∞, i.e. p −1 + q −1 = 1. We recall that δ 0 = δ 1 := 0.
Proposition 6. We have
for all a, b ∈ [0, 1] such that |a − b| < 1. It follows that
Proof. It suffices to establish equation (5) because it easily implies equation (6) . The case a = b being obvious, we assume in the sequel by symmetry that a < b.
Here ϕ denotes the differentiation in the variable under consideration. For example,
(t). Furthermore, extending ϕ to a 1-periodic function, we have
On the other hand, we consider the function ϕ ∈ W 1, p 0 (0, 1) given by the formula
We have
The lemma follows from (7) and (8).
Proof of theorem 5 for n 2
We need the following important theorem from the graph theory. 
Theorem 7 (Hall-Rado
at least k elements a j of the sequence a are connected to one of them.
Then there is a permutation π of the integers 1, . . . , n such that a i is connected to b π(i) for every i .
It is clear that the conditions of the theorem are also necessary. See, for example, [9] or [10] for the proof of this theorem and [11] for other applications.
Proof of theorem 5 for n
2. The second inequality of equation (4) follows easily, by applying the triangle inequality, then the second inequality of equation (6) in proposition 6, and finally the Hölder inequality. We obtain for every permutation π the inequalities
Turning to the proof of the inverse estimate, we write r := a − b for brevity. There is nothing to be proven if r = 0, and so we assume in the following that r > 0.
Let us consider the even graph with points a i , b i , i = 1, . . . , n, and let us connect a i to b j if a i − b j < r . If this graph satisfies the two conditions of the Hall-Rado theorem, then there is a permutation π of the integers 1, . . . , n such that a i − b π(i) < r for every i . Then max
contradicting the definition of a − b . So at least one of the two conditions of the preceding theorem is violated. Let us assume by symmetry that the first condition is not satisfied. Then there is a subsequence (a i 1 , . . . , a i 
for all x ∈ , and |ϕ (x)| 1 for almost all x ∈ (0, 1), ϕ = 0 outside a set of measure 2kr in (0, 1). The last property follows from the fact that the measure of each ball B r (a i m ) is equal to 2r . (We may have an inequality if the balls overlap.)
It follows from these properties that
and
as desired.
Proof of proposition 1
It suffices to consider the limiting case T = 1: the case T > 1 then follows easily by the triangle inequality.
First step
We reformulate our problem for the solutions of a homogeneous equation with a nonhomogeneous initial condition. For this, we introduce the integral operators S and S * by the formulae
Writing H := L 2 (0, 1) for brevity, we have
Introducing the Hilbert space
and identifying H with its dual, we have the dense and continuous imbeddings
as usual, and we deduce from equation (9) the identity
Here we note that H 1 0 (0, 1) and V are proper subspaces of V and H −1 (0, 1) respectively, which require special care in the following argument.
Since
is a Volterra integral equation of the second kind, we see that
Using equation (10), it follows that S is an isomorphism of V onto H.
Now, for a given f ∈ H −1 (0, 1), the problem
Using Duhamel's principle as in [5] for example, it follows that the function
solves the problem
In particular, we have
and therefore, using equation (11) 
where two positive constants, c 1 and c 2 , are independent of the particular choice of f .
Second step
We prove that the positive constants, c 1 and c 2 , exist such that
and that {ϕ n } n∈N is an orthonormal basis in L 2 (0, 1). Here we note that p 0 on [0, 1]. We set ρ n = ϕ n (0), n ∈ N. Then we see that ρ n = 0, n ∈ N. Moreover, from chapter 1, section 2 in [1] for example, a constant c 3 > 0 exists such that
as n → ∞. Also, it is known that positive constants c 4 and c 5 exist, which are independent of f and g, such that
, and that
, and we write equations (14) and (15), respectively, as
Given ψ ∈ V arbitrarily, by integrating by parts, we obtain that
Here we used ψ(1) = 0 and Here c 6 > 0 is independent of f and ψ. Hence
Choosing
in the above computation, again in terms of equation (13) and the Cauchy-Schwarz inequality, we can obtain the reverse inequality, so that equation (17) follows.
Remarks.
• In the case of p = 0, the proof of the inequalities 0,1) ) can be simpler. However we need the norm f H −1 (0,1) , not f (H 1 (0,1) ) , for applying theorem 5.
• Relation (12) is the H −1 version of the usual observability inequalities employing L 2 norms. See [12] and [2] for the derivation observability inequalities employing L 2 norms, and pp 73-5 in Lions [2] for a general argument for transferring L 2 -observability inequalities to H −1 -versions.
• For general initial data w(·, 0) = 0 and w t (·, 0) = 0, we should take T = 2 instead of T = 1 in equation (12) . The reason for the sufficiency to take T = 1 here is that now we have w(·, 0) = 0. We refer to the section contrôlabilité exacteélargie in [2] for a more general treatment of this question.
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