Software defect prediction (SDP) models facilitate software practitioners to find out defect-prone software modules in software. Software practitioners can then test these defect-prone software modules with limited testing resources to minimize software defects. Among various SDP models, Naive Bayes (NB) has been widely used in SDP because of its simplicity, effectiveness and robustness. The NB classifier is an effective classification approach, especially for data sets with discrete attributes. In NB, the attributes are assumed to be independent and thus equally important. However, in common practice, the attributes of software defect data sets are usually continuous or numeric, and because they are designed for different purposes, their contributions to prediction are different. Therefore, this paper proposes a new NB method called TSWNB, which contains two stages: feature (i.e. attribute) discretization and feature weighting. More specifically, for the stage of feature discretization, we make the comparison between two discretization methods i.e. equal-width discretization method and equal-frequency discretization method, and identify the most appropriate one. For the stage of feature weighting, we use the feature weighting technique to alleviate the equal importance assumption, which combines the obtained feature weights into the NB formula and its likelihood estimations. To evaluate the proposed method, we carry out experiments on 5 software defect data sets of NASA MDP provided by PROMISE repository. Three well-known classification algorithms and two feature weighting techniques are included for comparison. The experimental results reveal the effectiveness and practicability of the two-stage feature weighting method TSWNB.
Introduction
Software quality is considered to be determined by the number of software defects. The cost of these software defects is very large per year, and the testing resources are very limited in many software organizations 1. Therefore, early prediction of software defects is very meaningful to software organizations. In the field of software testing, software defect prediction (SDP) is used to accurately estimate defective software modules and facilitates software practitioners to assign valuable testing resources to modules that are more likely to be defective 2. Therefore, the main task of SDP models is to classify software modules into two categories, i.e. defective and non-defective. Then, practitioners can test these defect-prone software modules with limited testing resources to minimize software defects.
Among various SDP models, Naive Bayes (NB) has been widely used in SDP 3. NB is an exceptionally simple and very effective method of classification problem 4. Compared with complex classification models such as rule learning, decision trees, and instance-based learning, the prediction accuracy of NB is very well because of its simplicity, effectiveness and robustness, especially when the data size is small [4, 5] .
The NB classifier is an effective classification approach, especially for data sets with discrete attributes 6. When the attributes of a dataset are continuous or numeric, they are discretized or presumed to have a normal distribution. The discretization methods generally yield better classification performance when the continuous or numeric attributes are not normally distributed 7. In common practice, the attributes of software defect data sets are usually continuous or numeric. Therefore, it is necessary to discretize these attributes.
The NB classifier is a simple statistical technique on basis of the presumption that attributes are independent and equally important; in many cases, this is not the case 8. However, in common practice, because they are designed for different purposes, their contributions to classification (i.e. prediction) are different. Therefore, it is not appropriate to treat the attributes equally.
Aiming at addressing the two issues, this study proposes a new NB method called TSWNB, which contains two stages: feature (i.e. attribute) discretization and feature weighting. More specifically, for the stage of feature discretization, we make the comparison between two discretization methods i.e. equal-width discretization method and equal-frequency discretization methods, and identify the most appropriate one. For the stage of feature weighting, we use the feature weighting technique to alleviate the equal importance assumption, which combines the obtained feature weights into the NB formula and its likelihood estimations. To validate the performance of TSWNB, we design experiments to address the three research questions below.
RQ1.
Between equal-width and equal-frequency discretization, which method is better for TSWNB?
RQ2. What is the defect prediction performance of TSWNB when compared with the classic methods?
RQ3.
What is the performance of TSWNB when compared with other weighted NB methods?
The remainder of this article is organized as follows. Section 2 describes the related work, and Section 3 gives the proposed method TSWNB. The detailed experimental setups are illustrated in Section 4. The experimental results are analyzed in Section 5. At last, we present the conclusion of this article in Section 6.
Related Work

Software Defect Prediction
In the field of software testing, SDP has been studied by many researchers for about 30 years. Current SDP work can be divided into two categories: 1) identifying the number of defects of the software modules, and 2) classifying the software modules as two categories, i.e. defective and non-defective. In this article, we attempt to solve some of the problems in the second category.
In the first type of work, many methods have been employed to assess the number of defects of software modules, such as statistical approaches 9, capture-recapture models 10, and ensemble learning methods 11. The results of defect prediction can provide guidance for software testing; furthermore, the delivered quality of a release can be gauged.
The second category of work can divide the software modules into defective and non-defective based on the metrics 12. The most widely used metrics are Halstead's software science measures, McCabe's cyclomatic complexity and lines of code counts 22. Therefore, the defect prediction is often treated as the learning problem in the second type of work. Various machine learning approaches have been applied to SDP, such as Naive Bayes [3, 13] , Logistic Regression (LR) 14 and Random Tree (RT) 24.
Naive Bayes
The NB classifier is a simple statistical technique. It is good at dealing with discrete data while the attributes of software defect data sets are usually continuous or numeric 6. The attributes are assumed to be independent and equally important, which is incorrect in many cases 8. In order to solve these two problems, many researchers proposed their solutions.
There are many discretization approaches that can be used to improve the performance of NB. These discretization approaches can be classified into two kinds: unsupervised and supervised, depending on whether the class attribute is considered for discretization 15. Among these discretization approaches, the unsupervised discretization approaches of equal-width and equal-frequency are the most popular discretization approaches. The equal-width discretization approach splits a continuous or numeric attribute into the same width intervals while equal-frequency discretization method splits a continuous or numeric attribute into the same frequency ones 16.
Since attributes are designed for different purposes, they contribute differently to classification (or defect prediction). In order to address this issue, many feature (i.e. attribute) weighting approaches have been used to improve the prediction accuracy of NB. For example, in the literature 17, the features are assigned higher weights when they have the higher gain ratio (GR) in the feature weighted Naive Bayes. In addition, feature selection is a particular kind of feature weighting technique. In this approach, the weights of those selected features are set to 1 while the weights of those features that are not selected are set to 0, such as correlation-based feature selection (CFS) 18. However, all these feature weighting methods just simply apply the obtained feature weights to the formula of NB, yet do not apply the obtained feature weights to their likelihood estimations. The literature 19 proposed a new feature weighting method for text classification, which estimates the likelihood of NB by computing the weighted frequencies based on training data and obtained a better performance than the standard Naive Bayes in the field of text classification. In this article, we employ this weighting technique to our proposed method TSWNB in SDP.
Proposed Methodology
This section presents the proposed method TSWNB, i.e. the two-stage feature weighting method for Naive Bayes that combines feature discretization methods and a novel weighting technique to improve the performance of NB for SDP. More specifically, for the stage of feature discretization, we make the comparison between two broadly used discretization approaches i.e. equal-width discretization method and equal-frequency discretization approaches. We identify the most appropriate one for TSWNB. For the stage of feature weighting, we use the feature weighting technique to alleviate the equal importance assumption, which combines the obtained feature weights into the NB formula and its likelihood estimations.
The First Stage: Feature Discretization
In this stage, we apply the discretization methods to discrete the continuous attributes (i.e. features). Because the NB classifier is good at dealing with discrete data while the attributes of software defect data sets are usually continuous or numeric 6, the unsupervised discretization approaches equal-width and equal-frequency are the most popular discretization methods. Therefore, we make the comparison between these two discretization methods to identify the most appropriate discretization for TSWNB.
The Second Stage: Feature Weighting
In the second stage, we use the feature weighting technique to overcome the equal important assumption of NB by increasing the weights of highly predictive features and decreasing the weights of less predictive features. In TSWNB, the value of weight is measured by the gain ratio (GR) 17. Unlike previous weighted Naive Bayes method that only applies the obtained feature weights to the NB formula, we also combine the obtained feature weights into its likelihood estimations. We will describe the details of TSWNB in the following subsections, referring to Jiang et al. 19 .
Weighted Naive Bayes
According to Bayes theorem 20, the posterior probability of an instance is proportional to the likelihood and the prior probability of this instance. Formally:
where x refers to the instance (i.e. a software module in SDP), Ci is the category of the instance x (i.e. C0 represents a nondefective software module and C1 is the defective software module in this paper).
In equation (1), the denominator P(x) can be computed as follow:
The denominator P(x) is the same for the two categories; thus, it can be discarded. Equation (1) becomes:
The prior probability P(Ci) in equation (1) is computed using the below equation:
where m is the amount of training software modules. The value of ()  is 1 if the value of j C and i C are the same, otherwise, the value of ()  is 0.
In a classification problem, the category with higher posterior probability P(Ci | x) is the category of the software module. Because NB is on basis of the presumption that attributes are independent and equally important, equation (3) becomes:
where xd refers to the dth feature of the software module x, n is the number of features of software module x. Since each feature contributes to classification differently, weight wd for each feature is introduced to alleviate this assumption. Therefore, the formula of weighted Naive Bayes is defined as:
The likelihood P(xd |Ci) in equation (6) is computed using equation (7):
where nd denotes the number of different values of the dth feature of software module x, xjd is the dth feature of jth software module in the training software modules.
From equation (7), we can see that the feature weight wd is not included in the computation of likelihood P(xd |Ci). According to Jiang et al. 19 , we apply the feature weight wd to the computation of likelihood P(xd |Ci) for SDP. Therefore, equation (7) can be written as:
where the feature weight wd is learned by GR.
Gain Ratio
Gain ratio (GR) was first applied in the decision tree to choose the best attribute that has the best classification performance among a set of attributes 21. In this paper, we use GR to learn the feature (i.e. attribute) weights. In other words, an attribute with a higher GR deserves higher weight. Therefore, as suggested by Zhang et al. 17, the feature weight wd can be defined as follows:
where n refers to the number of attributes, Td refers to the training dataset, xd refers to the dth feature of the software module x. The GR of xd is defined as 21.
Experimental Setup
In the experimental setup, experiments are designed based on three research questions to verify the effectiveness and practicality of the two-stage feature weighting method for Naive Bayes TSWNB. First, we present the software defect data sets employed in our experiments, 10 × 10 -fold cross-validation method and performance measures. Then, we introduce the experimental design for TSWNB.
Data Collection
The 5 software defect data sets from NASA MDP provided by PROMISE repository 1 employed in our experiments are shown in Table 1 . This table lists the number of attributes, the number of software modules and the defect rate for each software defect data set. All these software defect data sets have 38 attributes (37 software metric attribute and 1 class attribute). The 38 attributes are shown in Table 2 . The details of these attributes are illustrated in the literature 22. 
10 × 10 -Fold Cross-validation Method
In our experiments, the 10 × 10 -fold cross-validation method is used. According to the 10 × 10-fold cross validation, the data set is divided into 10 portions. Each portion will be the test set once and the others will be the train set. Then, the above process is repeated 10 times. Therefore, the mean of 100 experimental results is used for each method in our experiments.
Performance Measures
In this article, we employ Precision, Recall and F-measure as the performance measures. Equation (10) and (11) give the formal definitions of these performance criteria, which are evolved from the confusion matrix shown in Table 3 . Precision is the correctly detected defective modules over the total amount of modules predicted as defective modules. Recall is the correctly detected defective modules over the total amount of defective modules. F-measure is the weighted average of Precision and Recall. Therefore, the higher the values of these criteria is better.
In addition, Area Under the Curve (AUC) is also employed to evaluate the performance of classifiers. AUC calculates the area under an ROC curve, which illustrates relative trade-offs between True Positive Rate (TPR) and False Positive Rate (FPR) for each threshold of a classification. TPR and FPR are also evolved from the confusion matrix shown in Table 3 . Equation (12) is the definitions of them. Higher TPR and lower FPR are desired. Since AUC is the area under ROC, the higher the AUC value, the better the classifier. 
Experimental Design
In order to verify the feasibility and effectiveness of our proposed method TSWNB, we design three experiments based on the research questions.
RQ1.
Between equal-width discretization and equal-frequency discretization, which method is better for TSWNB?
We will make the comparison between equal-width discretization and equal-frequency discretization methods for TSWNB in this experiment. After making a comparison among intervals of 10, 15, 20, 25 and 30, we set intervals at 20 for both discretization methods. Taking interval 20 as an example, let the max and min values of feature xd in a software defect dataset with m software modules be dmax and dmin, respectively. In equal-width discretization method, the attribute xd is divided into 20 equal-width intervals by computing 19 splitting points dmin + c (dmax -dmin) / 20 for c = 1, 2, …, 19. In equalfrequency discretization, the attribute xd is sorted into ascending order and then its domain is divided into 20 intervals. 
RQ2. What is the defect prediction performance of TSWNB when compared with the classic methods?
In this experiment, we implement three classification models (i.e. Naive Bayes (NB), Logistic Regression (LR) and Random Tree (RT)), which are widely employed in SDP.
NB is an exceptional, simple and very effective method of classification problem 4. In NB, the features are assumed to be independent, thus it is termed as 'naive'. Compared with those more complex classification models, the prediction accuracy of NB is very well because of its simplicity, effectiveness and robustness, especially when the amount of data is small [4, 5] .
LR can also be used to software defect prediction via fitting software defect dataset to a logistic curve 23. It is a kind of probabilistic statistical regression model. When LR works as a binary predictor, it can be used in software defect predictor.
RT is one of the simplest hypothesis spaces possible 24. It contains two parts: a schema (i.e. a set of features), and a body (i.e. a set of labeled samples).
RQ3. What is the performance of TSWNB when compared with other weighted NB methods?
In this experiment, two feature weighting techniques are included for comparison. The first is traditional weighted Naive Bayes method implemented by GR 17, and the feature weight is only used in the formula of NB, i.e. it is implemented by equation (6) and equation (7). Another feature weighting technique for NB is feature selection Method CFS. Feature selection is a particular kind of feature weighting technique in which the weights of selected features are 1 while those of unselected features are 0 18. Therefore, CFS is included for comparison as a special kind of weighted Naive Bayes.
The purpose of CFS is to search the best feature subsets that are highly correlated with the class attribute, yet uncorrelated with each other. The equation (13) evaluates the merit of a feature subset S containing k features:
Where cf r is the average feature-class correlation, and ff r is the average feature-feature inter-correlation. Therefore, a bigger merit needs a bigger cf r or a smaller ff r .
Experimental Results
In this section, the experiments are conducted based on the above experimental design and the results are analyzed to answer the three RQ. All the experiments are conducted according to the 10 × 10 -fold cross-validation method.
RQ1. Which method is better between equal-width and equal-frequency discretization methods for TSWNB?
First, we made the comparison among 10, 15, 20, 25, and 30 intervals with TSWNB based on F-measure. The experimental results are preset in Table 4 . From the table, we can find that the interval 20 wins 4 times in both equal-width discretization and equal-frequency discretization methods. Therefore, we select 20 as the interval in our experiments.
We list the more detailed performance indices of equal-width and equal-frequency discretization methods with interval 20 in Table 5 and Figure 1 . From Table 5 , considering the comprehensive evaluation index F-measure, we can see that TSWNB with equal-frequency discretization method is superior to equal-width discretization method for all the five software defect data sets. Figure 1 illustrates the experimental results in a more intuitive way. As shown in Table 5 and Figure 1 , the equal-frequency discretization method is more suitable for TSWNB. Therefore, the equal-frequency discretization method is employed in TSWNB. The average value of parameter Wd of 10 ×10 fold Cross-validation for each feature used in the proposed method TSWNB with equal-frequency discretization method is listed in Table 6 . (e) experimental results on PC4 Figure 1 . The standardized boxplots of the performances of TSWNB implemented by equal-width discretization and equal-frequency discretization method respectively. From the bottom to the top of a standardized box plot: minimum, first quartile, median, third quartile, and maximum. The outliers are plotted as some crosses. 
RQ2.
What is the defect prediction performance of TSWNB when compared with the classic methods?
In this experiment, we use the equal-frequency discretization method in TSWNB, which has been illustrated in RQ1. The experimental results of the comparison among NB, LR, RT and TSWNB are presented in Table 7 and Figure 2 . Considering the comprehensive evaluation index F-measure, we can see that TSWNB is superior to NB, LR and RT. To further verify the performance of the classifier, we also compare NB, LR, RT and TSWNB with AUC values. The experimental results are shown in Table 8 . Each value presented in Table 8 is the average AUC value for every classification model obtained from the 10 ×10 fold Cross-validation. We can see that the performance of TSWNB is still better than NB, LR and RT. These AUC values are the area of ROC in each experiment. Taking the dataset PC4 as an example, a ROC curve among the 10 × 10 = 100 experiments is shown in Figure 3 . We can see that TSWNB is superior to NB, LR and RT on each threshold. 
RQ3.
In this experiment, two feature weighting techniques are included for comparison, i.e. the weighted Naive Bayes method implemented by GR and the special kind of feature weighting technique CFS. We use the equal-frequency discretization method in TSWNB illustrated in RQ1. From Table 9 and Figure 4 , considering the comprehensive evaluation index F-measure, we can see that TSWNB performs better than other two feature weighting techniques except for PC3. But even in that case, TSWNB is also comparable to CFS. Note that the number of software modules in PC3 is the largest. NB is good at handling data sets with a small amount of data [4, 5] . Maybe, the same is true for TSWNB. 
Conclusions
In this empirical study, to boost the potential of Naive Bayes for software defect prediction, we design and implement a two-stage feature weighting method TSWNB, feature discretization and feature weighting. For the stage of feature discretization, since NB is good at dealing with discrete data while the attributes of software defect data sets are usually continuous or numeric, we make the comparison between equal-width discretization method and equal-frequency discretization method for NB, and find that equal-frequency discretization method is more appropriate for TSWNB. For the stage of feature weighting, as features are assumed to be independent and thus equal important while they are often not the case in common practice, we use the feature weighting technique to alleviate the equal importance assumption, which combines the obtained feature weights into the NB formula and its likelihood estimations. To validate the performance of TSWNB, we conduct experiments on 5 software defect data sets from NASA MDP provided by PROMISE repository. Three well-known classification algorithms and two feature weighting techniques are included for comparison. The final experimental results show the potential of TSWNB in boosting the performance of NB for software defect prediction.
