Abstract-Tomographic reconstruction is an ill-posed inverse problem that calls for regularization. One possibility is to require sparsity of the unknown in an orthonormal wavelet basis. This in turn can be achieved by variational regularization where the penalty term is the sum of absolute values of wavelet coefficients. Daubechies, Defrise and De Mol (Comm. Pure Appl. Math. 57) showed that the minimizer of the variational regularization functional can be computed iteratively using a soft thresholding operation. Choosing the soft threshold parameter µ > 0 is analogous to the notoriously difficult problem of picking the optimal regularization parameter in Tikhonov regularization. Here a novel automatic method is introduced for choosing µ, based on a control algorithm driving the sparsity of the reconstruction to an a priori known ratio of nonzero versus zero wavelet coefficients in the unknown function.
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I. INTRODUCTION
T OMOGRAPHIC imaging is based on recording projection images of an object along several directions of view. The resulting data can be interpreted as a collection of line integrals of an unknown attenuation coefficient function f (x). In this work we discretize the problem by approximating f as a vectorized pixel image f ∈ R N ×N and using the pencil-beam model for X-rays, so the indirect measurement is modelled by a matrix equation Af = m. The inverse problem of reconstructing f from tomographic data is highly sensitive to noise and modelling errors, or in other words ill-posed.
We focus on overcoming ill-posedness by enforcing sparsity of f in an orthonormal wavelet basis {ψ γ } γ∈Γ . In practice, the sparse reconstruction f S is defined as the minimizer of this variational regularization functional:
The parameter µ in (1) describes a trade-off between emphasizing either the data fidelity term or the regularizing penalty term more. In general, the larger the noise amplitude in the data, the larger µ needs to be. In their seminal paper, Daubechies, Defrise and De Mol [1] showed that the minimizer of (1) can be computed using the iteration
where W −1 denotes the inverse 2D wavelet transform, and T is the soft thresholding operator
Here µ > 0 is the thresholding parameter. Such iterative soft thresholding algorithm (ISTA) has been studied already in [2] ; the adaptation to sparsity-promoting inversion is due to [1] . Actually, we use the additional step of enforcing nonnegativity in the attenuation coefficient:
The condition 4 is based on the physical fact that the Xradiation can only attenuate inside the target, not strengthen. Strictly speaking, this is not covered by the theory in [1] , but from the tomographic reconstruction point of view it improves the reconstructions considerably. Analysing the convergence of the resulting algorithm is outside the scope of this short report. Choosing the soft threshold parameter µ is analogous to the notoriously difficult problem of picking the optimal regularization parameter in Tikhonov regularization. We introduce a novel automatic method for choosing µ, based on a control algorithm driving the sparsity of the reconstruction to an a priori known ratio 0 ≤ C pr ≤ 1 of nonzero wavelet coefficients in f . Our approach is based on the following idea: in sparsity-promoting regularization, it is natural to assume that the a priori information is given as the percentage of nonzero coefficients in the unknown.
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We think of the iteration (2) as a plant which takes the current threshold parameter µ (i) as an input and outputs C (i) , the level of sparsity in the iterate f (i) . We then apply a simple incremental feedback control to µ (i) . The feedback loop used is inspired by proportional-integral-derivative (PID) controllers, which are widely used to control industrial processes. If C pr is the expected degree of sparsity, and C (i) is the degree of sparsity in the current iterate we change µ
incrementally as follows
where β > 0 is used to tune the controller. If β is too large, the controller causes µ (i) to oscillate. On the other hand, if β is too small, reaching the expected sparsity level takes a long time. We propose a simple method for choosing β based on the wavelet coefficients of the backprojection reconstruction, and additional fine-tuning of the controller based on the zerocrossings of the controller error e (i) = C (i) − C pr . We test the new method with both simulated and real Xray tomography data. The results suggest that the method produces robustly and accurately reconstructions with appropriate degree of sparsity.
Our method has a connection to the following studies, also using a parameter that changes during the iteration: [3] , [4] , [5] , [6] , [7] , [8] , [9] . However, our approach is different from all of them as it promotes an a priori known level of sparsity.
II. MATERIALS AND METHODS

A. Tomography Setup
Consider a physical domain Ω ⊂ R 2 and a non-negative attenuation function f : Ω ⊂ R 2 → R + . For computational reasons, a discrete model is required to be constructed. Let us represent f by a matrix f = [f ij ] ∈ R N ×N . In X-ray tomographic imaging, the measurement data is collected from the intensity losses of X-rays from different angles of view. After calibration, the measurement can be modelled as
where a ij is a distance that the lines L travel in the pixel with indices (i, j). This results in a matrix model
where a measurement matrix A = [a ij ]. The matrix contains information of the measurement geometry. Below we normalized both the measurement matrix 
B. 2D Haar Wavelet
We use the standard tensor-product extension of the onedimensional Haar wavelet transform.
Consider real-valued functions defined on the interval [0, 1]. There are two especially important functions, namely the scaling function ϕ(x) and the mother wavelet ψ(x) related to the Haar wavelet basis, defined as follows:
Also, let us define wavelets as scaled and translated versions of the mother wavelet:
Also, we will need the functions
where we define ϕ(x) = 0 for x < 0 and x > 1. Two-dimensional wavelet basis for discrete images is spanned by four types of functions. Three of these types have the following form:
The fourth type has the form ϕ j0k (x)ϕ j0k (y), and they are used only at the coarsest scale j 0 .
For notational convenience we denote the wavelet transform index by γ ∈ Γ. combining together the three types (8) at several scales j and locations k, and the fourth type at several locations. The vector of wavelet coefficients of a discretized function f ∈ R N ×N is
so there is a total of N 2 wavelet coefficients. The discrete Haar wavelet transform considered in our context is orthogonal and invertible.
The benefit of wavelets is that the transform coefficients can be computed with a fast algorithm. For more information about the Haar wavelet transform we refer to the classic text [10] .
C. Sparsity promoting-regularization
We consider the functional (1) with {ψ γ } γ∈Γ being the Haar wavelet basis as described in Subsection II-B. For computational minimization of (1), we use the ISTA method (2).
D. Sparsity selection
Denote the wavelet coefficient vector of the target f :
The coefficient vector C is ordered in a sequence and denoted by C and renumbered by an index c ∈ Z + . The a priori sparsity level C pr was computed by calculating the ratio of nonzero wavelet coefficients of the target as follows:
where #I denoted the number of elements in the set I. In practical computations, the value of κ is set to be small but positive.
In this work, two targets are considered: simulated object (Shepp-Logan phantom) and real object (two photographs of walnuts). See Subsection III. We use κ = 10 −6 for the Shepp-Logan phantom and the photographs of the walnut. For the walnut case, sparsity level from each photograph was calculated and a priori sparsity level for walnut is the average of those two sparsity levels.
E. Automatic Selection of the Threshold Parameter µ
Assume that we know a priori the expected degree of sparsity in the reconstruction, denoted 0 < C pr ≤ 1. We introduce a simple feedback loop for finding such a value of µ that the iteration produces a result with C pr · 100% of its wavelet coefficients nonzero.
In the proposed method, µ = µ (i) is allowed to vary during the iteration. Furthermore, it is automatically tuned in every iteration:
where 0 ≤ C (i) ≤ 1 is the sparsity level of the current iterate f (i) . The above controller is a special case of an incremental PID-controller: it only has integral control.
The tuning parameter β is chosen by making a reasonable guess for the initial µ 0 by computing a fast reconstruction using for example the backprojection method, computing the wavelet coefficients of the reconstruction and taking the mean of the absolute values of the M smallest coefficients. In our case we chose to use M = n × (1 − C pr ), where n is the total number of wavelet coefficients. The tuning parameter is then set β = ωµ 0 . Additionally the controller is fine tuned by detecting when the sign of difference e (i) = C (i) −C pr changes and decreasing β by β|e (i) − e (i−1) |. The fine tuning is based on the idea that if the desired sparsity level is crossed, that is e changes sign, either β is far too large and oscillations have emerged, or we are already reasonably close to the optimal µ and decreasing β will not hurt.
F. Pseudo-algorithm
The algorithm we use is summarized in Algorithm II-F. 
if sign(e (i+1) ) = sign(e (i) ) then 6:
C (i+1) = #(c), where c is the nonzero coefficient of the wavelet coefficient C . 10 :
12:
i := i + 1
G. Photographs of the walnuts
Photographs of two walnuts cut in half are presented in Figure 1 . 
III. DATA ACQUISITION
A. Simulated data
We use the Shepp-Logan phantom as our simulated phantom as it can be seen in Figure 2 . The phantom has the image resolution 328 × 328. The projection data of the simulated phantom is corrupted by 0.1% Gaussian noise. 
B. Real data
A walnut was used as the target. The data in the sinogram is X-ray tomographic (CT) data of a 2D cross-section of a walnut measured with custom-built CT device Nan-otom supplied by Phoenix-Xray Systems + Services GmbH (Wunstorf, Germany). The X-ray detector used was a CMOS at panel detector with 2304 × 2304 pixels of 50µm size (Hamamatsu Photonics, Japan). A set of 1200 cone-beam projections with resolution 2304 × 2296 and angular step of 0.3 degrees was measured. Each projection image was composed of an average of six 750 ms exposures. The X-ray tube acceleration voltage was 80 kV and tube current 200 A. From the 2D projection images the middle rows corresponding to the central horizontal cross-section of the walnut were taken to form a fan-beam sinogram of resolution 2296×1200. This sinogram was further down-sampled by binning and taken logarithms of to obtain the sinogram 328 × 120.
The dataset is openly available at the page http://fips.fi/dataset.php. For more detailed documentation of the data, see [11] .
IV. NUMERICAL EXPERIMENTS
In this work, reconstructions of simulated X-ray data and real X-ray data using adaptive wavelet-based method are presented. For comparison, filtered backprojection (FBP) reconstructions were also computed. For both simulated and real data two reconstructions for each method were computed, first with 120 projection directions, and then with 30 directions. With both the simulated and the real X-ray data we set ω = 5.
For the Shepp-Logan phantom, the percentage of nonzero coefficients was determined to be 4.5%. The reconstructions of the Shepp-Logan phantom are shown in Figure 3 and plots of sparsity levels as the iteration progresses in Figure 5 . The results for 120 projection directions was obtained in 159 iterations, and the results for 30 directions in 162 iterations. Table I shows the relative errors of both FBP and waveletbased reconstructions.
The percentage of the nonzero wavelet coefficients for the walnut case was determined to be 63%. The reconstructions of the walnut from 120 and 30 projection directions are shown in Figure 4 and corresponding sparsity plots are shown in Figure  6 . The result from 120 projection directions was obtained in 116 iterations, and the result from 30 directions in 115 iterations. Finally, the computation times of all reconstructions are shown in Table II . wavelet-based method for sparse X-ray projection data are presented. FBP reconstructions are computed as well as for comparison. The proposed method performs better than the FBP strategy, as it can be seen in Figure 3 and Figure 4 . The ratio of nonzero wavelet coefficient appear to be converged to the sparsity prior. This can be seen in Figure 5 and Figure 6 . The reconstructions using the proposed method produce sharper images and less artefacts. The figure of merit for the Shepp-Logan phantom can be seen in the relative error Table I .
VI. CONCLUSION
A new approach in tuning the parameter choice in the 2D case with a sparsity constraint is proposed. The approach has been implemented relatively successfully for different values of the tune-parameter β. The proposed method seems to be a promising strategy to be used by the end-users. The results show that the wavelet-based approach using considerably sparse projection images outperforms the conventional FBP approach.
