Here m, a and Co are constants with m=>2, 0<a<=l and c0>0, and co is a nondecreasing concave function on R+ with flint-.0 co(t)=0.
We use subscripts to denote differentiation, i.e.
02F
Op, Opp and the summation convention is used, meaning that summation is to be understood over repeated indices, from 1 to n for Greek letters and from 1 to N for Latin letters.
Let Hi're(f2; R N) denote the Sobolev space of RN-valued functions in Lm( [2) , having first-order distributional derivatives in L'(f2).
We define the functional ~: Hi're(f2; RN)c-~R by
~'(z) = f o F(x, z(x),Dz(x))dx
and assume that u is a local minimum for a~, more precisely that ~'(u) <= ~-(u+~p) for all epCHlo'm(o; RN) , where HI 'm denotes the closure in H i'm of the set of continuously differentiable functions with compact support.
In the following, the letter c will denote a constant, changing its value from time to time, but at each occurrence it will depend only on the parameters n, N, m and Co, unless otherwise indicated. Moreover, we use the notation B,(xo) for the ball in R" with center at x0 and radius r, and (Z)xo, R denotes the mean value f~R(Xo ) z(x) dx of the function z over the ball B R(x0). We often write B R and (z)a instead of BR(xo ) and (z)x0 R when there is no fear of confusion.
Aspecial case
In this section we consider the case when the function F does not depend on x and u. We shall derive an estimate, Proposition 1.1, which is of essentially the same type as the one obtained in [6] . It gives partial regularity of the local minima in this case, and it will be useful when studying the general case. Because of the simple proof and of its interest by itself, we treat this case separately.
We thus assume, in this section, that uEHI'm(f2; R N) satisfies Comparing with the Taylor expansion of F, we get from (v):
The existence and uniqueness of v follows from elementary Hilbert space theory. v is the solution of an elliptic second-order system with constant coefficients, and from the LP-theory for elliptic systems we get the estimate f~I/,R IDv-p~ ~-c,s IDu-p~ dx if 1 <s < ~o.
Moreover it is not difficult to prove (see [2] , [3] 
for all 2CR N", 0 <-~R and k->2.
Now the function h(t)=fB,/,~ F(Du+t(Dv--Du)) dx is twice continuously differentiable and attains its minimum for t=0, i.e.
Performing the differentiations of h and considering (iv) of the General assumptions we get the estimate
To the integral on the right-hand side we add the integral fB,/,
which is certainely nonnegative due to the minimizing property of v. Then we apply (1.1) and arrive at f .,/,. ( 
The first term on the right-hand side can be estimated by
where we used the above-mentioned estimates for v as well as the boundedness and concavity of co. The second term can be estimated in the same way, and thus
Now, since u satisfies the Euler equation
it is easy to derive by the difference quotient method (see e,g. [8] ) that it has weak second order derivatives, satisfying 
After these preparations, we are ready to prove Fix a number zE(0, 1) such that Az~<=l/4, and let 8 be such that
A~-n(l+lr, l~)(m-m~(e) = ~-, where ~ = L+ l+z-n/~
//and (~ are here taken from Lemma 1.1, which then tells us that
U(z~R) < 1 U(zk_lR) if I(Du)~-,RI < J~ and U(z~-IR) < e.
Now, using the inequality This implies, see Campanato [1] , that Du is H61der continuous in a neighbourhood of Xo. Now we note that (1.8) holds for almost all xo in O, so we can state Theorem
Let u be a minimum for the functional f o F(Du(x)) dx, F satisfying the General assumptions. Then there exists an open set f2o with meas (f2~f20) =0, such that u has H61der continuous first-order derivatives in 12o.
Actually, one can show that the Hausdorff dimension of s is less than n-2, see [6] and [3] for a discussion.
The general case
We now consider the general case F= F(x, u, p) as it is described in the General assumptions. First we state our main theorem: For the proof, see [4] .
Since the number r as well as the exponent a of General assumptions can be decreased if necessary, it means no loss of generality to assume that ra/(r-1)= 2n/(n--2), so from Lemma 2.1 and the preceding estimate we get that V(xo, ~ "< .~R)=c(L) U(xo, R), and thus, if So is small enough, depending on L, the hypothesis of Proposition 1.1 holds for v, and therefore (1.9) holds for V(xo, Q). 
