We describe a probabilisticframework for detecting and tracking motion boundaries. It builds on previous work [4] that used a particle filter to compute a posterior distribution over multiple, local motion models, one of which was specijc for motion boundaries. We extend that framework in WO ways: 1) with an enhanced likelihood that combines motion and edge support, 2 ) with a spatiotemporal model that pmpagates beliefs between adjoining image neighborhoods to encourage boundary continuity and provide better temporal predictions for motion boundaries. Approximate inference is achieved with a combination of tools: Sampled representations allow us to-represent multimodal non-Gaussian distributions and to apply nonlinear dynamics. Mixture models are used to simplib the computation of joint prediction distributions.
Introduction
The detection of dynamic occlusion and the reliable estimation of 2D motion and relative surface depths at motion discontinuities are long-standing problems in visual motion analysis. Black and Fleet [4] proposed a Bayesian approach with a generative model for local motion in which the 2D flow is either smooth or discontinuous, along with a particle filter to approximate the posterior probability distribution over the models and model parameters. This paper extends that framework in two respects. First, while Black and Fleet [4] considered local image regions in isolation, here we consider a dense array of smaller neighborhoods, combined with a probabilistic model for neighborhood dependencies. Second, we extend the original motion-based likelihood function to include an empirical edge-based likelihood function to improve boundary localization.
Particle filters have become a popular method of approximate inference for dynamical systems [lo, 13, 15, 17, 311.
With point-mass approximations to probability distributions, they are effective for non-Gaussian, multimodal distributions that occur with nonlinear dynamics and observation equations. Multimodal distributions are particularly significant with hybrid state-space models having continuous and discrete variables that depend on one another. Here we use discrete and continuous states to represent motion classes and their corresponding motion parameters. One issue with particle filters is computational cost. Although effective for low-dimensional tracking, it is not clear how they scale to high-dimensional problems (e.g., see
[5, 7 , IS]). A related concern is the effectiveness of particle filters for inference with dynamic random fields. Iterative solutions using MCMC can be prohibitively slow, and Bayesian belief propagation may be impractical with Monte: Carlo approximations to complex, hybrid distributions.
For approximate inference, Black and meet assumed that the motion in each image region could be modeled by an independent Markov chain, estimating the motion in each local region separately. But, by assuming independence this fails to exploit the information that one region could obtain from its neighbors; it is difficult to encourage continuity along motion boundaries, and to make accurate predictions about boundary locations from one time to the next.
As an example, Fig. l(1eft) depicts motion estimates obtained from isolated particle filters in each circular region. Fig. l(right) , by comparison, depicts the motions estimated with neighborhood dependencies as described below.
This paper explores the use of spatiotemporal predictions with Bayesian filtering to detect and track motion boundaries. We use a simplified dependency graph (see Fig. 2(right) ) in which it is assumed that regions at time t, conditioned on nearby regions at time t -1, are independent of other regions at current and past times. We also 
Previous Work
There are more methods for detecting motion boundaries and estimating discontinuous motion than we can adequately review here. But, broadly speaking, there are two classes of related approaches: 1) those that treat motion boundaries as a source of error for optical flow techniques, and 2) those that explicitly try to detect motion boundaries.
Techniques that view motion discontinuities as a source of noise (outliers) include MRF and regularization formulations where robust statistics, weak continuity, or line processes are used to disable smoothing across motion discontinuities [6, 11, 12, 16, 21, 24, 25, 281 . Robust regression [3, 231 and mixture models [l, 14, 301 allow for multiple motions to occur in a region, and thus provide some degree of robustness at boundaries. These methods improve motion estimation, but they fail to explicitly estimate the structure of local motion boundaries; e.g., they do not estimate which side of the boundary is the foreground.
Other approaches to detecting discontinuities include the detection of bimodality in local distributions of optical flow [27], the application of edge detectors to estimated flow fields [24, 281 , and the detection of spectral signatures [2, 221. Still others have used the presence of unmatched features to detect dynamic occlusions [20, 28] . Few of these methods model the spatial structure of the motion in the immediate neighborhood of a motion boundary, and they have not proved reliable in practice.
Bayesian Inference of Motion Boundaries
Following [4] we take a Bayesian approach. We assume a hybrid state space with two motion classes for each local region of the image: 1) a translational model to capture smooth motion; and 2) an explicit nonlinear model of motion boundaries. The state space description, s = ( p , c p ) , includes discrete and continuous random variables. The discrete variable 1. 1 encodes the type of motion, and the continuous vector c,, encodes the parameters for the corresponding motion class p. Smooth motion is parameterized by image translation, U. As shown in Fig. 2(left) , motion boundaries are parameterized by the foreground and background velocities, the edge orientation and the normal distance from the edge to the region center, ce 3 (ut, Ub ,e, d) .
With Bayes' rule and the assumption that the motion in each image neighborhood forms a Markov chain, the usual recursive filtering equation takes the form With simple dynamical models, Gaussian process noise, and a likelihood function derived from intensity conservation, the prediction and posterior distributions are easy to formulate. However, because of the nonlinear dynamics of the motion boundary model, and because likelihoods are typically non-Gaussian and multimodal, the posterior (1) does not have an analytical solution. Fleet & Black [4] therefore used a particle filter to approximate the posterior. Although this approach produced promising results, it does have some drawbacks. First, by modeling the motion in each region independently of its neighbors, one ignores the wealth of information that one region can share with its neighbors. Second, their motion-based likelihood function fails to use the available information in images at occlusion boundaries. In particular, they do not exploit the fact that static edges often coincide with motion boundaries.
Neighborhood Prediction Distribution
In this paper we continue to approximate the joint posterior distribution over the motion in all image regions by the marginal distributions in each region. But rather than computing these marginals independently, we exploit predictions from several neighborhoods at the previous time. This provides a modest amount of influence from neighbors that helps to encourage edge continuity. It also helps to direct particles (in a particle filter) to the appropriate part of the state space. This is important when an edge is about to leave one neighborhood and enter another.
24% I T t -1 ) = P ( S t I s t -l ) P ( S t -1 I ft-1) dst-1

1,
11-359
We assume a spatiotemporal pattern of neighborhood dependence like that in Fig. 2 . Each location at time t receives predictions from nearby locations at the previous time t -1.
Combining these predictions requires that we reformulate the prediction distribution in (2) . Following the graphical model in Fig. 2 , let the set of nodes that contribute to st be denoted by {si,t-1}Zl. We begin by writing the prediction distribution as the marginalization of the joint distribution over st and its neighbors {si,t-1}Cl :
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The dynamics, p(st I {s,+l}), can be factored if we assume that the neighbors at time t -1 have uniform priors and are independent when conditioned on st. The joint posterior over all neighbors can not be factored in general. However, for computational convenience we approximate the joint posterior as a product of its marginals, as in [19] , to yield
P ( S t I S i , t -I ) P(Si
where IC is a constant. The resulting prediction distribution is product of the predictions from each neighboring location, each of which has the form of (2) . This can be viewed as one iteration of loopy belief propagation [19, 29] .
Particles and Gaussian Mixtures
The simplified prediction distribution in (5) allows us to combine predictions from each of the neighbors from time t -1 in a straightforward manner. If the marginal posteriors were Gaussian, and the dynamics were linear with Gaussian noise, then the prediction in (5) would also be Gaussian. However, the temporal dynamics for the motion boundary model are nonlinear, and the likelihood functions for both models are non-Gaussian and multimodal in general. This precludes an analytical solution to the integrals in (5).
Instead, we use Monte Carlo methods. As with a particle (2)) can be viewed as a mixture model 1311, (6) From this perspective, the prediction distribution in (5) amounts to a product of mixture models. ,t-i) = N ( U b t -1 , U~I ) pc(utlce,t-1) = N(u~,-, , u~I ) Table 2 . Model dynamics, p,(ct lpt, pt-1, ct-l) , for the continuous parameters, conditioned on the discrete motion classes. Here, xt-1 and xt are the centers of the current and neighbor regions at times t and t -1. The variances, ot, a : , and 02, control the process noise in the dynamics; we let each of them increase as a function of the spatial distance between the region centers xt-1 and xt. We have omitted the dependence on the neighbor (i) for notational simplicity.
WherepbutlPt-1, ct-1) andp(ctlpt, ~t -1 , ct-1) denote the discrete and continuous transition distributions. To avoid singularities (where probabilities go to 0) and to allow for modeling errors in the dynamics, we let both distributions be robust; i.e., we use
where p , , ,~ and pC,o are uniform outlier distributions for discrete and continuous state variables, with mixing probabilities a and P. The inlier dynamics, p,,(pt)pt-l, ct-1) and pc(ctIpt, pt-1, ct-l), are summarized in Tables 1 and 2. Referring to Table 1 , we assume there is a spontaneous rate at which smooth motion regions encounter motion boundaries, denoted by p + +~. For motion boundaries we assume a simple generative model for the dynamics in which an edge propagates forward with the foreground velocity, but otherwise there is mean-zero Gaussian process noise in the velocities and the boundary orientation. (8) where N ( p , a2) is a normal density with mean p and variance 02, loc(ce,t-l) = dt-l + (uf,-, + xt-l -xt) . ii+l is the mean edge location at time t relative to x t , and iit-1 = cos(8t-l)). We then define the probability of changing from an edge state at xt-1 to a smooth motion state at xt as the probability of the edge moving to points that do not intersect the region at xi:
where Ndt is the PDF for dt , and R is the region radius. Table 2 defines the continuous prediction distributions conditioned on the discrete motion classes. For example, if the neighbor state at time t -1 and the current state are both smooth motions, then the current velocity is normally distributed about the velocity of the previous state. If the previous state was a motion boundary and the current state is smooth, then the current velocity is normally distributed about the foreground or background velocity, depending on whether the current region is on the foreground or background side of the previous region. If the previous state was smooth and the current state is a boundary, then Bt and dt are uniformly distributed over values for which the edge does not intersect the previous region, and the velocity distributions depend on the previous velocity state. Finally, if previous and current states are motion boundaries, then the distribution over the current state is Gaussian, but only for parameters such that the edge intersects the current region.
This dynamical model is applied to individual particles. The nonlinear components of the dynamics include the model switching and the computation of the propagated edge distance, which depends on the normal to the edge direction iit-1 = (sin (Bt-l), cos(&-,)) . Nonlinearities make it difficult to propagate distributions analytically, even if the neighbor posterior at the time t -1 had been Gaussian.
Likelihood Function
Given a set of states drawn from the prediction distribution, the weights for a particle approximation to the posterior are proportional to the likelihoods, p(It / @), It-1) for j = l...N. Here, we factor the likelihood into a motion likelihood that depends on intensity differences between frames at times t and t -1, and an edge likelihood that depends solely on the band-pass image properties at time t.
The un-normalized motion likelihood is given by whereD(x,t; sf)) = [ I ( x ( s~) ) , t ) -I (~, t -l ) ]~,
is the number of pixels in the circular image region, and
x(@)
denotes the warped image coordinates that depend 11-36] The exponent of 2/T, however, is computationally, rather than probabilistically, motivated. A large value of T effectively broadens the peaks of the likelihood. With a particle filter, this allows a more effective search of the parameter space, reducing the chances of missing a significant peak.
In addition to motion, we also exploit static edge information. Not all static edges are motion boundaries, but because motion boundaries are generally caused by depth discontinuities, they often coincide with static edges (see Fig. 3 ). Static edge information also improves the inference of motion boundaries because the correct foregroundhackground assignment depends on accurate prediction of the edge locations through time.
We chose the edge likelihood to be the observation density over the responses of an oriented band-pass filter tuned to the edge orientation ( cf. [26] ). This removes all oriented image structure except that near the orientation of the edge. To do this efficiently for many edges we first apply a steerable pyramid transform to the image. From the steerable basis set we can quickly compute responses of filters tuned to any orientation. Here, we use the (Gz, H2) quadrature-pair filters defined in [9] . These are complex-valued filters so we express their response at each (subsampled) spatiah location in terms of amplitude and phase [8] . The edge likelihood is simply the observation density over phase and amplitude of the subsampled filters responses at points along the edge.
However, modeling the observation density is not simple because the appearance of edges at surface boundaries varies significantly with surface reflectance properties and local illumination. Rather than attempt to design an edge model that captures the variability of edge appearance from first principles, we develop an empirical likelihood from the statistics of natural images.
We identified 800 surface boundaries by hand in 25 images. Band-pass filters were steered to each edge orientation. We then extracted phase I$ and amplitude a responses Log, Amplitude Figure 4 . Histograms are shown of (left) phase conditioned on amplitude and the edge, and of (right) log amplitude conditioned on the edge.
along each edge with a sampling distance of one wavelength of the filters' tuning frequency. This sparse sampling allows us to treat measurements at different locations as conditionally independent. The resulting ensemble of phase and amplitude measurements exhibits a striking regularity that suggests a factorization of the joint observation density:
As shown in Fig. 4 (left), phase responses, I$, are typically close to f~/ 2 , depending on sign of the intensity gradient at the edge. These conditional phase distributions are very well described by a mixture of two Gaussian modes at n/2 and -n/2, and a uniform outlier density. A maximum likelihood fit of this model to the data with the EM algorithm is shown as the solid curve in Fig. 4A . Wrapping phase about n gives yields the equivalent density for $ E (4 mod A):
where PO = 1/r is the phase outlier probability, and m is the Gaussian mixing probability.
With this mixture model (12), we find that the mixing proportion m depends significantly on log amplitude; phase becomes more stable with increasing amplitude [8] . Using a Bayesian model selection criteria we find that a good model for the phase density is the mixture in (12), with the standard deviation of the Gaussian held fixed at n/S, and the mixing probability m(a) given by m(a) = 0.1(1.25+loga) where 8 > log a > 0 on 8 bit images.
To model response amplitude, we find that a beta distribution fits the conditional distribution of log amplitude well (e.g. see Fig. 4(right) ). The beta distribution is a natural choice since it is defined on a finite interval, appropriate for images with a limited dynamic range, and it provides a reasonable approximation to a Gaussian.
Our edge-based likelihood is given by the factorization in (1 l), along with the parametric models for the phase and amplitude densities. Given a set of K phase and amplitude measurements, conditioned on a motion boundary state, sp), the joint likelihood is 11-362 When the state is a smooth motion model, the observation density is taken to be uniform.
Experimental Results
We demonstrate our approach with the well-known pepsi and flower garden image sequences. We use circular regions with radii of 8 and 12 pixels which overlap by 2 and 3 pixels.
We use 5000 samples for particle approximations in each region. We draw 10% of the particles from the initialization prior in [4] , and the remaining 90% from the prediction density in (5). The parameters for the dynamics between a location at time t and a neighbor at time t-1 depend on the spatial separation between the two locations. For the same spatial location at t and t -1 we use 0% = 0.75 pixeyframe, U% = 0.1 radians, and ud = 1 pixel. For an adjacent region at t -1 we use U,, = 1.5 pixelslframe, ug = 0.2 radians, and bd = 1.5. In both cases CY = 0.975 and p = 0.95. Finally, the probability of a motion boundary, conditioned on the motion of a neighboring being smooth, is po+l = 0.4; this value reflects the fact that edges occur in roughly 10% of the image regions, and that such motion boundary predictions are relatively unconstrained, requiring a large number of samples to search.the state space effectively.
For display, we use a straightforward Bayesian model selection criterion to decide among 3 motion models, namely smooth motion and the two foregroundhackground assignments associated with the dominant local orientation in the motion boundary model. Regions where smooth motion is most probable are displayed as empty circles. the same parameters and both motion and edge-based likelihoods, the current method produces more coherent boundary estimates. Noteworthy in Fig. 5 are the correct assignment of the foreground and the accurate localization of the motion boundaries. Also evident in Fig. 5 , is the importance of the neighborhood propagation that allows regions to anticipate the arrival of a boundary from a neighboring region. This is evident in frames 7-9 on the left boundary and later in frames 9-10 on the right side. This propagation allows the correct assignment of the foreground to be infered quickly, unlike the results of [4] which required 2 or more frames to correctly estimate relative depths. moves leftward and the location uncertainty decreases as the marginal narrows. When the edge leaves the region in frame 19 the edge probability drops significantly.
Finally, Fig. 7 shows marginal distributions from the prea single region at frame 10 of the flower garden sequence. In this case, the edge has just moved into the central region ( Fig. 7 (left) ), from the region to its right. While the region to its right is best explained by smooth motion at the cur.. rent time, it was a motion boundary model at the previous frame. It was therefore able to tell the center region to its the central region to quickly adapt to the new situation in which an edge is entering the region, and to accurately estidiction densities, the mixture models, and the posterior for left to anticipate the Occurrence Of a This he1p:5
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mate the boundary position, and to correctly assign the foreground side. The 3 top plots in Fig. 7 (right) show marginal distributions of the prediction density that the region on the right contributes to the central region (solid curve -sampled prediction; dashed curve -mixture model fit). The bottom plots in Fig. 7 show the joint spatiotemporal prediction density (dashed curve) from all neighbors, along with the resulting posterior distribution (solid curve). This shows the advantage of having predictions from neighboring regions.
Conclusions
Particle filters are effective for visual tracking, allowing for a Bayesian framework even with non-Gaussian distributions and non-linear dynamics. Here we extend their use, in conjunction with other methods for approximate inference, to the detection and estimation of multiple motion models defined over a random field. In particular, we consider the detection and tracking of motion boundaries for which causal predictions of motion and of boundary locations/orientations are obtained from nearby image regions at the previous time'. This helps to encourage boundary continuity, and to direct samples to the appropriate regions of the state as an edges leaves one region and enters another. It also improves the inference of surface depth ordering.
There remain several unresolved research issues concerning the assumptions made here to simplify the mathematical analysis and the implementation. Perhaps most significant is the use of a factored approximation to the posterior distribution over all regions by its individual region marginals. Future work should examine this in connection with recent results on Bayesian belief propagation [19, 291.
