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This paper has two purposes. One is to establish new stability criteria for linear
systems with multiple time-varying/constant delays, and the other is to point out the
limitations of the author’s previous results. The stability criteria, including delay-
dependent and delay-independent ones, are derived by using both time-domain and
frequency-domain techniques. All of the established stability criteria are given in
the form of linear matrix inequality problems, including only one tuning parameter
matrix P > 0 ∈ Rn×n.  2002 Elsevier Science (USA)
1. INTRODUCTION
Recently, new stability theorems for retarded dynamical systems have
been established in [1]. A new analysis technique has also been proposed in
[1] for estimating the derivative of Lyapunov function along the solution of
a system at some speciﬁc instant. As the applications of these new stability
theorems, both delay-dependent and delay-independent stability conditions
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for a following linear system with multiple time-varying delays,
x˙t=Axt +
m∑
k=1
Akxt − τkt t ≥ t0 ∈ R
xt0θ=xt0 + θ = φθ
t0 + θ ∈ Et0 =
m⋃
k=1

t − τkt  t − τkt ≤ t0 t ≥ t0 ∪ 
t0
(1)
have been presented in [1], where φ ∈ Cn, x ∈ Rn, A ∈ Rn×n and Ak ∈
Rn×n, and τkt ≤ τkM <∞ with constant τkM > 0 for k = 1 2    m are
the time-varying and bounded delays. For the special case of system (1),
x˙t = Axt +
m∑
k=1
Akxt − τk t ≥ 0 (2)
with unknown but constant delays τk ≤ τkM < ∞ for k = 1 2    m,
the same stability conditions have also been established in [2] by use of
frequency-domain techniques. The main purposes of this paper are to estab-
lish new stability conditions for systems (1) and (2) and, at the same time,
to point out that the limitations of the previous stability conditions estab-
lished in [1] and [2], respectively. All of the stability deﬁnitions and the
notations used in this paper are the same ones as those deﬁned in [1] and
[2], respectively.
2. STABILITY CRlTERlA
In the following, the stability criteria for systems (1) and (2) are derived
by using time-domain and frequency-domain techniques, respectively. All of
the stability criteria are given in the form of linear matrix inequality (LMI)
problems, including only one tuning parameter matrix, P > 0 ∈ Rn×n.
First, we give the following lemmas, and, for the proofs of Lemma 1 and
Lemma 2, see [1] and [3], respectively.
Lemma 1. Let P > 0 ∈ Rn×n be a constant matrix; let Tk ∈ Rn×n for
k = 0 1    m be symmetric constant matrices; and let α ∈ R+ and ηkM > 0
for k = 1 2    m be real numbers. Then,
T0 +
m∑
k=1
ηkTk ≤ −αP (3)
holds for all ηk ∈ −ηkMηkM, k = 1 2    m, if and only if inequality (3)
holds at all of the 2m vertices of the following hyper-rectangle:
H = {η = η1η2    ηmT ∈ Rm  ηk ∈ −ηkMηkM
k = 1 2    m} (4)
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Lemma 2. Let AB ∈ Rn×n and α ∈ R+. Then, the eigenvalues of A +
jB are in the region of Re s ≤ −α in the complex plane if and only if the
eigenvalues of the 2n× 2n real matrix[
A B
−B A
]
∈ R2n×2n (5)
are in the same region.
Lemma 3. Let A = AT ∈ Rn×n and B = −BT ∈ Rn×n so that U = A+
jB = U∗ ∈ Cn×n. Then, v∗A+ jBv ≤ 0 (or < 0) for any v ∈ Cn if and only
if
W =
[
A B
−B A
]
≤ 0 or < 0 (6)
Proof. Let λmaxUy = Uy and λmaxW z = Wz, where y ∈ Cn, z ∈ C2n,
and λmaxU ∈ R and λmaxW  ∈ R denote the maximum eigenvalues of U
and W , respectively. Then by Lemma 2, it is easy to see that
λmaxU=
y∗Uy
y∗y
=λmaxW =
z∗Wz
z∗z
=max
v∗v=1
{
v∗Uv
v∗v
}
=max
u∗u=1
{
u∗Wu
u∗u
}
 (7)
The proof is completed. Q.E.D.
Theorem 1. Let γ > 0 and τkM > 0 for k = 1 2    m. The equilibrium
x∗ ≡ 0 of system (1) is exponentially stable with respect to the constant decay
degree γ/2 > 0 if there is a positive deﬁnite matrix P > 0 ∈ Rn×n such that
−PA−ATP−γP−
m∑
k=1
e
1
2 γτkMP e
1
2 γτ1MPA1 ··· e
1
2 γτmMPAm
e
1
2 γτ1MAT1 P e
1
2 γτ1MP 0

  
e
1
2 γτmMATmP 0 e
1
2 γτmMP
≥0 (8)
Proof. Let V x = xTPx. Then,
V˙ xt0 = xTt 0PA+ATPxt0 +
m∑
k=1
2xTt 0PAkxt−τkt (9)
Note that by using standard Schur complement arguments [4], condition
(8) implies
PA+ATP +
m∑
k=1
e
1
2 γτkM PAkP−1ATkP + P ≤ −γP (10)
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Note that 2ab ≤ a2 + b2 for any a b ∈ R. By Cauchy–Schwarz inequality,
Eqs. (9) and (10), it is easy to see that condition (8) implies
V˙ yt0 = yTt 0PA+ATPyt0 +
m∑
k=1
2yTt 0PAkyt−τkt
≤ yTt 0PA+ATPyt0
+
m∑
k=1
2
(
yTt 0PAkP−1ATkPyt0yTt −τktPyt−τkt
)1/2
≤ yTt 0PA+ATPyt0
+
m∑
k=1
2e
1
2 γτkt
(
yTt 0PAkP−1ATkPyt0yTt 0Pyt0
)1/2
≤ yTt 0PA+ATPyt0
+
m∑
k=1
e
1
2 γτkM yTt 0PAkP−1ATkP + Pyt0
≤ −γV yt0 ∀ yt ∈ SLtθ (11)
whenever V xt0 = Vt0 exp
−γt − t0 on t ≥ t0 ∈ R, where∥∥P1/2yt−τkt∥∥22 =
∥∥∥∥P1/2yt0 exp{12γτkt + θXk
}∥∥∥∥2
2
 (12)
with θXk ∈ −∞ 0 for all k = 1 2    m and SLtθ is deﬁned in [1]
as follows:
SLtθ
=

yt ∈ Cn
∣∣∣∣∣∣∣∣∣∣∣∣∣
Ltθ=Lt + θ = Vt0 exp
−γt + θ− t0
V yt0=Lt0
P1/2ytθ22=
∥∥∥∥P1/2yt0 exp{−12γθ− θX
}∥∥∥∥2
2
θ ∈ −τ 0 θX ∈ −∞ 0

 (13)
By Theorem 3.3 in [1], the proof is completed. Q.E.D.
Remark 1 In the previous paper [1], the stability condition correspond-
ing to (8) is
PA+ATP+
[
m∑
k=1
±e 12 γτkM PAk+ATkP
]
l
≤−γP ∀ l=122m (14)
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where ∑mk=1±e 12 γτkM PAk + ATkPl for l = 1 2     2m denotes all 2m
cases of alternating sign. Based on the proof of Theorem 1, it can be seen
that condition (14) guarantees the exponential stability of system (1) with
respect to the constant decay degree γ/2 > 0 for the following cases of
system (1):
(i) The dimension of system (1) is one, i.e., n = 1.
(ii) τkM > 0 for k = 1 2    m is sufﬁciently small that
m∑
k=1
2xTt 0PAkxt−τkt ≤
m∑
k=1
2e
1
2 γτkM
∣∣xTt 0PAkxt0∣∣
τkt ∈ 0 τkM (15)
whenever V xt0 = Vt0 exp
−γt − t0 on t ≥ t0 ∈ R. However, deter-
mining exactly τkM > 0 for k = 1 2    m such that (14) together with
(15) holds is still an open problem.
Theorem 2. The equilibrium x∗ ≡ 0 of system (1) is globally uniformly
asymptotically stable if there is a positive deﬁnite matrix P > 0 ∈ Rn×n such
that 
−PA−ATP −mP PA1 · · · PAm
AT1 P P 0

  
ATmP 0 P
 > 0 (16)
and globally uniformly stable if
−PA−ATP −mP PA1 · · · PAm
AT1 P P 0

  
ATmP 0 P
 ≥ 0 (17)
Proof. Note that for any positive τkM > 0, k = 1 2    m, there is a
sufﬁciently small number ε > 0 such that condition (16) implies
PA+ATP +
m∑
k=1
e
1
2 ετkM PAkP−1ATkP + P ≤ −εP (18)
which is equivalent to
−PA−ATP − εP −
m∑
k=1
e
1
2 ετkMP e
1
2 ετ1MPA1 · · · e
1
2 ετmMPAm
e
1
2 ετ1MAT1 P e
1
2 ετ1MP 0

  
e
1
2 ετmMATmP 0 e
1
2 ετmMP
 > 0
(19)
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By Theorem 1 here and Theorem 3.4 in [1], the results are proved almost
immediately. Q.E.D.
It should be noted that Theorem 1 and Theorem 2 are also suitable to
system (2). To compare the results established in [2], let us establish the
corresponding stability criteria by the frequency-domain approach.
Theorem 3. Let α = γ/2 > 0 with γ > 0 and τkM > 0 for k =
1 2    m. System (2) is α-stable locally in the delays if there is a constant
matrix P > 0 ∈ Rn×n such that condition (8) holds.
Proof. Let τk ∈ 0 τkM for k = 1 2    m, s = σ + jω ∈ C with σ ∈ R
and ω ∈ R, where
W τk s = A+
m∑
k=1
e−τksAk
= A+
m∑
k=1
cos−τkωe−τkσAk + j
m∑
k=1
sin−τkωe−τkσAk (20)
and y˜ = y˜τk s˜ ∈ Cn satisfy W τk s˜y˜ = λW τk s˜y˜ at s = s˜ = σ˜ +
jω˜ ∈ C. By (20) and the Cauchy–Schwarz inequality, one obtains
σ˜ = ReλW τk s˜ =
y˜∗P˜W τk s˜ +W ∗τk s˜P˜y˜
2y˜∗P˜y˜
= y˜
∗P˜A+AT P˜y˜ +∑mk=1 e−τkσ˜ y˜∗P˜Ake−jτkω˜ +ATk P˜ejτkω˜y˜
2y˜∗P˜y˜
≤ y˜
∗P˜A+AT P˜y˜ +∑mk=1 e−τkσ˜(y˜∗P˜Aky˜ + y˜∗ATk P˜y˜)
2y˜∗P˜y˜
≤ y˜
∗P˜A+AT P˜y˜ +∑mk=1 2e−τkσ˜(y˜∗P˜AkP˜−1ATk P˜y˜y˜∗P˜y˜)1/2
2y˜∗P˜y˜
≤ y˜
∗P˜A+AT P˜y˜ +∑mk=1 e−τkσ˜ y˜∗(P˜AkP˜−1ATk P˜ + P˜)y˜
2y˜∗P˜y˜
(21)
for any P˜ > 0 ∈ Rn×n. Let us prove the theorem by contradiction. Assume
that condition (8) holds. If there is a root s˜ = σ˜ + jω˜ ∈ C of the corre-
sponding characteristic equation
det
[
sln −
(
A+
m∑
k=1
e−τksAk
)]
= 0 (22)
for τk ∈ 0 τkM, k = 1 2    m, such that
σ˜ > −α (23)
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then by condition (8) and Eq. (21), one has
−α < σ˜ ≤ y˜
∗PA+ATPy˜ +∑mk=1 e−τkσ˜ y˜∗PAkP−1ATkP + Py˜
2y˜∗Py˜
≤ y˜
∗PA+ATPy˜ +∑mk=1 eατkM y˜∗PAkP−1ATkP + Py˜
2y˜∗Py˜
≤ −α (24)
which is a contradiction. The proof is completed. Q.E.D.
Theorem 4. System (2) is ε-stable independently of the delays if there is
a positive deﬁnite matrix P > 0 ∈ Rn×n such that condition (16) holds.
Proof. The proof is almost immediate from the proofs of Theorem 3
and Theorem 2. Q.E.D.
Remark 2 In the previous paper [2], the corresponding stability condi-
tion for system (2) is given as
PA+ATP+
[
m∑
k=1
±eατkM PAk+ATkP
]
l
≤−2αP ∀l=122m (25)
where ∑mk=1±eατkM PAk+ATkPl for l = 1 2     2m denotes all 2m cases
of alternating sign. Based on the proof of Theorem 3, it can be seen
that condition (25) guarantees the α-stability of system (2) with any τk ∈
0 τkM for the following cases:
(i) The dimension of system (2) is one, i.e., n = 1.
(ii) τkM > 0 for k = 1 2    m is sufﬁciently small that
m∑
k=1
e−τks˜ y˜∗PAky˜
y˜∗Py˜
≤
m∑
k=1
e−τks˜ y˜∗PAky˜
y˜∗Py˜
 ∀ τk ∈ 0 τkM (26)
To solve the problem in case (ii) of Remark 2, we give the following result.
Theorem 5. Let α > 0 and τkM > 0 for k = 1 2    m. System (2) is
α-stable locally in the delays if there is a constant matrix P > 0 ∈ Rn×n such
that[
T0 + 2αP 0
0 T0 + 2αP
]
+
{
m∑
k=1
±eατkM
[
Tk 0
0 Tk
]
+
m∑
k=1
±eατkM
[
0 −Uk
Uk 0
]}
l
≤ 0 (27)
for all cases of l ∈ 
1 2     22m, where T0 = PA+ATP , Tk = PAk+ATkP ,
Uk = PAk −ATkP for k = 1 2    m, and{
m∑
k=1
±eατkM
[
Tk 0
0 Tk
]
+
m∑
k=1
±eατkM
[
0 −Uk
Uk 0
]}
l
(28)
for l = 1 2     22m denotes all 22m cases of alternating sign.
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Proof. Let us start the proof from Eqs. (20) and (21) with P˜ = P in the
proof of Theorem 3. Then, we have
σ˜ = ReλW τk s˜ =
y˜∗PW τk s˜ +W ∗τk s˜Py˜
2y˜∗P˜y˜
= y˜
∗T0 +
∑m
k=1 e
−τkσ˜ cosτkω˜Tk − j
∑m
k=1 e
−τkσ˜ sinτkω˜Uky˜
2y˜∗Py˜
 (29)
By Lemma 1, Lemma 2, and Lemma 3 together with (29), it is not difﬁcult
to see that condition (27) implies
max
v∈Cn
{
v∗T0 + eατkM 
∑m
k=1 cosτkω˜Tk − j
∑m
k=1 sinτkω˜Ukv
2v∗Pv
}
≤ −α ∀ τk ∈ 0 τkM k = 1 2    m (30)
Assume that condition (27) holds. If there is a root s˜ = σ˜ + jω˜ ∈ C
of the corresponding characteristic equation (22) for τk ∈ 0 τkM, k =
1 2    m, such that
σ˜ > −α (31)
then by Lemma 1, Lemma 2, Lemma 3, and Eqs. (29) and (30), one has
−α<σ˜≤ y˜
∗T0+
∑m
k=1e
−τkσ˜ cosτkω˜Tk−j
∑m
k=1e
−τkσ˜ sinτkω˜Uky˜
2y˜∗Py˜
≤max
v∈Cn
{
v∗T0+eατkM 
∑m
k=1cosτkω˜Tk−j
∑m
k=1sinτkω˜Ukv
2v∗Pv
}
≤−α ∀τk∈0τkM k=12m (32)
which is a contradiction. The proof is completed. Q.E.D.
Theorem 6. System (2) is ε-stable independently of the delays if there is
a constant matrix P > 0 ∈ Rn×n such that[
T0 0
0 T0
]
+
{
m∑
k=1
±
[
Tk 0
0 Tk
]
+
m∑
k=1
±
[
0 −Uk
Uk 0
]}
l
<0 (33)
for all cases of l ∈ 
1 2     22m, where T0 = PA+ATP , Tk = PAk+ATkP ,
Uk = PAk −ATkP for k = 1 2    m, and{
m∑
k=1
±
[
Tk 0
0 Tk
]
+
m∑
k=1
±
[
0 −Uk
Uk 0
]}
l
(34)
for l = 1 2     22m denotes all 22m cases of alternating sign.
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Proof. The proof can be obtained similarly from the proof of Theorem 5.
Q.E.D.
Remark 3 It should be noted that all of the stability criteria established
above can be solved easily by using the corresponding programs in the
MATLAB LMI Toolbox [4]. However, it should be solved in an iterative
way if one wants to get the largest α = γ/2 > 0 in (8) and (27) for given
τkM > 0 for k = 1 2    m.
3. CONCLUSION
New stability criteria, including both delay-dependent and delay-
independent ones for linear systems with multiple time-varying/constant
delays, have been established by the use of time-domain and frequency-
domain techniques, respectively. In addition, the limitations of the author’s
results presented in previous papers [1, 2] have been pointed out. All of the
established stability criteria have been presented in the form of LMI prob-
lems including only one tuning parameter matrix P > 0 ∈ Rn×n. Therefore,
they are very easy to use in various applications.
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