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Abstrakt: V prˇedlozˇene´ pra´ci budeme studovat sbeˇr a analy´zu dat, ktere´ vy-
pov´ıdaj´ı o vztahu mezi vy´skytem nemoci a p˚usoben´ım sledovany´ch faktor˚u
(expozicemi) v populaci. Budeme diskutovat o tom jak urcˇit, zda pozorovany´
vztah nen´ı pouze na´hodny´ a zda ma´ dana´ expozice na jedince vliv sˇkodlivy´
nebo ochranny´. Uka´zˇeme r˚uzne´ metody sbeˇru dat. Uvedeme take´ r˚uzne´ me-
tody meˇrˇen´ı vztahu mezi expozic´ı a nemoc´ı. Da´le se budeme zaby´vat eliminac´ı
zkreslen´ı vztahu mezi expozic´ı a nemoc´ı zp˚usobene´ho prˇ´ıtomnost´ı rusˇivy´ch fak-
tor˚u.
Pra´ce nab´ız´ı i prˇ´ıklady k neˇktery´m te´mat˚um.
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Abstract: In this work we study the collection and analysis of data, which
reveal the relationship between the incidence of diseases and effects of controlled
factors (exposures) in the population. We will discuss how to determine whether
the observed relationship is merely random and whether the exposure has either
harmful or protective influence on the individuals. We present different methods
of the data collection. Further we focus on the different methods of measuring
the relationship between the exposure and the disease. In addition, we deal
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1 U´vod
Epidemiologie je veˇdn´ı obor, ktery´ se zaby´va´ studiem faktor˚u ovlivnˇuj´ıc´ıch
zdrav´ı a uda´lost´ı spjaty´ch se zdravotn´ım stavem lidske´ populace a aplikac´ı
teˇchto poznatk˚u prˇi rˇesˇen´ı zdravotn´ıch proble´mu˚. Za´sadn´ım prˇedpokladem epi-
demiologicke´ho vy´zkumu je respektova´n´ı za´kladn´ıch princip˚u medic´ıny, etiky
a socia´ln´ı spravedlnosti.
Pra´ce epidemiolog˚u zahrnuje zkouma´n´ı vzniku nemoci, vy´beˇr vhodne´ studie,
sbeˇr a analy´zu dat s ohledem na vy´voj statisticky´ch model˚u, sestaven´ı hypote´zy
a sepsa´n´ı za´veˇr˚u. Epidemiologicke´ studie je mozˇno klasifikovat podle neˇkolika
hledisek. Ma´me dveˇ za´kladn´ı skupiny:
Observacˇn´ı studie je studie, prˇi ktere´ nezasahujeme do chodu uda´lost´ı, pouze
zaznamena´va´me, klasifikujeme, pocˇ´ıta´me a statisticky analyzujeme pozorovana´
zjiˇsteˇn´ı.
Experimenta´ln´ı studie je studie, ktera´ je pod nasˇ´ı kontrolou, urcˇujeme ja-
ke´mu rezˇimu expozice bude kdo podroben. Podmı´nky realizace lze nastavit
podle potrˇeb vy´zkumu, proto tyto studie poskytuj´ı nejprˇesneˇjˇs´ı informace. Re-
alizace teˇchto studi´ı je limitova´na eticky´mi a pra´vn´ımi omezen´ımi, protozˇe nelze
neˇkoho u´myslneˇ vystavit naprˇ. vir˚um nebo poda´vat horsˇ´ı le´ky.
V te´to pra´ci bude popsa´n sbeˇr a analy´za dat vypov´ıdaj´ıc´ıch o vztahu mezi vy´-
skytem nemoci a charakteristicky´mi vlastnostmi jedinc˚u v populaci. K meˇrˇen´ı
velikosti vztahu se v epidemiologii uzˇ´ıvaj´ı hlavneˇ tzv. ukazatele asociace, mezi
ktere´ patrˇ´ı zejme´na relativn´ı riziko, pomeˇr sˇanc´ı a atributivn´ı riziko, s nimizˇ se
da´le sezna´mı´me. Pomoc´ı statisticky´ch postup˚u lze testovat, zda je asociace jev˚u
statisticky vy´znamna´, ale nelze rozhodnout, zda je jeden jev prˇ´ıcˇinou jine´ho.
K tomu je potrˇeba umeˇt zkombinovat mnoho prˇ´ımy´ch i neprˇ´ımy´ch informac´ı
a vydedukovat z nich za´veˇry, ktere´ co nejle´pe odpov´ıdaj´ı epidemiologicky´m
i statisticky´m poznatk˚um.
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2 Meˇrˇen´ı asociace mezi nemoc´ı a expozic´ı
Za´kladn´ım c´ılem epidemiologicky´ch studi´ı je zpravidla zjistit, zda existuje aso-
ciace (vztah) mezi onemocneˇn´ım a p˚usoben´ım urcˇite´ la´tky (expozice) podezrˇele´
jako p˚uvodce nemoci a zda je tento vztah prˇ´ıcˇinny´. K meˇrˇen´ı velikosti asociace
se v epidemiologii uzˇ´ıvaj´ı hlavneˇ tzv. ukazatele asociace.
2.1 Relativn´ı riziko
Relativn´ı riziko (relative risk) pro vy´stup D asociovane´ s bina´rn´ım rizikovy´m
faktorem E, znacˇ´ıme RR a definujeme na´sledovneˇ:
RR =
P(D|E)
P(D|Ec) . (1)
Vlastnosti:
• je zrˇejme´, zˇe RR mus´ı by´t neza´porne´
• pokud RR = 1⇒ D a E jsou neza´visle´
• pokud RR > 1⇒ je veˇtsˇ´ı riziko D za prˇ´ıtomnosti E
• pokud RR < 1⇒ naopak
Relativn´ı riziko nen´ı symetricke´:
P(D|E)
P(D|Ec) 6=
P(E|D)
P(E|Dc) .
Pozn.: Pokud vyjde RR = 10, je riziko onemocneˇn´ı za prˇ´ıtomnosti rizikove´ho
faktoru 10-kra´t veˇtsˇ´ı, nezˇ kdyby tam nebyl.
2.2 Pomeˇr sˇanc´ı
Pojem sˇance vy´skytu jevu, znacˇ´ıme O, je definova´n jako pomeˇr pravdeˇpodob-
nosti vy´skytu jevu A a pravdeˇpodobnosti jevu opacˇne´ho k jevu A, cozˇ forma´lneˇ
zapisujeme jako
O(A) =
P(A)
P(Ac)
=
P(A)
1− P(A) .
Proto sˇance vy´skytu onemocneˇn´ı D v exponovane´ populaci E je da´na pomeˇrem
podmı´neˇny´ch pravdeˇpodobnost´ı P(D|E) a P(Dc|E), tedy
O(D|E) = P(D|E)
P(Dc|E)
a podobneˇ sˇance vy´skytu onemocneˇn´ı v neexponovane´ populaci je
O(D|Ec) = P(D|E
c)
P(Dc|Ec) .
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Pomeˇr sˇanc´ı (odds ratio) je definova´n na´sledovneˇ
OR =
O(D|E)
O(D|Ec) =
P(D|E)
P(Dc|E)
/
P(D|Ec)
P(Dc|Ec) (2)
a uda´va´, kolikra´t je vysˇsˇ´ı sˇance vy´skytu nemoci u exponovane´ populace ve srov-
na´n´ı s neexponovanou populac´ı.
Vlastnosti:
• je zrˇejme´, zˇe OR mus´ı by´t neza´porne´
• pokud OR = 1⇒ D a E jsou neza´visle´
• pokud OR > 1⇒ je veˇtsˇ´ı riziko D za prˇ´ıtomnosti E
• pokud OR < 1⇒ naopak
Pomeˇr sˇanc´ı je symetricky´:
P(D|E)
P(Dc|E)
/
P(D|Ec)
P(Dc|Ec) =
P(E|D)
P(Ec|D)
/
P(E|Dc)
P(Ec|Dc) .
2.3 Atributivn´ı riziko
Ne v kazˇde´m prˇ´ıpadeˇ je nemoc d˚usledkem expozice, proto na´s zaj´ıma´, kolik
nemoc´ı v populaci mu˚zˇeme vysveˇtlit prˇ´ıtomnost´ı rizikove´ho faktoru E. Atribu-
tivn´ı riziko (attributable risk) je dalˇs´ı meˇrˇen´ı vztahu mezi D a E vyjadrˇuj´ıc´ı
pod´ıl nemoci ve studovane´ populaci, jehozˇ vznik lze vysveˇtlit vlivem expozice.
Znacˇ´ıme AR a definujeme na´sleduj´ıc´ım zp˚usobem:
AR =
P(D)− P(D|Ec)
P(D)
. (3)
Da´le mu˚zˇeme dosadit P(D) = P(D|E) P(E) + P(D|Ec) P(Ec) podle veˇty
o celkove´ pravdeˇpodobnosti a z´ıskat
AR =
P(D|E) P(E) + P(D|Ec) P(Ec)− P(D|Ec)
P(D)
...
=
P(E) · (RR− 1)
1 + P(E) · (RR− 1) . (4)
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Vlastnosti:
• mu˚zˇe naby´vat i za´porny´ch hodnot, nikdy neprˇekrocˇ´ı hodnotu 1
• pokud AR = 0⇒ D a E jsou neza´visle´
• pokud AR < 0⇒ expozice E ma´ ochranny´ efekt
• pokud 0 < AR ≤ 1⇒ s roustouc´ı E roste riziko onemocneˇn´ı
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3 Pla´ny studie
Pojem pla´n studie (study design) zahrnujeme vsˇechny aspekty spojene´ se za-
rˇazen´ım jedinc˚u do studie a sbeˇrem dat i aspekty spojene´ s vyhodnocen´ım
studie. Jde tedy zejme´na o vymezen´ı sledovane´ populace a znak˚u (promeˇnny´ch),
ktere´ budou zjiˇst’ova´ny, o metody zjiˇst’ova´n´ı a sbeˇru dat (a t´ım i o typ studie)
a o volbu vhodny´ch postup˚u technicke´ho zpracova´n´ı a statisticke´ analy´zy dat.
Tyto aspekty je trˇeba uvazˇovat v kontextu proveditelnosti studie z hlediska
financˇn´ıch na´klad˚u a technicky´ch mozˇnost´ı.
Je d˚ulezˇite´ definovat na´sleduj´ıc´ı pojmy. Cı´lova´ populace je mnozˇina jedinc˚u,
ve ktere´ mu˚zˇeme pouzˇ´ıt nasˇe odhady a za´veˇry ty´kaj´ıc´ı se vztahu mezi nemoc´ı
a expozic´ı. Studovana´ populace je dostupna´ populace z c´ılove´ populace, kterou
jsme schopni testovat. Studovany´ vy´beˇr zahrnuje testovane´ jedince ze studovane´
populace, pro ktere´ sb´ıra´me data o nemoci, expozici a dalˇs´ıch faktorech.
Populace
Studovana´
populace
Vy´beˇr
1
Obra´zek 1: Schematicke´ zna´zorneˇn´ı vztahu mezi c´ılovou populac´ı, studovanou
populac´ı a vy´beˇrem.
Jak z´ıska´me studovane´ na´hodne´ vy´beˇry? Ma´me trˇi za´kladn´ı formy, ktere´ se
nejv´ıce pouzˇ´ıvaj´ı v epidemiologicky´ch studi´ıch. V kazˇde´ se soustrˇed´ıme na vztah
mezi D a E. Data z´ıskana´ z vy´beˇru zapisujeme do tabulky 1, tzv. tabulka 2×2.
3.1 Populacˇn´ı studie
Hlavn´ımi kroky te´to studie jsou:
1. Vezmeme prosty´ na´hodny´ vy´beˇr o velikosti n ze studovane´ populace.
Tabulka 1: Tabulka 2×2.
nemoc
D Dc
vliv E · ·
Ec · ·
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2. Zjist´ıme presenci a absenci D a E u vsˇech testovany´ch jedinc˚u.
V bodeˇ dva nen´ı zahrnuto porˇad´ı v jake´m jsou jevy D a E meˇrˇeny. Proto je
nutne´ prove´st dalˇs´ı klasifikaci na:
Prospektivn´ı studie (prospective study) je epidemiologicka´ studie, ve ktere´ se
k meˇrˇen´ı expozice prˇistupuje drˇ´ıve nezˇ dojde k vy´skytu sledovane´ho zdra-
votn´ıho jevu, naprˇ. onemocneˇn´ı, u´mrt´ı.
Retrospetivn´ı studie (retrospective study) je studie, ve ktere´ se k meˇrˇen´ı
expozice prˇistupuje azˇ po zjiˇsteˇn´ı sledovane´ho jevu.
Tato klasifikace mu˚zˇe mı´t znacˇny´ vliv na kvalitu a platnost meˇrˇen´ı vystaven´ı
vlivu nemoci. Naprˇ´ıklad prˇi odhadu vlivu v retrospektivn´ı studii mus´ıme ohod-
notit stupenˇ expozice v mı´steˇ prˇed onemocneˇn´ım a zjistit, zda meˇrˇen´ı nejsou
ovlivneˇna stavem nemocne´ho jednince. Jesˇteˇ poznamenejme, zˇe prospektivn´ı
meˇrˇen´ı jevu D mu˚zˇe vyzˇadovat deset nebo dvacet let po vy´beˇru.
Z dat z´ıskany´ch pomoc´ı studie zalozˇene´ na populaci mu˚zˇeme z´ıskat ze stu-
dovane´ho vy´beˇru na´sleduj´ıc´ı pravdeˇpodobnosti:
– P(D ∧ E), P(D ∧ Ec), P(Dc ∧ E), P(Dc ∧ Ec)
– P(D), P(E), P(Dc), P(Ec)
– P(D|E), P(D|Ec), P(E|D), P(E|Dc)
3.2 Kohortove´ studie
Termı´n kohorta p˚uvodneˇ oznacˇoval odd´ıl rˇ´ımske´ho vojska, desetinu legie, a mno-
hem pozdeˇji se zacˇal prˇeneseneˇ pouzˇ´ıvat pro skupiny jedinc˚u v epidemiolo-
gicke´m vy´zkumu. Cˇasto jsou ve vy´zkumu definova´ny pra´veˇ dveˇ kohorty, expo-
novana´ a neexponovana´. Hlavn´ımi kroky studie jsou (viz obr. 2):
1. Vytvorˇ´ıme dveˇ podskupiny populace na za´kladeˇ presence a absence jevu
E.
2. Vezmeme prosty´ na´hodny´ vy´beˇr z obou skupin z prvn´ıho kroku o veli-
kostech nE a nEc .
3. Postupneˇ zjiˇst’ujeme presenci a absenci jevu D u jednotlivc˚u v obou
na´hodny´ch vy´beˇrech.
Z dat z´ıskany´ch touto studi´ı nemu˚zˇeme zjistit na´sleduj´ıc´ı pravdeˇpodobnosti:
– P(D ∧ E), P(D ∧ Ec), P(Dc ∧ E), P(Dc ∧ Ec)
– P(D), P(E), P(Dc), P(Ec)
Pouze na´sleduj´ıc´ı podmı´neˇne´ pravdeˇpodobnosti jsou na´m k dispozici:
– P(D|E), P(D|Ec), P(Dc|E), P(Dc|Ec)
Tedy mu˚zˇeme spocˇ´ıtat RR a OR, ale AR nelze, protozˇe nema´me k dispozici
P (E). Jesˇteˇ poznamenejme, zˇe se jedna´ o formu dlouhodobobe´ studie.
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populace
jedinci
bez
nemoci
exponovan´ı
neexponovan´ı
bez nemoci
nemoc
bez nemoci
nemoc
CˇAS
Smeˇr zjiˇst’ova´n´ı
1
Obra´zek 2: Za´kladn´ı princip kohortove´ studie, tj. sledova´n´ı skupin od expozice
k na´sledku.
3.3 Studie kontrol a prˇ´ıpad˚u
Studie tohoto typu zacˇ´ına´ identifikac´ı prˇ´ıpad˚u, tj. jedinc˚u se sledovanou nemoc´ı.
Tito jedinci jsou pak porovna´va´ni s jinou skupinou jedinc˚u, kterˇ´ı nevykazuj´ı da-
nou nemoc, tzv. kontrolami. V obou takto sestaveny´ch skupina´ch porovna´va´me,
jaka´ byla v minulosti expozice. Pokud byla expozice vysˇsˇ´ı mezi prˇ´ıpady, po-
tencia´ln´ı rizikovy´ faktor mu˚zˇe skutecˇneˇ by´t rizikovy´m faktorem. Hlavn´ımi kroky
studie jsou (viz obr. 3):
1. Vytvorˇ´ıme dveˇ podskupiny populace na za´kladeˇ presence a absence jevu
D.
2. Vezmeme prosty´ na´hodny´ vy´beˇr z obou skupin z prˇedchoz´ıho kroku o ve-
likostech nD a nDc .
3. Postupneˇ zjiˇst’ujeme presenci a absenci jevu E u jednotlivc˚u v obou
na´hodny´ch vy´beˇrech.
Ze z´ıskany´ch dat nemu˚zˇeme zjistit na´sleduj´ıc´ı pravdeˇpodobnosti:
– P(D ∧ E), P(D ∧ Ec), P(Dc ∧ E), P(Dc ∧ Ec)
– P(D), P(E), P(Dc), P(Ec)
Pouze podmı´neˇne´ pravdeˇpodobnosti za podmı´nky D mu˚zˇeme z´ıskat:
– P(E|D), P(E|Dc), P(Ec|D), P(Ec|Dc)
Tedy mu˚zˇeme spocˇ´ıtat pouze OR pro E za podmı´nky D (shoduje se s OR pro D
za podmı´nky E). V situaci, kdy se D objevuje vza´cneˇ v populaci exponovane´
i neexponovane´, se OR bl´ızˇ´ı k RR, takzˇe OR z´ıskane´ d´ıky te´to metodeˇ mu˚zˇeme
pouzˇ´ıt jako odhad RR.
Na prvn´ı pohled se zda´, zˇe na´m tento pla´n neumozˇnˇuje odhadnout AR.
Nicme´neˇ v prˇ´ıpadeˇ vza´cneˇ se vyskytuj´ıc´ıch chorob, mu˚zˇeme z´ıskat aproximaci
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populace
prˇ´ıpady
(jedinci s nemoc´ı)
kontroly
(jedinci bez nemoci)
neexponovan´ı
exponovan´ı
neexponovan´ı
exponovan´ı
CˇAS
Smeˇr zjiˇst’ova´n´ı
1
Obra´zek 3: Sche´ma studie prˇ´ıpad˚u a kontrol.
a to na´sleduj´ıc´ım zp˚usobem. Ma´me
P(D|Ec) = P(D|Ec) · (P(Ec) + P(E))
= P(Ec) P(D|Ec) + P(D|E) P(E)
RR
.
Dosazen´ım do (3) a pouzˇit´ım Bayesova vzorce, dosta´va´me
AR = 1− P(E
c) P(D|Ec)
P(D)
− P(D|E) P(E)
RR · P(D)
= 1− P(Ec|D)− P(E|D)
RR
= P(E|D)
(
1− 1
RR
)
. (5)
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4 Vy´znam tabulky 2×2
Jizˇ ma´me poneˇt´ı o tom, jak shromazˇd’ovat informace o nemoci expozici. V te´to
kapitole budeme zjiˇst’ovat, jestli D a E maj´ı neˇjakou spojitost, zda jsou za´visle´.
V rˇecˇi testova´n´ı hypote´z
H0 : D a E jsou neza´visle´ (tj. RR = 1, OR = 1). (6)
4.1 Pla´n populacˇn´ı studie
Neza´vislost D a E je ekvivalentn´ı s P(D ∧ E) = P(D) P(E). Vsˇechny tyto
pravdeˇpodobnosti mu˚zˇeme z´ıskat z tabulky 2×2, ktera´ trˇ´ıd´ı testovane´ jedince.
Z tabulky 2 dosta´va´me:
• P(D ∧ E) mu˚zˇeme odhadnout pomoc´ı a
n
• P(D) mu˚zˇeme odhadnout pomoc´ı a+c
n
• P(E) mu˚zˇeme odhadnout pomoc´ı a+b
n
Pokud cˇ´ısla a, b, c, d odpov´ıdaj´ı dokonale hypote´ze H0, ma´ statistika
a
n
− (a+ c)
n
· (a+ b)
n
=
(ad− bc)
n2
(7)
hodnotu 0. Cˇ´ım v´ıce se bude statistika vzdalovat od 0, t´ım sp´ıˇse danou hy-
pote´zu H0 zamı´ta´me, kladna´ hodnota znacˇ´ı pozitivn´ı za´vislost mezi jevy E
a D a za´porna´ naopak. Abychom mohli sestrojit prˇesny´ kriticky´ obor testu
na hladineˇ α, potrˇebujeme zna´t rozdeˇlen´ı nasˇ´ı testove´ statistiky (7) za plat-
nosti H0.
Vı´me, zˇe na´hodna´ velicˇina (ad− bc) ma´ pro n jdouc´ı do nekonecˇna asymto-
ticky norma´ln´ı rozdeˇlen´ı. Za platnosti H0 ma´ na´hodna´ velicˇina (ad−bc) nulovou
strˇedn´ı hodnotou a jej´ı rozptyl odhadneme (viz [1, str. 60])
V̂ar(ad− bc) = (a+ b)(a+ c)(b+ d)(c+ d)
n
.
Tabulka 2: Vzorova´ tabulka.
nemoc
D Dc
vliv E a b a+ b
Ec c d c+ d
a+ c b+ d n = a+ b+ c+ d
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Tedy pro n jdouc´ı do nekonecˇna ma´ velicˇina U = (ad − bc)/
√
V̂ar(ad− bc)
asymptoticky norma´ln´ı rozdeˇlen´ı N(0, 1). Proto v´ıme, zˇe rozdeˇlen´ı U2 se bl´ızˇ´ı
rozdeˇlen´ı χ2 s jedn´ım stupneˇm volnosti, tj. χ21. Nulovou hypote´zu na hladineˇ
vy´znamnosti α zamı´ta´me v prˇ´ıpadeˇ, zˇe
U2 =
(ad− bc)2
V̂ar(ad− bc)
=
n(ad− bc)2
(a+ b)(c+ d)(a+ c)(b+ d)
≥ χ21(α), (8)
kde χ21(α) je kriticka´ hodnota χ
2
1 na hladineˇ α.
T´ımto testem se zbavujeme zname´nka, proto nerˇ´ıka´ nic o tom, zda je
za´vislost pozitivn´ı nebo negativn´ı v tom smyslu, zda ma´ expozice efekt sˇkodlivy´
nebo ochrany´, tedy sˇlo o test s oboustrannou alternativou. Pokud bychom se
touto problematikou chteˇli zaby´vat, testujeme hypote´zu na´sleduj´ıc´ımi zp˚usoby.
Kdyzˇ plat´ı
U ≥ u(α), (9)
kde u(α) je kriticka´ hodnota norma´ln´ıho rozdeˇlen´ı N(0, 1), zamı´ta´me H0 na hla-
dineˇ α ve prospeˇch alternativn´ı hypote´zy, zˇe expozice ma´ vliv sˇkodlivy´. Kdyzˇ pla-
t´ı
U ≤ −u(α), (10)
kde u(α) je kriticka´ hodnota norma´ln´ıho rozdeˇlen´ı N(0, 1), zamı´ta´me H0 na hla-
dineˇ α ve prospeˇch alternativn´ı hypote´zy, zˇe expozice ma´ vliv ochranny´. Takto se
tedy provedou jednostranne´ testy hypote´zy.
4.2 Pla´n kohortove´ studie
Jedna´ se o observacˇn´ı pla´n studie, kde je pacient vybra´n na za´kladeˇ expozice,
tj. exponovany´ a neexponovany´. Neza´vislost D a E je ekvivalentn´ı s
P(D|E) = P(D|Ec).
Tedy testujeme nulovou hypote´zu
H0 : P(D|E) = P(D|Ec).
Pro zjednodusˇen´ı oznacˇme p1 = P(D|E) a p2 = P(D|Ec). Pouzˇit´ım ta-
bulky 2 jsme z´ıskali odhady
pˆ1 =
a
a+ b
=
a
n1
pˆ2 =
c
c+ d
=
c
n2
,
kde n1 a n2 jsou velikosti vy´beˇr˚u E a E
c. Odhady pˆ1 a pˆ2 jsou na´hodne´ veli-
cˇiny s asymptoticky norma´n´ım rozdeˇlen´ım, strˇedn´ı hodnota a rozptyl na´hodne´
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velicˇiny pˆ1 jsou p1 a p1(1 − p1)/n1, analogicky i pro pˆ2. Rozd´ıl mezi dveˇma
odhady pˆ1 a pˆ2 ma´ asymptoticky norma´ln´ı rozdeˇlen´ı se strˇedn´ı hodnotou p1−p2
a rozptylem p1(1 − p1)/n1 + p2(1 − p2)/n2, protozˇe je zrˇejme´, zˇe pˆ1 a pˆ2 jsou
neza´visle´ (exponovane´ a neexponovane´ vy´beˇry jsou neza´visle´).
Za platnosti H0 (tj. p1 = p2) je E(pˆ1− pˆ2) = 0 a Var(pˆ1− pˆ2) = p(1−p)( 1n1 +
1
n2
), kde p1 = p2 = p. Da´le V̂ar(pˆ1−pˆ2) = pˆ(1−pˆ)( 1n1 + 1n2 ), kde pˆ = a+cn je odhad
hodnoty p zalozˇeny´ na sjednocene´ populaci (exponovan´ı a neexponovan´ı). Tedy
(pˆ1 − pˆ2)/
√
V̂ar(pˆ1 − pˆ2) ∼as N(0, 1), (11)
za platnosti H0, tj. (pˆ1 − pˆ2)2/V̂ar(pˆ1 − pˆ2) se bl´ızˇ´ı χ21. Pokud zjist´ıme, zˇe
U2 =
(pˆ1 − pˆ2)2
V̂ar(pˆ1 − pˆ2)
=
n(ad− bc)2
(a+ b)(c+ d)(a+ c)(b+ d)
≥ χ21(α), (12)
kde χ21(α) je kriticka´ hodnota χ
2
1 na hladineˇ α, pak H0 zamı´ta´me na hladineˇ
α. Jedna´ se o χ2 test neza´vislosti pro cˇtyrˇpoln´ı tabulky [2].
T´ımto testem se opeˇt zbavujeme zname´nka, proto nerˇ´ıka´ nic o tom, zda je
za´vislost pozitivn´ı nebo negativn´ı v tom smyslu, zda ma´ expozice efekt sˇkodlivy´
nebo ochrany´. Pokud bychom se touto problematikou znovu chteˇli zaby´vat tes-
tujeme hypote´zu stejny´mi zp˚usoby jako v prˇedchoz´ım prˇ´ıpadeˇ zp˚usoby. Kdyzˇ pla-
t´ı
U ≥ u(α), (13)
kde u(α) je kriticka´ hodnota norma´ln´ıho rozdeˇlen´ı N(0, 1), zamı´ta´me H0 na hla-
dineˇ α ve prospeˇch alternativn´ı hypote´zy, zˇe expozice ma´ vliv sˇkodlivy´. Kdyzˇ pla-
t´ı
U ≤ −u(α), (14)
kde u(α) je kriticka´ hodnota norma´ln´ıho rozdeˇlen´ı N(0, 1), zamı´ta´me H0 na hla-
dineˇ α ve prospeˇch alternativn´ı hypote´zy, zˇe expozice ma´ vliv ochranny´. Takto se
tedy provede jednostranny´ test hypote´zy.
4.3 Pla´n studie prˇ´ıpad˚u a kontrol
Jedna´ se o stejny´ prˇ´ıpad jako v prˇedchoz´ı kapitole, jen zameˇn´ıme role E a D.
Testujeme hypote´zu H0 : P(E|D) = P(E|Dc) a z tabulky 2 z´ıska´va´me odhady
p̂1 =
a
a+ c
=
a
n1
p̂2 =
b
b+ d
=
b
n2
,
kde p1 = P(E|D) a p2 = P(E|Dc). Da´le postupujeme naprosto analogicky.
Za platnosti H0 je E(pˆ1 − pˆ2) = 0 a Var(pˆ1 − pˆ2) = p(1− p)( 1n1 + 1n2 ), kde p1 =
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Tabulka 3: Konzumace ryb a onemocneˇn´ı srdce.
CHD bez CHD
∑
jedli ryby 34 227 261
nejedli ryby 42 163 205∑
79 390 466
p2 = p. Da´le V̂ar(pˆ1− pˆ2) = pˆ(1− pˆ)( 1n1 + 1n2 ), kde pˆ = a+bn je odhad hodnoty p
zalozˇene´ na sjednocene´ populaci (zdrav´ı a nemocn´ı). Dojdeme k totozˇne´ testove´
statistice (12), akora´t dosˇlo k za´meˇneˇ b a c.
4.4 Prˇ´ıklad
V tomto prˇ´ıkladeˇ na´s bude zaj´ımat, jestli konzumace ryb ovlivnˇuje kardio-
vaskula´rn´ı onemocneˇn´ı. Budeme testovat hypote´zu, zˇe konzumace ryb nema´
vliv na kardiovaskula´rn´ı onemocneˇn´ı. K vy´pocˇtu pouzˇijeme tabulku 3. Nejdrˇ´ıve
pouzˇijeme test χ2 pro cˇtyrˇpoln´ı tabulky (11)
U2 =
n(ad− bc)2
(a+ b)(c+ d)(a+ c)(b+ d)
=
466(34 · 163− 227 · 42)2
261 · 205 · 79 · 390
= 4, 68.
Zjistili jsme tedy, zˇe U2 = 4, 68, protozˇe U2 ≥ χ21(0, 05) = 3, 84, zamı´tneme hy-
pote´zu, zˇe konzumace ryb nema´ vliv na kardiovaskula´rn´ı onemocneˇn´ı. V tomto
prˇ´ıpadeˇ si mu˚zˇeme polozˇit ota´zku, zda konzumace ryb ma´ sˇkodlivy´ efekt.
Pro kontrolu provedeme jesˇteˇ jednostranny´ test te´to hypote´zy
U =
a
n1
− c
n2√
a+c
n
(
1− a+c
n
) (
1
n1
+ 1
n2
)
=
34
261
− 42
205√
79
466
(
1− 79
466
) (
1
261
+ 1
205
)
= −2, 13.
Zjistili jsme tedy, zˇe U = −2, 13, protozˇe U = −2, 13 ≤ −u(0, 05) = −1, 64,
zamı´ta´me hypote´zu, zˇe konzumace ryb nema´ vliv na vznik kardiovaskula´rn´ı
onemocneˇn´ı ve prospeˇch alternativn´ı hypote´zy, zˇe konzumace ryb ma´ ochranny´
efekt na vznik tohoto onemocneˇn´ı!
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5 Odhady a odvozen´ı mı´ry asociace
Nyn´ı se zameˇrˇ´ıme na odhad mı´ry vztahu mezi nemoc´ı a expozic´ı, navazujeme
na druhou kapitolu. Chceme tyto vztahy vyja´drˇit pomoc´ı interval˚u spolehli-
vosti.
5.1 Pomeˇr sˇanc´ı
Odhad OR mu˚zˇeme z´ıskat pro pla´n populacˇn´ı studie a kohortove´ studie, potrˇe-
bujeme pouze odhad P (D|E) a P (D|Ec), ktere´ snadno z´ıska´me z tabulky 2. Od-
hady podmı´neˇny´ch pravdeˇpodobnost´ı, tedy dosad´ıme do vzorce OR a z´ıska´me
ÔR =
[
a/(a+ b)
b/(a+ b)
]/[
c/(c+ d)
d/(c+ d)
]
=
ad
bc
.
OR je symetricke´, proto pro dvojice P (D|E), P (D|Ec) a P (E|D), P (E|Dc)
vycha´z´ı odhad stejneˇ, tedy ÔR neza´vis´ı na volbeˇ pla´nu.
Pro n1 i n2 jdouc´ı do nekonecˇna ma´ ÔR asymptoticky norma´ln´ı rozdeˇlen´ı.
Ovsˇem prro konecˇna´ n1 a n2 je rozdeˇlen´ı ÔR asymetricke´ (zprava zesˇikmene´),
proto pro rychlejˇs´ı konvergenci k norma´ln´ımu rozdeˇlen´ı pouzˇijeme logaritmic-
kou transformaci.
Interval spolehlivosti pro OR
To, zˇe ln ÔR ma´ opravdu asymptoticky norma´ln´ı rozdeˇlen´ı, mu˚zˇeme doka´zat
pomoc´ı na´sleduj´ıc´ı veˇty, ktera´ na´m nav´ıc umozˇn´ı z´ıskat odhad rozptylu ln ÔR.
Veˇta (∆ - metoda)
Necht’ {Xn}∞n=1 = X je na´hodny´ vektor, ktery´ splnˇuje
√
n(X −µ) d→ Nk(0,σ2)
pro neˇjake´ µ ∈ Rk, σ2 (pozitivneˇ semidefinitn´ı matice). Necht’ g je spojita´ di-
ferencovatelna´ funkce z Rk do Rp. Oznacˇme D(x) = ∂g(x)
∂ x
(spojita´, p×k matice
funkc´ı). Pak √
n(g(X)− g(µ)) d→ Np(0, D(µ)σ2D(µ)T ).
D˚ukaz: Viz Serfling (2002). 
Tvrzen´ı
Na´hodna´ velicˇina ln ÔR ma´ asymptoticky norma´ln´ı rozdeˇlen´ı a jej´ı rozptyl lze
odhadnout
V̂ar
(
ln ÔR
)
=
1
a
+
1
b
+
1
c
+
1
d
.
D˚ukaz:
Vı´me, zˇe √
n1 (pˆ1 − p1) d→ N (0, p1(1− p1)) pro n1, n2 →∞
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pouzˇit´ım ∆ - metody dosta´va´me
√
n1 (g(pˆ1)− g(p1)) d→ N
(
0, p1(1− p1) · [g′(p1)]2
)
pro n1, n2 →∞,
kde g(pˆ1) = ln
pˆ1
1−pˆ1 , g(p1) = ln
p1
1−p1 a g
′(p1) = 1p1(1−p1) , tedy
√
n1
(
ln
pˆ1
1− pˆ1 − ln
p1
1− p1
)
d→ N
(
0,
1
p1(1− p1)
)
pro n1, n2 →∞.
Na´hodna´ velicˇina ln pˆ1
1−pˆ1 ma´ tedy asymptoticky norma´ln´ı rozdeˇlen´ı s rozpty-
lem 1
n1p1(1−p1) . Analogicky zjist´ıme, zˇe ln
pˆ2
1−pˆ2 ma´ takte´zˇ asymptoticky norma´ln´ı
rozdeˇlen´ı s rozptylem 1
n2p2(1−p2) . Protozˇe ln
pˆ1
1−pˆ1 a ln
pˆ2
1−pˆ2 jsou neza´visle´ (expo-
novane´ a neexponovane´ vy´beˇry jsou neza´visle´), pak podle [2, Lemma 4.7] ma´
jejich rozd´ıl opeˇt asymptoticky norma´ln´ı rozdeˇlen´ı a rozptyl je roven soucˇtu
jejich rozptyl˚u, tj.
Var
(
ln
pˆ1
1− pˆ1 − ln
pˆ2
1− pˆ2
)
=
1
n1p1(1− p1) +
1
n2p2(1− p2) .
Odhad rozptylu dostaneme tak, zˇe za p1 dosad´ıme pˆ1 a za p2 dosad´ıme pˆ2, tedy
V̂ar
(
ln ÔR
)
= V̂ar
(
ln
pˆ1
1− pˆ1 − ln
pˆ2
1− pˆ2
)
=
1
n1pˆ1(1− pˆ1) +
1
n2pˆ2(1− pˆ2)
=
1
a
+
1
b
+
1
c
+
1
d
. 
Tento postup mu˚zˇeme aplikovat na vsˇechny trˇi pla´ny. Da´le ma´me, zˇe(
ln ÔR− lnOR
)/√
V̂ar(ln ÔR) ∼as N(0, 1),
proto 100(1− α)% interval spolehlivosti pro lnOR lze vyja´drˇit ve tvaru(
ln ÔR− z1−α
2
√
V̂ar(ln ÔR), ln ÔR + z1−α
2
√
V̂ar(ln ÔR)
)
,
kde z1−α
2
je (1 − α
2
)-kvantil standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1),
naprˇ. pro hladinu vy´znamnosti α = 0, 05 je tato hodnota rovna 1,96 [6].
Na za´kladeˇ mez´ı pro lnOR vypocˇteme 100(1−α)% interval spolehlivosti proOR(
ÔR · exp
{
−z1−α
2
√
V̂ar(ln ÔR)
}
, ÔR · exp
{
z1−α
2
√
V̂ar(ln ÔR)
})
.
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5.2 Relativn´ı riziko
Pro vy´pocˇet RR potrˇebujeme P(D|E) a P(D|Ec). Oboj´ı mu˚zˇeme z´ıskat ze stu-
die zalozˇene´ na populaci nebo kohortove´ studie. Postupujeme stejneˇ jako v prˇed-
choz´ı kapitole, zavedeme substituci z tabulky 2 a dosta´va´me
R̂R =
a/(a+ b)
c/(c+ d)
.
Rozdeˇlen´ı R̂R je take´ zesˇikmene´, opeˇt pouzˇijeme transformaci pomoc´ı loga-
ritmu, abychom se prˇibl´ızˇili norma´ln´ımu rozdeˇlen´ı. Odhadneme lnRR jako
ln R̂R = ln(a/(a+ b))/(c/(c+ d)). Pouzˇijeme stejne´ znacˇen´ı jako v kapitole 5.1
a z´ıska´me ln R̂R = ln pˆ1 − ln pˆ2. Stejny´m postupem jako v prˇedchoz´ım tvrzen´ı
dosta´va´me rozptyl
V̂ar(ln R̂R) =
b
a(a+ b)
+
d
c(c+ d)
.
Da´le ma´me, zˇe (
ln R̂R− lnRR
)/√
V̂ar(ln R̂R) ∼as N(0, 1),
proto 100(1− α)% interval spolehlivosti pro lnRR lze vyja´drˇit ve tvaru(
ln R̂R− z1−α
2
·
√
V̂ar(ln R̂R), ln R̂R + z1−α
2
·
√
V̂ar(ln R̂R)
)
,
kde z1−α
2
je (1 − α
2
)-kvantil standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
Na za´kladeˇ mez´ı pro lnOR vypocˇteme 100(1−α)% interval spolehlivosti proRR
jako u OR.
5.3 Atributivn´ı riziko
Pro populacˇn´ı studii
Pro vy´pocˇet ÂR potrˇebujeme odhady P(E) aRR nebo odhady P(D) a P(D|Ec).
V prvn´ım prˇ´ıpadeˇ pouzˇijeme vzorec 4. V druhe´m prˇ´ıpadeˇ dosad´ıme na´sleduj´ıc´ı
odhady Pˆ(D) = (a+ c)/n a Pˆ(D|Ec) = c/(c+ d) do (3) a z´ıska´me
ÂR =
a+c
n
+ c
c+d
a+c
c
=
ad− bc
(a+ c)(c+ d)
.
Rozdeˇlen´ı ÂR je zesˇikmeno opacˇny´m smeˇrem (zleva), doporucˇuje se pouzˇ´ıt
transformaci ln(1 − ÂR). Atributivn´ı riziko ma´ smysl pouze tehdy, je-li zkou-
many´ faktor skutecˇneˇ rizikovy´, pak hodnota atributivn´ıho rizika lezˇ´ı mezi 0 a 1.
Rozptyl ln(1− ÂR) odhadneme na´sledovneˇ [1, str. 85]
V̂ar(ln(1− ÂR)) = b+ ÂR(a+ d)
nc
.
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Tabulka 4: Cestuj´ıc´ı na palubeˇ Titanicu.
Muzˇi Zˇeny
neprˇezˇili prˇezˇili neprˇezˇili prˇezˇili
∑
1. trˇ´ıda 118 61 5 139 323
2. trˇ´ıda 146 25 12 94 277
3. trˇ´ıda 418 75 110 106 709∑
682 161 127 339 1309
Interval spolehlivosti pro ln(1 − AR) z´ıska´me standardn´ım zp˚usobem jako
v prˇedchoz´ıch prˇ´ıpadech a interval pro AR dostaneme pomoc´ı exponenciely,
pak odecˇteme 1 a nakonec na´sob´ıme −1.
Pro kohortovou studii
Nen´ı mozˇne´ odhadnout AR, protozˇe nemu˚zˇeme odhadnout P(E).
Pro studii kontrol a prˇ´ıpad˚u
V tomto prˇ´ıpadeˇ pouzˇijeme ekvivalentn´ı formulaci atributivn´ıho rizika [1, str.
84]
AR = P(E|D)
(
1− 1
RR
)
.
S teˇmito daty mu˚zˇeme odhadnout P(E|D) a OR, ktere´ lze pouzˇ´ıt pro odhad
RR. Takzˇe pouzˇit´ım Pˆ(E|D) = a/(a+ c) a ÔR = ad/bc dosta´va´me
ÂR =
a
a+ c
(
1− bc
ad
)
=
ad− bc
d(a+ c)
.
Odhad rozptylu ln(1− ÂR) je da´n
V̂ar(ln(1− ÂR)) = a
c(a+ c)
+
b
d(b+ d)
.
Stejny´m zp˚usobem jako v prˇedchoz´ım prˇ´ıpadeˇ dostaneme intervaly spolehlivosti
pro ln(1− AR) a AR.
5.4 Prˇ´ıklad
Na stra´nka´ch http://www.crcpress.com/e products/downloads/ jsem nasˇla data
o cestuj´ıc´ıch lodi Titanic. Obsahuj´ı informace o tom kolik umrˇelo zˇen a muzˇ˚u,
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Tabulka 5: Muzˇi a zˇeny na palubeˇ Titanicu.
neprˇezˇili prˇezˇili
∑
muzˇi 682 161 843
zˇeny 127 339 466∑
809 500 1309
Tabulka 6: 1. a 2. trˇ´ıda versus 3. trˇ´ıda.
muzˇi i zˇeny neprˇezˇili prˇezˇili
∑
3. trˇ´ıda 528 181 709
1. a 2. trˇ´ıda 281 319 600∑
809 500 1309
v jaky´ch trˇ´ıda´ch cestovali. Hledala jsem za´vislosti mezi pohlav´ım a u´mrt´ım,
mezi u´mrt´ım a trˇ´ıdou, kterou cestovali (viz tabulka 4 ).
Pomoc´ı tabulky 5 spocˇteme odhad relativn´ıho rizika R̂R = 2, 969, ktery´ uda´-
va´, kolikra´t cˇasteˇji se vyskytne u´mrt´ı u muzˇ˚u oproti zˇena´m na palubeˇ, tedy ten-
to vy´sledek ukazuje, zˇe se umrt´ı u muzˇ˚u vyskytovalo 2,969-kra´t cˇasteˇji nezˇ
u zˇen. Metodou z kapitoly 5.2 dosta´va´me 95% interval spolehlivosti pro lnRR
jako (0,936; 1,24) a na´sledneˇ 95% interval spolehlivosti pro RR jako (2,55;
3,46). I z intervalu spolehlivosti je patrne´, zˇe pohlav´ı ovlivnilo smrt pasazˇe´r˚u.
Pomoc´ı tabulky 6 spocˇteme odhad relativn´ıho rizika R̂R = 1, 59, ktery´ uda´-
va´, kolikra´t cˇasteˇji se vyskytne u´mrt´ı u pasazˇe´r˚u trˇet´ı trˇ´ıdy oproti pasazˇe´r˚um
1. a 2. trˇ´ıdy, tedy tento vy´sledek ukazuje, zˇe se umrt´ı u cestuj´ıc´ıch 3. trˇ´ıdy
vyskytovalo 1,59-kra´t cˇasteˇji nezˇ u cestuj´ıc´ıch 1. a 2. trˇ´ıdy. Metodou z kapitoly
5.2 dosta´va´me 95% interval spolehlivosti pro lnRR jako (0,368; 0,56) a na´sledneˇ
95% interval spolehlivosti pro RR jako (1,445; 1,75). I z intervalu spolehlivosti
je patrne´, zˇe cestova´n´ı ve 3. trˇ´ıdeˇ bylo mnohem nebezpecˇneˇjˇs´ı.
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6 Zava´deˇj´ıc´ı faktor
V epidemiologii prakticky nelze zarucˇit, aby se srovna´vane´ skupiny liˇsily pouze
ve sledovane´m faktoru, naprˇ. expozici. Pra´veˇ p˚usoben´ı dalˇs´ıch faktor˚u, ktere´ sou-
visej´ı s expozic´ı i s nemoc´ı, stoj´ı u korˇen˚u jevu nazy´vane´ho zava´deˇj´ıc´ı efekt
(confounding effect).
6.1 Kauza´ln´ı za´veˇr
Zapomenˇme na chv´ıli, zˇe veˇtsˇinu epidemiologicky´ch dat z´ıska´va´me pozorova´n´ım
lid´ı. Prˇedstavme si nejlepsˇ´ı mozˇny´ sveˇt pro experimentova´n´ı, kdybychom chteˇli
veˇdeˇt zda zmeˇna v expozici zp˚usobuje zmeˇny prˇi vzniku nemoci za stejny´ch
podmı´nek. V laboratorˇi bychom nechali beˇzˇet experimenty, jeden s expozic´ı
a druhy´ bez. Rozd´ıl mezi vy´sledky bychom prˇisoudili zmeˇneˇ v prˇ´ıtomnosti
expozice. Kdybychom tento postup opakovali na dalˇs´ıch skupina´ch s expozic´ı
a bez expozice, pak by na´m pr˚umeˇrny´ rozd´ıl ve vy´sledc´ıch test˚u poskytl mı´ru
kauza´ln´ıho u´cˇinku expozice. Tato strategie vyzˇaduje urcˇen´ı velikosti expozice
prˇed vy´skytem nemoci.
Zava´deˇj´ıc´ı promeˇnna´
Nyn´ı pro vysveˇtlen´ı pojmu zava´deˇj´ıc´ı promeˇnne´ uvedeme prˇ´ıklad o vlivu pit´ı
ka´vy na rakovinu slinivky. Necht’ E je vliv pit´ı ka´vy, D rakovina slinivky a C
oznacˇuje pohlav´ı jedince. Poznamenejme, zˇe riziko rakoviny slinivky je u muzˇ˚u
vysˇsˇ´ı nezˇ u zˇen. Specia´lneˇ pro tento prˇ´ıklad prˇedpokla´dejme, zˇe muzˇi pij´ı ka´vu
s veˇtsˇ´ı pravdeˇpodobnost´ı nezˇ zˇeny. Je videˇt, zˇe rizikovost onemocneˇn´ı za´vis´ı
i na pohlav´ı. Tedy mu˚zˇeme prohla´sit, zˇe pohlav´ı jedince je zava´deˇj´ıc´ı promeˇnna´.
Na obr. 4 mu˚zˇeme videˇt sche´maticky´ popis zava´deˇj´ıc´ı promeˇnne´, kde sˇipky re-
prezentuj´ı kauza´ln´ı u´cˇinek. V te´to jednoduche´ situaci mus´ı mı´t C dveˇ vlastnosti
• mus´ı by´t kauza´lneˇ spojena´ s D,
• mus´ı by´t kauza´lneˇ spojena´ s E.
C
E D?
1
Obra´zek 4: Sche´maticky´ popis zava´deˇj´ıc´ı promeˇnne´.
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BA D
F C
1
Obra´zek 5: Orientovany´ acyklicky´ graf.
Kontrola zava´deˇj´ıc´ı promeˇnne´ pomoc´ı stratifikace
Nejjednodusˇsˇ´ı postup, jak kontrolovat zava´deˇj´ıc´ı promeˇnnou, tj. jak eliminovat
zava´deˇj´ıc´ı u´cˇinky, je tzv. stratifikace. Celou populaci rozdeˇl´ıme do skupin tedy
strat, ktere´ sd´ıl´ı stejne´ hodnoty C, v nasˇem prˇ´ıpadeˇ jedna strata pouze zˇeny
a druha´ pouze muzˇi. Meˇrˇen´ı vztahu mezi D a E se v jednotlivy´ch stratech mu˚zˇe
liˇsit. Pokud zjist´ıme, zˇe vztah mezi D a E se meˇn´ı v jednotlivy´ch stratech C,
mu˚zˇeme prohla´sit, zˇe C modifikuje u´cˇinek E na D.
6.2 Kauza´ln´ı grafy
Velky´ pocˇet zava´deˇj´ıc´ıch promeˇnny´ch situaci komplikuje, proto je nutne´ zave´st
slozˇiteˇjˇs´ı grafy nezˇ v prˇedchoz´ım prˇ´ıpadeˇ.
Za´kladn´ı terminologie Pojmem orientovany´ graf se v teorii graf˚u oznacˇuje
takovy´ graf, jehozˇ hrany jsou uporˇa´dane´ dvojice. Orientovana´ cesta je
posloupnost uzl˚u propojeny´ch hranami se stejnou orientac´ı, ve ktere´ se
zˇa´dna´ hrana neopakuje. Acyklicky´ graf je orientovany´ graf bez cykl˚u, tj.
neexistuje cesta, ktera´ by meˇla zacˇa´tek a konec v jednom uzlu. Necht’
A→B→C, tedy B je syn A, C je syn B, B ma´ prˇedka A a C ma´ dva
prˇedky A a B.
Noveˇ definujeme pojem zadn´ı cesta (backdoor path), je to cesta z uzlu X
do uzlu Y , ktera´ zacˇ´ına´ opusˇteˇn´ım X prˇes hranu, ktera´ smeˇrˇuje do X (tj. proti
proudu), a potom pokracˇuje do Y bez ohledu na orientaci hran. Na obr. 5
vid´ıme, zˇe naprˇ´ıklad A−F−B−D je zadn´ı cesta z A do D. Uzel X na vybrane´
cesteˇ se nazy´va´ kolida´tor (collider), jestlizˇe hrany te´to cesty do uzlu pouze
smeˇrˇuj´ı. Cesta je blokovana´ (blocked), pokud obsahuje nejme´neˇ jeden kolida´tor.
Na obr. 5 ma´me acyklicky´ graf, kde D je kolida´tor v cesteˇ C−D−A−F−B,
ktera´ je za´sluhou D blokovana´.
Vztahy v kauza´ln´ıch grafech
Na obr. 5 vid´ıme, zˇe
• F zp˚usobuje A, B a D
• F zp˚usobuje D prˇes A i B
• F nezp˚usobuje C
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Presence a absence cesty na´m uda´va´ vztah mezi uzly. Za´vislost mezi dveˇma
promeˇnny´mi X a Y implikuje existenci nejme´neˇ jedne´ neblokovane´ cesty mezi
X a Y , ekvivalentneˇ, vsˇechny blokovane´ cesty mezi X a Y implikuj´ı jejich
neza´vislost. Obra´ceneˇ, existence neblokovne´ cesty mezi X a Y ma´ skoro vzˇdy
za na´sledek, zˇe X a Y jsou za´visle´.
Pokud jsou vsˇechny cesty mezi dveˇma uzly blokovane´, pak jsou neza´visle´,
v nasˇem prˇ´ıpadeˇ (obr. 5) F a C jsou neza´vile´. Prˇ´ıtomnost neblokovane´ cesty
na´m da´va´ za´vislost mezi uzly.
Uzˇit´ı kauza´ln´ıch graf˚u k odhalen´ı prezence nebo absence zava´deˇn´ı
Vy´hodou teˇchto graf˚u je, zˇe na´m umozˇn´ı zjistit, zda vztah mezi E a D je
ovlivneˇn zava´deˇj´ıc´ı promeˇnnou. Na obra´zku 6(a) vid´ıme klasicky´ kauza´ln´ı graf
popisuj´ıc´ı C jako zava´deˇj´ıc´ı promeˇnnou a na obra´zku 6(b) C nen´ı zava´deˇj´ıc´ı,
protozˇe je sama ovlivnˇova´na promeˇnnou E, nav´ıc v tomto prˇ´ıpadeˇ cesty E−D
a E−C−D popisuj´ı dva odliˇsne´ kauza´ln´ı u´cˇinky. Urcˇit zda existuje zava´deˇn´ı
(a) C
E D
(b) C
E D
1
Obra´zek 6: Kauza´ln´ı grafy
mu˚zˇeme pomoc´ı dvou krok˚u. Meˇjme tedy acyklicky´ orientovany´ graf, postupu-
jeme na´sledovneˇ:
• Vymazˇeme vsˇechny cesty z E ukazuj´ıc´ı na jine´ uzly.
• V tomto redukovane´m grafu urcˇ´ıme, zda existuje neblokovana´ zadn´ı cesta
E→D, pokud ano, pak vztah E−D je ovlivnˇova´n zava´deˇj´ıc´ımi promeˇn-
ny´mi.
6.3 Rˇı´zen´ı zava´deˇn´ı v kauza´ln´ıch grafech
U´speˇsˇna´ strategie jak zvla´dnout zava´deˇn´ı (viz kapitola 6.1) je stratifikace po-
pulace do skupin se stejnou hodnotou zava´deˇj´ıc´ı promeˇnne´ C. Stratifikace C
je ekvivaletn´ı s jej´ım odstraneˇn´ım z grafu. Uvazˇujeme tedy kauza´ln´ı grafy
pro kazˇdou stratu zvla´sˇt’ bez C, ve ktery´ch opeˇt zjiˇst’ujeme, zda se tam vy-
skytuje zava´deˇn´ı pomoc´ı metody z kapitoly 6.2. Pokud se v grafu objevuje
kolida´tor nen´ı dobre´ graf rozvrstvit podle neˇj, protozˇe se zacˇnou tvorˇit nove´
cesty mezi promeˇnny´mi, ktere´ tam doposud nebyly.
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(a) C
E D
F
C
E D
F
(b) C
E D
F
C
E D
F
(c) C
E D
F
C
E D
F
(d) C
E D
F
C
E D
F
1
Obra´zek 7: Pouze v grafu (b) jsme nasˇli zava´deˇn´ı, ktere´ po stratifikaci na C
miz´ı, byla pouzˇita metoda z kapitoly 6.3, jej´ızˇ vy´sledek je ilustrova´n uvnitrˇ
p˚uvodn´ıch kauza´ln´ıch graf˚u.
Pravidla nalezen´ı zava´deˇj´ıc´ı promeˇnne´ v kauza´ln´ım grafu
Definujeme mnozˇinu stratifikacˇnch faktor˚u S = {C1, · · · , Cs}. Da´le na´s zaj´ıma´,
jestli po stratifikaci na faktory v S z˚usta´va´ v grafu sta´le zava´deˇn´ı. To mu˚zˇeme
zjistit pomoc´ı na´sleduj´ıc´ıch trˇ´ı krok˚u:
1. Vymazat sˇipky vedouc´ı z E do jiny´ch uzl˚u.
2. Prˇidat neorientovanou hranu mezi uzly, ktere´ maj´ı stejne´ho potomka
v mnozˇineˇ stratifikovany´ch faktor˚u S.
3. V nove´m grafu oveˇrˇit existenci neblokovane´ zadn´ı cesty z E doD, ktera´ ne-
procha´z´ı skrze uzly v S. Pokud neexistuje, ma´me pod kontrolou vsˇechny
zava´deˇj´ıc´ı promeˇnne´.
Na obr. 7 jsou uvedeny cˇtyrˇi prˇ´ıklady, na nichzˇ je uvedeny´ postup aplikova´n.
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7 Kontrola vneˇjˇs´ıch faktor˚u
V prˇedchoz´ı kapitole jsme se zaby´vali stratifikac´ı, nyn´ı se budeme zaby´vat stra-
tifikovanou analy´zou, ktera´ je zalozˇena´ na meˇrˇen´ı s´ıly asociace v jednotlivy´ch,
dobrˇe definovany´ch, homogenn´ıch stratech, urcˇeny´ch hodnotou zava´deˇj´ıc´ı pro-
meˇnne´. Je-li pohlav´ı zava´deˇj´ıc´ım faktorem, pak se s´ıla asociace mezi expozic´ı
a odezvou vypocˇte nejprve pro kazˇde´ pohlav´ı (pro stratum muzˇ˚u a stratum
zˇen) zvla´sˇt’ a pote´ se sumarizuje v celkovou asociaci. Tato jednoducha´ sta-
tisticka´ technika umozˇnˇuje i identifikaci potencia´ln´ıch statisticky´ch interakc´ı
mezi expozic´ı a zava´deˇj´ıc´ımi faktory. Ta se projev´ı vy´raznou odchylkou s´ıly
asociace ve stratech se specifickou u´rovn´ı kontrolovany´ch faktor˚u.
7.1 Suma´rn´ı test za´vislosti pro tabulky 2×2
Chceme zevsˇeobecnit χ2 test pro vztah z kapitoly 4. Prˇedpokla´dejme, zˇe data
jsou stratifikova´na do I strat, takzˇe pokud stratifikujeme podle pohlav´ı a veˇku,
kde veˇk deˇl´ıme do trˇ´ı kategori´ı (25-35 let, 35-45 let, 45-60 let), dosta´va´me I = 6.
Pro kazˇdou stratu vytvorˇ´ıme zvla´sˇt’ tabulku 2×2, viz tabulka 7.1. Po stratifi-
kaci dat potrˇebujeme suma´rn´ı (celkovy´) test za´vislosti D a E, ktery´ pouzˇ´ıva´
stratifikovana´ data, da´le chceme zjistit i intervaly spolehlivosti pro OR a RR.
Cochran˚uv-Mantel˚uv-Haenszel˚uv test
Stanov´ıme nulovou hypote´zu a to H0 : D a E jsou neza´visle´ podmı´neˇneˇ, je-
li da´no C. Prˇesna´ formulace hypote´zy
H0 : OR1 = OR2 = · · · = ORI = 1
nebo
H0 : RR1 = RR2 = · · · = RRI = 1,
kde ORi je pomeˇr sˇanc´ı pro E−D v i-te´ strateˇ a RRi relativn´ı riziko v i-te´
strateˇ.
Chceme sestrojit test hypote´zy H0. Mus´ıme se rozhodnout, na co ma´ by´t
test citlivy´ (na jaky´ typ porusˇen´ı testovane´ hypote´zy H0). Ma´me dveˇ mozˇnosti:
Tabulka 7: Vzorova´ tabulka.
nemoc
Di D
c
i
vliv Ei ai bi ai + bi
Eci ci di ci + di
ai + ci bi + di ni = ai + bi + ci + di
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Prvn´ı mozˇnost
χ2 =
I∑
i=1
ni(aidi − bici)2
(ai + bi)(ci + di)(ai + ci)(bi + di)
(15)
Prˇi tomto testu neza´vislosti vypocˇteme tedy χ2 podle (15). Pokud vyjde χ2 ≥
χ2I(α), kde χ
2
I(α) je kriticka´ hodnota χ
2
I na hladineˇ α, zamı´ta´me H0 na hladineˇ
α. Tento test zamı´tne hypote´zu, pokud se jednotlive´ hodnoty ÔRi (resp. R̂Ri)
vy´razneˇ liˇs´ı od 1, i kdyzˇ jejich pr˚umeˇr je bl´ızko 1. Tento test bychom pouzˇili
v prˇ´ıpadeˇ, zˇe prˇipousˇt´ıme jako alternativn´ı hypote´zu situaci, kdy se za´vislost
E a D liˇs´ı mezi jednotlivy´mi straty.
Druha´ mozˇnost
χ2CHM =
(
I∑
i=1
(aidi − bici)
)2/ I∑
i=1
(ai + bi)(ci + di)(ai + ci)(bi + di)
ni
(16)
Prˇi tomto testu neza´vislosti vypocˇteme tedy χ2CHM podle (16). Pokud vyjde
χ2CHM ≥ χ21(α), kde χ21(α) je kriticka´ hodnota χ21 na hladineˇ α, zamı´ta´me
H0 na hladineˇ α. Tento test nen´ı citlivy´ na kol´ısa´n´ı jednotlivy´ch ÔRi (resp.
R̂Ri), pokud pr˚umeˇr je bl´ızky´ 1. Testova´ statistika (16) se nazy´va´ Cochranova-
Mantelova-Haenszelova testova´ statistika. Statistika χ2CHM je zobecneˇn´ım χ
2
statistiky pro test neza´vislosti ve cˇtyrˇpoln´ı tabulce [2, str. 284].
Cochran˚uv-Mantel˚uv-Haenszel˚uv test je tedy zalozˇen na prˇedpokladu, zˇe v za´-
kladn´ı populaci je velikost asociace ve vsˇech stratech stejna´, a zˇe tud´ızˇ odliˇsnosti
mezi jednotlivy´mi straty ve velikosti asociace (pozorovane´ prostrˇednictv´ım d´ılcˇ´ıch
odhad˚u pomeˇr˚u sˇanc´ı nebo relativn´ıch rizik) jsou jen projevem vy´chylek zp˚u-
sobeny´ch na´hodny´mi vlivy.
7.2 Suma´rn´ı odhady a intervaly spolehlivosti pro OR
Nyn´ı pop´ıˇseme dveˇ za´kladn´ı strategie pro odhad pomeˇru sˇanc´ı a relativn´ıho
rizika.
Woolfova metoda
Woolfova metoda je zalozˇena na prˇepokladu, zˇe ORi jsou ve vsˇech stratech
stejna´ (toto bychom mohli nazvat homogenita za´vislosti), a pouzˇit´ı va´zˇene´ho
pr˚umeˇru, protozˇe ma´me-li dva cˇi v´ıce soubor˚u s vy´razneˇ rozd´ılny´m pocˇtem
hodnot, ze ktery´ch chceme vypocˇ´ıtat celkovy´ pr˚umeˇr, mus´ıme zohlednit tyto
rozd´ılne´ pocˇty pomoc´ı vah wi, ktere´ mus´ı by´t nav´ıc neza´porne´ (tj. wi ≥ 0, i =
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0, · · · , 1). Protozˇe rozdeˇlen´ı pomeˇru sˇanc´ı je zesˇikmene´, pouzˇijeme opeˇt loga-
ritmickou transformaci. Tedy va´zˇeny´ pr˚umeˇr je da´n
ln ÔRW =
∑I
i=1wi ln ÔRi∑I
i=1wi
,
kde wi jsou va´hy a ln ÔRi je prˇedchoz´ı odhad lnOR pro i-tou stratu. Va´hy
pro dostatecˇneˇ velke´ vy´beˇry ve vsˇech stratech jsou definova´ny jako prˇevra´cene´
hodnoty odhad˚u rozptyl˚u, tj.
wi =
(
1
ai
+
1
bi
+
1
ci
+
1
di
)−1
.
Pokud velikosti vy´beˇr˚u v kazˇde´ strateˇ budou dostatecˇneˇ velke´, pak kazˇde´ ln ÔRi
bude mı´t asymptoticky norma´ln´ı rozdeˇleˇn´ı. Vzhledem k homogeniteˇ za´vislosti
ma´ ln ÔRW asymptoticky norma´ln´ım rozdeˇlen´ı. Protozˇe strˇedn´ı hodnota kazˇ-
de´ho ln ÔRi je ln ÔR za prˇedpokladu neza´vislosti, pak strˇedni hodnota ln ÔRW
za stejne´ho prˇedpokladu je
E ln(ÔEW ) =
∑I
i=1wi E(ln ÔRi)∑I
i=1wi
=
∑I
i=1wi lnOR∑I
i=1wi
= lnOR.
Da´le odhad rozptylu z´ıska´me
V̂ar(ln ÔRW ) =
∑I
i=1w
2
i V̂ar(ln ÔRi)
(
∑I
i=1wi)
2
=
∑I
i=1w
2
i (wi)
−1
(
∑I
i=1wi)
2
=
1∑I
i=1wi
.
Tedy 100(1− α)% interval spolehlivosti pro lnOR, zalozˇeny´ na Woolfoveˇ me-
todeˇ, je da´n
ln ÔRW ± z1−α
2
·
√
V̂ar(ln ÔRW ),
kde z1−α
2
je (1 − α
2
)-kvantil standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
Interval spolehlivosti pro OR z´ıska´me jako v prˇechoz´ıch prˇ´ıpadech.
Mantelova-Haenszelova metoda
Jedna´ se o dalˇs´ı metodu pr˚umeˇrova´n´ı odhad˚u prˇes vsˇechny straty za prˇepokladu,
zˇe ORi jsou ve vsˇech stratech stejna´ (homogenita za´vislosti). Metoda funguje
velmi dobrˇe i bez ohledu na velikosti vy´beˇr˚u, tj. tuto statistiku lze vypocˇ´ıtat,
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i kdyzˇ se v d´ılcˇ´ıch tabulka´ch vyskytuj´ı nulove´ pozorovane´ cˇetnosti, ale mus´ıme
da´va´t pozor, aby se na´m ve jmenovateli na´sleduj´ıc´ıho vzorce neobjevila 0.
ÔRMH mu˚zˇeme vyja´drˇit jako va´zˇeny´ pr˚umeˇr pomeˇru sˇanc´ı ÔRi z jednotlivy´ch
tabulek
ÔRMH =
∑I
i=1w
∗
i ÔRi∑I
i=1w
∗
i
,
kde va´hy jsou da´ny w∗i = bici/ni [1, str. 130]. Protozˇe v´ıme, zˇe ÔRi = aidi/bici
(viz kapitola 5.1), ma´me k dispozici ekvivalentn´ı vyja´drˇen´ı Mantelova-Haensze-
lova odhadu pro OR
ÔRMH =
∑I
i=1(aidi/ni)∑I
i=1(bici/ni)
.
Cochranova-Mantelova-Haenszelova statistika se rovna´ 0 (neza´vislost) pra´veˇ
tehdy, kdyzˇ
∑I
i=1(aidi − bici) = 0, cozˇ je ekvivalentn´ı s
∑I
i=1(aidi/ni) =∑I
i=1(bici/ni)=1. Rozptyl odhadneme na´sledovneˇ (Robins a kolektiv 1986):
V̂ar(ln ÔRMH) =
∑I
i=1
(
ai+di
ni
)(
aidi
ni
)
2
(∑I
i=1
aidi
ni
)2 +
∑I
i=1
(
ai+di
ni
· bici
ni
+ bi+ci
ni
· aidi
ni
)
2
(∑I
i=1
aidi
ni
)(∑I
i=1
bici
ni
)
+
∑I
i=1
(
bi+ci
ni
)(
bici
ni
)
2
(∑I
i=1
bici
ni
)2 .
Tedy 100(1 − α)% interval spolehlivosti pro lnOR, zalozˇeny´ na Manteloveˇ-
Haenszeloveˇ metodeˇ, je da´n
ln ÔRMH ± z1−α
2
·
√
V̂ar(ln ÔRMH),
kde z1−α
2
je (1 − α
2
)-kvantil standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
Interval spolehlivosti pro OR z´ıska´me jako v prˇechoz´ıch prˇ´ıpadech.
7.3 Suma´rn´ı odhady a intervaly spolehlivosti pro RR
Obeˇ metody pouzˇite´ k vytvorˇen´ı odhadu a intervalu spolehlivosti pro OR z 2×2
tabulek jdou snadno upravit tak, aby zahrnuly i odhad RR pro data z populacˇn´ı
studie nebo kohortove´ studie.
Jako v prˇ´ıpadeˇ OR pomoc´ı Woolfovy metody dosta´va´me 100(1 − α)% in-
terval spolehlivosti pro lnOR
ln R̂RW ± z1−α
2
·
√
V̂ar(ln R̂RW ),
kde z1−α
2
je (1 − α
2
)-kvantil standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
Interval spolehlivosti pro RR z´ıska´me jako v prˇedchoz´ıch prˇ´ıpadech.
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Dalˇs´ı metodou je opeˇt Mantel˚uv-Haenszel˚uv odhad pro RR, viz kapitola 7.2,
tedy
R̂RMH =
∑I
i=1w
∗
i ln R̂Ri∑I
i=1w
∗
i
,
kde w∗i = ci(ai + bi)/ni [1, str. 135]. Da´le Mantel˚uv-Haenszel˚uv odhad pro RR
R̂RMH =
∑I
i=1
ai(ci+di)
ni∑I
i=1
ci(ai+bi)
ni
.
Ke konstrukci prˇ´ıslusˇne´ho intervalu spolehlivosti je potrˇeba odhad rozptylu [1,
str. 135] pro ln R̂RMH , tedy
V̂ar(ln R̂RMH) =
∑I
i=1[(ai + bi)(ci + di)(ai + ci)− aicini]/n2i∑I
i=1(ai(ci + di)/ni)
∑I
i=1(ci(ai + bi)/ni)
.
Intervaly spolehlivosti pro lnRR i pro RR z´ıska´me analogicky.
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