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Abstract
We give a simple and entirely elementary proof of Gasper’s Theorem on the Markov sequence problem
for Jacobi polynomials. It is based on the spectral analysis of an operator that arises in the study of a
probabilistic model of colliding molecules introduced by Marc Kac, and the methods developed here yield
new estimates relevant to the collision model.
© 2010 Elsevier Inc. All rights reserved.
MSC: 31B10; 33C45; 37A40
Keywords: Markov operators; Markov sequences; Gasper’s theorem; Jacobi polynomials; Kac model
1. Introduction
1.1. The Markov sequence problem and the theorems of Bochner and Gasper
Let (X,S,μ) be a probability space. A Markov operator T on L2(μ) is a linear operator that
preserves positivity; i.e., f  0 ⇒ Tf  0, and preserves the constants; i.e., T 1 = 1. If T is self
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on Lp(μ) for all 1 p ∞. Consequently, the spectrum of T lies in the interval [−1,1].
The next definitions, which are less standard, are taken from [3] and [4]: A unit orthonormal
basis for L2(μ) is an orthonormal basis {fn}n0 such that f0 = 1. Though we discuss a broader
class of examples in Section 5 and in Appendix A, in the main examples here, X = R, or some
subset of R, and {fn}n0 is the sequence of orthonormal polynomials for μ. In any case, we shall
always suppose that X is a locally compact Hausdorff space, and that μ is a Borel measure.
Given a unit orthonormal basis {fn}n0, the set of Markov sequences M for this basis is the
set of all sequences {λn}n0 such that there exists a self adjoint Markov operator K with
Kfj = λjfj for all j  0.
Notice that necessarily λ0 = 1 and λn ∈ [−1,1] for all n. Also, since a convex combination
of self adjoint Markov operators is self adjoint and Markov, M is convex, so that M may be
described by specifying its extreme points.
The Markov sequence problem is to determine, for a given unit orthonormal basis, the set M.
Naturally, it is sufficient to find the extreme points.
The Markov sequence problem seems to have been first considered by Bochner [6], and the
first result, for ultraspherical polynomials, is his as well.
We recall that the for each γ > −1/2, the ultraspherical polynomials {p(γ )n }n0 are the or-
thonormal polynomials, for the measure μ(γ )
dμ(γ )(t) = cγ
(
1 − t2)γ−1/2 dt where cγ = 1√
π
Γ (γ + 1)
Γ (γ + 1/2) (1.1)
is the normalization constant that makes μ(γ ) a probability measure. The normalization as unit
vectors in L2(μ(γ )) is just one useful and frequently encountered normalization. Another that
will be useful here is generally denoted with an upper-case P : The ultraspherical polynomials
P
(γ )
n are normalized so that P (γ )n (1) = 1 i.e.
P
(γ )
n (x) = p
(γ )
n (x)
p
(γ )
n (1)
. (1.2)
Throughout the paper, an upper-case P denotes this normalization, while a lower case p denotes
the L2(μ(γ )) normalization.
The ultraspherical polynomials are special cases in the wider family of Jacobi polynomi-
als: Recall that the Jacobi polynomials p(α,β)n form an orthonormal basis for L2([−1,1], dμα,β)
where
μα,β(dx) = cα,β(1 − x)α(1 + x)β dx, (1.3)
where cα,β makes μα,β a probability measure. In particular, the ultraspherical polynomials arise
for the special case γ = α − 1/2 = β − 1/2; that is
p
(γ )
n (t) = p(γ−1/2,γ−1/2)n (t). (1.4)
Theorem 2 of [6] (see also [7]) may be phrased as follows:
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{p(γ )n }n0 if and only if there is a probability measure ν on [−1,1] such that
λn =
1∫
−1
p
(γ )
n (t)
p
(γ )
n (1)
dν(t). (1.5)
For each such Markov sequence {λn}n0, the measure ν is unique. In other words, for each t ,
{p(γ )n (t)/p(γ )n (1)}n0 is a Markov sequence for {p(γ )n }n0, and these are the extreme points of
the set M of all such Markov sequences.
Since the ultraspherical polynomials are Jacobi polynomials with α = β , it is natural to ask
whether one can one extend Bochner’s result to a wider class of Jacobi polynomials with α = β .
This question was answered by Gasper [11,12]:
1.2. Theorem (Gasper). For α  β with β > −1/2 or α > β with β = −1/2 the sequence
{λn}n0 is a Markov sequence for {p(α,β)n }n0, if and only if there is a probability measure ν on
[−1,1] such that
λn =
1∫
−1
p
(α,β)
n (x)
p
(α,β)
n (1)
dν(x). (1.6)
For each such Markov sequence {λn}n0, the measure ν is unique. In other words, for each t ,
{p(α,β)n (t)/p(α,β)n (1)}n0 is a Markov sequence for {p(α,β)n }n0, and these are the extreme points
of the set M of all such Markov sequences.
While Bochner’s proof of Theorem 1.1 is not terribly complicated, Gasper’s proof of The-
orem 1.2 is far from elementary. Even though it has been simplified by the work of others,
particularly Koornwinder, it remains a tour de force: Koornwinder’s proof still uses many deep
results on special functions.
In this paper we shall give entirely elementary and self-contained proofs of these theorems
which she light on a number of results in [2]. Moreover, these proofs will allow us to obtain
bounds on the sizes of the extremal eigenvalues. Before stating the new results more precisely,
we recall the proof of Bochner’s Theorem, as this will clarify the matter of what was already well
understood, and what was in need of clarification.
1.2. Product formulas and the Markov sequence problem
In this subsection we explain that the Markov sequence problem is easily solved for unit or-
thonormal sequences that satisfy a product formula, as defined below. Indeed, Bochner’s original
proof of his theorem went by this route, and was facilitated by the fact that the product formula
he required had already been established long ago by Gegenbauer. Gasper, on the other hand,
had more work to do since before his work, no general product formula for Jacobi polynomials
was known.
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mula in case there exists function (x, y) → dμx,y(z) from X × X to the space of probability
measures on X, and also some x0 ∈ X such that for each n 0,
Fn(x)Fn(y) =
∫
X
Fn(z) dμx,y(z), (1.7)
where Fn(x) = fn(x)fn(x0) .
For example, in the case of the ultraspherical polynomials {p(γ )n }n0, take x0 = 1, so that Fn
becomes P (γ )n . Then one has Gegenbauer’s identity [13], which dates back to 1875:
1.4. Theorem (Gegenbauer’s identity). For all γ > 1/2, and all n 0, and all a ∈ (−1,1),
P
γ
n (a)P
γ
n (t) =
1∫
−1
P
γ
n
(
at + s
√
1 − a2
√
1 − t2)dμ(γ−1/2)(s). (1.8)
To see this as a concrete instance of the abstract product formula (1.7), let δu denote the Dirac
mass at u ∈ [−1,1], and define
dμa,t (z) =
1∫
−1
δ
at+s
√
1−a2
√
1−t2(z) dμ
(γ−1/2)(s).
Then (1.8) becomes Pγn (a)P γn (t) =
∫ 1
−1 P
γ
n (z) dμa,t (z), as in (1.7).
The following theorem relates the Markov sequence problem to the problem of establishing a
product formula. The theorem summarizes ideas that can be found, reading between the lines, in
Bochner’s paper [6] for the ultraspherical polynomials, and much more explicitly, and in general,
in the paper [3] of Bakry and Huet.
1.5. Theorem (Markov sequences and product formulae). Let X be a closed, bounded interval
in R, and let μ be a regular Borel probability measure whose support is X. Let {fn}n0 be a unit
orthonormal basis for L2(μ) consisting of continuous real valued functions. Let x0 be any fixed
point in X. Then the following are equivalent:
(1) For each x ∈ X, {λn(x)}n0 is a Markov sequence for {fn}n0 where λn(x) := fn(x)fn(x0) .(2) A sequence {λn}n0 belongs to M if and only if there exists a Borel probability measure ν
so that
λn =
∫
X
fn(x)
fn(x0)
dν(x). (1.9)
(3) With Fn(x) := fn(x)/fn(x0), the {Fn}n0 satisfy the product formula (1.7) for some family
dμx,y(z) of probability measures on X. Moreover, for each fixed x, y → μx,y is weakly
continuous, and for each fixed y, x → μx,y is weakly continuous.
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of bounded continuous functions whose finite linear combinations are dense in Cb(X), then the
probability measure ν in (1.9) is unique, so that M is a simplex and the {fn(x)/fn(x0)}n0 are
its extreme points.
The equivalence of (1) and (2), as well as the statement concerning uniqueness of the mea-
sure ν, is due to Bakry and Huet [3], together with many other results on the Markov sequence
problem. The equivalence of (1) and (3) is implicit in Bochner’s paper [6], though his argument
is different from what follows below, and in particular, he makes no use of self adjointness of
certain operators associated to product formulae – a crucial feature of our approach. Thus, while
we make no claim of originality for the results in Theorem 1.5, we provide a complete proof for
completeness and clarity.
Proof of Theorem 1.5. Evidently (2) implies (1) – take ν to be the point mass at x. We now
show that (1) implies (2): Suppose that for each z ∈ X, {fn(z)/fn(x0)}n0 ∈ M. Then for each
z ∈ X, |fn(z)/fn(x0)| 1, and in particular,
fn(x0) = 0 for any n ∈ N. (1.10)
By hypothesis, since {fn(z)/fn(x0)}n0 ∈ M, there is a self adjoint Markov operator Kz such
that for each n, Kzfn = (fn(z)/fn(x0))fn. It is easy to write this operator down in its spectral
representation:
Kzϕ(x) =
∞∑
n=0
fn(z)
fn(x0)
( ∫
X
fn(y)ϕ(y) dμ(y)
)
fn(x). (1.11)
Bessel’s inequality and that fact that |fn(z)/fn(x0)| 1 for each n ensure that this sum converges
in L2(μ) for each ϕ ∈ L2(μ), and this is the sense in which the sum is meant.
Since {fn(z)/fn(x0)}n0 ∈ M, and since by the Spectral Theorem, there is exactly one self
adjoint operator A on L2(μ) with Afn = λn(z)fn, K is a Markov operator.
Now let ν be any Borel probability measure on X. Define an operator K by
Kϕ =
∫
X
Kzϕ dν(z).
It is easy to see from (1.11) that K is a well defined, self adjoint Markov operator, and for each n,
Kfn = (
∫
X
[fn(z)/fn(x0)]dν(z))fn. Thus, assuming (1), for any Borel probability measure ν, if
λn :=
∫
X
fn(z)
fn(x0)
dν(z),
then {λn}n0 ∈ M.
The more interesting thing to show is that, assuming (1), every Markov sequence must be
of this form. Consider any Markov sequence {λn}n0, and let K denote the corresponding self
adjoint Markov operator.
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K is a Markov operator,
∫
X
ϕ(x)Kψ(x)dμ is non-negative whenever ϕ and ψ are non-negative
continuous functions on X. By a standard argument based on the Stone–Weierstrass Theorem,
the mapping
ϕ ⊗ψ →
∫
X
ϕ(x)Kψ(x)dμ
extends to a positive linear functional on C(X × X) taking the value 1 on the constant function
1 on X ×X. It then follows from the Riesz Representation Theorem that there is a unique Borel
probability measure γ on X ×X such that∫
X×X
ψ(x)ϕ(y) dγ (x, y) =
∫
X
ψ(x)Kϕ(x)dμ(x).
By our topological assumptions and the Disintegration of Measures Theorem, there exists a
Borel measurable mapping from X to the set of Borel probability measure on X, x → νx , such
that for each continuous function η on X ×X,
∫
X×X
η(x, y) dγ (x, y) =
∫
X
( ∫
X
η(x, y) dνx(y)
)
dμ(x).
In particular, for any continuous function ϕ on X,
Kϕ(x) =
∫
X
ϕ(y)dνx(y) (1.12)
almost everywhere in x.
Under our hypothesis that the finite linear combinations of the fn are uniformly dense in C(X),
Kϕ is continuous whenever ϕ is continuous. Thus, x → νx is weakly continuous, and hence well
defined at any x ∈ X. In particular, (1.12) holds for each x ∈ X. Now choosing ϕ = fk , we have
λkfk(x) = Kfk(x) =
∫
X
fk(y) dνx(y).
This much is true for each x ∈ X. But for x = x0 we can say more, since by (1.10), we can
divide by fk(x0) to obtain
λk =
∫
X
fk(y)
fk(x0)
dνx0(y).
This concludes the proof that (1) implies (2).
We next show that (1) implies (3). As we have seen, under the assumption (1), we have for
each y ∈ X the self adjoint Markov operator Ky whose Markov sequence is {fn(y)/fn(x0)}n>0.
Since linear combination of the eigenfunctions are uniformly dense in C(X), and since Ky is
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positive linear functional
ϕ → Kyϕ(x)
on C(X), and this takes the constant function 1 to 1. Thus by the Riesz–Markov Theorem, there
is a probability measure dμx,y(z) so that for each ϕ ∈ C(X),∫
X
ϕ(z) dμx,y(z) = Kyϕ(x).
Evidently, x → dμx,y(z) is weakly continuous. However, as one sees from the symmetry in x
and y of the eigenfunction expansion for the kernel of Ky ,
ky(x, z) =
∞∑
n=0
fn(z)fn(x)fn(y)
fn(x0)
, (1.13)
we see that for each ϕ ∈ C(X),
Kyϕ(x) = Kxϕ(y). (1.14)
By this symmetry, y → dμx,y(z) is also weakly continuous.
Now observe that, taking ϕ = fm,∫
X
fm(z) dμx,y(z) = Kyfm(x) = fm(y)
fm(x0)
fm(x). (1.15)
Divide both sides of this by fm(x0), which as we have observed is not zero for any m. Then with
Fn(x) := fn(x)/fn(x0), (1.15) becomes (1.7).
We next show that (3) implies (1): Assuming (3), fix y ∈ X and define an operator Ky on
Cb(X) by
Kyϕ(x) =
∫
X
ϕ(z) dμx,y(z).
(The right-hand side defines a continuous function of x since x → dμx,y is weakly continuous.)
Since K is a Markov operator, it has a bounded extension to L2(μ). The product formula says
that for each m, fm is an eigenfunction of Ky with eigenvalue Fm(y). Any bounded operator with
a complete orthonormal basis of eigenfunctions, each of whose eigenvalues is real, is necessarily
self adjoint. Thus Ky is a self adjoint Markov operator, and hence {Fn}n0 belongs to M.
Finally, it remains to show that the measure ν is uniquely determined. For this, let f be any
continuous function on X. Let  > 0 be given, and let g(x) =∑Nn=0 αnfn(x) be a finite linear
combination of the {fn(x)/fn(x0)}n0 such that |f (x)− g(x)|  for all x.
Let ν and νˆ be two Borel probability measures such that (1.9) holds for some {λn}n0 ∈ M.
Then
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X
g(x)dν(x) =
N∑
n=0
αn
∫
X
fn(x) dν(x) =
N∑
n=0
αnλnfn(x0) =
N∑
n=0
αn
∫
X
fn(x) dνˆ(x)
=
∫
X
g(x)dνˆ(x).
Therefore, | ∫
X
f (x)dν(x) − ∫
X
f (x)dνˆ(x)|  2. Since  is arbitrary, ∫
X
f (x)dν(x) =∫
X
f (x)dνˆ(x) for all f ∈ Cb(X). This of course means that ν = νˆ. 
1.6. Remark. Notice that by the Weierstrass Approximation Theorem, the density conditions
in Theorem 1.5 are automatically satisfied in any application to orthogonal polynomials on a
compact interval.
It is interesting to note that once one has the product formula (1.7), one can use it to define a
convolution: For any two finite, positive measures λ, ν on X, define the convolution λ  ν of λ
and ν by
λ  ν :=
∫
dμx,y(z) dλ(x) dν(y), (1.16)
this too is a finite positive measure.
Note that the “Fourier” coefficients of λ and ν, given by
∫
Fn dλ and
∫
Fn dν satisfy∫
Fn dλ
∫
Fn dν =
∫
Fn d(λ  ν),
so that the usual relation between Fourier coefficients and convolutions holds. We now return to
the matter of proving Bochner’s Theorem.
1.3. Gegenbauer’s identity and a proof of Bochner’s Theorem
Proof of Bochner’s Theorem. Since we have a product formula for the ultraspherical polynomi-
als, namely Gegenbauer’s identity (1.8), condition (3) of Theorem 1.5 is satisfied, and Bochner’s
Theorem follows immediately. 
This proof is simple, but hardly complete: one needs the product formula. In the case of the
ultraspherical polynomials, this was ready at hand since 1875. For the general case of the Jacobi
polynomials, no product formula was available when Gasper began his work. His strategy was to
show that for {fn}n0 being a sequence of Jacobi polynomials, one has the positivity result
∞∑
n=0
fn(z)fn(x)fn(y)
fn(x0)
 0, (1.17)
holding pointwise almost everywhere. Then, this sum defines a positive kernel, which can be
used, as in the proof of Theorem 1.5, to prove a product formula. However, this direct proof of
pointwise positivity is far from simple.
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als. First, however, we shall illustrate this approach by providing a simple, self-contained proof
of Gegenbauer’s identity (1.8).
For our purposes, it is most helpful to consider (1.8) as an eigenvalue identity.
1.7. Definition (The correlation operators). For each γ > 0, and a ∈ (−1,1), define an operator
Ka on L
2(μ(γ )) by
Kaf (t) =
1∫
−1
f
(
at + s
√
1 − a2
√
1 − t2)dμ(γ−1/2). (1.18)
We refer to the Ka as the correlation operators for reasons that will be explained in Section 2.
With this definition and (1.2), (1.8) can be written as
Kap
(γ )
n (x) = p
(γ )
n (a)
p
(γ )
n (1)
p
(γ )
n (x). (1.19)
Thus {p(γ )n (a)/p(γ )n (1)}n0 is the eigenvalue sequence of Ka , and since the eigenvalues are real
and the eigenfunctions are orthogonal, it follows that Ka is self adjoint, as noted in general in the
proof of Theorem 1.5.
Proof of Gegenbauer’s identity. The starting point is a direct proof that Ka is self adjoint. From
(1.18) we find,
〈Kaf,g〉L2(μ(γ ))
= cγ cγ−1/2
1∫
−1
1∫
−1
g(t)f
(
at + s
√
1 − a2
√
1 − t2)(1 − s2)γ−1 ds (1 − t2)γ−1/2 dt.
With the change of variables u = at + s√1 − a2√1 − t2, the integral over s becomes
=
at+
√
1−a2
√
1−t2∫
at−
√
1−a2
√
1−t2
f (u)
((1 − a2)− (u2 + t2 − 2atu))γ−1
(1 − a2)γ−1/2 du,
so that
〈Kaf,g〉L2(μ(γ ))
= cγ cγ−1/2
1∫
−1
1∫
−1
g(t)f (u)
((1 − a2)− (u2 + t2 − 2atu))γ−1+
(1 − a2)γ−1/2 dudt, (1.20)
where (·)+ denotes the positive part. Thus, Ka is self adjoint on L2(μ(γ )).
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ties of μ(γ−1/2), Ka maps polynomials of degree n to polynomials of degree n. It follows that
the spectrum is discrete and the eigenfunctions are polynomials that are orthogonal with respect
to the measure μ(γ ), and hence are the p(γ )n . Let λn be the eigenvalue corresponding to p(γ )n ; i.e.,
λnp
(γ )
n (t) = Kap(γ )n (t). Taking the limit t → 1 on both sides, using the Dominated Convergence
Theorem yields,
λnp
(γ )
n (1) = p(γ )n (a) (1.21)
which immediately gives Gegenbauer’s identity in the form (1.19). 
In what follows, we shall make repeated use of the mechanism illustrated in our proof of
Gegenbauer’s identity, and the next theorem paves the way for its broader application:
1.8. Theorem (Evaluation formula). Let X be a closed interval in R, and let μ be a regular Borel
probability measure whose support is X. Let {fn}n0 be the unit orthonormal basis for L2(μ)
consisting of the normalized orthogonal polynomial for μ. Suppose that for each z ∈ X, Kz is an
operator on L2(μ) with the following properties:
(1) Kz is self adjoint on L2(μ).
(2) If f is a polynomial of degree no greater than n, then so is Kzf .
(3) There exists an x0 ∈ X such that for any continuous function f , and any z ∈ X,
lim
x→x0
Kzf (x) = f (z). (1.22)
Then for each n, fn(x0) = 0, and for each x, Kzfn(x) = fn(z)fn(x0)fn(x), so that if Kz is a Markov
operator, then {fn(z)/fn(x0)}n0 is a Markov sequence for {fn}n0.
Proof. Properties (1) and (2) immediately imply that each Kz is diagonalized by polynomi-
als that are orthogonal in L2(μ), so that the eigenfunctions of Kz are the fn. To determine
the eigenvalues, start from the definition of the nth eigenvalue λn, Kzfn(x) = λnfn(x), and
take the limit x → x0. By (3) we obtain fn(z) = λnfn(x0), which tells us fn(x0) = 0 and
λn = fn(z)/fn(x0). 
To summarize, through an analysis of the operators Ka , based on the three properties high-
lighted in the previous theorem, we obtain a self-contained proof of Gegenbauer’s identity, and
hence Bochner’s Theorem. Is there an analogous family of operators that gives Gasper’s Theo-
rem?
1.4. Gasper’s Theorem
For h ∈ C([−1,1]) define Ka,0 by
(Ka,0h)(t)
=
1∫ π∫
h
[
a2(1 + t)− 1 + b2(1 − t)r2 + 2abr(1 − t2)1/2 cos θ]dmα,β(r, θ) (1.23)0 0
3436 E.A. Carlen et al. / Advances in Mathematics 226 (2011) 3426–3466where b := √1 − a2 and
dmα,β(r, θ) = 2Γ (α + 1)√
πΓ (β + 1/2)Γ (α − β)
(
1 − r2)α−β−1r2β+1 sin2β θ dr dθ (1.24)
is a probability measure. We now have
1.9. Lemma. For all a ∈ (−1,1) and α > β > −1/2, the operator Ka,0 on C([−1,1]) as defined
in (1.23) has the following properties:
(1) Ka,0 is self adjoint on L2(μα,β).
(2) The space of polynomials of any fixed degree is invariant under Ka,0.
(3) For any continuous function h, limt→1 Ka,0h(t) = h(2a2 − 1).
Proof. Given the explicit formula (1.23), the proof of (2) follows from the form of μα,β which
shows that only even powers of cos θ are non-zero when integrating over θ . Part 3 follows
from the Dominated Convergence Theorem and gives the evaluation property (1.22). It is only
(1) that requires more work. Before turning to this, note a slight change in notation: Compar-
ing limt→1 Ka,0h(t) = h(2a2 − 1) with (1.22), one might have expected us to have written
K√2a2−1,0 in place of Ka . We choose instead the simple notation, but warn the reader of the
shift.
We now use a sequence of variable changes due to Koornwinder [16], but for a different
purpose. We shall contrast our use of it with Koornwinder’s in the final section of the paper, but
for now, suffice it to say that Koornwinder was not concerned with self adjointness, which is the
issue before us.
Consider h1 and h2 in C([−1,1]). Then by (1.23) and the change of variables t = 2s2 − 1,
〈h1,Ka,0h2〉L2(μα,β ) is a constant multiple of
q(h1, h2) :=
1∫
0
1∫
0
π∫
0
h1
(
2s2 − 1)h2((2a2s2 − 1)+ 2b2(1 − s2)r2 + 4abrs√1 − s2 cos θ)
× sin2β θ(1 − r2)α−β−1r2β+1(1 − s2)αs2β+1 ds dr dθ.
We must show that q(h1, h2) = q(h2, h1).
The first step is to replace (1 − r2)α−β−1 by (1 − r2)α−β−1+ , and extend the domain of inte-
gration in r to (0,∞). The point is that we may then regard the integration over r and θ as an
integration over the upper half plane in R2. Changing to Cartesian coordinates x and y yields
q(h1, h2) =
1∫
0
h1
(
2s2 − 1)(1 − s2)αs2β+1
×
( ∞∫
−∞
∞∫
0
h2
(
2(cx + as)2 + 2c2y2 − 1)(1 − x2 − y2)α−β−1+ y2β dy dx
)
ds
where c = b(1 − s2)1/2.
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cx + as. Then since (1 − s2)αy2β dx dy = b−2αc2(α−β−1) dx′ dy′, this yields
q(h1, h2) =
1∫
0
h1
(
2s2 − 1)s2β+1b−2α
×
( ∞∫
−∞
∞∫
0
h2
(
2
(
x′2 + y′2)− 1)(c2 − (x′ − as)2 − y′2)α−β−1+ y′2β dy′ dx′
)
ds.
Finally, the third step is to change back to polar coordinates; i.e., make the change of variables
(x′, y′) → (ρ,φ). This yields, making crucial use of a2 + b2 = 1,
q(h1, h2) =
1∫
0
h1
(
2s2 − 1)s2β+1b−2α
×
( ∞∫
0
π∫
0
h2
(
2ρ2 − 1)(b2 − s2 − ρ2 + 2aρs cosφ)α−β−1+ r2β+1 dφ dρ
)
ds
= b−2α
1∫
0
1∫
0
π∫
0
h1
(
2s2 − 1)h2(2ρ2 − 1)
× (b2 − s2 − ρ2 + 2aρs cosφ)α−β−1+ ρ2β+1 s2β+1 sin2β φ dφ dρ ds,
which finally renders the symmetry manifest. 
Proof of Theorem 1.2. The case α = β > −1/2 is contained in Bochner’s Theorem. For
α > β > −1/2, Lemma 1.9 implies that the family of operators Ka,0, a ∈ [−1,1] satisfies the
conditions of Theorem 1.8 for the unit orthonormal basis {p(α,β)n }n0. Then from the conclusion
of Theorem 1.8, we may apply Theorem 1.5 to obtain Gasper’s Theorem in this case. The case
α > β,β = −1/2 follows since p(α,α)2n (x) = p(α,−1/2)n (2x2 − 1). 
The remaining mystery at this point is where the operators Ka and Ka,0 came from. In fact,
the operator Ka arose naturally in the work [8] on the Kac model [14]. The Kac model is a
model from mathematical physics for the trend to equilibrium in a gas of N molecules interacting
through binary collisions. An analysis made in [8] of how the rate of equilibration depends on N
for one-dimensional velocities reduces this issue to the determination of the eigenvalues of the
operators Ka (1.18), which measure correlations between the different particle’s velocities. In
the analysis of the Kac model for three-dimensional velocities the following operator naturally
arises,
Kaf (v) =
∫
f
(
av +
√
1 − a2
√
1 − |v|2y)dνm,N−1(y), (1.25)B
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dνm,N(v) = |S
m(N−1)−1|
|SmN−1|
(
1 − |v|2)(m(N−1)−2)/2 dv, (1.26)
in which |Sd−1| is the surface area of the unit sphere in Rd , and dv is Lebesgue measure on Rm.
The number a ranges from −1 to 1, N > 2 and m> 1.
Note the similarity of Ka to the operator Ka defined in (1.18). Of course Ka acts on functions
on the unit ball B , however there is a direct connection to operators that act on functions of
[−1,1], such as Ka,0. This follows from the fact that Ka commutes with rotations and therefore
preserves the class of radial functions. For h ∈ C([−1,1]), define Ka,0h by
(Ka,0h)
(
2|v|2 − 1) := (Kaf )(v) where f (v) := h(2|v|2 − 1). (1.27)
This operator is well defined since Ka preserves the class of radial functions. A calculation,
which we shall make in Section 2.3, shows that for
α = (m(N − 2)− 2)/2 and β = (m− 2)/2, (1.28)
the operators Ka,0 defined in (1.23), and (1.27) are the same. Thus, at least for the half integral
values of α and β in (1.28), the apparently more complicated operator defined in (1.23) does
indeed come from an operator bearing a striking resemblance to the one in Gegenbauer’s identity.
Moreover, while m and N are integers in (1.25), once the radial part has been rewritten in the
form (1.23), there is no obstacle to letting α and β vary continuously.
The remarkable thing about this construction of Ka,0 is that it only uses one invariant subspace
of the operators Ka to recover the known results of Gasper and Koornwinder. However, there are
other invariant subspaces with a direct connection to Jacobi polynomials. In fact, we shall see that
for each integer  > 0 there is a family of operators Ka, to which we may apply Theorem 1.8. For
example, the following result about Jacobi polynomials is the analog of Gegenbauer’s product
formula (1.8):
1.10. Theorem. For all α > β > −1/2, and all non-negative integers ,
a
p
(α,β+)
n (t)
p
(α,β+)
n (1)
p(α,β+)n
(
2a2 − 1)
=
1∫
0
π∫
0
pα,β+n
([
a2(1 + t)+ b2(1 − t)r2 + 2ab
√
1 − t2r cos θ]− 1)
×
[
∑
j=0
(

j
)
a−j (br)j
(
1 − t
1 + t
)j/2
P
(β)
j (cos θ)
]
dmα,β(r, θ), (1.29)
where b = √1 − a2 as before.
Note that the special case of this result, for  = 0, is Gasper’s formula. As a consequence of
this theorem we have
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cal polynomial with the normalization P (β) (1) = 1. Then for all t ∈ [−1,1],
p
(α,β+)
n (t)
p
(α,β+)
n (1)
=
1∫
0
π∫
0
[
(1 + t)− (1 − t)r2
2
+ i
√
1 − t2r cos θ
]n
×
[
∑
k=0
(

k
)(
1 − t
1 + t
)k/2
(ir)kP
(β)
k (cos θ)
]
dmα,β(r, θ),
where dmα,β is given by (1.24).
The case  = 0 is a well-known formula of Koornwinder [15]. It was pointed out to us by an
anonymous referee of a previous version of this work, that for  > 0, the formula of Theorem 1.10
is equivalent (though not in such an obvious way) to a product formula due to Koornwinder and
Schwartz for orthogonal polynomials on the so-called parabolic biangle; their equivalent formula
is (3.13) in [17].
We state and indicate a direct proof, using our methods, of the product formula for the
parabolic biangle in Appendix A. In Appendix A we also discuss the product formula on the
triangle.
The rest of the paper is organized as follows: In Section 2 we give a geometric and proba-
bilistic interpretation of the operators Ka and Ka . This shall explain our reasons for referring
to them as “correlation operators”. It also yields a simple proof of their self adjointness, at least
for the “geometric” values of γ , α and β . We then use the rotational invariance of the opera-
tors Ka to determine a sequence of invariant subspaces for them, indexed by the non-negative
integer , and we study the spectrum of the restrictions Ka, of Ka to these invariant subspaces.
Though for  > 0, Ka, is not Markov, Theorem 1.8 is applicable nonetheless: The eigenvalues
are again expressible in terms of ratios of Jacobi polynomials, and in this enable us to easily
prove Theorems 1.10 and 1.11 for the “geometric” values of γ , α and β .
Then, in Section 3, we show how γ , α and β may be allowed to vary continuously, and thus
prove Theorems 1.10 and 1.11 in full generality.
In Section 4 we use the Laplace formula for ultraspherical polynomials and Theorem 1.11
to obtain sharp bounds on ratios of Jacobi polynomials. That is, we obtain sharp bounds on the
eigenvalues of the extremal Markov operators, and these bounds give sharp information on the
operator trace classes to which the extremal Markov operators belong. This information is then
used to discuss the pointwise convergence properties of the eigenfunction expansions for the
kernels associated with the operators in Bochner’s and Gasper’s Theorems.
In Section 5, we discuss the history of Bochner’s and Gasper’s results and finally in Ap-
pendix A we state and outline a proof of the parabolic biangle and triangle polynomial product
formula of [17] along the lines outlined in this section.
2. The geometric cases
The proof of the product formula for Jacobi polynomials with α = (m(N − 2) − 2)/2 and
β = (m − 2)/2, where m and N are positive integers as in (1.28), is particularly simple because
of a geometric picture for the correlation operator Ka in these cases. In this section, we shall
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section, we shall complete our analysis by showing that while the geometric picture only makes
sense for integer values of m and N , certain formulas and results that one derives using the
geometric picture retain their validity as m and N are allowed to vary continuously.
As we have noted, the operators Ka and Ka arose in the study of the Kac model, where they
measured correlations. We start by explaining the geometry behind the simple operator Ka , for
which the geometric vales of γ = (N − 2)/2, N a positive integer.
2.1. The geometric origins of the correlation operator Ka
As is well known, when γ = (N − 2)/2, μ(γ ) is simply the image of the uniform probability
measure σN on S
N−1
, the unit sphere in RN , under the map x → x · eˆ, where eˆ is any unit vector
in RN . That is, if eˆ is any unit vector in RN , and f is any bounded measurable function on
[−1,1], then
∫
SN−1
f (x · eˆ) dσN =
1∫
−1
f (t) dμ((N−2)/2)(t).
Let uˆ1 and uˆ2 be any two unit vectors in RN , and define a bilinear form quˆ1,uˆ2 on
L2(μ((N−2)/2)) by
quˆ1,uˆ2(f, g) =
∫
SN−1
f (x · uˆ1)g(x · uˆ2) dσN . (2.1)
We claim that quˆ1,uˆ2(f, g) is symmetric in f and g, and depends on the choice of uˆ1 and uˆ2
only through a := uˆ1 · uˆ2
To see this, let T be the reflection in RN about the hyperplane orthogonal to uˆ2 − uˆ1. Then
T (uˆ2) = uˆ1 and T (uˆ1) = uˆ2, and hence, by the invariance of dσN under orthogonal transforma-
tion of RN ,
quˆ1,uˆ2(f, g) = quˆ2,uˆ1(f, g) = quˆ1,uˆ2(g, f ).
A similar argument using a rotation that fixes, say, uˆ2 shows that this bilinear form depends
on uˆ2 and uˆ1 only through a := uˆ1 · uˆ2, and this establishes the claim.
We may now use the quadratic form quˆ1,uˆ2(f, g) to define an operator Ka where a = uˆ1 · uˆ2.
It turns out that this operator is exactly the operator Ka defined in (1.18):
2.1. Proposition. For any N > 1 and any −1 < a < 1, and all continuous functions f and g on
[−1,1],
〈Kaf,g〉L2(μ((N−2)/2)) =
∫
SN−1
f (x · uˆ1)g(x · uˆ2) dσN, (2.2)
where Ka is the operator on L2(μ(γ )) for γ = (N − 2)/2 defined in (1.18).
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φ :SN−2 × [−1,1] → SN−1
by φ(y, t) = (√1 − t2y1, . . . ,
√
1 − t2yN−1, t). Evidently for any y ∈ SN−2 and any t ∈ [−1,1],
φ(y, t) ∈ SN−1. It is then easy to check, as in [8], that for any function h on SN−1,
∫
SN−1
h(x)dσN(x) =
1∫
−1
[ ∫
SN−2
h
(
φ(y, t)
)
dσN−1(y)
]
dμ((N−3)/2)(t).
We now apply this to the integral in (2.2). Let {eˆ1, . . . , eˆN } be the standard orthonormal basis for
R
N
. Take
uˆ1 = eˆN and uˆ2 = aeˆN +
√
1 − a2eˆN−1. (2.3)
Then with h(x) = f (x · uˆ1)g(x · uˆ2), we obtain (2.2). 
It is clear from (2.2) that Ka is self adjoint for γ = (N − 2)/2. Once one knows the self
adjointness for these special values of γ , it is natural to seek a direct proof – without lifting the
functions onto spheres. What one finds is the “intrinsic” quadratic form representation (1.20) that
we gave in the introduction when we proved Gegenbauer’s formula. While (1.20) may be less
elegant than (2.2), it has the advantage that it is valid for all γ > 1/2.
We close this subsection by giving simple probabilistic interpretation Ka which explain our
use of the term “correlation”: Think of SN−1, equipped with dσN as a probability space, and
think of f (x · uˆ1) as a random variable on this probability space. Then, the conditional ex-
pectation of f (x · uˆ1) given x · uˆ2 is the function h(x · uˆ2) such that E[h(x · uˆ2)g(x · uˆ2)] =
E[f (x · uˆ1)g(x · uˆ2)] for all continuous bounded functions g. Since
〈Kaf,g〉L2(μ((N−2)/2)) = E
[
Kaf (x · eˆ)g(x · eˆ)
]
for any unit vector eˆ, in particular for eˆ = uˆ2, we see from (2.2) that
Kaf (t) = E
{
f (x · eˆ2)
∣∣ x · eˆ1 = t}. (2.4)
2.2. The geometric origins of the correlation operator Ka
The Jacobi polynomial version of Proposition 2.1, leading to Ka instead of Ka , is only slightly
more complicated than the original. Note that any vector x ∈ RmN can be written as an N -tuple
of vectors in Rm, x = (x1, . . . , xN), and hence may be identified with the m×N matrix
[x] = [x1, . . . , xN ] (2.5)
whose j th column is xj . Then for any vector u ∈ RN , the matrix product [x]u is well defined
in Rm. It is easy to see that if x ∈ SmN−1 and uˆ ∈ SN−1, then [x]uˆ lies in B , the unit ball in Rm.
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define
quˆ1,uˆ2(f, g) =
∫
SmN−1
f
([x]uˆ1)g([x]uˆ2)dσmN. (2.6)
As before, this will depend only on the choices of uˆ1 and uˆ2 through a = uˆ1 · uˆ2. Hence we may
use this bilinear form to define a family of self adjoint Markov operators on L2(dνm,N). Our next
proposition says that the operators we obtain this way are exactly the Ka :
2.2. Proposition. For any N > 2 and m> 1, and any −1 < a < 1, and all f,g ∈ C(B),
〈f,Kag〉L2(B,νm,N ) =
∫
SmN−1
f
([x]uˆ1)g([x]uˆ2)dσmN, (2.7)
where Ka is the operator defined in (1.25).
Proof. We proceed exactly as in the proof of (2.2). Define
φ :Sm(N−1)−1 ×B → SmN−1
by φ(y, v) = (√1 − |v|2y1, . . . ,√1 − |v|2yN−1, v). It is then easy to check, as in [8], that for
any function h on SmN−1,
∫
SmN−1
h(x)dσmN(x) =
∫
B
[ ∫
Sm(N−1)−1
h
(
φ(y, v)
)
dσm(N−1)(y)
]
dνm,N(v),
where dνm,N(v) is the projection of the uniform probability measure SmN−1 onto the unit ball B
in Rm, which is given explicitly in (1.26).
We now apply this to the integral in (2.6) with uˆ1 and uˆ2 given by (2.3). With h(x) =
f ([x]uˆ1)g([x]uˆ2), we obtain (1.25). 
As before, each Ka is a self adjoint Markov operator on L2(dνm,N), and has an interpretation
as a conditional expectation operator: Ka , acting on functions on B , such that for all v ∈ B ,
Kag(v) = E
{
g
([x]eˆ2) ∣∣ [x]eˆ1 = v}. (2.8)
In the next subsection, we exploit the self adjointness of Ka to obtain the product formula for
Jacobi polynomials in the geometric cases.
2.3. Spectral analysis of Ka and a product formula in the geometric cases
In this subsection we study the operator Ka restricted to various invariant subspaces. As we
have seen, the restriction of Ka to the subspace of rotationally invariant subspaces gives Gasper’s
kernel Ka,0. The study of Ka on other invariant subspaces leads to Theorems 1.10 and 1.11.
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(1) Ka is self adjoint on L2(νm,N).
(2) If f is a polynomial of degree n on B , then so is Kaf .
(3) For any continuous function f , and any unit vector eˆ, limt→1 Kaf (t eˆ) = f (aeˆ).
(4) For any rotation R on Rm, Ka(f ◦R) = (Kaf ) ◦R.
Proof. We argue very much as we did in the ultraspherical case, except of course for the proof
of (4), which is a new multidimensional feature.
Proposition 2.2, which expresses Ka in terms of a quadratic form immediately yields (1). As
for (2), note that dνm,N−1(s) is even in s. Therefore, if m is any integer, all of the terms that are
of odd degree in s that one obtains upon expansion of (at + s√1 − a2√1 − t2)m drop out of the
integral. Hence, what remains is a polynomial in t of degree m.
Further, (3) follows by the dominated convergence formula; take the limit under the integral
sign, and use
lim
t→1f
(
ateˆ + s
√
1 − a2
√
1 − t2)= f (aeˆ).
This is independent of s, and since νm,N−1 is a probability measure, (3) now follows. Finally, (4)
follows from the rotational invariance of νm,N−1. 
Since Ka commutes with rotations we can study its action on the irreducible subspaces of the
rotation group. We begin by considering the action of Ka on the radial functions on B , and shall
deduce an elegant product formula for Jacobi polynomials directly from Lemma 2.3.
Note that if q is a polynomial of degree at most n in one real variable, and the function f on
B is defined by f (v) = q(|v|2), then by parts (2) and (4) of Lemma 2.3, Kaf (v) is again of this
same form – a polynomial of degree at most n in |v|2. Thus, the subspace of such functions is
invariant under Ka .
Since by part (1) of Lemma 2.3, Ka is self adjoint on L2(νm,N), it may be diagonalized on each
invariant subspace. It easily follows from here that for each integer n 0, there is a polynomial
qn such that with fn(v) = qn(|v|2), fn is an eigenvector of Ka with eigenvalue λn(a), and that
the fn, appropriately normalized constitute a unit orthonormal basis for the subspace of radial
functions in L2(νm,N). By the explicit form of νm,N given in (1.26),
∫
B
fv(v)
2 dνm,N = Cm,N
∫
[0,1]
q2n
(
r2
)(
1 − r2)(m(N−2)−2)/2rm−1 dr
where Cm,N is a normalization constant. Making the change of variables t = r2, one now recog-
nizes the qn as being the Jacobi polynomials for α,β given by (1.28), translated and scaled so
the domain is [0,1] instead of [−1,1].
To determine the eigenvalues λn(a), apply the evaluation formula, part (3) of Lemma 2.3, to
see that λn(a)qn(1) = lim|v|→1 λn(a)qn(|v|2) = Kafn(v) = qn(a2). That is:
λn(a) = qn(a
2)
.
qn(1)
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preserves the constants, it follows that the λn(a) := qn(a2)/qn(1) are a Markov sequence for the
{qn}n0.
Thus, condition (1) of Theorem 1.5 is satisfied, and as a consequence of Theorem 1.5, we have
therefore solved the Markov sequence problem for the Jacobi polynomials, and have proved a
product formula for them, in the geometric cases. One can of course undo the scaling and trans-
lation, and write this all out explicitly for the usual Jacobi polynomial defined on [−1,1]. The
result is, of course, Gasper’s product formula. We shall do this, but first notice that there is more
to be obtained from the analysis of Ka : So far, we have only considered the restriction of Ka
to the radial functions. The spectral analysis of Ka on other invariant subspaces provides addi-
tional formulas identifying ratios of Jacobi polynomials as eigenvalues of self adjoint operators.
We shall use these formula (and their extension to general values of α and β) to prove Theo-
rems 1.10 and 1.11.
2.4. The spectral analysis of Ka on non-radial functions
For each integer   0, let H denote the space of harmonic polynomials on Rm that are
homogeneous of degree . Restricted to B , the functions in H constitute a closed subspace in
L2(νm,N), which we again denote by H.
For each , H is an eigenspace of Ka . In fact, for each H ∈ H,
KaH(v) = aH(v). (2.9)
That is, the restriction of Ka to H ∈ H is a times the identity. One way to see this is to use the
mean value property of harmonic functions and the formula (1.26). Since the measure dνm,N−1
is radially symmetric, we see that KaH(v) = H(av), which, by the homogeneity, is aH(v).
There is another more algebraic argument that tells us somewhat more:
2.4. Lemma. The spectrum of Ka is discrete, and its eigenfunctions are of the form g(|v|2)H(v),
where g(|v|2) is a polynomial in |v|2 and H ∈ H for some . Moreover, if g(|v|2)H(v) is an
eigenfunction, then, so is g(|v|2)H˜ (v), for any non-zero H˜ ∈ H.
Proof. By Lemma 2.3 the operator Ka leaves the space of polynomials of degree n invariant
for any n. Hence, by the Weierstrass theorem the eigenfunctions consist of polynomials. Further,
since Ka commutes with rotations, any eigenfunction must be of the form
F(v) = f (|v|)Y( v|v|
)
(2.10)
where Y is a spherical harmonic, i.e., Y( v|v| ) = |v|−H(v) where H(v) is a homogeneous
harmonic polynomial of degree . We have to show that f (|v|)/|v| is a polynomial in v, i.e., a
polynomial of the variable |v|2.
Since F(v) is a polynomial of degree n we can write it as F(v) =∑nm=0 qm(v) where qm(v)
is homogeneous of degree m. In turn, each of these polynomials can be expanded in terms of
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This shows that
F(v) =
n∑
k=0
gk
(|v|2)Hk(v) (2.11)
for some polynomials gk . The result follows from (2.10) and the orthogonality properties of the
spherical harmonics. The final statement follows from Schur’s Lemma since Ka commutes with
rotations and rotations act irreducibly on H. 
Now, since polynomials on [0,1] are uniformly dense in C([0,1]), it follows from the lemma
(and the fact that Ka is Markov) that for each function g ∈ C([0,1]), and each H ∈ H, and all
a ∈ (−1,1), there is a g˜a ∈ C([0,1]) so that
Kaf (v) = g˜a
(|v|2)H(v) where f (v) = g(|v|2)H(v) (2.12)
with H ∈ H being the same on both sides. The transformation g → g˜ (which depends on ) is
clearly linear, and as one sees from the proof of Lemma 2.4, independent of the choice of H . We
now use this transformation to generalize the definition of the operator in (1.23).
To make efficient contact with the theory of Jacobi polynomials, it is better to write our radial
functions in the form h(2|v|2 − 1) instead of g(|v|2). For any non-zero H in any H, we define
VH to be the subspace of L2(νm,N−1) consisting of functions of the form
f (v) = h(2|v|2 − 1)H(v),
where h is a function on [−1,1]. We then generalize the definition (1.23) as follows:
For each  > 0, fix some non-zero H ∈ H. Then for h ∈ C([−1,1]), define Ka,h by
(Ka,h)
(
2|v|2 − 1)H(v) = (Kaf )(v) where f (v) := h(2|v|2 − 1)H(v). (2.13)
By the last statement in Lemma 2.4, (Ka,h)(2|v|2 − 1)H(v) does not depend on the particular
choice of H in H. Further, by Lemma 2.4 the eigenfunctions of Ka are of the form
fn,(v) = hn,
(
2|v|2 − 1)H(v)
where hn, is a polynomial of degree n. The eigenfunctions of Ka, are the polynomials hn,. We
now identify these as Jacobi polynomials:
First, we normalize our choice of H ∈ H so that
∫
Sm−1 |H(v)|2 dσm = 1. Then for any posi-
tive integers n = p, integrating in polar coordinates and using (1.26) we find
0 = 〈fn,, fp,〉L2(νm,N ) =
∫
B
hn,
(
2|v|2 − 1)hp,(2|v|2 − 1)∣∣H(v)∣∣2 dνm,N(v)
= |S
m(N−1)−1|
|SmN−1|
1∫
hn,
(
2s2 − 1)hp,(2s2 − 1)(1 − s2)(m(N−1)−2)/2s2+m−1 ds.0
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1∫
−1
hn,(t)hp,(t)(1 − t)(m(N−2)−2)/2(1 + t)+(m−2)/2 dt = 0,
which is the orthogonality relation defining the Jacobi polynomials p(α,β+)n with α and β given
by (1.28).
We now determine the eigenvalues λn,(a) such that Ka,hn, = λn,(a)hn,. By (2.13), if we
define f by f (v) = hn,(2|v|2 − 1)H(v), we have λn,(a)f (v) = Kaf (v). Then, for any unit
vector eˆ in Rm with H(eˆ) = 0, we have from part (4) of Lemma 2.3 that λn,(a)f (eˆ) = f (aeˆ),
which, by the homogeneity of H , means that λn,(a) = ahn,(2a2 − 1)/hn,(1). We summarize
our conclusions in a lemma:
2.5. Lemma. Fix dimensions m > 1 and N > 2, and let α and β be given by (1.28). Then for
each integer   0 and each a ∈ [−1,1], the operator Ka, is self adjoint on L2(μ(α,β+)),
and is diagonalized by the Jacobi polynomial basis {p(α,β+)n }n0. Moreover, the corresponding
sequence of eigenvalues {λn,(a)}n0 is given by
λn,(a) = a p
(α,β+)
n (2a2 − 1)
p
(α,β+)
n (1)
. (2.14)
2.6. Remark. It is worth remarking that the operators Ka, are not positivity preserving for  > 0.
Nonetheless, the eigenvalues λn,(a) are eigenvalues of a Markov operator, namely Ka .
3. General values of α and β
Our next goal is to extend this analysis of the previous section to arbitrary values of α > β >
−1/2. We seek a direct expression of Ka,, not explicitly involving Ka , so that we may then
freely vary the dimensions. The following notation will be useful: For v and y in B , define
w(v,y, a) = av +
√
1 − a2
√
1 − |v|2y.
Then by Lemma 2.2, for any f of the form f (v) = h(2|v|2 − 1)H(v),
Kaf (v) =
∫
B
h
(
2
∣∣w(v,y, a)∣∣2 − 1)H (w(v,y, a))dνm,N−1(y). (3.1)
To proceed, we now make a judicious choice of H to simplify the computations before us:
• We choose H so that H(v/|v|) is the zonal spherical harmonic of degree  with the axis
along the unit vector eˆ in Rm. That is,
H(v) = |v|p((m−2)/2)(eˆ · v/|v|)= |v|p(β)(eˆ · v/|v|), (3.2) 
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vantage of our particular choice of H is that H(w(v, y, a)) depends on w(v,y, a) only through
(w(v, y, a)) · eˆ and |w(v,y, a)|2. Specifically,
H
(
w(v,y, a)
)= ∣∣w(v,y, a)∣∣p(β)
(
(w(v, y, a)) · eˆ
|w(v,y, a)|
)
. (3.3)
Note that
w(v,y, a) · eˆ = as +
√
1 − a2
√
1 − s2r cos θ (3.4)
and
∣∣w(v,y, a)∣∣2 = a2s2 + (1 − a2)(1 − s2)r2 + 2a√1 − a2√1 − s2rs cos θ (3.5)
where s = |v|, r = |y|, and v · y = sr cos θ , so that (3.2) can be written as an integral over r
and θ , using the measure defined in (1.24). These are the coordinates we used in the proof of
Lemma 1.9 to “liberate” the values of α and β in the  = 0 case.
By (2.13) and (3.2) evaluated at v = seˆ, we have
(Ka,h)
(
2s2 − 1)sH(eˆ) = ∫
B
h
(
2
∣∣w(seˆ, y, a)∣∣2 − 1)H (w(seˆ, y, a))dνm,N−1(y).
For the particular choice of H made in (3.2), this reduces to
(Ka,h)
(
2s2 − 1)
= s−
∫
B
h
(
2
∣∣w(seˆ, y, a)∣∣2 − 1)∣∣w(seˆ, y, a)∣∣P (β)
(
(w(seˆ, y, a)) · eˆ
|w(seˆ, y, a)|
)
dνm,N−1(y), (3.6)
since p(β) (x)/p
(β)
 (1) = P (β) (x), the ultraspherical polynomial normalized by the condition
P
(β)
 (1) = 1.
Next, since the integrand depends on only on s, r and cos θ , we can use (1.26) and (1.24)
to write this in terms of an integration against dmα,β with α and β related to m and N
through (1.28):
(Ka,h)
(
2s2 − 1)
= s−
1∫
0
π∫
0
h
(
2
∣∣w(seˆ, y, a)∣∣2 − 1)∣∣w(seˆ, y, a)∣∣P (β)
(
(w(seˆ, y, a)) · eˆ
|w(seˆ, y, a)|
)
dmα,β(r, θ). (3.7)
3.1. Definition. For all α > β > −1/2, we define Ka, by formula (3.7). By the calculation just
made, this coincides with the definition made in (2.13) for α and β satisfying (1.28).
The next lemma gives a more explicit formula for Ka,.
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Ka,h(t) =
1∫
0
π∫
0
h
([
a2(1 + t)+ b2(1 − t)r2 + 2ab
√
1 − t2r cos θ]− 1)
×
[
∑
j=0
(

j
)
a−j (br)j
(
1 − t
1 + t
)j/2
P
(β)
j (cos θ)
]
dmα,β(r, θ), (3.8)
where b = √1 − a2 as before.
Proof. First make the change of variables t = 2s2 − 1 in the defining formula (3.7). Under this
change of variable, (3.4) and (3.5) become
w(v,y, a) · eˆ = a
√
1 + t
2
+ b
√
1 − t
2
r cos θ (3.9)
and
∣∣w(v,y, a)∣∣2 = a2 1 + t
2
+ b2 1 − t
2
r2 + ab
√
1 − t2r cos θ (3.10)
and we deduce from (3.7) that
Ka,h(t) =
(
1
1 + t
)/2 1∫
0
π∫
0
h
([
a2(1 + t)+ b2(1 − t)r2 + 2ab
√
1 − t2r cos θ]− 1)
× ∣∣a2(1 + t)+ b2(1 − t)r2 + 2ab√1 − t2r cos θ ∣∣/2
× P (β)
(
a
√
1 + t + b√1 − tr cos θ
|a2(1 + t)+ b2(1 − t)r2 + 2ab√1 − t2r cos θ |1/2
)
dmα,β(r, θ).
(3.11)
The Laplace formula for the ultraspherical polynomials [19, p. 94], which can be deduced
from Gegenbauer’s identity, can be written as
P
(β)
 (x) =
Γ (β + 1/2)√
πΓ (β)
π∫
0
(
x +
√
x2 − 1 cosφ) sin2β−1(φ)dφ. (3.12)
With x = w(v,y,a)·eˆ|w(v,y,a)| , we obtain, using the binomial formula,
∣∣a2(1 + t)+ b2(1 − t)r2 + 2ab√1 − t2r cos θ ∣∣/2
× P (β)
(
a
√
1 + t + b√1 − tr cos θ
2 2 2
√
2 1/2
)
(3.13)|a (1 + t)+ b (1 − t)r + 2ab 1 − t r cos θ |
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∑
j=0
(

j
)
(a
√
1 + t)−j (br√1 − t)j (3.14)
× Γ (β + 1/2)√
πΓ (β)
π∫
0
(
cos θ +
√
cos2 θ − 1 cosφ)j sin2β−1 φ dφ (3.15)
=
∑
j=0
(

j
)
(a
√
1 + t)−j (br√1 − t)jP (β)j (cos θ).  (3.16)
Proof of Theorem 1.10. By choosing h = pα,β+ Gasper’s product formula (Theorem 1.10)
follows immediately from Lemma 3.2. 
Our next goal is to show that for all α > β > −1/2, Ka, possesses the crucial properties of
self adjointness, polynomial preservation and the limiting value identity that it inherits from Ka
when α and β satisfy (1.28).
3.3. Lemma. For all a ∈ (−1,1), α > β > −1/2, and integers   0, the operator Ka, on
C([−1,1]) as defined in (1.23) has the following properties:
(1) Ka, is self adjoint on L2(μα,β).
(2) The space of polynomials of any fixed degree is invariant under Ka,.
(3) For any continuous function h, limt→1 Ka,h(t) = ah(2a2 − 1).
Proof. It is obvious from (3.11) that limt→1 Ka,h(t) = ah(2a2 − 1), property (3) is taken care
of. Next consider the polynomial preservation, property (2). It suffices to show that for each
natural number n, if h(t) = (t + 1)n, then Ka,h(t) is a polynomial of order n.
For this choice of h,
h
([
a2(1 + t)+ b2(1 − t)r2 + 2ab
√
1 − t2r cos θ]− 1)
=
n∑
m=1
n!
(n−m)!m!
(
a2(1 + t)+ b2(1 − t))n−m(2ab√1 − t2r cos(θ))m.
Thus, from Lemma 3.2, Ka,h(t) is a sum of multiples of terms of the form
Q(t)
(
1 − t2)m/2(1 − t
1 + t
)k/2 1∫
0
π∫
0
rm+k cosm θP (β)k (cos θ) dmα,β,
where Q(t) is a polynomial of degree n − m. Then, by the orthogonality properties of the ultra-
spherical polynomials,
π∫
cosm θP
(β)
k (cos θ) sin
2β θ dθ = 0
0
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(m+k)/2
(1+t)(m−k)/2 is a polynomial
of degree m. Thus, for this choice of h, Ka,h(t) is a sum of terms each of which is a polynomial
of degree n, and thus (2) is proved.
We next deal with self adjointness. To see this in a simple way, we do not use the formula
for Ka, given in Lemma 3.2, but instead work directly from the expression (3.7). We shall show
that the bilinear form
q(h1, h2) := 2cα,β
1∫
0
h1
(
2s2 − 1)(Ka,h2)(2s2 − 1)(1 − s2)αs2β+2+1 ds (3.17)
is symmetric. This is easily seen in case α and β related to m and N through (1.28) since then
with fj (v) = hj (2|v|2 − 1)H(v), j = 1,2, easy computations reveal that the right-hand side is a
constant multiple of 〈f1,Kaf2〉L2(νm,N ). To see this in general, we proceed exactly as in the proof
of Lemma 1.9, making the same sequences of coordinate changes
(r, θ) → (x, y) → (x′, y′)→ (ρ,φ).
Under this sequence of changes of variables, |w(v,y, a)| becomes simply ρ, as we have seen
in the proof of Lemma 1.9, and w(v,y, a) · eˆ/|w(v,y, a)| becomes simply cos(φ), as simple
computations reveal. Then, with q(h1, h2) defined in (3.17), we find that
q(h1, h2) = 2cα,βb−2α
1∫
0
1∫
0
π∫
0
h1
(
2s2 − 1)h2(2ρ2 − 1)(b2 − s2 − ρ2 + 2aρs cosφ)α−β−1+
× P (β) (cosφ)ρ2β++1s2β++1 sin2β φ dφ dρ ds. (3.18)
This takes care of property (1). 
With this lemma in hand, we now easily extend Lemma 2.5.
3.4. Theorem. For all α > β > −1/2, all integers   0, and each a ∈ (−1,1), the opera-
tor Ka, is self adjoint on L2(μ(α,β+)), and is diagonalized by the Jacobi polynomial basis
{p(α,β+)n }n0. Moreover, the corresponding sequence of eigenvalues {λn,(a)}n0 is given by
λn,(a) = a p
(α,β+)
n (2a2 − 1)
p
(α,β+)
n (1)
. (3.19)
Proof. This is an immediate consequence of Lemma 3.3 and Theorem 1.8. 
Proof of Theorem 1.11. By Theorem 3.4,
p
(α,β+)
n (t)
(α,β+) p
(α,β+)
n
(
2a2 − 1)= a−(Ka,p(α,β+)n )(t). (3.20)pn (1)
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extend the range of a from [−1,1] to all of R. Since in (3.8), b stands for √1 − a2, all odd terms
in
√
1 − a2 must drop out of when the integration is made, and for a > 1, we will get the signs
right if we replace b = √1 − a2 with i√a2 − 1.
Doing this, and then dividing both sides of (3.20) by (2a2)n, and taking the limit a → ∞,
only the leading terms in the Jacobi polynomials contribute, and we obtain
p
(α,β+)
n (t)
p
(α,β+)
n (1)
=
1∫
0
π∫
0
[
(1 + t)− (1 − t)r2
2
+ i
√
1 − t2r cos θ
]n
×
[
∑
k=0
(

k
)(
1 − t
1 + t
)k/2
(ir)kP
(β)
k (cos θ)
]
dmα,β(r, θ).
This is the formula in Theorem 1.11. 
4. Bounds on the extremal eigenvalues and convergence of associated eigenfunction
expansions
Our objective in this section is to obtain bounds on the magnitudes of the eigenvalues in the
extremal Markov sequences that govern the way these magnitudes decrease to zero as n increases.
We start with the case of the ultraspherical polynomials.
4.1. Theorem. For all γ > 0, and all −1 < a < 1,
∣∣∣∣p
(γ )
n (a)
p
(γ )
n (1)
∣∣∣∣ 2cγ−1/2(1 − a2)γ
(
n
2
)−γ
. (4.1)
Moreover, if p > 1/γ , (Ka)p , the pth power of Ka , is trace class. This criterion for belonging
to the trace class is sharp in that for a = 0, where exact calculations are simple, one finds Kp0 is
trace class if and only if p > 1/γ .
We shall prove an analog of this theorem for Jacobi polynomials, and the proof will be quite
similar. Therefore, before plunging into the details, we explain the strategy.
The starting point is the Laplace identity (3.12) which can be written as
p
(γ )
n (a)
p
(γ )
n (1)
=
1∫
−1
(
a + is
√
1 − a2)n dμ(γ−1/2)(s).
Observe that
∣∣a + is√1 − a2∣∣2 = 1 − (1 − a2)(1 − s2) 1. (4.2)
Fixing a, define Cλ to be the subset of [−1,1] on which |a + is
√
1 − a2|2  1 − λ. It follows
from (3.12) and the layer-cake identity that
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(γ )
n (a)
p
(γ )
n (1)
∣∣∣∣
1∫
−1
∣∣a + is√1 − a2∣∣n dμ(γ−1/2)(s)
 n
2
1∫
0
(1 − λ)(n−2)/2μ(γ−1/2)(Cλ) dλ. (4.3)
Hence, an estimate on the rate that μ(γ−1/2)(Cλ) decreases to zero as λ decreases to zero
yields a bound on the rate at which |p(γ )n (a)/p(γ )n (1)| decreases as n increases. This will yield
us bounds that hold uniformly in a in any compact subset of (−1,1). While we are ignoring
phase cancellations in the estimate (4.3), there are no phase cancellations for a = 0, and an exact
calculation gives the same n−γ decay. Thus no better bound can hold uniformly in a on closed
symmetric intervals of (−1,1).
We prove a bound on μ(γ−1/2)(Cλ) in the next lemma, and then proceed with the proof of the
theorem.
4.2. Lemma. μ(γ−1/2)(Cλ) 2cγ−1/2( λ1−t2 )
γ .
Proof. Note that from (4.2), |t + is√1 − t2|2  1−λ ⇔ (1− t2)(1−s2) λ. Hence, for s ∈ Cλ,
1 − s2 < λ/(1 − t2), and therefore,
μ(γ−1/2)(Cλ) = 2cγ−1/2
1∫
√
1−λ/(1−t2)
(
1 − s2)γ−1 ds  2cγ−1/2
(
λ
1 − t2
)γ
. 
Proof of Theorem 4.1. Applying Lemma 4.2 in (4.3), we obtain
∣∣∣∣ p
(γ )
n (t)
p
(γ )
n (1)
∣∣∣∣ ncγ−1/2
1∫
0
(1 − λ)(n−2)/2
(
λ
1 − t2
)γ
dλ = cγ−1/2
(1 − t2)γ n
Γ (n2 )Γ (γ + 1)
Γ (n2 + γ + 1)
. (4.4)
Then since (1 − e−s)γ  sγ for γ  0,
Γ (n2 )
Γ (n2 + γ + 1)
= 1
Γ (γ + 1)
∞∫
0
e−
n
2 s
(
1 − e−s)γ ds  (n
2
)−(γ+1)
. (4.5)
Combining this with (4.4) we obtain the bound (4.1).
Finally, we consider the case a = 0. Then there is no phase cancellation, and one readily
computes
∣∣∣∣p
(γ )
2n (0)
p
(γ )
(1)
∣∣∣∣= cγ−1/2√2
Γ (n+ 12 )Γ (γ )
Γ (n+ γ + 1 ) ∼ n
−γ ,
2n 2
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possible that can hold uniformly for a in closed intervals of (−1,1). 
We now turn to the analog of Theorem 4.1 for Jacobi polynomials.
4.3. Theorem. For all α > β > −1/2, all a ∈ (−1,1), all n > 0, and all  0,
∣∣∣∣p
(α,β+)
n (a)
p
(α,β+)
n (1)
∣∣∣∣
[
1 +
(
1 − a
1 + a
)1/2]
Kα,β(a)Γ
(
α + 3
2
)(
n
2
)−(α+1/2)
, (4.6)
where
Kα,β(a) = cα,βπ−122(α−β+2)(1 − a)−(2α−β+1)(1 + a)−(β+1/2). (4.7)
Thus, for p > 1/(α + 1/2) > 0, (Ka,)p is trace class.
4.4. Remark. The exponent on n is determined by α alone; it is independent of β and .
We begin with a lemma that is the analog of Lemma 4.2:
4.5. Lemma. For each fixed a ∈ (−1,1) and λ > 0, define Cλ to be the subset of [0,1] × [0,π]
given by
Cλ :=
{
(r, θ): R2(r, θ) > 1 − λ}, (4.8)
where
R(r, θ) =
∣∣∣∣ (1 + a)− (1 − a)r22 + i
√
1 − a2r cos θ
∣∣∣∣.
Then the measure of Cλ with respect to m. α,β satisfies
mα,β(Cλ)Kα,β(a)λα+1/2, (4.9)
where Kα,β(a) is given by (4.7).
Proof. Define A = (1 + a)/2 and B = (1 − a)/2. Then we can write
R2(r, θ) = A2 +B2r2 + 2ABr2 cos(2θ).
Since A + B = 1, 1 − R2(r, θ) = B2(1 − r4) + 2AB(1 − r2 cos(2θ)). This is a sum of positive
terms, and so for any λ > 0, whenever 1 −R2(r, θ) λ, we have both
B2
(
1 − r4)< λ and 2AB(1 − r2 cos(2θ))< λ. (4.10)
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r)(1 + r) = 1 − r2 < λ/B2, so that r > 1 − λ/B2. Thus, everywhere on Cλ,
1 − r2 < λ
B2
and r > 1 − λ
B2
.
Next, we turn to the second condition in (4.10). This can be written as r2 cos(2θ) >
1 − λ/(2AB), which certainly implies cos(2θ) > 1 − λ/(2AB), which implies that sin2 θ <
λ/(4AB). Finally, since on [0,π/2], (2/π)θ  sin(θ), with a similar estimate on [π/2,π],
the second condition in (4.10) implies that either 0  θ  (π/4)√λ/(AB), or else π −
(π/4)
√
λ/(AB) θ  π .
Altogether then, {(r, θ): R2(r, θ) > 1−λ} is contained in [1−λ/B2,1]×[0, (π/4)√λ/(AB)]
∪ [1 − λ/B2,1] × [π − (π/4)√λ/(AB),π], and moreover, everywhere on this set,
1 − r2  λ
B2
and sin2 θ  λ
4AB
.
Integrating over the two rectangles using the above bounds yields the estimate
mα,β(Cλ) cα,βπ−123−2βB−(2α−β+1/2)A−(β+1/2)λα+1/2.
Replacing A and B by their definition in terms of t , one obtains the bound (4.9). 
Proof of Theorem 4.3. The starting point is Theorem 1.11, which provides the identity
p
(α,β+)
n (a)
p
(α,β+)
n (1)
=
1∫
0
π∫
0
[
(1 + a)− (1 − a)r2
2
+ i
√
1 − a2r cos θ
]n
×
[
∑
k=0
(

k
)(
1 − a
1 + a
)k/2
(ir)kP
(β)
k (cos θ)
]
dmα,β(r, θ).
By the definition of R(r, θ) in Lemma 4.5, and the fact that P (γ )n (x) 1, we obtain
∣∣∣∣ p
(α,β+)
n (t)
p
(α,β+)
n (1)
∣∣∣∣
1∫
0
π∫
0
R(r, θ)n
[
∑
k=0
(

k
)(
1 − a
1 + a
)k/2
rk
]
dmα,β(r, θ)
=
1∫
0
π∫
0
R(r, θ)n
[
1 +
(
1 − a
1 + a
)1/2
r
]
dmα,β(r, θ)

[
1 +
(
1 − a
1 + a
)1/2] 1∫
0
π∫
0
R(r, θ)n dmα,β(r, θ)
=
[
1 +
(
1 − a
1 + a
)1/2]
n
2
1∫
(1 − λ)(n−2)/2mα,β(Cλ)dλ. (4.11)0
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∣∣∣∣p
(α,β+)
n (a)
p
(α,β+)
n (1)
∣∣∣∣
[
1 +
(
1 − a
1 + a
)1/2]
n
2
Kα,β(a)
1∫
0
(1 − λ)(n−2)/2λα+1/2 dλ
=
[
1 +
(
1 − a
1 + a
)1/2]
n
2
Kα,β(a)
Γ (n2 )Γ (α + 32 )
Γ (n2 + α + 32 )

[
1 +
(
1 − a
1 + a
)1/2]
Kα,β(a)Γ
(
α + 3
2
)(
n
2
)−(α+1/2)
.  (4.12)
We may apply these results to study the convergence of the eigenfunction expansions for the
operators Ka and Ka,. Indeed, since eigenvalues of Ka, are
λn,(a) = a p
(α,β+)
n (2a2 − 1)
p
(α,β+)
n (1)
,
and the eigenfunctions are the p(α,β+)n , the formal eigenfunction expansion of the kernel for
Ka, is
a
∞∑
n=0
p
(α,β+)
n (2a2 − 1)p(α,β+)n (x)p(α,β+)n (y)
p
(α,β+)
n (1)
.
The eigenvalue bounds obtained above can be used to show that for a ∈ (−1,1) and α > 1/2,
these formal series actually converge uniformly for x and y in compact intervals of (−1,1). To
do this, we need bounds on the eigenfunctions as well as the eigenvalues. Because of the close
relation between the eigenfunctions and the eigenvalues in this context, we could obtain the
eigenfunction bounds from Theorem 4.3, but it will be instructive to obtain these instead from a
well known but deep result of Nevai, Erdélyi, and Magnus [18]: For all α −1/2 and β −1/2
and all non-negative integers n,
max
x∈[−1,1]
√
1 − x2w(x)pα,βn (x)2 
2e(2 +√α2 + β2)
π
, (4.13)
where w(x) is the density (depending on α and β) of the measure with respect which the pα,βn
are orthonormal. Then since for each 0 < r < 1,
√
1 − x2w(x) is uniformly bounded from below
on [−r, r], we have that for each a ∈ (−1,1) there is a constant C such that
p
(α,β)
n (2a2 − 1)p(α,β)n (x)p(α,β)n (y)
p
(α,β)
n (1)
 Cn−(α+1/2)
uniformly for x, y ∈ [−r, r]. With the α = β cases coming from Theorem 4.1 and (1.4), this
proves:
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∞∑
n=0
p
(α,β+)
n (x)p
(α,β+)
n (y)p
(α,β+)
n (z)
p
(α,β+)
n (1)
(4.14)
converges absolutely and uniformly on compacts, and the operator whose kernel the sum defines
is trace class.
For  = 0, this is the eigenfunction expansion of Gasper’s operator Ka,0, which is Markov.
Thus, for α > 1/2 and α  β > −1/2, where the sum in (4.14), converges pointwise, it defines a
kernel that is pointwise positive.
5. Historical remarks
In this section we give a brief discussion of work done on the Markov sequence problem for
Jacobi polynomials by Gasper, Koornwinder and Askey with the aim of clarifying the context of
the present paper.
When Gasper took up his work on the Markov sequence problem for Jacobi polynomials, the
main obstacle was the lack of an analog to Gegenbauer’s indentity. Therefore, Gasper worked
backwards towards one: It is clear that the operator Ka,0 on L2(μ(α,β)) defined by
Ka,0ψ(x) =
∞∑
n=0
p
(α,β)
n (2a2 − 1)
p
(α,β)
n (1)
p(α,β)n (x)
1∫
−1
p(α,β)n (y)ψ(y)dμ
(α,β)(y) (5.1)
for a ∈ (−1,1) is self adjoint, satisfies Ka,01 = 1, and has {p(α,β)n (z)/p(α,β)n (1)}n0 as its se-
quence of eigenvalues, so that if there is to be an analog of Gegenbauer’s identity for Jacobi
polynomials, it must refer to this operator.
What is not at all clear from the eigenfunction expansion is whether or not Ka,0 preserves
positivity, or whether Ka,0 even has a kernel Ka,0(x, y), which formally would be
Ka,0(x, y) =
∞∑
n=0
p
(α,β)
n (2a2 − 1)p(α,β)n (x)p(α,β)n (y)
p
(α,β)
n (1)
. (5.2)
Gasper’s Theorem as stated above was proved by him in [11], where he evaluated the sum.
This is rather involved, but here is a brief sketch: In [11] Gasper formally defines a kernel
G(x,y, z;α,β) which, in our notation, has the form
G(cos 2φ, cos 2ψ, cos 2θ;α,β) =
∞∑
n=0
p
α,β
n (cos 2φ)
p
α,β
n (1)
pα,βn (cos 2ψ)p
α,β
n (cos 2θ).
Then using a formula of Watson [20, p. 413], he shows that this sum of triple products of Jacobi
polynomials is equal to an integral of a triple product of Bessel functions with the restriction
α > −1/2, β > −1/2 and cos θ = | cos(ψ ± φ)|. When α > β > −1/2, he was able to evaluate
the integral of the triple product of Bessel functions with the result that
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= Γ (α + 1)(sinφ sinψ sin θ)
−2α
2α+β+1Γ (α − β)Γ (β + 1/2)Γ (1/2)
×
A∫
0
(
1 − cos2 φ − cos2 ψ − cos2 θ + 2 cosφ cosψ cos θ cosγ )α−β−1 sin2β γ dγ (5.3)
where A is 0, arccos( cos
2 φ+cos2 ψ+cos2 θ−1
2 cosφ cosψ cos θ ), or π depending on whether sin
2 φ sin2 ψ is less than
between, or greater than the two numbers (cosφ cosψ ± cos θ)2. From this Gasper concludes
that G is non-negative. Then in [12], using the evaluation of the triple integral in terms of hyper-
geometric functions, Gasper is able to show that G is non-negative if α  β > −1, α > −1/2,
and either β  −1/2 or α + β  0. Comparing this with Eq. (1.17) we see that the kernel is
positive so that Gasper’s result lays the foundation for a convolution structure associated with
Jacobi polynomials.
Later Koornwinder [16] gave another proof of Gasper’s Theorem in the case α > β > −1/2.
Here Koornwinder defines the kernel G as the integral (1.23) given above, then he uses his
Laplace type integral representation for Jacobi polynomials and duality to show that the kernel
is equal to the triple sum of Jacobi polynomials. Koornwinder obtained his Laplace type formula
using group theoretic methods and Askey [1] gave a simple analytic proof using Bateman’s
integral relation between hypergeometric functions. The fact that the kernel is continuous and
of bounded variation allows Koornwinder to show, using the Dirichlet–Jordan test [21, p. 57],
and the equiconvergence of Jacobi series and cosine series [19, p. 246], that for α > β > −1/2
the triple sum converges uniformly on compact subsets of 0 < φ,ψ, θ < π2 . Later Koornwinder
and Schwartz [17] extended these results to polynomials orthogonal on the biangle, triangle, and
simplex.
In contrast our approach is much more in the spirit of Bakry and Mazet [4], in which they
solved the Markov sequence problem for various systems of orthogonal polynomials by applying
functional analytic techniques to certain well chosen kernels of self adjoint operators. Likewise,
our approach starts with the construction of the family of operators the operators Ka . The mo-
tivation for considering the family Ka comes from previous work on the Kac model [8,9]. In
particular, for the restricted parameter values discussed in Section 2, Ka is easily seen to be self
adjoint, to preserve polynomials and to enjoy the evaluation property, and hence, by Theorem 1.8
its eigenvalues can be expressed as ratios of Jacobi polynomials. Restricting this operator to the
radial functions gives us the operator Ka,0, at least for the half integral values of α and β given
in (1.28). In a further step we extend the operators Ka,0 to the full range, and obtain Gasper’s
kernel. Ka,0 is shown to be an extremal Markov operator from which Gasper’s product formula
follows.
Moreover, the same can be done with the operators Ka, that appear as restrictions of the
operators Ka to the other invariant angular momentum subspaces, and in this way we obtain
Theorems 1.10 and 1.11.
One final remark is that the convolution structure for Jacobi polynomials can be used to show
that Jacobi polynomials form a strong polynomial hypergroup (see Bloom and Heyer [5] for
a definition of hypergroups). A sequence of orthonormal polynomials {fn} with f0 = 1 such
that (1.7) holds is said to have the hypergroup property (see Bakry and Huet [3]). A result of
Connett and Schwartz [10] (see also Theorem 3.4 in [5]) essentially shows that the only unit
3458 E.A. Carlen et al. / Advances in Mathematics 226 (2011) 3426–3466orthogonal polynomials systems in one dimension that satisfy (1.7) are, up to a translation and
scaling, the Jacobi polynomials. This can be proved by showing that if a sequence of orthonormal
polynomials satisfy (1.7) then after translation and scaling they also satisfy the differential equa-
tion satisfied by the Jacobi polynomials. The argument does not, however, provide another proof
of Gasper’s Theorem asserting that the Jacobi polynomials do indeed satisfy a product formula.
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Appendix A. The parabolic biangle and triangle polynomial product formulas
The parabolic biangle is the region
B = {(x1, x2): 0 x22  x1  1},
and the polynomials rα,βn,m(x1, x2) that are orthogonal on B with respect to the measure
(1 − x1)α
(
x1 − x22
)β−1/2
dx1 dx2
can be written, with our conventions as
rα,βn,m(x1, x2) = x
n
2
1 p
(α,β+n)
m (2x1 − 1)p(β)n
(
x2√
x1
)
. (A.1)
The total degree is n+m.
The product formula Koornwinder and Schwartz [17] is then given by
r
α,β
n,m(x
2
1 , x2)r
α,β
n,m(y
2
1 , y2)
r
α,β
n,m(1,1)
=
∫
I,J 3
rα,βn,m
(
E2,EG
)
dνα,β(r, t1, t2, t3) (A.2)
where
dνα,β(r, t1, t2, t3) = dμβ(t2) dμβ(t3) dmα,β(r, t1),
where μβ is given by (1.1), mα,β by (1.24) with t1 = cos θ . Here I = [0,1], J = [−1,1]. The
symbols E and G are given by
E = (x21y21 + (1 − x21)(1 − y21)r2 + 2x1y1(1 − x21)1/2(1 − y21)1/2rt1)1/2,
G = D(C,D(x2/x1, y2/y1;1, t2);1, t3),
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C = D(x1, y1; r, t1)
E(x1, y1; r, t1)
and, generally,
D(x,y; r, t) = xy + (1 − x2)1/2(1 − y2)1/2rt.
In order to prove this product formula (A.2) using the method developed here, we must analyze
the operator
(Ky1,y2h)(x1, x2) :=
∫
I,J 3
h
(
E2,EG
)
dνα,β(r, t1, t2, t3) (A.3)
on the Hilbert space H given by the inner product (·,·) defined above. Direct calculations that
lead to the proof of self adjointness of the operator Ky1,y2 defined above seem to be very involved.
A substantial simplification is achieved by writing Ky1,y2 in terms of Gegenbauer operators. For
the triangle case the Gasper operator will be used instead. It is an immediate consequence of the
following theorem.
A.1. Theorem. The operator Ky1,y2 is a self adjoint linear operator on H. It is positivity pre-
serving, preserves the function 1 and the space of polynomials in the two variables x1, x2 of a
given degree. Further we have the evaluation formula
lim
(x1,x2)→(1,1), (x1,x2)∈B
(Ky1,y2h)(x1, x2) = h(1,1). (A.4)
Proof. Clearly, Ky1,y2 is positivity preserving and preserves the function 1. The evaluation for-
mula follows by noting that E and G tend to 1 as (x1, x2) tend to (1,1) in the biangle. To see
the statement concerning polynomial preservation it suffices to prove it for a general monomial
xm1 x
n
2 . That is we have to show that
∫
I,J 3
E2m(EG)n dνα,β(r, t1, t2, t3)
is a polynomial in the variables (x1, x2) of total degree less than or equal 2m + n. We shall use
the fact that the measure dμα,β is even in t1, t2, t3. Now,
Gn = [CD(x2/x1, y2/y1;1, t2)+ (1 −C2)1/2(1 −D(x2/x1, y2/y1;1, t2)2)1/2t3]n
=
n∑(n
k
)
Cn−kD(x2/x1, y2/y1;1, t2)n−k
(
1 −C2)k/2(1 −D(x2/x1, y2/y1;1, t2)2)k/2tk3k=0
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and we obtain an expression of the form
[n/2]∑
k=0
c(n,2k)Cn−2kD(x2/x1, y2/y1;1, t2)n−2k
(
1 −C2)k(1 −D(x2/x1, y2/y1;1, t2)2)k
where c(n,2k) are positive coefficients. This expression can be rewritten as
[n/2]∑
k=0
c(n,2k)Cn−2k
(
1 −C2)k k∑
p=0
(
k
p
)
(−1)pD(x2/x1, y2/y1;1, t2)n−2k+2p. (A.5)
Applying the binomial formula to the expression D(x2/x1, y2/y1;1, t2)n−2k+2p and integrating
with respect to t2 leaves us with a polynomial in the variables (x2/x1)2 if n is even or is of the
form x2/x1 times a polynomial in (x2/x1)2 otherwise. Moreover, it has degree not larger than n.
The remaining terms are, when multiplied by E2m+n, of the form
E2m+nCn−2k
(
1 −C2)k = E2mD(x1, y1; r, t1)n−2k(E2 −D(x1, y1; r, t1)2)k
= E2mD(x1, y1; r, t1)n−2k
((
1 − x21
)(
1 − y21
)
r2
(
1 − t21
))k (A.6)
which when integrated over t1 yields a polynomial in x21 if n is even or is of the form x1 times
a polynomial on x21 otherwise. It has degree not larger than 2m + n. Thus, after performing the
integration over the variables r , t1, t2, t3 one obtains a sum of terms of the form
(
x21
)q(x22
x21
)r
= x2q−2r1 x2r2 n even, with 2q  2m+ n
or
x1
(
x21
)q x2
x1
(
x22
x21
)r
= x2q−2r1 x2r+12 n even, with 2q + 1 2m+ n.
Thus we obtain a polynomial of the form p(x21 , x2) whose total degree is not larger than the one
we started with. It remains to show self adjointness. It is convenient to write the inner product
(f, g) :=
1∫
0
dx1 (1 − x1)α
√
x1∫
−√x1
dx2
(
x1 − x22
)β−1/2
f (x1, x2)g(x1, x2) (A.7)
in terms of the functions
F(ρ, s) := f (ρ2, ρs), G(ρ, s) := g(ρ2, ρs),
(f, g) = 2
1∫
dρ ρ2β+1
(
1 − ρ2)α
1∫
ds
(
1 − s2)β−1/2F(ρ, s)G(ρ, s) =: 〈F,G〉. (A.8)0 −1
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variables x1, x2 we have the variables x1 = ρ2 and x2 = ρs. Likewise we write y1 = y2 and y2 =
yt . Note, that in this notation the form of the orthogonal polynomials (A.1) becomes apparent.
The operator Ky1,y2 in these variables is given by
[Ky,tH ](ρ, s) =
∫
I,J 3
dνα,β(r, t1, t2, t3)H(E,G) (A.9)
where
E = E(ρ,y; r, t1) =
(
ρ2y2 + (1 − ρ2)(1 − y2)r2 + 2ρy(1 − ρ2)1/2(1 − y2)1/2rt1)1/2
and
G = G(ρ, s, y, t : r, t1, t2, t3) = D
(
C,D(s, t;1, t2);1, t3
)
,
C = D(ρ,y; r, t1)
E(ρ, y; r, t1) =:
D
E
.
As before,
D(a,b; r, t) = ab + (1 − a2)1/2(1 − b2)1/2rt.
Recall that
Kaf (t) =
1∫
−1
f
(
at + s
√
1 − a2
√
1 − t2)dμβ−1/2(s)
which was used for the Gegenbauer product formula. Now note that
[
K
(2)
t K
(2)
D
E
H
]
(E, s) =
1∫
−1
dμβ−1/2(t2)
1∫
−1
dμβ−1/2(t3)H(E,G).
The superscript (2) indicates that the operator acts on the second variable of the function. Now
〈
F, [Ky,tH ]
〉= 2
1∫
0
1∫
−1
dmα,β(r, t1)
1∫
0
dρ ρ2β+1
(
1 − ρ2)α
×
1∫
−1
ds
(
1 − s2)β−1/2F(ρ, s)[K(2)t K(2)D
E
H
]
(E, s).
Now we proceed using Koornwinder’s change of variables: First by going to Cartesian coordi-
nates we get
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0
1∫
−1
dmα,β(r, t1)
[
K
(2)
t K
(2)
D
E
H
]
(E, s)
= lα,β
∞∫
−∞
du
∞∫
0
dv
(
1 − u2 − v2)α−β−1+ v2β[K(2)t K(2)D
E
H
]
(E, s)
where E and D expressed in these new variables are given by
E = [(1 − ρ2)(1 − y2)v2 + [(1 − ρ2)1/2(1 − y2)1/2u+ ρy]]1/2,
D = (1 − ρ2)1/2(1 − y2)1/2u+ ρy.
Here lα,β is the normalizing constant. By scaling the variables (u, v) → [(1 − ρ2)(1 −
y2)]1/2(u, v) we get
1∫
0
1∫
−1
dmα,β(r, t1)
[
K
(2)
t K
(2)
D
E
H
]
(E, s)
= lα,β
[(
1 − ρ2)(1 − y2)]−α
∞∫
−∞
du
∞∫
0
dv
((
1 − ρ2)(1 − y2)− u2 − v2)α−β−1+
× v2β[K(2)t K(2)D
E
H
]
(E, s).
Shifting u → u+ ρy and reverting to polar coordinates we obtain
1∫
0
1∫
−1
dmα,β(r, t1)
[
K
(2)
t K
(2)
D
E
H
]
(E, s)
= lα,β
[(
1 − ρ2)(1 − y2)]−α
∞∫
0
dr r2β+1
1∫
−1
dσ
(
1 − σ 2)β−1/2
× (1 − ρ2 − y2 − r2 + 2ρyrσ )α−β−1+ [K(2)t K(2)D
E
H
]
(E, s)
where this time
E = r, D = rσ.
Collecting the terms we obtain
〈
F, [Ky,tH ]
〉= 2lα,β(1 − y2)−α
1∫
dρ ρ2β+10
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∞∫
0
dr r2β+1
1∫
−1
dσ
(
1 − σ 2)β−1/2(1 − ρ2 − y2 − r2 + 2ρyrσ )α−β−1+
×
1∫
−1
ds
(
1 − s2)β−1/2F(ρ, s)[K(2)t K(2)σ H ](r, s).
The operators K(2)t and K
(2)
σ are self adjoint with respect to the scalar product with the mea-
sure ds(1 − s2)β . Moreover, they commute, which follows from the fact that they have the same
eigenvectors the ultraspherical polynomials. Hence
〈
F, [Ky,tH ]
〉= 2cα,β(1 − y2)−α
1∫
0
dρ ρ2β+1
×
∞∫
0
dr r2β+1
1∫
−1
dσ
(
1 − σ 2)β−1/2(1 − ρ2 − y2 − r2 + 2ρyrσ )α−β−1+
×
1∫
−1
ds
(
1 − s2)β−1/2[K(2)t K(2)σ F ](ρ, s)H(r, s)
which, since the expression is symmetric in ρ and r , equals 〈[Ky,tF ],H 〉. 
A similar argument gives the product formula for triangle polynomials first derived by Koorn-
winder and Schwartz. Recall the scalar product for the orthogonal polynomials on the triangle:
(f, g) :=
1∫
0
dx1 (1 − x1)α
x1∫
0
dx2 (x1 − x2)βxγ2 f (x1, x2)g(x1, x2). (A.10)
The polynomials, orthogonal in this inner product, are denoted by
R
α,β,γ
n,k (x1, x2) = Rα,β+γ+2k+1n−k (2x1 − 1)xk1Rβ,γk
(
2
x2
x1
− 1
)
.
The product formula is
R
α,β,γ
n,k
(
x21 , x
2
2
)
R
α,β,γ
n,k
(
y21 , y
2
2
)= ∫
I 4×J 3
R
α,β,γ
n,k
(
E2,E2H 2
)
dμα,β,γ (A.11)
where
dμα,β,γ (r1, r2, r3, r4,ψ1,ψ2,ψ3)
= dmβ,γ (r4,ψ3) dmβ,γ (r3,ψ4) dνβ,γ−1/2(r2) dmα,β+γ+1(r1,ψ1),
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dνβ,γ−1/2(r2) = cˆβ,γ (1 − r2)βrγ−1/22 dr2 (A.12)
and where
H = H(x1, x2, y1, y2; r, r2, r3, r4,ψ1,ψ2,ψ3)
= E
([
(1 − r2)C2 + r2
]1/2
,E
(
x2
x1
,
y2
y1
; r3,ψ2
)
; r4,ψ3
)
.
The definitions for E, D and C are as in the biangle formula and r is replaced by r1.
It is convenient to rewrite the inner product in terms of the functions
F(x1, x2) := f
(
x21 , x
2
1x
2
2
)
, G(x1, x2) := g
(
x21 , x
2
1x
2
2
)
,
so the inner product is given by
(f, g) = 4
1∫
0
dx1 x
2(β+γ )+3
1
(
1 − x21
)α 1∫
0
dx2 x
2γ+1
2
(
1 − x22
)β
F (x1, x2)G(x1, x2) =: 〈F,G〉.
This follows from the definition of (·,·) by a simple change of variables. We also let (y1, y2) →
(y21 , y
2
1y
2
2). The triangle product formula of Koornwinder and Schwartz is now given in terms of
the following operator:
[Gy1,y2G](x1, x2) =
1∫
0
1∫
−1
dmα,β+γ+1/2(r1, t1)
1∫
0
dνβ,γ−1/2(r2)
×
1∫
0
1∫
−1
dmβ,γ (r3, t2)
1∫
0
1∫
−1
dmβ,γ (r4, t3)G(E,H)
where
E = E(x1, y1; r1, t1) =
(
x21y
2
1 +
(
1 − x21
)(
1 − y21
)
r21 + 2x1y1
(
1 − x21
)1/2(1 − y21)1/2r1t1)1/2,
C = D(x1, y1; r1, t1)
E(x1, y1; r1, t1) ,
where generally
D(a,b; r, t) = ab + (1 − a2)1/2(1 − b2)1/2rt.
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K
α,β
y,0 f (t) =
1∫
0
1∫
−1
f
((
y2t2 + (1 − t2)1/2r23 + 2yt(1 − t2)1/2(1 − y2)1/2r3t2))1/2 dmα,β(r3, t2).
Thus
[
K
β,γ,(2)
y2,0 K
β,γ,(2)
[(1−r2)C2+r2]1/2,0G
]
(E,x2) =
1∫
0
1∫
−1
dmβ,γ (r3, t2)
1∫
0
1∫
−1
dmβ,γ (r4, t3)G(E,H).
As above the superscript (2) indicates that the operator acts on the second variable of the func-
tion. In the formulas below the constant cα,β,γ denotes the products of the various constants
normalizing the measures that we use.
Thus the inner product can be written as,
〈
F, [Gy1,y2G]
〉= 4
1∫
0
(
1 − x21
)α
x
2(β+γ )+3
1
1∫
0
dνβ,γ−1/2(r2)
1∫
0
1∫
−1
dmα,β+γ+1/2(r1, t1)
× F(x1, x2)
[
K
β,γ,(2)
y2,0 K
β,γ,(2)
[(1−r2)C2+r2]1/2,0G
]
(E,x2).
Now we proceed using Koornwinder’s change of variables and following the discussion of the
biangle formula we see that E and D become E = r , D = rσ . Collecting terms and making the
final change of variables u = [(1 − r2)σ 2 + r2]1/2 we obtain
〈
F, [Gy1,y2G]
〉= 8cα,β,γ (1 − y2)−α
1∫
0
dx1 x
2(β+γ )+3
1
∞∫
0
dr r2(β+γ )+3
1∫
−1
dσ
(
1 − σ 2)β+γ+1/2
×
1∫
σ
du
(
1 − u2)β(u2 − σ 2)γ−1/2u(1 − x21 − y21 − r2 + 2x1y1rσ )α−β−γ−2+
×
1∫
0
dx2
(
1 − x22
)β
x
2γ+1
2 F(x1, x2)
[
K
β,γ,(2)
y2,0 K
β,γ,(2)
u,0 G
]
(r, x2).
The proof of Gasper’s Theorem shows that the operators Kβ,γ,(2)y2,0 and K
β,γ,(2)
u,0 are self adjoint
with respect to the scalar product with respect to the measure dx2(1 − x22)βx2γ+12 . Moreover,
they commute, which follows from the fact that they have the same eigenvectors, i.e., the Jacobi
polynomials. Hence the self adjointness follows as in the biangle formula.
The polynomial preservation also follows from an argument similar to the biangle formula.
Here we get even powers of E and H and use the fact that the integrals over t1, . . . , t4 are
symmetric.
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