Continuous-time Markov processes can be characterized conveniently by their infinitesimal generators. For such processes there exist forward and reverse-time generators. We show how to use these generators to construct moment conditions implied by stationary Markov processes. Generalized method of moments estimators and tests can be constructed using these moment conditions. The resulting econometric methods are designed to be applied to discrete-time data obtained by sampling continuous-time Markov processes.
conditions can be used to distinguish alternative candidate generators that imply distinct marginal distributions for the Markov state vector. We also provide a characterization of the additional informational content provided by the second family of moment conditions obtained by reversing calendar time. Since the domains of the generators are sometimes difficult to characterize fully, in Section 6 we show how to reduce the family of test functions used in the moment conditions to include only ones for which the generator can be represented in a convenient manner. For the moment conditions to be of use in practice, we must be able to approximate expectations of functions of the state vector using a discrete-time moment analog. In Section 7 we present sufficient conditions for these approximations to be valid. To facilitate verification, these conditions are expressed as restrictions on the infinitesimal generator. These large-sample approximations can also be used to justify other estimation methods than the one described in this paper.
INFINITESIMAL GENERATORS
In this section we give the mathematical basis for our analysis. The focal point is on the construction of the infinitesimal generator of a strictly stationary, continuous-time, n-dimensional, vector Markov process {xt} defined on a probability space ( I}, sg,9'r).
Let & be the probability measure induced on Rn by xt (for any Property P2 is the familiar result that the conditional expectation operator can only reduce the second moment of a random variable. Property P3 is implied by the Law of Iterated Expectations since the expectation of k(x,+,) given x0 can be computed by first conditioning on information available at time s.
Our approach to exploring the implications of continuous-time Markov models for discrete time data is to study limits of expectations over small increments of time. In order for this approach to work, we impose a mild restriction on the smoothness properties of {S1. Prior to justifying this representation, we consider sufficient conditions for the existence of a unique stationary solution to the stochastic differential equation. There are many results in the literature that establish the existence and uniqueness of a Markov process {xt) satisfying (2.3) for a prespecified 5When a generator of a semigroup defined on an arbitrary Banach space satisfies the appropriate generalization of P9, it is referred to as being dissipative (e.g., see Pazy (1983, p. 13)).
initialization. One set of sufficient conditions, that will be exploited in Section 6, requires that the diffusion coefficient o-2 be strictly positive with a bounded and continuous second derivative and that the local mean ,u have a bounded and continuous first derivative. These conditions also imply that {xtj is a Feller process, that is, for any continuous function p, -'T is continuous.6
Of course, for the process to be stationary, we must initialize appropriately. An additional restriction is required for there to exist such an initialization. We follow Karlin and Taylor (1981) This can be verified by using this inequality to construct an integrable upper bound for the speed density or by appealing to more general results in Has'minsky (1980).
MOMENT CONDITIONS
In this section we characterize two sets of moment conditions that will be of central interest for our analysis. The basic idea underlying both sets of moment conditions is to exploit the fact that expectations of time invariant functions of say x,,1 and x, do not depend on calendar time t. We connect this invariance to the local specification of the underlying Markov process, or more precisely to the infinitesimal generator. Formally, these moment conditions are derived from two important (and well known) relations. The first relation links the stationary distribution I' and the infinitesimal generator X, and the second one exploits the fact that v and 9 commute. Much of our analysis will focus on a fixed sampling interval which we take to be one. From now on we write Y instead of g.
Since the process {x,} is stationary, E[ b(x,)] is independent of t, implying that its derivative with respect to t is zero. To see how this logic can be translated into a set of moment conditions, note that by the Law of Iterated Expectations, the expectation of k(x,) can either be computed directly or by first conditioning on xo: (3.1) | bddl= f t4kde forall 4E=-2(a). It may be difficult to evaluate the right side of (3.3) in practice because it entails computing the conditional expectation of 4(xt+1) prior to the application of X. For this reason, we also derive an equivalent set of unconditional moment restrictions which are often easier to use. These moment restrictions are representable using the semigroup and generator associated with the reversetime Markov process. Since X* enters C2, these moment conditions exploit both the forward-and reverse-time characterization of the Markov process. As we hinted above, these moment conditions can be interpreted as resulting from equating the time derivative of E[k(xt+1)0*(xt)] to zero.
When 0* is a constant function, XW*+* is identically zero and moment condition C2 collapses to Cl. In our subsequent analysis, we will find it convenient to look first at moment conditions in the class Cl, and then to ascertain the incremental contribution of the class C2. Moreover, for Markov processes that are not reversible (. #s*), the additional moment conditions in the class C2 can be more difficult to use in practice because they use the reverse-time generator. The more extensive set of moment conditions are still of interest, however, because sometimes it can be shown that the processes of interest are reversible. Even when they are not, it is typically easier to compute the reverse-time generator than the one-period transition distribution. (1983)). One strategy for using these moment conditions for estimation and inference is as follows. Suppose the problem confronting an econometrician is to determine which, if any, among a parameterized set of infinitesimal generators is compatible with a discrete-time sample of the process {x,}. For instance, imagine that the aim is to estimate the "true parameter value," say 13, associated with a parameterized family of generators V. for p3 in some admissible parameter space. Vehicles for accomplishing this task are the sample counterparts to moment conditions Cl and C2. By selecting a finite number of test functions 4, the unknown parameter vector 3O can be estimated using generalized method of moments (e.g., see Hansen (1982) ) and the remaining over-identifying moment conditions can be tested. In Section 5 of this paper we characterize the information content of each of these two sets of moment conditions for discriminating among alternative sets of infinitesimal generators; and in Section 7 we supply some supporting analysis for generalized method of moments estimation and inference by deriving some sufficient conditions on the infinitesimal generators for the Law of Large Numbers and Central Limit Theorem to apply.
For particular families of scalar diffusions and test functions, moment conditions in the class Cl have been used previously, albeit in other guises. For instance Wong (1964) showed that first-order polynomial specifications of t, and second-order polynomial specifications of o-2 are sufficient to generate processes with stationary densities in the Pearson class. Pearson's method of moment estimation of these densities can be interpreted, except for its assumption that the data generation is i.i.d., as appropriately parameterizing the polynomials defining the drift and diffusion coefficients and using polynomial test functions in Cl. This approach has been extended to a broader class of densities by Cobb, Koopstein, and Chen (1983 In these cases our approach may not be any more tractable than, say, the method of maximum likelihood.
Recall that the moment conditions Cl and C2 can be used in situations in which the sampling interval is fixed and hence where the econometrician does not know the number of jumps that occurred between observations. This should be contrasted with econometric methods designed to exploit the duration time in each state.
OBSERVABLE IMPLICATIONS
Recall that in Section 3 we derived two sets of moment conditions to be used in discriminating among a family of candidate generators. In this section we study the informational content of these two sets of moment conditions. Formally, there is a true generator v underlying the discrete-time observations. We then characterize the class of observationally equivalent generators from the vantage point of each of the sets of moment conditions. In the subsequent discussion, when we refer to a candidate generator we will presume that it is a generator for a Markov process.
We will establish the following identification results. First we will show that if a candidate generator v satisfies the moment conditions in the set Cl, it has a stationary distribution in common with the true process. Second we will show A that if v also satisfies the moment conditions in the set C2, it must commute with the true conditional expectation operator g9' If in addition v is self adjoint, and the true process is reversible (i.e. v is self adjoint), then v and v commute. One implication of this last result is that the drift and diffusion coefficients of stationary scalar diffusions can be identified up to a common scale factor using Cl and C2. A byproduct of our analysis is that using the conditional expectation operator allows one to identify fully the generator of reversible processes.
Consider first moment conditions Cl. Since one of the goals of the econometric analysis is to ascertain whether a candidate generator v has v as a stationary distribution, it is preferable to begin with a specification of v without reference to 2 2(S). Instead let .' denote the space of bounded functions on Rn endowed with the sup norm. Suppose that v is the infinitesimal generator for a strongly continuous contraction semigroup {9t: t > 0} defined on a closed subspace 2i' of _ containing at least all of the continuous functions with compact support. In this setting, strong continuity is the sup-norm counterpart to Assumption Al, i.e. {Vt7: t > 0} converges uniformly to (P as t declines to zero for all (P in 2. where a = (a-k,..., a) is a vector of unknown parameters that must satisfy certain restrictions for q to be nonnegative and integrable. We also assume that 0.2 = py' where p > 0 and y > 0. This parameterization is sufficiently rich to encompass the familiar "square-root" process used in the bond pricing literature as well as other processes that exhibit other volatility elasticities. The implicit parameterization of ,u can be deduced from (5.3).10 Moment conditions Cl will suffice for the identification of a. Since for fixed a, variations in y leave invariant the stationary distribution q, y cannot be inferred from moment conditions Cl. However, as we will see in our subsequent analysis, moment conditions C2 will allow us to identify y, but not p.
To assess the incremental informational content of the set of moment conditions C2, we focus only on generators that satisfy Cl. In light of Proposition 1, all of these candidates have 7 as a stationary distribution. Strong continuity of the semigroup {S9: t > 0} in Y implies Assumption Al. Thus we are now free to use 22(,) (instead of the more restrictive domain 2) as the common domain of the semigroups associated with the candidate generators. To Since ,v has a closed graph, the right side of (5.6) must converge to X>+4.
Q.E.D. It follows from (5.14) and (5.15) that o2 and 62 are proportional and hence from formula (5.3) the ,u and ,u are also proportional with the same proportionality factor given by the ratio of the eigenvalues. In other words, moment condition C2 permits us to identify the infinitesimal generator .v up to scale. We now show how this identification result can be extended to processes defined on the whole real line, even though in this case the generator may fail to have a nonzero eigenvalue. We will proceed by considering reflexive barrier processes that approximate the original process. We assume that both ,u and 0.2 are W functions and with 02 > 0. When v satisfies moment conditions Cl, by Proposition 1 the candidate Markov process shares a stationary density q with the true process. Suppose v also satisfies moment conditions C2. For a given k > 0 consider the processes created by adding to the original candidate and actual processes reflexive barriers at -k and k. The reflexive barrier processes will share a common stationary distribution 4k with a density qk that, in the interval [-k, k], is proportional to q. We write Vk Since the constraint set for the two maximization problems of interest is infinite-dimensional, it is not trivial to go from this identification scheme to a formal justification of an estimation method. While such an exercise is beyond the scope of this paper, some of the results in Section 7 should be helpful.
11 In Section 7 we will present sufficient conditions for zero to be an isolated point with multiplicity one. EXAMPLE 3 (Continued): In Section 4 we introduced a class of factor models in which the process {xjl is a time invariant function of a vector of independent scalar diffusions. Suppose that both the candidate process and the true process satisfy these factor restrictions. Then it follows from Propositions 1-4 that v and v can be distinguished on the basis of our moment conditions if they imply different stationary distributions or if they fail to commute. By extending the identification discussion of Examples 1 and 2, we can construct ,'s that are not distinguishable from ,v as follows. Use the same function F mapping the factors into the observable processes as is used for X. Then form an v by multiplying the coefficients of each scalar factor diffusion by a possibly distinct scale factor. While such an v cannot be distinguished using moment conditions Cl and C2, they can be distinguished based on knowledge of the conditional expectation operator 9T(see Proposition 5).
In concluding this section, we illustrate an additional identification problem for our moment conditions. Starting from an arbitrary infinitesimal generator -W, we can always construct a two-parameter family of candidate generators that always satisfy Cl and C2. convergence. Hence W; is a core for X, the infinitesimal generator for the semigroup defined in y2(4f). Notice that, since sup-norm convergence implies y2(d) convergence, we may apply exactly the same reasoning whenever we have a core X for VW and we know that V= Even when reduced to a core the observable implications of conditions Cl and C2 presuppose the use of a large set of test functions. Of course, for a finite data set, only a small (relative to the sample size) number of test functions will be used. We now obtain a reduction that can be used to support theoretical investigations in which the number of test functions can increase with the sample size such as Bierens (1990) , who suggested a way of testing an infinite number of moment conditions using penalty functions, and Newey (1990) who derived results for efficient estimation by expanding the number of moment conditions as an explicit function of the sample size. Their analyses could be potentially adapted to the framework of this paper once we construct a countable collection of test functions whose span is a core. For the Markov jump process this reduction is easy since it suffices to choose any collection of functions with a dense span in 2(').
For Markov diffusions that have WK as a core we may proceed as follows. Fix a positive integer N and consider the subspace of FK2 of functions with support on {y:lyl<NI. This subspace is separable if we use the norm given by the maximum of the sup norm of a function and of its first two derivatives. Choose a countable dense collection for each N and take the union over positive integers N. Since FK2 is a core, it is straightforward to show that the linear span of this union is also a core for .W.
12 See Proposition 3.1, p. 17 of Ethier and Kurtz (1986) . 13 If the assumptions concerning the bounds on the derivatives of the coefficients made in Example 2.1 are replaced by weaker polynomial growth conditions, it is still possible to show directly that WK2 is a core for W if the stationary distribution possesses moments of sufficiently high order.
ERGODICITY AND MARTINGALE APPROXIMATION
To use the moment conditions derived in Section 2 in econometric analyses, we must have some way of approximating expectations of functions of the Markov state vector xt in the case of Cl and of functions of both xt+1 and xt in the case of C2. As usual, we approximate these expectations by calculating the corresponding time-series averages from a discrete-time sample of finite length. To justify these approximations via a Law of Large Numbers, we need some form of ergodicity of the discrete-sampled process. In the first subsection, we investigate properties of the infinitesimal generator that are sufficient for ergodicity of both the continuous time and the discrete-time processes.
It is also of interest to assess the magnitude of the sampling error induced by making such approximations. This assessment is important for determining the statistical efficiency of the resulting econometric estimators and in making statistical inferences about the plausibility of candidate infinitesimal generators. The vehicle for making this assessment is a central limit theorem. In the second subsection we derive central limit approximations via the usual martingale approach. Again we study this problem from the vantage point of both continuous and discrete records, and we derive sufficient conditions for these martingale approximations to apply that are based directly on properties of infinitesimal generators.
Law of Large Numbers
Stationary processes in either discrete time or continuous time obey a Law of Large Numbers. However, the limit points of time series averages may not equal the corresponding expectations under the measure a. Instead these limit points are expectations conditioned on an appropriately constructed set of invariant events for the Markov process. Furthermore, the conditioning set for the continuous-time process may be a proper subset of the conditioning set for a fixed interval discrete-sampled process. Therefore, the limit points for the discrete record Law of Large Numbers may be different than the limit points for the continuous record Law of Large Numbers.
Invariant events for Markov processes (in continuous or discrete time) turn out to have a very simple structure. They are measurable functions of the initial state vector xo. Hence, associated with the invariant events for the continuoustime process {xt), there is a sigma algebra V, contained in the Borelians of R , such that any invariant event is of the form A = {xo E B) for some B E S'. We can construct a conditional probability distribution y indexed by the initial state xo = y such that expectations conditioned on V (as a function of y) can be evaluated by integrating with respect to y. Imagine initializing the Markov process using y in place of a in our analysis where y is selected to be the observed values of xo. Then under this new initial distribution the process {xt} remains stationary, but it is now ergodic for (a) almost all y. Therefore, by an appropriate initialization we can convert any stationary process into one that is also ergodic. Alternatively, it can be verified that the moment conditions Cl and C2 hold conditioned on the invariant events for the continuous-time process {xj}. Consequently, imposition of ergodicity for the continuous time process is made as a matter of convenience.
Since ergodicity of {xj} is connected directly to the initial distribution imposed on x0, it is of interest to have a criterion for checking whether an appropriate initial distribution has been selected. As we will see, such a criterion can be obtained by examining the zeros of the operator X. Note that constant functions are always zeros of the operator W. We omit all such functions from consideration except for the zero function by focusing attention on the following closed linear subspace: We now consider the moment conditions derived in Section 3. Recall that moment conditions Cl imply that Z9) cZ(). Consequently, the approximation results we obtained for functions in Z(e) can be applied directly to justify forming finite sample approximations to the moment conditions Cl.
Consider next moment conditions in the set C2. Recall from Section 3 that these conditions are of the form (7.1) E[ v(xt+l, xJ)] = 0 for functions v: -R2 R. The function v was not necessarily restricted so that the random variable v(xt+1,xt) has a finite second moment, although this random variable will always have a finite first moment. Ergodicity of the sampled process is sufficient for the sample averages to converge to zero almost surely (9r). Under the additional restriction that the random variable v(xt+1, xd) has a finite second moment, it follows from the Mean Ergodic Theorem that the sample averages will also converge to zero in _F209r), the space of all random variables with finite second moments on the original probability space. Since our goal in this subsection is to deduce restrictions on V that are sufficient for martingale approximations to apply, we begin by investigating martingale approximations for the original continuous time process. This will help to motivate restrictions on v that are sufficient for S9' to be a strong contraction. In studying moment conditions Cl using a continuous record, we use the standard argument of approximating the integral foj V(x,) dt by a martingale mT, and applying a central limit theorem for martingales.15 For each T > 0, define: We now investigate the discrete-time counterpart to this martingale approximation under the restriction that .7 is a strong contraction on .2'6), i.e. there exists a constant C < 1 such that I1+I I < CI I 41 for each b e2(@). Later we will discuss conditions on the generator W that are sufficient for this property to hold. Using the strong contraction property, we will show that a martingale MN which gives the asymptotic variance for the discrete-time central limit theorem. It can be shown that for qi =W4o, the expression on the right side of (7.9) is greater than or equal to the corresponding expression -2K lw4) for the continuous-time martingale approximation. This reflects the loss of information due to sampling in discrete time. The discrete-time martingale approximation given by equation (7.8) can also be applied to moment conditions in the class C2. As we argued previously, these moment conditions can be represented as in ( We now consider restrictions on v that are sufficient for S9' to be a strong contraction. We write var(4) for the variance of the random variable 4(xt). When A' is a core condition (7.12) is equivalent to Condition G. Recall that in Section 6 we discussed sufficient conditions for K2 and hence A' to be a core. 16 We now derive sufficient conditions for inequality (7.12). Let z E 7(, u) and Hence (7.12) will hold provided (7.13) and the analogous condition Notice that for models that are parameterized in terms q and 0.2, condition (7.16) is easier to verify than the equivalent condition (7.17) mentioned in the proposition. Also one may, in some cases, verify directly (7.15).
The square root process dxt = K(Xt -X) dt + x t dWt, with K < 0 and x > 0, is an example of a process that satisfies the sufficient conditions of (1984, p. 378) ).
The conclusion of Proposition 9 also holds for the multivariate factor models described in Example 3 when the individual factor processes satisfy the specified conditions.
CONCLUSION
The analysis in this paper is intended as support of empirical work aimed at assessing the empirical plausibility of particular continuous-time Markov models that arise in a variety of areas of economics. In many instances, such models are attractive because of conceptual and computational simplifications obtained by taking continuous time limits. The approach advanced in this paper can, by design, be used to study these models empirically even when it is not possible for an econometrician to approximate a continuous data record. For this reason, we focused our analysis on fixed interval sampling although our moment conditions are also applicable more generally. For instance, we could accommodate systematic patterns to the sampling, or the sampling procedure itself could be modeled as an exogenous stationary process. Both moment conditions are still satisfied, with moment condition C2 applied to adjacent observations. The observable implications we obtained extend in the obvious way. This means that our moment conditions can easily handle missing observations that occur in financial data sets due to weekends and holidays. On the other hand, such sampling schemes may alter the central limit approximations reported in Section 7.
One of the many questions left unanswered here is that of the selection of test functions in practice. For finite-dimensional parameter models one could compare the asymptotic efficiency of estimators constructed with alternative configurations of test functions along the lines of Hansen (1985 
