We consider the problem of detecting features in spatial point processes in the presence of substantial clutter, and the problem of intensity estimation of spatial point processes. One example is the location of seismic faults from earthquake catalogs another is the detection of mine elds using reconnaissance aircraft images that identify many objects that are not mines.
Introduction
In this paper we consider Bayesian estimation and segmentation for nonhomogeneous Poisson point processes in two dimensions. This work turns out to be easily generalizable to higher dimensions and to have similarities w i t h w ork done in one dimension.
The principal motivation for the methods considered here can be found in Muise and Smith (1992) , Dasgupta and Raftery (1998) , Byers and Raftery (1998) and Allard and Fraley (1997) . The simplest case is the segmentation of a point process of inhomogeneous rate, for instance the isolation of regions of high density i n a p o i n t process in the plane, or in a higher dimensional space. Estimation of the rate is also an issue, one that might b e i n timately bound up with the segmentation as the segmentation methods might s e r v e as a (semi) parametric method of rate estimation.
In Dasgupta and Raftery (1998) the assumption is made that the regions of high density are formed by a mixture of Gaussian distributions on a background Poisson process and model-based clustering (Ban eld and Raftery 1993) is used to segment the data. This method is particularly suited to nding very linear features or those approximated by linear forms. In Byers and Raftery (1998) and Allard and Fraley (1997) the point process is assumed to be one of piecewise constant rate, with only two distinct rates being present. The related methods of k;th nearest neighbors and Vorono tile areas, respectively, are used to segment the data.
All of these methods provide some form of classi cation of the events in the process into high or low density regions. The aim of this paper is to explore methods of gaining more information, such as a region-based estimator with uncertainties and other complex posterior probabilities. The Vorono tile area based method provides a region but this can be quite crude, and has no uncertainties. Fully Bayesian extensions to the Gaussian cluster approach with solutions via MCMC were considered in Bensmail, Celeux, Raftery, and Robert (1997) . We i n tend to provide the analogous exploration for the approaches in Byers and Raftery (1998) and Allard and Fraley (1997) . Figure 1 shows some point process data that might b e s e g m e n ted into two parts, high density a n d l o w density. The second panel shows the data that are estimated to be in the higher intensity region on the basis of their posterior probabilities. Section 5 discusses this example further and compares other methods of segmentation.
The formulation used in the methods examined here is described in Section 2. Section 3 deals with the speci cs of intensity estimation while Section 4 deals with aspects of segmen-
Figure 1: Left panel shows a point process on a region, right panel shows an estimate of the points in the high rate region of the data. The detection rate is 97.0% while there are 4.2% false positives. tation. Some examples are shown in Section 5 while Section 6 contains some discussion of this and future work.
Proposed Solution Framework

Formulation
The proposed solution is to approximate a point process as a Poisson point process with piecewise constant rate. Thus the region under consideration, S, will be partitioned up into sets B k k= 1 Ksuch t h a t S K k=1 B k = S and B i \ B j = 8i 6 = j. The sets will be generated and manipulated by constructing the Vorono tiling of a set of synthetic generating points, in general unrelated to the data points themselves. Section 2.2 gives a brief account of Vorono tiling. This framework will be treated in a Bayesian manner and solutions will be sought with Markov c hain Monte Carlo methods. In order to estimate the rate of a process as a function of space, each tile will have i t s o wn rate. The posterior distribution of numbers of tiles, tile positions and rates on each tile can then provide an estimate of the rate and the variability of the estimate as a function of space. A motivation for using this framework is that it has the potential to recover discontinuities in the rate of the process while approximating smooth gradients in intensity.
In order to segment a p o i n t process according to intensity the tiles will be grouped into two sets, each set having a di erent rate. More than two sets could be used in order to allow segmentation into more groups indeed a variable number of sets could be used.
Vorono Tilings
The Vorono tiling of a set of points f(u k v k ) k= 1 K g in the plane is a partition of the plane into regions B k k= 1
Vorono tiles are always convex polygons. An overview of the history of Vorono tilings with some applications and algorithms for computation can be found in Okabe, Boots, and Sugihara (1992) . The partition generated is convenient in that it is easy to nd which set, or tile, a point not in the generating set belongs to simply by determining to which generating point it is closest. This partition is also convenient in terms of its speci cation. Only the generating points need be speci ed to know the tiling, with the possible addition of a window de ning the region under consideration. This framework is similar to that of the simple image segmentation example illustrating reversible jump Markov c hain Monte Carlo in Green (1995) . There a point process in one dimension has its rate estimated with possibilities for segmentation using a method that might b e r e c a s t i n a V orono tiling parameterization. Vorono tilings extend to higher dimensions and algorithms and code exists to nd them in general dimension.
Markov c hain Monte Carlo using Dynamic Vorono Tilings
In the model we use a piecewise constant rate point process which will be speci ed and controlled by t h e V orono tiling of a set of synthetic generating points. In the MCMC algorithms used to explore posterior distributions, simple changes in the tiling will enable movement around the state space. Local changes can be made to a tiling by m o ving, adding or deleting a generating point. Adding and deleting a point induces strictly local changes in terms of neighbor relations, but moving a generating point m a y theoretically induce larger scale changes, regardless of how small the movement is. On the other hand small movements of generating points can induce much more subtle changes to the tiling than addition or deletion.
The task of computing Vorono tilings we delegate to deldir, a p a c kage written by Rolf Turner at the University of New Brunswick. The driver routines in RATFOR were used both for our MCMC and via the Splus statistical package for display a n d i n teractive i n vestigation purposes.
3 Intensity Estimation 3.1 Formulation A general Bayesian formulation for the Vorono tiling model of the intensity o f a p o i n t process is:
Here the a k are the areas of the Vorono tiles, or the sets B k , and the n k are the numbers of points on each tile. Note that the number of tiles is not xed in the formulation above, though it could be held at some xed value. A hyperprior could be placed on the parameter , and could be updated in the MCMC schedule this would allow greater exibility i n t h e ability to tile the region.
The posterior distribution induced by the above formulation is
MCMC Implementation
In order to t the models described here we use Markov c hain Monte Carlo to simulate from the posterior distribution of the parameters given the data. The algorithms are of the Metropolis-Hastings type, (Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller 1953 Hastings 1970) , which h a ve as a special case the Gibbs sampler (Geman and Geman 1984) .
The samples obtained by these methods from the posterior distributions can then be used to form estimates of the intensity of the process or other quantities of interest.
Fixed Number of Tiles
First we consider the simple case where we use a xed number of tiles in the partition. We rst note the form of the full conditional distributions of the parameters:
The j notation is used to denote conditioning on all other parameters and the data.
In the full conditional for (u k v k ) the in uence of the di erent v alues for the parameters is manifested implicitly in the values of a k and n k from the tiling induced by c hanges in
The simplest sampler is one that employs a Gibbs step for each o f t h e k and then proposes moving one or more generating points in a Metropolis-Hastings step. A simple proposal for moving a generating point is uniform in a small square centered at the current position, rendering the move of the Metropolis type.
More general samplers might employ larger scale moves of generating points accompanied by the adjustment of the rate on the tile according to where the proposal generating point sits. It is possible to move more than one, or indeed all of the generating points. The following three schemes were implemented and used together Propose movement of one generating point a small distance.
Propose movement of a generating point t o a n ywhere in the region. This is more like deleting a generating point and then adding a new one, see the next section. Also the intensity might be proposed to change.
Propose to move all generating points by v ery small amounts. This will have the e ect of facilitating capture of detail at discontinuities in the intensity.
Whichever of these proposals is tried, the basic elements of the move remain the same: propose movements of points, recompute the new tiling, nd the acceptance probability for the new tiling versus the old tiling and update accordingly. 
Variable Number of Tiles
It is desirable to consider a variable number of tiles in the tiling for reasons of exibility and for mobility of the samplers. For instance, if too small a number of tiles is used, there might not be the ability to capture detail in the process. Regarding mobility, the addition or deletion of a tile can induce large plausible changes in the con guration. In order to sample from a target distribution with a variable number of variables, conventional MCMC must be augmented by reversible jump Markov c hain Monte Carlo (Green 1995) . Similar moves will be made to those seen previously, but with the addition of a pair of moves that propose addition or deletion of a tile, with some suitable adjustment o f t h e intensities on the tiles involved. An addition or a deletion has only local e ects on the tiling but even small movements of tile generating points have the capability t o c hange the tiling at long range. This has implications for computational e ciency, and the use of Vorono tilings in Green (1995) exploits this with the use of the incremental tiling algorithm seen in Green and Sibson (1977) . We make the same type of addition and deletion steps as in the Vorono example of Green (1995) the proposal distributions and acceptance probabilities are given there. Brie y, t h e position of a new generating point is sampled from the prior and the rate associated with the induced tile is proposed as k+1 =~ k+1 v where~ k+1 is the weighted geometric mean of the neighboring tiles and v is drawn from the distribution with density f(v) = 5 v 4 =(1+v 5 ) 2 . The deletion move is the reverse of this construction.
Intensity Segmentation
The intention in this section is to segment p o i n t processes in the plane based on their intensities. Of particular interest is the case where a process is assumed to have t wo i n tensities. Thus the process has piecewise constant i n tensity, the region under consideration being partitioned into two disjoint sets, each h a ving an intensity. T h e t wo sets need not form connected regions.
We consider the case of two regions, one of intensity 0 , the other of intensity 1 . T h e object is to partition the region of interest into two regions and make statements about the uncertainty with which this is done and the estimates of 0 and 1 .
Formulation
Here S is the region under consideration, A 0 is the area of the sub-region assigned rate 0 , i n which N 0 data points fall, while A 1 is the area of the sub-region with N 1 data points which has rate 0 + 1 . The rates are parameterized in this manner to give i d e n ti ability o f t h e subregions otherwise one might get swapping of the regions and the rates. In the mine eld context these are a noise rate and a mine rate giving an intensity inside a mine eld of 0 + 1 and outside of 0 . The classi cation of the tiles will be coded in the variables z k , indicating high or low rate. The positions of the tile generating points are f(u k v k ) : k = 1 K g. ;(a b)
Fixed Number of Tiles
Here, as in the estimation context, it is possible to use a restricted set of models and x the number of tiles used in tiling the region. In this case one sweep of the MCMC algorithm might look like the following: update the two rates of the process, change the classi cation of a tile from high to low, or vice versa, move a generating point, or even more than one.
The posterior distribution is: The MCMC steps for the segmentation are similar to those for the estimation algorithm, but additional care needs to be exercised in order to retain mobility. The rates of the process are updated together in a bivariate Hastings step as they may be negatively correlated. 
where n k is the number of points that fall on tile k and a k is the area of tile k. The reverse move has acceptance ratio equal to the inverse of this. Here PR is the proposal ratio for any additional adjustments to the rates or the classi cations. The proposal for the position (u 0 k v 0 k ) is symmetric so does not appear in the acceptance probability.
Variable Number of Tiles
As in the estimation formulation it is desirable to allow a v ariable number of tiles in constructing the partition of the region. The extension is similar to previously, i t i n volves the addition of an addition and deletion pair of moves in the reversible jump MCMC framework.
The proposal for the position of a new generating point is uniform on the region S as before. Now the new induced tile must be assigned to either the high or low rate, the simplest choice being to generate this assignment randomly from the prior. The two r a t e s do not have t o b e c hanged but some perturbation based on the change in the two areas or a random variable might be used. This leads to an acceptance ratio of the form, R = The data shown in Figure 1 (a) are from Byers and Raftery (1998) . A region of higher density is bounded by t wo sine waves. We applied the segmentation method to these data to obtain the results in panel (b) . The sinusoidal nature of the edges of the region is captured very well. The detection rate is 97.0%, with 4.1% false positives. This result was obtained with a xed number of tiles, speci cally 100, but we c hose that to be more that we thought w ere needed. The add-delete steps had great di culty being accepted. Greater detail in forming the proposals might improve the acceptance rate for jumps in the variable number of tiles model for these data, but it seems that most of the problem is inherent.
A linear feature
These data are from Dasgupta and Raftery (1998) and were used there to illustrate the mclust-em method. Figure 3(a) shows the data and Figure 3 (b) shows a probability map for the mine eld with the lightest color being zero and the darkest being one. This can be used to yield a segmentation of the data or information about the region in general. 
New Madrid Seismic Region
Data on earthquakes in the New Madrid seismic region are available from the Center for Earthquake Research and Information (CERI) web site at <http://samwise.ceri.memphis.edu>. We obtained these data and selected all earthquakes of magnitude greater than 2.5 from 1974 to 1992. To these data we applied the Bayesian intensity estimation and segmentation. The segmentation partitions the data into two regions, one near faults with many earthquakes and one away from major faults with lower, background intensity. The intensity estimation will provide detailed information regarding the intensity of earthquakes as a function of space over the region. Figure 4 (a) shows the earthquake locations. It is clear that the intensity v aries in the region, in some places being very low and others quite high. Figure 4(b) shows the pointwise posterior probabilities being in a high-intensity area. In terms of detection of features the results are a linear section joined to a polygonal region with a separate area o on the right of the region. locally constant rate formulation. For example, the high intensity regions are captured with good detail and sharp edges. There is an apparent di erence between this and the results of existing non-locally adaptive k ernel smoothing methods. For example the above methods implemented i n t h e Splus spatial statistics module (Diggle 1983) do not allow for a predominantly smooth estimate that also recovers the very localized regions of high intensity. They also do not provide variability estimates. Figure 5 (b) shows the pointwise standard errors of the estimated intensity o ver the region.
Discussion
In this paper we h a ve i n troduced methods for segmenting and estimating the rate of a spatial point process. They can represent local spatial homogeneity while allowing for discontinuities in the intensity. W e use them for Bayesian intensity estimation and segmentation, in both cases yielding information not supplied by other methods. The segmentation use of the formulation can be regarded as similar in nature to that of Allard and Fraley (1997) , but providing a wealth of probabilistic information instead of only classi cations. The method of Stanford and Raftery (1997) , in its search for purely curvilinear features encounters problems for those in the form of an unstructured region, as evidenced in Figures 13 and 14 of their work. This is also the case in the S* parameterization of mclust-em used in Dasgupta and Raftery (1998) . The method presented here is a densitybased method, as opposed to density and geometry based, and so can capture (curvi)linear or bloblike features together with no additional speci cation.
Other methods have been proposed that address some aspects of the problems we are trying to solve here. The intensity of a spatial nonhomogeneous point process may b e estimated by k ernel or other nonparametric density estimation methods (Diggle 1985 Scott 1992 . Our proposal, which is also nonparametric, goes beyond this in that it provides formal probabilistic statements of uncertainty about the intensity, a n d p r o vides an explicit model for segmentation and feature detection. Parametric models have also been used for intensity estimation in nonhomogeneous Poisson processes (Ogata and Katsura 1988) our approach here makes no parametric assumptions about the functional form of the intensity.
Often point process data come with some form of additional information in the form of marks. The formulation we are examining here is easily extendible to allow marks on the events in the process by use of a model for the marks. In the mine eld example a multivariate mark or a more simple expression of con dence might be applicable. For example with each data point there might be a measurement m i 2 (0 1). Real mines might h a ve h i g h e r v alues while the noise points might h a ve l o wer values. Marks in the mine eld region could then be assumed distributed according to a mixture distribution pf 1 (w) + ( 1 ; p)f 2 (w) while those outside would be just f 2 (w). This expresses the assumption that the data points in the mine eld region are a mixture of noise and mines. Further work based on this formulation is underway.
