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Abstract—The paper considers distributed gradient flow (DGF)
for multi-agent nonconvex optimization. DGF is a continuous-
time approximation of distributed gradient descent that is often
easier to study than its discrete-time counterpart. The paper has
two main contributions. First, the paper considers optimization
of nonsmooth, nonconvex objective functions. It is shown that
DGF converges to critical points in this setting. The paper then
considers the problem of avoiding saddle points. It is shown
that if agents’ objective functions are assumed to be smooth
and nonconvex, then DGF can only converge to a saddle point
from a zero-measure set of initial conditions. To establish this
result, the paper proves a stable manifold theorem for DGF,
which is a fundamental contribution of independent interest. In
a companion paper, analogous results are derived for discrete-
time algorithms.
Index Terms—Distributed optimization, nonconvex optimiza-
tion, nonsmooth optimization, gradient flow, gradient descent,
saddle point, stable manifold
I. INTRODUCTION
In this paper we are interested in multi-agent algorithms for
optimizing the function
f(x) :=
N∑
n=1
fn(x), (1)
where N denotes the number of agents, and fn : Rd → R
represents a private function available only to agent n. Agents
are assumed to be equipped with some communication graph
that may be used to exchange information with neighboring
agents. We will consider the behavior of distributed gradient
flow (DGF)—a multi-agent version of classical (centralized)
gradient flow, formally defined in (2) below—for optimizing
(1) when each fn is permitted to be nonconvex and possibly
nonsmooth.
Problems of the form (1), particularly with nonconvex ob-
jectives, arise in numerous applications [1]–[3]. Of particular
recent interest, problems of this form are ubiquitous in dis-
tributed machine learning and training of deep neural networks
[4], [5]. In practice, first-order methods such as (discrete-
time) gradient descent, and (continuous-time) gradient flow
are indispensable tools in handling such problems. In large-
scale multi-agent settings where information is not centrally
available, it is necessary to utilize distributed variants of these
processes.
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The paper has two main contributions. First, we consider
convergence to critical points of (1) when objectives are
nonconvex and nonsmooth.1 Nonsmooth objectives frequently
arise in practice—for example, `1 regularization is commonly
employed to avoid overfitting, and in the context of neural
networks, nonsmooth ReLU activation functions are often
preferred by practitioners (which in turn lead to nonsmooth
nonconvex objective functions) [6]. The first main contribution
will be to show that DGF converges to critical points of (1) in
this setting (Theorem 3). Formally, the only assumptions we
will make on the objective for this result are Assumptions A.1,
A.3, A.4, and A.5 below. These assumptions are quite broad—
among other things, they encompass a wide range of data
science applications, including popular (nonsmooth) neural
network architectures (cf. [7]). To the best of our knowledge,
these are the weakest assumptions on the objective function
for which DGF, or more generally, any distributed first-order
optimization process is currently known to converge to critical
points for nonsmooth, nonconvex objectives. A more detailed
discussion of related work can be found in Section I-B.
In applications of nonconvex optimization, it is often suf-
ficient to compute local minima. Up to this point, we have
only discussed convergence to critical points, which allows for
the possibility of convergence to a saddle point (rather than a
local minimum). Characterizing the behavior of optimization
dynamics near saddle points is a challenging issue—a serious
shortcoming of current literature on distributed first-order
algorithms is that most results can only ensure convergence
to critical points. Our second main contribution will be to
show that convergence to saddle points of (1) is “atypical”
behavior for DGF. In particular, we will see that if we assume
a degree of smoothness near saddle points, we can establish
a stable-manifold theorem for DGF (Theorem 5). The stable-
manifold theorem for DGF is a powerful result with many
important consequences. A simple and immediate consequence
is that, if functions are assumed to be globally smooth, then
saddle points can only be reached from a zero-measure set
of initial conditions (Theorem 6)—stated in other words, if a
DGF process is randomly initialized, then the probability of
converging to a saddle point is zero.2
The classical stable-manifold theorem is a canonical result
from dynamical systems theory that characterizes the behavior
of autonomous nonlinear systems near hyperbolic equilibrium
1Through the entire paper we allow for nonconvex objectives. However, in
later results we will make some smoothness assumptions.
2Global smoothness is not required to obtain nonconvergence to saddle
points. However, it simplifies the discussion, as pathological cases arise when
objective functions lack global smoothness. A more nuanced discussion can
be found above Theorem 6. Also, here we implicitly assume a random
initialization with distribution that is absolutely continuous with respect to
the Lebesgue measure.
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2points [8].3 Informally, the classical stable-manifold theorem
tells us the following for centralized first-order optimization
dynamics: Typical saddle points can only be reached from
some smooth low-dimensional (zero-measure) surface.
It is, of course, a well established fact that centralized gradi-
ent flows do not typically converge to saddle points, and this
fact is a direct consequence of the classical stable-manifold
theorem (see Section I-B for references). Unfortunately, in
distributed settings the classical stable-manifold theorem is not
generally applicable. Hence, our understanding of saddle point
nonconvergence in these settings is far less clear. This paper
seeks to address this issue by establishing a stable-manifold
theorem for DGF.
We emphasize that, in order to show convergence to critical
points (contribution 1), we will not require functions to be
smooth. However, to establish nonconvergence to saddle points
and the stable-manifold theorem for DGF (contribution 2)
we will require at least local smoothness near the saddle
point. (Intuitively, linearization lies at the heart of the stable-
manifold theorem, and it is not clear how to linearize without
smoothness.)
In the following section we formally present the main results
of the paper.
A. Setup and Main Results
Throughout the paper we will make the following assump-
tion.
Assumption A.1. fn is locally Lipschitz continuous.
Note that while we have not assumed fn to be differentiable,
under Assumption A.1, the derivative of fn exists almost
everywhere. This is a consequence of Rademacher’s theorem
[9]. In order to define a distributed gradient-descent process for
(1) satisfying Assumption A.1, we will consider the following
notion of a generalized gradient [10].
Definition 1. Given a locally Lipschitz continuous function
g : Rm → R, the generalized gradient of g is given by
∂g(x) := co
{
lim
i→∞
∇g(xi) : xi → x, ∇g(xi) exists
}
,
where ∇g(x) is the classical gradient of g and co{·} indicates
the convex hull.
When g is locally Lipschitz, ∂g(x) is a nonempty com-
pact convex set for all x ∈ Rd [10]. If g is continuously
differentiable, then ∂g is a singleton and coincides with the
usual notion of the gradient. If g is convex, then ∂g coincides
with the subgradient of g. Further discussion of generalized
gradients in the context of control and discontinuous systems
can be found in [11].
We will assume that agents are endowed with some com-
munication graph G = (V,E) over which they may exchange
information with neighboring agents. Here, the set of vertices
V = {1, . . . , N} represents the set of agents and an edge
(i, j) ∈ E between vertices represents the ability of two agents
to exchange information. We will assume the following.
3An equilibrium point is said to be hyperbolic if the Jacobian of the vector
field is invertible at the equilibrium point.
Assumption A.2. The graph G = (V,E) is undirected,
unweighted, and connected.
Let xn(t) denote the state of agent n at time t—this may
be thought of as an estimate of an optimizer of (1) held by
agent n at time t. The DGF process we study in this paper is
given by4
x˙n(t) ∈ βt
∑
`∈Ωn
(x`(t)− xn(t))− αt∂fn(xn(t)), (2)
where αt and βt are scalar weight parameters and Ωn is the
set of neighbors of agent n in the graph G. The update in (2)
is a continuous-time generalized gradient version of consen-
sus+innovations [13] and the related class of diffusion [14]
and distributed gradient descent (DGD) [15] processes for
distributed optimization. Note that when each fn is convex,
this reduces to a distributed subgradient-descent process, and
when each fn is continuously differentiable, this becomes a
standard ODE. We emphasize that under Assumption A.1,
the differential inclusion (2) is well posed since ∂fn(x) is
nonempty, compact and convex [12]. We also emphasize that
the process is distributed since the dynamics of agent n only
depend on locally available information.
The process (2) may be intuitively interpreted as follows.
The first term on the right-hand side of (2) is a consensus
term that draws agents’ states closer together, while the second
term is a descent term that encourages agents to descend their
private objective function. In particular, note that if we set
∂fn ≡ 0, then (2) reduces to a standard continuous-time
consensus algorithm [16], [17].
The first main result of this paper is that under the dynamics
(2), agents attain consensus and converge to the set of critical
points of f . Given that f may be nonsmooth, the notion of a
critical point is defined as follows [10].
Definition 2. We say that x ∈ Rd is a critical point of f if
0 ∈ ∂f(x).
Note, of course, that if f is smooth, this generalizes the
classical case where a critical point satisfies ∇f(x) = 0, and
if f is convex, then this reduces to the standard first-order
optimality condition for the subgradient of a convex function.
To ensure convergence to critical points, we will make a
few additional assumptions. First, we will assume that agents’
private functions are coercive in the following sense.
Assumption A.3. fn is coercive, i.e., fn(x)→∞ as ‖x‖ →
∞.
This assumption is relatively weak in the sense that it need
only hold asymptotically and does impose any constraints on
the rate at which fn(x) → ∞. Under Assumptions A.1 and
A.3, the set of critical points of f is nonempty.
Next, we assume that the set of critical values (the image
of the set of critical points) is a “small” set. We recall that a
4Because we consider gradient descent with respect to the generalized
gradient, which can be a set, we must consider DGF as a differential inclusion
rather than an ordinary differential equation (ODE). We will consider solutions
to differential inclusions in the sense given after (4) below. A primer on
differential inclusions can be found in [11] and a more detailed treatment in
[12].
3set S ⊂ R is said to be dense in R if for each point x ∈ R
there exists a sequence in S converging to x.
Assumption A.4. Let CPf ⊂ Rd denote the set of critical
points of f . The set R\f(CPf ) ⊂ R is a dense set in R.
Note that f(CPf ) is the set of critical values of f , so
the assumption stipulates that the set of non-critical values
of f is dense in R. This assumption is relatively weak, and
is standard in stochastic approximation literature [7], [18],
[19]. The assumption is satisfied if f(CPf ) is a zero measure
set. Thus, for example, by the well-known theorem of Sard
[20], the assumption holds whenever f is d-times continuously
differentiable. The assumption also holds in a wide range of
other circumstances of practical interest involving nonsmooth
objective functions [7].
In the context of smooth optimization, it is trivial to see that
if f is smooth and x(t) is a gradient flow trajectory, then
d
dt
f(x(t)) = 〈∇f(x(t)), d
dt
x(t)〉 (3)
= −‖∇f(x(t))‖2,
where the first equality follows from the chain rule. This
relationship makes clear the critical fact that f(x(t)) decreases
along the trajectory of x(t) unless at a critical point.
In the context of nonsmooth optimization, the key relation-
ship (3) is no longer obvious or trivial. To ensure that such a
property holds, we must make the following assumption.
Assumption A.5 (Chain rule). For any absolutely continuous
function x : [0,∞)→ Rd, f satisfies the chain rule
d
dt
f(x(t)) = 〈v, d
dt
x(t)〉,
for some v ∈ ∂f(x(t)), and almost all t ≥ 0.
This assumption is quite broad, and examples where the
assumption fails to hold are typically pathological [21]. The
problem of identifying explicit function classes for which
this assumption holds was studied in [7], [22] where it was
shown that the assumption holds for a broad class of functions
(namely, those that are subdifferentiably regular or Whitney
stratifiable [7, Sec. 5]) that includes popular nonsmooth deep
learning architectures as a special case.
Finally, to simplify the analysis, we will assume that the
weight parameters αt and βt take the following form.5
Assumption A.6. αt = Θ(t−τα) and βt = Θ(t−τβ ), with
0 ≤ τβ < τα ≤ 1.
We note that in the above assumption we use the notation
g(t) = Θ(h(t)) to indicate that for some constants c1, c2 > 0
we have c1h(t) ≤ g(t) ≤ c2h(t) for all t ≥ 0 sufficiently
large.
The first main result of the paper is the following, which
states that agents reach asymptotic consensus and converge to
critical points of (1).
5To emphasize that αt and βt are scaling parameters, and to reduce
notational clutter, we have placed the time argument for these in subscripts.
Theorem 3 (Convergence to Critical Points). Suppose
{xn(t)}Nn=1 is a solution to (2) with arbitrary initial condition
and suppose that Assumptions A.1–A.6 hold. Then for each
n = 1, . . . , N we have
(i) limt→∞ ‖xn(t)− x`(t)‖ = 0, for all ` = 1, . . . , N .
(ii) xn(t) converges to the set of critical points of f .
Next, we consider the problem of avoiding saddle points.
We will approach this problem by establishing a stable-
manifold theorem for DGF. Up to now, we have allowed for
functions with discontinuous gradients and shown convergence
to critical points. However, in order to understand noncon-
vergence to saddle points and establish a stable-manifold
theorem for DGF we will make some assumptions about the
smoothness of agents’ functions.
We say that x∗ ∈ Rd is a saddle point of f if 0 ∈ ∂f(x)
and x∗ is neither a local maximum or minimum. Formally,
given a saddle point x∗ we will assume the following.
Assumption A.7. Each fn is twice continuously differentiable
in a neighborhood of x∗.
We note that this assumption allows for applications where
the objective function may be nonsmooth, so long as the saddle
point of interest does not occur precisely at a point of gradient
discontinuity.
Under Assumption A.7, we will consider saddle points
satisfying the following notion of regularity, where we use
∇2f(x) to denote the Hessian of f at x.
Definition 4 (Nondegenerate or Regular Saddle Point). A
saddle point x∗ of f will be said to be nondegenerate (or
regular) if the Hessian ∇2f(x∗) is nonsingular.
The term nondegenerate is standard for this concept in opti-
mization. However, since we will deal with nonconvergence to
these points, we will generally prefer to use the term “regular”
to avoid frequent use of double negatives.
We will also require the following assumption, which is
quite mild but somewhat technical.
Assumption A.8 (Continuity of Eigenvectors). Suppose x∗ ∈
Rd is a saddle point of (1). For each n, the eigenvectors of
∇2fn(x) are continuous at x∗ in the sense that, for each x
in a neighborhood of x∗, there exists an orthonormal matrix
Un(x) that diagonalizes ∇2fn(x) such that x 7→ Un(x) is
continuous at x∗.
This assumption is required to rule out certain pathological
cases that can arise in the distributed setting. The assumption
is mild and should be satisfied by most functions encountered
in practice. (See Example 16 and related discussion below.)
The assumption is guaranteed to hold if each fn is analytic or
if, for each n, the Hessian of fn has no repeated eigenvalues
[23].
Our second main result, stated next, establishes the existence
of stable manifolds for DGF. Informally, the theorem states
that, in a neighborhood of a regular saddle point, a DGF
process x(t) = (xn(t))Nn=1 can only converge to the saddle
point if it is initialized on some special low-dimensional
surface.
4Theorem 5 (Stable-Manifold Theorem for DGF). Suppose
that x∗ ∈ Rd is a regular saddle point of f and Assumptions
A.2 and A.6–A.8 are satisfied. Let x˜ = (x∗, . . . , x∗) ∈ RNd be
the N -fold repetition of x∗ Let q denote the number of negative
eigenvalues of ∇2f(x∗). Then there exists a neighborhood
N ⊂ RNd containing x˜ such that the following holds: For
any t0 ∈ R, let St0 denote the set of all x0 ∈ N such
that x(t) → x˜ when x(t0) = x0. Then St0 is a smooth
(continuously differentiable) (Nd− q)-dimensional manifold.
In the above theorem, when we say that St0 is a C1 manifold
with dimension Nd − q we mean that St0 is the graph of a
C1 function over a (Nd − q)-dimensional domain. We note
that in classical settings, the stable manifold does not depend
on time. However, because DGF is a nonautonomous system
(since αt and βt are both time-varying), the stable manifold
here is time-dependent.
Because we have only assumed local smoothness, the stable
manifold theorem above is a local result. In particular, given a
regular saddle point x∗, it immediately implies that for almost
all initializations in a neighborhood of the saddle point, DGF
does not converge to x∗. However, a challenging aspect of
discontinuous dynamical systems such as (2) is that they can
concentrate sets with positive volume into zero measure sets
in finite time [11]. Thus, when fn is nonsmooth, we cannot
claim in general that, as a consequence of Theorem 5, the set
of initial conditions in all of RNd such that xn(t) → x∗ for
some n, has measure zero.6 However, if objective functions
are globally smooth, then we can say more, as stated in the
following theorem.
Theorem 6. Suppose that Assumptions A.2–A.8 hold and,
moreover, each fn is (globally) C2. Let x∗ be a regular saddle
point of f . Then for each time t0, the set of initial conditions in
RNd from which xn(t) converges to x∗ for some (then every)
agent n is a Lebesgue-measure-zero set.
Note that, by Theorem 3, agents achieve consensus under
the assumptions in the previous theorem. Thus, if xn(t)→ x∗
for some n, then this occurs for every n. Theorem 6 follows
from Theorem 5 and the observation that the gradient field of
a C2 function has bounded divergence. In particular, a simple
application of the classical divergence theorem (or Gauss-
Green theorem [9]) shows that the system cannot concentrate
a set of positive measure into a zero measure set in finite time
(see, e.g., proof of Proposition 21 in [25]).
Organization. The remainder of the paper is organized as
follows. Section I-B briefly reviews related literature and
Section I-C sets up notation to be used in the proofs. In order
to simplify notation and make proofs more transparent, it will
be helpful to consider distributed optimization of (1) as a
6This is because it could occur that the right hand side of (2) concentrates
precisely into the stable manifold of x∗ in finite time. In general, we expect
that this behavior is pathological for many functions of interest. However, a
detailed treatment of this issue is beyond the scope of this paper. We also
note that because the stable manifold is inherently unstable, this issue can be
sidestepped by adding noise to the optimization process. For example, using
the stable-manifold theorem from this paper, in [24] it is shown that distributed
stochastic gradient descent (D-SGD) avoids saddle points with probability 1,
regardless of initialization.
special case of a general subspace-constrained optimization
problem. Section II sets up the general optimization problem
that will be used to prove the main results. Section III shows
convergence to critical points. Section IV proves the stable-
manifold theorem for DGF and presents an illustrative example
discussing computation of the stable manifold. Finally, Section
V concludes the paper.
B. Literature Review
Algorithms for distributed optimization with convex cost
functions have been studied extensively in the literature. While
a complete survey of this topic is beyond the scope of the
paper, we note that key issues which have been addressed
in this context include optimization over time-varying and
directed communication networks [26], [27]; constrained op-
timization [28]–[30]; convergence rate analysis [31], [32];
and optimization of nonsmooth objectives [15], [33] [34]. In
contrast, in this paper we consider optimization of nonconvex
and nonsmooth objective functions. In order to focus our
attention squarely on the challenging issues that arise from
these assumptions, we restrict our attention to the relatively
simple setting of unconstrained optimization over a time-
invariant undirected graph.
The fact that (centralized) continuous-time gradient flows do
not converge to saddle points follows from the classical stable-
manifold theorem [8]. Nonconvergence to saddle points for
discrete-time gradient algorithms has been a subject of recent
interest [35], [36]—nonconvergence in this setting follows
from the stable-manifold theorem for discrete-time dynamical
systems [37]. A related line of recent research has investigated
the issue of escaping from saddle points in centralized settings
[38]–[41].
Distributed nonconvex optimization has recently become the
subject of intensive research attention. Pioneering early work
on this topic can be found in [19] which studied a projected
variant of DGD for constrained nonconvex optimization and
demonstrated convergence to KKT points. The present paper
is closely related to [19] in that we study the continuous flow
underlying DGD and we prove convergence to critical points
using techniques from the theory of stochastic approximation
and perturbed differential inclusions. However, our work work
differs from [19] in significant ways, e.g., we allow for
nonsmooth functions and we study the issues of saddle point
nonconvergence and existence of stable manifolds for DGF.
More recent works including [1], [3], [42]–[47] have ad-
dressed various issues related to obtaining convergence to
critical points, including dealing with directed graphs, time-
varying graphs, and nonsmooth regularizers. The recent work
[48], [49] studied the problem of avoiding saddle points with
discrete-time DGD with constant step size. Using the classical
(discrete-time) stable-manifold theorem, it was shown that
DGD with sufficiently small step sizes avoids saddle points
and converges to the neighborhood of local minima. Refer-
ences [50], [51] study a diffusion adaptation variant of gradient
descent and show that under appropriate noise assumptions it
is able to escape from saddle points in polynomial time. In
addition to the fact that we study nonsmooth functions and
5study the underlying differential inclusions, our work differs
from these in that we obtain convergence to consensus and
critical points and explicitly characterize the stable manifold
associated with saddle points. Moreover, because we study
the continuous-time flow, the results derived in this paper
can be used to approximate discrete-time diminishing-step-size
versions of DGD, obtaining convergence in the presence of
noise [24]. In another related line of research, annealing based
methods for distributed global optimization in nonconvex
problems are considered in [52], [53]. While these methods
achieve global convergence guarantees, they require careful
tuning of the annealing schedule and convergence can be slow
in some applications.
Limited research has been conducted on the topic of dis-
tributed optimization when objectives are both nonsmooth and
nonconvex. References [1] and [43] consider convergence to
critical points when the distributed objective is the sum of
a smooth nonconvex component and a nonsmooth convex
component (or difference-of-convex with smooth convex part).
In contrast, here we obtain convergence of DGF to critical
points under broad assumptions, analogous to the state-of-
the art guarantees for centralized (discrete-time) first-order
methods found in [7]. Among other things, these assumptions
handle neural networks with nonsmooth activation functions
and `1 or `2 regularization.
We remark that a preliminary conference version of this
paper appeared in [54]. Most significantly, the present paper
differs from [54] in that it handles nonsmooth objective
functions and proves smoothness of the stable manifold (which
is required to obtain that the manifold is a measure-zero set).
We also note that the present paper fills a gap in the proof of
Theorem 1 and 2 in [54] which requires Assumptions A.4 and
A.8.
As an illustration of the practical applicability of the results
derived in this paper, in a related work [24] the stable-
manifold theorem for DGF (Theorem 5 above) is used to
study discrete-time distributed stochastic gradient descent (D-
SGD). In particular, in [24] it is shown that, regardless of
initialization, with probability 1, D-SGD does not converge to
regular saddle points. The stable-manifold theorem from this
paper plays a critical role in deriving that result.
C. Notation
We say that g ∈ Cr(Rm;Rn), for integer r ≥ 1, if g :
Rm → Rn is r-times continuously differentiable. When the
domain and codomain are clear from the context, we simply
use the shorthand g ∈ Cr or say g is Cr. If g is C1, we use the
notation D[g, x] to denote the derivative of g at the point x.
In the case that g : Rn → R is C2, we often use the standard
notation ∇g and ∇2g to refer to the gradient and Hessian of
g respectively.
We will use ‖ · ‖ to denote the standard Euclidean norm.
Given a set S ⊂ Rd and point x ∈ Rd, we let d(x, S) :=
infy∈S ‖x−y‖ and let Bδ(S) := {x : d(x, S) < δ}. When we
say x(k)→ S as k →∞, we mean that limk→∞ d(x(k), S) =
0. Given a, b ∈ R, a ∧ b is the minimum of a and b. A ⊗
B indicates the Kronecker product of matrices A and B of
compatible dimension. Given a matrix A ∈ Rd×d, diag(A) is
the d-dimensional vector containing the diagonal entries of A.
In an abuse of notation, given a vector v ∈ Rd, we also use
diag(v) to denote the d× d diagonal matrix with entries of v
on the diagonal.
Given a graph G = (V,E), the set of vertices V =
{1, . . . , N} will be used to denote the set of agents and an
edge (i, j) ∈ E will denote the ability of two agents to
exchange information. In this paper we will assume G is
undirected, meaning that (i, j) ∈ E implies that (j, i) ∈ E.
We let Ωn denote the set of neighbors of agent n, namely
Ωn = {i ∈ 1 . . . N : i 6= n, (i, n) ∈ E}, and we let
dn = |Ωn|. The graph Laplacian is given by the N×N matrix
L = D−A, where D = diag(d1, . . . , dN ) is the degree matrix
and A = (aij) is the adjancency matrix defined by aij = 1 if
(i, j) ∈ E and aij = 0 otherwise. Further details on spectral
graph theory can be found in [55].
Suppose that F : Rm → R is locally Lipschitz, and consider
the differential inclusion
x˙ ∈ ∂F (x, t), (4)
where x : R → Rm and x˙ denotes ddtx(t). We say x is a
solution to (4) with initial condition x0 at time t0 if x is
absolutely continuous and, satisfies x(t0) = x0, and satisfies
(4) for almost all t ≥ t0.
The generalized gradient (Definition 1) is known to be
upper semicontinuous when the function in question is locally
Lipschitz [10], [11]. As this property will be important in
subsequent derivations, we recall the definition here.
Definition 7. A set-valued function G : Rm ⇒ Rm is said to
be upper semicontinuous at x if for any ε > 0 there exists a
δ > 0 such that for all y ∈ Bδ(x), G(y) ⊂ Bε(G(x)).
II. GENERALIZED SETUP: SUBSPACE-CONSTRAINED
OPTIMIZATION
The problem of minimizing (1) in a distributed setting may
be viewed as the subspace-constrained optimization problem
min
xn∈Rd, n=1,...,N
x1=x2=···=xN
N∑
n=1
fn(xn). (5)
Rather than focus on the specific problem (5) we will con-
sider optimization of general subspace-constrained optimiza-
tion problems. This will significantly simplify notation by
eliminating distributed-consensus specific notation and will
improve the transparency of proofs.
In Section II-B we will set up the general subspace con-
strained optimization problem to be considered in the rest of
the paper and describe a generalization of (2) for addressing
this problem. However, before considering the general problem
it will be helpful to first derive some simple time changes.
This will be done in Section II-A. After a time change, the
dynamics (2) admit an intuitive interpretation in terms of
gradient descent with respect to a penalty function. This will
become clear in Section II-B.
6A. Time Changes
The differential inclusion (2) may be expressed compactly
as
x˙ ∈ βt(L⊗ Id)x− αt(∂fn(xn))Nn=1,
where we let x : R → RNd be the vectorization x :=
(x1, . . . ,xN ), where xn : R → Rd represents the state of
agent n, and, as before, we assume αt/βt → 0. It will often
be convenient to study this ODE under a time change. In
particular, assuming αt > 0 for t ≥ 0, set S(t) =
∫ t
0
αr dr
and let T (τ) denote the inverse of S(t) for τ ≥ 0, so that
T (S(t)) = t. Letting y(τ) = x(T (τ)) we have
y˙(τ) ∈ γτ (L⊗ Id)y(τ)− (∂fn(y(τ)))Nn=1, (6)
where γτ =
βT (τ)
αT (τ)
→ ∞ as τ → ∞. Likewise, if we set
S(t) =
∫ t
0
βr dr and let T (τ) denote the inverse of S(t) we
have
y˙(τ) ∈ (L⊗ Id)y(τ)− γ˜τ (∂fn(y(τ)))Nn=1, (7)
where γ˜τ =
αT (τ)
βT (τ)
→ 0 as τ → ∞. Thus, processes of
the form (6) or (7), with γt → ∞ or γ˜t → 0 respectively,
generalize dynamics of the form (2). When convenient we
will study (6) or (7) (with associated parameter γτ or γ˜τ ) in
lieu of (2).
B. Subspace-Constrained Optimization Framework
Consider the optimization problem
min
x∈RM
h(x) (P.1)
subject to xᵀQx = 0,
where h : RM → R is a locally Lipschitz function and Q ∈
RM×M is a positive semidefinite matrix. For ease of notation
we will denote the constraint set by
C := {x ∈ RM : xᵀQx = 0}.
Since Q is positive semidefinite, C is precisely the set {x :
Qx = 0}, i.e., the nullspace of Q; we write the constraint
in its quadratic form because we will solve this problem
using a penalization approach that connects directly with the
quadratic form. In the remainder of the paper we will focus
on computing critical points in (P.1).
Consider the following dynamical system for solving (P.1):
x˙ ∈ −∂h(x)− γtQx, (8)
where the weight γt →∞. Note that solutions to (8) exist if h
is locally Lipschitz continuous (see Assumption B.1 below).
Note that these may be viewed as the generalized gradient
descent dynamics associated with the (time-varying) function
x 7→ h(x) + γt 12xᵀQx, i.e.,
x˙ ∈ −∂x
(
γ
1
2
x
ᵀ
Qx + h(x)
)
.
The term γtx
ᵀQx may be thought of as a quadratic penalty
term that punishes deviations from C with increasing severity
as t→∞.
C. DGF as a Special Case
The DGF dynamics (7) for distributed optimization may be
seen as a special case of this general framework in which we
let the dimension be given by M = Nd, the state x ∈ RNd is
given by the vectorization of all agents’ states x = {xn}Nn=1,
the objective function is given by h(x) =
∑N
n=1 fn(xn), and
the penalty term is generated by setting Q = (L⊗Id), where Id
is the d×d identity matrix and L denotes the graph Laplacian
of G given in Assumption A.2. In this setup, the constraint set
C is the consensus subspace, which is given by the nullspace
of (L⊗Id). If the G is connected, this is the subspace of RNd
where xn = x` for all n, `. It will be important later to note
that under Assumption A.2, Q has at least one zero eigenvalue
(cf. Assumption B.3 below) and under Assumption A.6 and
the time change given in (6) we have γt →∞.
III. CONVERGENCE TO CRITICAL POINTS
In this section we show that (8) converges to critical points
of h restricted to C (i.e., we prove Theorem 3). Before
proceeding, we will begin by introducing some conventions
that will simplify notation. Throughout this section, without
loss of generality assume the coordinate system is rotated so
that the constraint space is given by
C = {x ∈ RM : xd+1 = · · · = xM = 0}, (9)
where we let7
d = dim C.
Given a vector x ∈ RM , we will use the decomposition
x = (xc, xnc),
xc ∈ Rd, xnc ∈ RM−d, where the subscripts indicate the
“constraint” and “not constraint” components respectively. In
a slight abuse of notation, given xc ∈ Rd we let
h|C(xc) := h(xc, 0).
Given x ∈ RM define
∂xch(x) := {z ∈ Rd : (z, y) ∈ ∂h(x),
for some y ∈ RM−d}.
In a slight abuse of terminology, we say that x∗ = (x∗c , x
∗
nc) ∈
RM is a critical point of h|C if 0 ∈ ∂xch(x∗c , 0), or equiva-
lently, if 0 ∈ ∂h|C(x∗c).
We now present the assumptions we will use in the gen-
eral framework. Because we are now studying the general
subspace-constrained optimization framework, these assump-
tions pertain to (P.1) and the optimization dynamics (8), and
are distinct from the previous assumptions made in the paper
(which applied explicitly to the DGF framework). To distin-
guish these assumptions from those made earlier, previous
assumptions have been numbered A.1., A.2., etc., while all
subsquent assumptions will be numbered B.1., B.2., etc.
7We note that we also used d for the dimension of the domain of f and fn
in Section I. Since, in the context of the distributed framework C corresponds
to the consensus subspace, which has dimension d, this does not result in a
conflict of notation.
7Assumption B.1. h is locally Lipschitz continuous.
Assumption B.2. h is coercive, i.e., h(x)→∞ as ‖x‖ → ∞.
Assumption B.3. Q ∈ RM×M is positive semidefinite with at
least one zero eigenvalue.
Assumption B.4. Let CPh|C be the critical points set of h|C .
Assume that R\h|C(CPh|C ) is a dense set in R.
Assumption B.5. For any absolutely continuous function z :
[0,∞)→ Rd, h|C satisfies the chain rule
d
dt
h|C(z(t)) = 〈v, d
dt
z(t)〉,
for some v ∈ ∂f(z(t)), and almost all t ≥ 0.
Assumption B.6. t 7→ γt is bounded on compact intervals
and satisfies limt→∞ γt =∞.
Assumption B.1 ensures that (8) is well defined, Assumption
B.2 ensures solutions to (8) remain in a compact set, and
Assumption B.3 ensures that the constraint set C is nonempty.
Assumptions B.4–B.5 are technical assumptions required to
ensure convergence to critical points.
We will prove the following result that implies Theorem 3.
Theorem 8. Let x be a solution to (8) and suppose that
Assumptions B.1–B.6 hold. Then,
(i) x(t)→ C as t→∞.
(ii) x(t) converges to the set of critical points of h|C as t→
∞.
We remark that under Assumptions B.1–B.2, the set of
critical points of h|C is nonempty. The proof of Theorem
8 will be given in Section III-B below, and will rely on
techniques from the theory of stochastic approximation and
perturbed differential inclusions [7], [18]. Before proceeding
to the proof, we will first briefly review some relevant tools
in the next section.
A. Intermediate Results
In order to prove Theorem 8, we will use the following
standard results from functional analysis.
Before stating the first result, we recall that a function v :
[0, T ] → Rm is said to belong to L2([0, T ];Rm), or L2 for
short, if
∫ T
0
([v(t)]i)
2
dt < ∞ for each i = 1, . . . ,m, where
[v(t)]i indicates extracting the i-th coordinate map of v. A
sequence of functions vj ∈ L2([0, T ];Rm), j = 1, 2, . . . is
said to be bounded in L2 if
sup
j≥1
∫ T
0
([vj(t)]i)
2
dt <∞,
for each i = 1, . . . ,m.
Lemma 9. Let T > 0 and suppose that {vj}j≥1 is a sequence
of functions vj , bounded in L2([0, T ],Rm). Then there exists a
subsequence {vj`}`≥1 that converges weakly to some function
vˆ in L2([0, T ],Rm).
The above lemma is an immediate consequence of the well-
known Banach-Alaoglu Theorem [56]. Since we will only use
the notion of weak convergence in this paper to apply Lemma
10 after invoking Lemma 9 (see proof of Lemma 12), we will
not formally review the definition of weak convergence here,
but refer readers to [56]. The next result, commonly known as
Mazur’s theorem (or Mazur’s lemma) allows us obtain strongly
convergent sequence from a weakly convergent one [56].
Theorem 10 (Mazur’s Theorem). Suppose that {vj}j≥1 is a
sequence in L2([0, T ];Rm) that converges weakly to some vˆ in
L2([0, T ];Rm). Then for each j there exist a positive integer
nj ≥ j and numbers αi,j ∈ [0, 1], i = j, . . . , nj satisfying∑nj
i=j αi,j = 1 such that the sequence {vˆj}j≥1 defined by the
convex combination
vˆj =
nj∑
i=j
αi,j vˆi
converges to vˆ in L2([0, T ];Rm) as j →∞, i.e., ∫ T
0
‖vj(t)−
vˆ(t)‖2 dt→ 0 as j →∞.
B. Convergence to Critical Points: Analysis
We now prove Theorem 8. We begin with the following
lemma that shows convergence to the constraint set.
Lemma 11 (Convergence to Constraint Set). Let x be a
solution to (8) and suppose that Assumptions B.1–B.3 and B.6
hold. Then x(t)→ C.
We note that Assumption B.4 is not needed for this result—
it is only required to obtain convergence to critical points. In
the proof of Lemma 11, we will use the following conventions.
Consistent with (9) and Assumption B.3, assume Q is block
diagonal with form
Q =
(
0 0
0 Q̂
)
(10)
where Q̂ ∈ R(M−d)×(M−d) is positive definite and here 0
denotes a zero matrix of appropriate dimension. Let x(t) be
decomposed as
x(t) =
(
xc(t)
xnc(t)
)
, (11)
where xc(t) ∈ Rd and xnc(t) ∈ RM−d.
We now prove Lemma 11.
Proof. By Assumption B.2 there exists some bounded set K ⊂
RM such that, regardless of initialization, solutions to (8) reach
K and remain in K thereafter. Thus, without loss of generality
we may consider solutions to (8) initialized in K.
Let ε > 0, let M = sup{‖v‖ : v ∈ ∂h(x), x ∈ K}, and let
λmin > 0 be the smallest eigenvalue of Q̂. Since γt →∞ we
may choose some T such that γt ≥
1
ε+M
λminε
for all t ≥ T . Using
(8) we see that when ‖xnc‖ ≥ ε we have ddt‖xnc‖2 ≥ 1. Thus,‖xnc(t)‖ ≤ ε after some finite time. Sending ε→ 0 completes
the proof.
The remainder of this section will focus on proving conver-
gence to critical points of h|C . Informally, we will prove the
result by using use h|C as a type of Lyapunov function. (More
precisely, h|C acts asymptotically as a Lyapunov function) We
proceed as follows. First, we will define several important
8concepts that will be required in the proofs. Next, Lemma
12 will show that as t → ∞, xc(t) asymptotically resembles
the solution of a gradient-descent differential inclusion for
h|C . Lemma 13 will show that the Lyapunov function values
h|C(xc(t)) have a limit as t → ∞. Finally, Lemma 14
will show convergence to critical points. Theorem 8 follows
immediately from Lemmas 11 and 14.
We now give several important definitions required through
the remainder of the section. Given τ ≥ 0, and a solution x of
(8), define xτ : [0,∞)→ RM to be the shifted solution curve
xτ (t) := x(τ + t).
Note that xτ captures the “tail” of x after time τ .
Lemma 12. Suppose that Assumptions B.1–B.3 and B.5–B.6
hold, and let x(t) = (xc(t),xnc(t)) be a solution to (8). Let
{τj}j≥1 be a real-valued sequence of times satisfying τj →
∞. Given any T > 0, there exists a subsequence of {xτjc }j≥1
that converges uniformly on the interval [0, T ] to some function
z : [0,∞)→ Rd satisfying
z˙(t) ∈ ∂h|C(z(t))
for almost every t ∈ [0, T ].
Proof. The proof of this result is similar to the proof of
Theorem 4.2 in [18].
Let x(t) be decomposed as in (11). Let T > 0 and consider
the family of functions obtained by shifting xc by τj and
restricting to the interval [0, T ], i.e., the set of functions
x
τj
c : [0, T ]→ Rd, j ≥ 1. By (8) and (10) we have
xτjc (t) = x
τj
c (0) +
∫ t
0
vj(s) ds, (12)
where vj(s) ∈ ∂xch(xτj (s)). By Assumption B.2, x(t)
remains in some compact set K. By Assumption B.1 there
exists an L > 0 such that ‖h(x)−h(y)‖‖x−y‖ ≤ L for all x, y ∈ K.
By Definition 1 we have ‖v‖ ≤ L for all v ∈ ∂h(x) and
all x ∈ K. Thus ‖vj(s)‖ above is uniformly bounded for
all j and s, and hence {xτjc }j≥1 is an equicontinuous family
of functions. By the Arzela-Ascoli theorem [57], there exits
a subsequence of {xτjc }j≥1 converging uniformly to some
function z : [0, T ] → Rd. Without loss of generality, we
will assume henceforth that the entire sequence {xτjc }j≥1 is
identical to this subsequence so that
xτjc (t)→ z(t),
uniformly for t ∈ [0, T ] as j →∞.
Recalling (12), for t ∈ [0, T ] we obtain
z(t) = lim
j→∞
xτjc (t) = z(0) + lim
j→∞
∫ t
0
vj(τ) dτ.
Note that, restricted to the interval [0, T ], {vj}j≥1 is a bounded
sequence in L2. By Lemma 9, there is a subsequence of
{vj`}`≥1 with weak limit vˆ in L2([0, T ];Rd). Without loss
of generality assume that {vj}j≥1 is identical to this subse-
quence. By Theorem 10, we see that there exists a sequence
vˆj(t) converging strongly to vˆ(t) where
vˆj(t) =
nj∑
i=j
vj(t).
But since vj(t) ∈ ∂xch(xτjc (t),xτj (t)) and (xτjc (t),xτj (t))→
(z(t), 0) as j → ∞, by the fact that ∂h is upper semicontin-
uous (see Definition 7) and convex we see that the the limit
vˆ(t) belongs to ∂h|C(z(t)). Thus we have that
z(t) = z(0) +
∫ t
0
vˆ(τ) dτ,
where v(τ) ∈ ∂h|C(z(τ)).
Lemma 13. Suppose Assumptions B.1–B.6 hold, and x(t) =
(xc(t),xnc(t)) is a solution to (8). Then h|C(xc(t)) converges
to a limit as t→∞.
The proof of this lemma follows similar ideas to Section 3.3
in [7] which treats the classical centralized case in discrete
time. The proof here handles the nontraditional subspace-
constrained optimization framework in continuous time.
Proof. Note that, by Assumptions B.1–B.2, h|C is
bounded from below. Without loss of generality, assume
lim inft→∞ h|C(xc(t)) = 0. Let ε > 0 be a noncritical value
of h|C (i.e., 0 6∈ ∂h|C(z) for any z such that h|C(z) = ε). By
Assumption B.4 we may choose such an ε to be arbitrarily
close to zero.
Given r ≥ 0 define the r-sublevel set
Lr := {y ∈ Rd : h|C(y) ≤ r}.
Note that Lε and L2ε are well separated in the sense that
inf{‖w − v‖ : w ∈ K ∩ Lε, v /∈ L2ε} > 0. (13)
(See [7], proof of Claim 1 in the proof of Proposition 3.5.) By
hypothesis, xc(t) enters and exits Lε and L2ε infinitely often.
Define the time t1 to be the first time t where the following
two conditions hold:
1. xc(t) exits Lε at time t1, i.e., x(t1) ∈ Lε and
x(t1 + τ) 6∈ Lε
for all τ > 0 sufficiently small.
2. After time t1, xc(t) exits L2ε before returning to Lε.
In other words, t1 is the last time xc(t) exits Lε before leaving
L2ε. Having defined t1, define texit,1 to be the first time that
xc(t) exits L2ε after t1. For j ≥ 2, iteratively define tj and
texit,j in a similar manner and note that
t1 < t1,exit < t2 < t2,exit < · · · .
This iterative procedure for constructing tj and tj,exit termi-
nates after a finite number of iterations for arbitrary ε > 0 if
and only if h|C(xc(t)) converges to a limit.
We will now show that the process must terminate after
a finite number of iterations. For the sake of contradiction,
suppose to the contrary that the assertion is false.
Note that by Assumption B.2, for each initialization, there
is some compact set K such that x(t) ∈ K for all t ≥ 0. By
Assumption B.1, we have sup{‖v‖ : v ∈ ∂xch(x), x ∈ K} <
∞ (see proof of Lemma 12). Since L2ε\Lε is a “thick” set,
i.e., (13) holds, it follows that there is some minimum time
tcross > 0 such that tj,exit − tj ≥ tcross for all j. Thus our
sequence of times {tj}j≥1 satisfying conditions 1–2 above,
also satisfies tj →∞.
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previous theorem, there exists a subsequence converging to
z(t) satisfying z˙(t) ∈ ∂h|C(z(t)) for almost all t ∈ [0, T ]. By
construction, we have h|C(z(0)) = ε. Moreover, by our choice
of ε, we have 0 /∈ ∂h|C(z(0)). By the upper semicontinuity
of ∂h|C (Definition 7), we have that 0 6∈ ∂h|C(z(0)) for all z
in an open ball about z(0). Using Assumption B.5, it follows
that
h|C(z(T )) < sup
t∈[0,T ]
h|C(z(t)) ≤ h|C(z(0)) = ε. (14)
Let δ = 12 (h|C(z(T )) − h|C(z(0))). For J > 0 sufficiently
large, we may make supt∈[0,T ] ‖xtj (t)−z(t)‖ arbitrarily small
for all j ≥ J . By continuity of h, we may thus make
supt∈[0,T ] ‖h|C(xtj (t))−h|C(z(t))‖ < δ for all j ≥ J . Hence,
xtj (t) belongs to Lε at time tj+T . But, by construction of tj ,
xtj (t) must exit L2ε before re-entering Lε. This is impossible
since, for all j sufficiently large we have
sup
t∈[0,T ]
h|C(xtjc (t)) ≤ sup
t∈[0,T ]
h|C(z(t))
+ sup
t∈[0,T ]
∣∣∣h|C(xtjc (t))− h(z(t))∣∣∣
≤ 2ε,
where the second inequality follows from (14) and the uni-
form convergence of xτj to z on [0, T ]. Thus, the iterative
procedure outlined above terminates after finite iterations and
lim supt→∞ h|C(xc(t)) = 0.
Lemma 14. Suppose Assumptions B.1–B.6 hold and x(t) =
(xc(t),xnc(t)) is a solution to (8). Then xc(t) converges to
the set of critical points of h|C .
Proof. Suppose that x∗ ∈ Rd is a limit point of xc(t), but
that 0 6∈ ∂h|C(x∗). Choose times {τj}j≥1, τj → ∞, such
that x(τj)→ x∗. Let T > 0. Then there exists some function
z(t) such that xτj (t) → z(t) uniformly for t ∈ [0, T ] and
z˙(t) ∈ ∂h|C(z(t)). Note that, by construction, z(0) = x∗.
Recalling that 0 6∈ ∂h|C(x∗), by the upper semicontinuity of
∂h|C , we have that 0 6∈ ∂h|C(z) for all z in an open ball about
x∗. Using Assumption B.5, it follows that
h|C(z(t)) < h(x∗)
for any t > 0. However, for t ∈ (0, T ] we see that
h|C(z(t)) = lim
j→∞
h|C(xτjc (t))
= lim
s→∞h|C(x(s)) = h|C(x
∗),
where the last two equalities follow by Lemma 13. This
contradicts our hypothesis. Hence, if x∗ is a limit point of
xc(t), then 0 ∈ ∂h|C(x∗).
Example 15 (Necessity of Coercivity). The following example
demonstrates that if we do not assume that h is coercive, then
Lemma 11 may fail to hold (i.e., x(t) 6→ C, or equivalently,
agents don’t converge to consensus in DGF).
Let h : R2 → R and Q ∈ R2×2 be given by
h(x) = −1
2
x
ᵀ
(
0 1
1 1
)
x and Q =
(
1 0
0 0
)
so that C = {x ∈ R2 : x1 = 0}. Then the ODE (8) is given
by
x˙ =
(−γt 1
1 1
)
x.
Note that the first quadrant is an invariant set under these
dynamics. Let x0 = (1, 1) and suppose that γt = t. Then we
have x˙2(t) ≥ x2(t) and using a Gronwall type argument we
have x2(t) ≥ et for all t ≥ 0. Thus we have
x˙1(t) = −tx1(t) + x2(t)
≥ −tx1(t) + et.
Suppose that x1(t) → 0 (i.e., x → C). Then for any ε > 0
there exists a T ≥ 0 such that x1(t) < ε for all t ≥ T . Thus,
x˙1(t) ≥ −tε+ et > 0
for all t ≥ T sufficiently large, which contradicts the suppo-
sition that x1(t) → 0. On the other hand, it is worth noting
that if we suppose γt increases faster than et then it can be
shown that x(t)→ C.
IV. STABLE-MANIFOLD THEOREM
In this section we will establish the stable-manifold theorem
for DGF. More precisely, we will prove a stable-manifold
theorem for the general ODE (8) which will imply Theorem
5.
Let x∗ be a saddle point of interest. We will make the
following assumptions.8
Assumption B.7. h is of class C2 in a neighborhood of x∗.
We will also make the following technical assumptionn
which states that the eigenvectors of h are continuous near
saddle points (see the discussion near Assumption A.8 for
situations where this assumption holds).
Assumption B.8. Let x∗ be a regular saddle point of h.
Assume that the eigenvectors of ∇2h(x) are continuous near
x∗ in the sense that for each x near x∗, there exists an
orthonormal matrix U(x) that diagonalizes ∇2h(x) such that
x 7→ U(x) is continuous at x∗.
We reiterate that this assumption is relatively mild and
should be satisfied by most functions encountered in prac-
tice. It is required to rule out certain pathological cases, as
illustrated next.
Example 16. Consider the scalar function on R2 given (in
polar coordinates) by
f(r, θ) = e−1/r
2
cos(θ)
8Because the analysis in this section will take place locally under Assump-
tion B.7, we will use the standard gradient ∇h rather than the generalized
gradient.
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We note that f is C∞ but not analytic. One may compute (for
r small)(
∂rrf ∂rθf
∂θrf ∂θθf
)
≈ e−1/r2
(
4 cos(θ)
r6 − 2 sin(θ)r3
− 2 sin(θ)r3 − cos(θ)
)
.
If θ = 0 one eigenvalue is 4e−1/r
2
r−6, with eigenvector in the
r direction (i.e. the x direction), while the other eigenvalue is
negative. On the other hand, for θ = pi there is an eigenvalue
in the θ direction with eigenvalue e−1/r
2
in polar coordinates
(which becomes e−1/r
2
r−1 in terms of the x coordinates),
and the other eigenvalue is positive. These eigenvalues are
continuous as they approach r = 0, but the eigenvectors do
not vary continuously.
Remark 17. In Assumption A.8 we require that each indi-
vidual fn has continuous eigenvectors. Per Section II-C, the
function h, in the context of the general setting, corresponds
to the function (xn)Nn=1 7→ f˜n(xn) in the context of DGF.
Because each fn in the sum depends only on xn, the Hessian
of f˜ is block diagonal, and continuity of the eigenvectors of
the individual fn’s implies continuity of the eigenvectors of f˜ .
The following theorem demonstrates the existence of a
stable manifold near regular saddle points.
Theorem 18. Suppose that x∗ is a regular saddle point of h|C
and Assumptions B.3 and B.6–B.8 hold. Assume the weight
function t 7→ γt is C1. Let q denote the number of negative
eigenvalues of ∇2h|C(x∗). Then there exists a C1 manifold
S ⊂ [0,∞) × RM with dimension M − q + 1 such that the
following holds: For all t0 sufficiently large, a solution x to
(8) converges to x∗ if and only if x is initialized on S, i.e.,
x(t0) = x0, with (t0, x0) ∈ S.
Remark 19 (Regarding Initialization and Theorem 5). In the
above theorem, the stable manifold is constructed from the
set of time-state pairs (t0, x0) that yield convergence to the
saddle point. Thus, it is a subset of R×RM . Constructing the
stable manifold this way is particularly useful when studying
discrete-time algorithms [24]. In particular, S as constructed
above is a Lyapunov unstable set, which will allow us to show
that discrete-time stochastic processes are repelled from it.
However, from a practical perspective, one generally has a
fixed initial time t0 and then chooses a corresponding initial
state x0. Given a fixed initial time t0, the time-slice of the
stable manifold, given by
St0 := {x0 ∈ RM : (t0, x0) ∈ S}
represents the set of initial states under which (8) converges
to x∗ starting at time t0. St0 is a smooth (M−q)-dimensional
manifold living in the state space RM . Thus, if q > 1, then
St0 has Lebesgue measure zero in RM .
A. Proof of Theorem 18
We will break the proof of Theorem 18 into two main parts.
Lemma 21 demonstrates existence of the stable manifold, but
does not show smoothness. Lemma 22 shows that the manifold
is smooth. Lemmas 21–22 together establish Theorem 18.
We begin with the following preliminary lemma.
Lemma 20. Suppose Assumptions B.3 and B.7–B.8 hold
and suppose that 0 is a regular saddle point of h|C(0).
There exists a function g : [0,∞) → RM such that (i)
∇h(g(γ)) + g(γ)ᵀQ = 0 for all γ sufficiently large and
(ii) g(γ) → 0 as γ → ∞. Moreover, the arc length of
{g(γ) : γ ≥ γ0} is finite, where γ0 is a sufficiently large
constant, i.e., ∫ ∞
γ0
|g′(s)| ds <∞. (15)
In words, the idea of the lemma is the following: We are
interested in 0 as a critical point of h|C . Of course, 0 may not
be a critical point of the penalized function h(x) + γ 12x
ᵀQx,
for a fixed γ ≥ 0. But for sufficiently large penalty (i.e., for
γ sufficiently large), there is a critical point of the penalized
function near 0. The location of this critical point is given by
g(γ). As we take γ → ∞, the critical point of the penalized
function converges to 0. In analyzing the dynamics (8) it will
typically be convenient to recenter about the point g(γt) at
any given time t. The proof of the lemma is given below.
Proof. The lemma will follow by repeated application of the
implicit function theorem. Without loss of generality, assume
that the constraint set is given by C = span{e1, . . . , ed}, i.e.,
the span of the first d canonical vectors. Let x ∈ RM be
decomposed as x = (xc, xnc), where xc ∈ Rd refers to the
‘constraint’ component and xnc ∈ RM−d refers to the ‘not
constraint’ component of x. Let Gc : RM → Rd be given by
Gc(xc, xnc) := Dxc
(
h(xc, xnc) + x
ᵀ
Qx
)
= Dxch(xc, xnc),
where the second line follows from the fact that, by construc-
tion, Q is null in directions along the constraint set. Observe
that Gc is C1 and Gc(0, 0) = 0. Recalling that ∇2h|C(0) is
invertible (i.e., D2xch(xc, xnc)|(xc,xnc)=(0,0) is invertible), the
implicit function theorem implies that there exists a unique,
C1 function xc : RM−d → Rd such that
Gc(x
c(xnc), xnc) = 0
for xnc in a neighborhood of zero.
Given that C = span{e1, . . . , ed}, the matrix Q takes the
form Q =
(
0 0
0 Qnc
)
, where 0 ∈ Rd×d is the zero matrix,
and Qnc ∈ R(M−d)×(M−d) is positive definite.
For τ ≥ 0, let Gnc : RM → RM−m be given by
Gnc(τ, xnc) := τDxnch(x
c(xnc), xnc) + x
ᵀ
ncQnc,
where, in an abuse of notation, by Dxnch(x
c(xnc), xnc) we
mean Dxnch evaluated at (x
c(xnc), xnc). Note that Gnc is
C1, Gnc(0, 0) = 0, and DxncGnc(τ, xnc)|(τ,xnc)=(0,0) = Qnc,
which is invertible. By the implicit function theorem there
exists a function xnc(τ) such that Gnc(τ, xnc(τ)) = 0 for τ
near zero.
For γ > 0 sufficiently large let g(γ) :=
(xc(xnc(1/γ)), xnc(1/γ)). By construction, for all γ
sufficiently large, 1γ∇h(x) + xᵀQ = 0, or equivalently,
∇h(x) + γxᵀQ = 0 for x = g(γ).9
9As h is scalar valued, the notation ∇ and D are both used refer to the
gradient and are used interchangeably.
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The integrability claim (15) follows by noting that τ 7→
xˆ(τ) := (xc(xnc(τ)), xnc(τ)) is C1 (by our use of the implicit
function theorem), and after a change of variables the integral
(15) is equivalent to
∫ τ1
0
|Dτ xˆ(τ)| dτ for some finite τ1. Since
xˆ is C1, the integral is finite.
The next lemma establishes the existence of a stable mani-
fold. The proof technique relies on an adaptation of the classic
Perron-Lyapunov method (see e.g. Chapter 4 in [8]) tailored
to the particular nonautonomous dynamical system (8).
Lemma 21. Suppose Assumptions B.3 and B.6–B.8 hold and
let h, γt, p and x∗ be as in Theorem 18. Then there exists a
manifold S ⊂ R × RM with dimension M − p + 1 such that
the following holds: For all t0 sufficiently large, a solution x
to (8) converges to x∗ if and only if x is initialized on S, i.e.,
x(t0) = x0 with (t0, x0) ∈ S.
Proof. 1. (Recenter) Without loss of generality we will assume
that x∗ = 0. By Lemma 20 there exists a function g ∈
C1([0,∞);RM ) such that, for each γ ≥ 0 sufficiently large,
g(γ) is a critical point of the penalized function h(x)+γxᵀQx
and g(γ)→ 0 as γ →∞.
Letting y(t) = x(t) − g(γt) we see that x is a solution to
(8) if and only if y is a solution to
y˙ = −∇xh(y + g(γt))− γtQ(y + g(γt))− g′(γt)γ˙t, (16)
where we use the notation g′(γ) to denote Dg(γ). For t ≥ 0
let
A(t) := −∇2x
(
h(x) + γtx
ᵀ
Qx
) ∣∣
x=g(γt)
(17)
and let
F (y, t) := −∇xh(y + g(γt))− γtQ(y + g(γt))−A(t)y
so that we may express (16) as
y˙(t) = A(t)y(t) + F (y(t), t)− g′(γt)γ˙t. (18)
2. (Diagonalize) For each t ≥ 0, let U(t) be a unitary matrix
that diagonalizes A(t) (which is possible as A(t) is always
symmetric), so that
Λ(t) := U(t)A(t)U(t)
ᵀ
, (19)
where Λ(t) is diagonal. Since γt ∈ C1, by Assumption B.8 we
may construct U(t) as a differentiable function with U(t) that
converges to some fixed matrix as t→∞ (or, equivalently, as
g(γt)→ 0). Changing coordinates again, let z(t) = U(t)y(t)
so that y is a solution to (18) if and only if z is a solution to
z˙(t) =U(t)y˙(t) + U˙(t)y(t)
=U(t)
(
A(t)U(t)
ᵀ
z(t) + F (U(t)
ᵀ
z(t), t)
− g′(γt)γ˙t
)
+ U˙(t)U(t)
ᵀ
z(t)
Letting
F˜ (z, t) := U(t)F (U(t)
ᵀ
z, t) + U˙(t)U(t)z,
the above is equivalent to
z˙(t) = Λ(t)z(t) + F˜ (z(t), t)− U(t)g′(γt)γ˙t. (20)
Note that F (0, t) = 0 and F (y, t) = o(|y|2) for t ≥ 0.
Consequently, for any  > 0 there exists an r > 0 and a
T ≥ 0 such that for all t ≥ T we have
|F˜ (z, t)− F˜ (z˜, t)| ≤ ε|z − z˜|, ∀ z, z˜ ∈ Br(0). (21)
3. (Compute Stable Solutions) Let λ1(t), . . . , λM (t) denote
the eigenvalues of Λ(t). Without loss of generality, we may
assume that the eigenvalues are ordered so each λi(t) varies
smoothly in t (see Theorem II.5.1 in [23].) Let
B := −∇2h|C(0). (22)
and let λ1, . . . , λd denote the eigenvalues of B. By Lemma
24 in the appendix, for each eigenvalue λi of B, there exists
an eigenvalue λi(t) of Λ(t) such that λi(t) → λi. Moreover,
for each remaining eigenvalue of Λ(t) there holds λi(t) →
−∞. Given the limits established for each λi(t), there exists
a time T sufficiently large such that for each i the sign of
λi(t) remains constant for t ≥ T .
Without loss of generality assume that the coordinates are
ordered so that the first ns < M diagonal entries of Λ(t)
are negative and the remaining M − ns diagonal entries
are positive for all t sufficiently large. (The notation ns is
indicative of number of “stable” eigenvalues.) Let Λ(t) be
decomposed as
Λ(t) =
(
Λs(t) 0
0 Λu(t)
)
where Λs(t) ∈ Rns×ns and Λu(t) ∈ R(M−ns)×(M−ns) denote
the ‘stable’ and ‘unstable’ diagonal submatrices respectively.
Let
V s(t2, t1) :=
(
e
∫ t2
t1
Λs(τ) dτ 0
0 0
)
, (23)
V u(t2, t1) :=
(
0 0
0 e
∫ t2
t1
Λu(τ) dτ
)
.
By construction we have lim supt→∞ λj(t) < 0, j =
1, . . . , ns. Hence, we may choose an ν > 0 such that
λj(t) < −ν < 0 for j = 1, . . . , ns and all t sufficiently
large. We may also choose constants σ > 0 and K > 0 such
that the following estimates hold
‖V s(t2, t1)‖ ≤ Ke−(ν+σ)(t2−t1), t2 ≥ t1 (24)
‖V u(t2, t1)‖ ≤ Keσ(t2−t1), t2 ≤ t1.
Let t0 ∈ R, as ∈ Rns , and t ≥ t0, and consider the integral
equation
u(t, (t0, a
s)) = V s(t, t0)
(
as
0
)
+
∫ t
t0
V s(t, τ)
(
F˜ (u(τ, (t0, a
s)), τ)− U(τ)g′(γτ )γ˙τ
)
dτ
−
∫ ∞
t
V u(t, τ)
(
F˜ (u(τ, (t0, a
s)), τ)− U(τ)g′(γτ )γ˙τ
)
dτ, (25)
where u : R × R × Rns → RM . To be precise, we have
included the initial time t0 as a parameter in u. However, in
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most of our analysis t0 will be fixed. Thus, in an abuse of
notation, we will generally suppress the t0 argument and only
specify u in terms of the arguments t and as, i.e., u(t, as).
Suppose ε < σ4K and let r and T be chosen so that (21)
holds for all t ≥ t0 ≥ T . Using a standard contraction
mapping argument for successive approximations (see, e.g.,
[58]), it is straightforward to verify that (25) has a unique
(continuous in t) solution for all as sufficiently small and t0
sufficiently large, and that the solution satisfies
|u(t, as)| ≤ 2K(1 + |as|)e−ν(t−t0).
If t 7→ u(t, as) is continuous and solves (25) then, u(t, as)
is differentiable in t and solves (20) with componentwise
initialization ui(t0, as) = asi for i = 1, . . . , ns. This follows
by differentiating the right hand side of (25) in t.
4. (Construct Stable Manifold) We now construct the stable
set S corresponding to the ODE (20). For each zs0 ∈ B r3 (0) ⊂
Rns let u(·, zs0) be the (unique) solution to (25). For each
t ∈ [T,∞) define the component map ψj : R× Rns → R by
ψj(t0, z
s
0) := uj(t0, (t0, z
s
0)), j = ns + 1, . . . ,M, (26)
and let ψ = (ψj)Mj=ns+1. In words, ψ : R
ns → RM−ns takes
as input an initial time t0 and “stable” coordinates zs0 ∈ Rns
and returns the corresponding “unstable” coordinates so that
the point (zs0, ψ(t0, z
s
0)) ∈ RM is a stable initialization of the
ODE at time t0, that is, zu0 = ψ(t0, z
s
0) is the unique point
in RM−ns such that if x(t0) = (zs0, zu0 ) then x(t) → 0 as
t→∞.
The stable manifold (with respect to (20)) is given by
S := {(t0, zs0, ψ(t0, zs0)), t0 ≥ T, zs0 ∈ Rk ∩B r3 (0)}.
By Lemma 23 we see that S contains all stable initializa-
tions (t0, z0). That is, if z is a solution to (20) with z(t0) = z0
and z(t)→ 0, then (t0, z0) ∈ S.
Having constructed S (the stable manifold for (20)) the
stable manifold for (8), denoted here by S˜, is obtained by
an appropriate change of coordinates, S˜ := {(t, x) ∈ R ×
RM : U(t)(x− g(γt)) ∈ S}.
Finally, the fact that S is a C1 manifold will be shown in
the following lemma.
Lemma 22. Assume the hypotheses of Theorem 18 hold. Then
the stable manifold S is of class C1. That is, the maps ψj , j =
ns + 1, . . . ,M , defined in (26) are C1. Moreover,
∂ψj(t0,0)
∂asi
=
0, j = ns + 1, . . . ,M , i = 1, . . . , ns and all t0.
We remark that the significance of the statement that
∂ψj(t0,0)
∂asi
= 0 in the lemma above is that it establishes that the
stable eigenspace of (20) is tangential to the stable manifold
at 0. This is analogous to standard properties of the classical
stable manifold [59]. However, we note that when constructing
ψ in this case, we have recentered about g(γt) and rotated by
the time-varying U(t). Thus, the stable eigenspace relative to
which the manifold is tangential is a time-varying object. We
now prove the lemma.
Proof. Let u(t, as) be the solution to (25) with stable ini-
tialization as at time t. We will begin by establishing the
existence of derivatives of u with respect to the coordinates
of as. Recalling (26), this is equivalent to studying the partial
derivatives of ψj .
Fix a coordinate i ∈ {1, . . . , ns}. We will compute the
vector of partial derivatives (∂uj(t,as)∂asi )
M
j=1. Define the integral
equation
z(t, as) = V s(t, t0)ei
+
∫ t
t0
V s(t, τ)DxF˜ (u(τ, a
s), τ)z(τ, a) dτ
−
∫ ∞
t
V u(t, τ)DxF˜ (u(τ, a
s), τ)z(τ, a) dτ. (27)
It will be shown that (27) yields the desired vector of partial
derivatives, i.e., z(t, asi ) = (
∂uj(t,as)
∂asi
)Mj=1. Equation (27) may
be understood intuitively as follows: Consider taking partial
derivatives with respect to asi in (25). Using the chain rule we
see that this is equivalent to (27) if z takes the desired form.
Equation (27) provides a convenient contractive formula for
iteratively approximating (∂uj(t,as)∂asi )
M
j=1.
Note that, since u(τ, as) → 0 as τ → ∞, using (21) we
see that ‖DxF˜ (u(τ, as), τ)‖ may be taken to be arbitrarily
small by taking τ → ∞. Again using standard successive
approximation techniques (see [59]), we see that there exists
a unique solution (in the class of continuous functions) to
(27) for all as sufficiently small and t0 sufficiently large, and
moreover, the solution satisfies
|z(t, as)| ≤ 2K|as|e−ν(t−t0) (28)
for t ≥ t0 where ν is as selected after (23). We now confirm
that z(t, as) of (27) is in fact equal to (∂uj(t,a
s)
∂asi
)Mj=1. This will
be accomplished using standard techniques (see, e.g., [59] Ch.
13). Let a ∈ Rns and h > 0.
q(t, a, h) :=
1
h
(u(t, a+ hei)− u(t, a)).
Using (25) we have
q(t, as, h) = V s(t, t0)ei
+
∫ t
t0
V s(t, τ)[DxF˜ (u(τ, a
s), τ)q(t, as, h) + ∆]
−
∫ t
t0
V u(t, τ)[DxF˜ (u(τ, a
s), τ)q(t, as, h) + ∆] (29)
where ∆ = 1h
[
F˜ (u(τ, as + hei), τ)− F˜ (u(τ, as), τ)
]
−
DxF˜ (u(τ, a
s), τ)q(t, as, h).
Let K and σ be as in (24). Using (21) we see that for any
η > 0 we may choose a sufficiently small neighborhood of the
origin such that |∆| < 2Kη for all as in the neighborhood.
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Let ε > 0 be such that 2Kεσ <
1
2 . Using (29) and (27) and
letting m(h) = supt≥t0 ‖z(t, as)− q(t, as, h)‖ we have
m(h) ≤ ε
∫ t
t0
e−σ(t−τ)(m(h) + ‖∆‖) dτ
− ε
∫ ∞
t
eσ(t−τ)(m(h) + ‖∆‖) dτ
≤Kεηm(h) 2
σ
+ 2K2η
2
σ
,
which implies that m(h) ≤ 8K2ησ . Letting η → 0 as h → 0
we see that m(h) → 0 as h → 0, and hence z is the desired
derivative. Finally, the claim that ∂φj(t0,0)∂asi = 0 follows from
(28).
B. Proof of Theorem 5
Theorem 5 follows readily from Theorem 18. This follows
from the fact that under Assumptions A.2 and A.6–A.8,
DGF (2) is a special case of the general ODE (8) under
Assumptions B.7–B.8 and the assumption that γt →∞. Note
that the relationship between (2) and (8) is made precise in
Section II (see, in particular, Section II-C). Note also that
in this context, if x∗ ∈ Rd is a saddle point of (1) and
x˜ = (x∗, . . . , x∗) ∈ RNd is the N -fold repetition, then
∇f(x∗) corresponds to ∇h|C(x˜).10
C. Example and Computation of the Stable Manifold
In order to illustrate the stable manifolds constructed in the
paper, consider an example where
h(x) =
1
2
(
x21 − x22 + x21x2 + x1x22
)
(1 + x3) + x3
and let the constraint space be given by C = {x ∈ R3 :
x3 = 0}. In this example the function has been aligned to the
coordinate axis so that x3 plays the role of the off-constraint
component while x1 and x2 are the in-constraint components.
A plot of the gradient vector field for h|C is shown in Figure
1.
The construction of h may be intuitively understood as
follows. Observe that the quadratic part of h consists simply
of x21−x22. From here, h is constructed by adding higher order
terms in order to “bend” the stable (and unstable) manifolds,
then multiplying by (1 + x3) to warp the vector field away
from the constraint space C, and then finally adding x3 so that
(0, 0, 0) is not an equilibrium of the unconstrained system.
A plot of St0 with t0 = 1 is shown in Figure 2. The
stable manifold in Figure 2 was computed via a Picard-type
iteration, i.e., iteratively evaluating the integral equation (25)
to obtain the solution t 7→ u(t, as) for various values of stable
coordinates pairs as = (x1, x3). The stable manifold is then
computed using (26). As a matter of practical consideration,
note that the integral equation (25) is defined with respect to
a coordinate change. Care must be taken to ensure that the
10To simplify notation for the proofs we have set the argument of h|C to
be an element of RNd. However, modulo this minor abuse of notation, h|C
and (1) do coincide in this case.
Fig. 1
inputs and outputs of this computation respect this coordinate
change.
We note that here we chose a simple example where A(t),
defined in (17), is always diagonal, so that the rotation matrix
U(t) defined in (19) is always the identity. Consequently, this
example has no rotational component, and hence the stable
manifold here does not exhibit any “twisting” behavior as x3
departs from 0. However, twisting behavior can occur in more
general examples (particularly, when U(t) 6= I).
It is also worth noting that St0 , t0 = 1 is similar to the stable
manifold for two dimensional C-constrained system visualized
in Figure 1, but extrapolated into the x3 dimension. This
relationship is not exact, but it can be shown that St0 does
converge to an extrapolation of the two-dimensional manifold
as t0 →∞ (see [24], Section 7).
Fig. 2
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V. CONCLUSIONS
The paper considered DGF, a multi-agent algorithm for
optimizing a distributed sum-over-agents objective. The paper
studied convergence to critical points when objectives are
permitted to be nonconvex and nonsmooth. In order to make
sure that DGF is well-defined in this setting we assume that
objectives are Lipschitz continuous and we defined DGF with
respect to the generalized gradient. The paper also considered
the problem of showing nonconvergence to saddle points In
DGF. To handle this problem, the paper assumed that that
functions are locally smooth near the saddle and proved the
existence of a stable manifold for DGF. We then concluded
a.s. convergence to local minima when all saddle points are
regular. This paper has focused on continuous-time methods.
Discrete-time (stochastic) DGD is treated in the companion
paper [24].
APPENDIX
Lemma 23 (S contains all stable initializations). Let ε, r, and
T be chosen as in the construction of S. Let as ∈ RK , with
|as| < r/3, let t0 ≥ T and suppose that z is a solution to (20)
with zi(t0, as) = asi , i = 1, . . . , k. If z(t, a
s) → 0 as t → ∞
then (t0, y0) ∈ S.
Proof. By variation of constants we see that
z(t) :=V s(t, t0)z(t0) + V
u(t, t0)c (30)
+
∫ t
t0
V s(t, τ)
(
F˜ (z(τ), τ)− U(τ)g′(τ)γ˙τ
)
dτ
−
∫ ∞
t
V u(t, τ)
(
F˜ (z(τ))− U(τ)g′(τ)γ˙τ
)
dτ,
where c = z(t0)+
∫∞
t0
V u(t0, τ)
(
F˜ (z(τ))− U(τ)g′(τ)γ˙τ
)
dτ .
Note that integral in c converges by (23) and the fact that∫∞
t0
U(τ)g′(τ)γ˙τ dτ < ∞. Every term on the right hand
side of (30) is uniformly bounded in t, except possibly
the term V u(t, t0)c. In particular, if cj 6= 0, j > k, then
|V u(t, t0)c| → ∞. Since the left hand side of (30) is bounded
uniformly in time, it follows that the right hand side is
likewise bounded and thus all cj , j > k must be zero and
hence V u(t, t0)c = 0.
This implies that u(·, as) = z is a solution to the integral
equation (25) given as. In the proof of Lemma 25 we saw that
u(t, as) is the unique continuous solution of (25) given as. By
the definitions of S and ψ we thus see that (t0, z0) ∈ S.
The following lemma characterizes the asymptotic proper-
ties of the linearization of (8) near saddle points.
Lemma 24. Let A(t) be given by (17) and let B be given
by (22) Let {λ1(t), . . . , λM (t)} and {λ1, . . . , λd} denote the
eigenvalues of A(t) and B respectively, and assume that
λi(t) ≤ λj(t), i < j, and likewise for λi, i = 1, . . . , d. Then
λi(t)→ λi, i = 1, . . . , d, and λi(t)→ −∞, i = d+1, . . . ,M .
Proof. This follows by the continuity of eigenvalues as a
function of matrices which holds under Assumptions B.7 and
B.8 (see e.g. [23], p. 110).
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