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I. INTRODUCTION
Voice conversion is a technology which modify a speaker (source speaker) voice to be perceived as if another speaker (target speaker) had uttered it [1] . Various applications are available that range from TTS (Text-To-Speech) customization, building a multi-speaker database from onespeaker corpus, education tools for foreign language learning, medical aids to help the people with speech impairments.
In voice conversion, spectral and pitch are two most important features which including a majority of speaker identity information. Current most voice conversion focus on transforming spectral features, just do a simple linear modification on pitch. There are many ways to transform the spectral features, such as mapping codebooks [2] , discrete transformation function [3] , artificial neural networks [4] , GMM (Gaussian Mixture Model) [5] . The statistical method of GMM has been shown efficient and robust than other methods above. However only transforming the spectral is not sufficient for correctly depict the target speaker's voice. The pitch which describe the prosody feature related with the speaking style is also very important to speaker's identity. So precise pitch transformation is needed.
Conventional methods use simple linear conversion with mean values of pitch to the pitch conversion. Moreover, we can also apply the GMM-based conversion to the pitch conversion. These methods have poor performance which ignoring the correlation between pitch and spectrum. Research has been proved that some spectral characteristics of glottal waveform are dependent on the pitch [6] . Taoufik En-Najjary [7] provided a method transforming joint pitch and spectral, using GMM to train the joint feature mapping function. Problems come into being, these two features have different unit and contribution for the model. Face the first problem, the element whose magnitude is bigger will predominate the effect of clustering, the authors did a log scaled normalization to the pitch values. Also finding the relative importance of spectral and pitch information was not discussed.
In this paper, we use a new framework Component-Group GMM [8] [9] . It is a channel VOCODER based on advanced FO adaptive procedures. The procedures are grouped into three subsystems; a source information extractor, a smoothed time-frequency spectrum representation extractor, and a syntheses engine consisting of an excitation source and a time varying filter. 2.2 Component-Group GMM [8] At first, we introduce the familiar statistical Gaussian Mixture Model. The GMM has been used in many pattern recognition techniques, such as text-independent speaker 0-7803-9361-9/05/$20.00 02005 IEEE recognition which gives good performance. The GMM assume that the probability distribution of the observed feature vector can be represented as M component density functions weighted by M mixing coefficients. Assume that the model A = {aj,,u,, Ej } will be trained with a T-frame feature vector sequence X = {x(') t = 1,..., T}. Then the incomplete-data log-likelihood expression is given by: log(L(A X)) = log Hl p(x"'1 A)
which is maximized due to the definition of the maximumlikelihood estimation. Using EM algorithm, we can get the reestimation of the parameters as follows( the detail deduction please see [8] In the training process, the joint feature z is splitted into two element-groups which represent spectral group and pitch group respectively, and the component-group also splitted to two groups, the amount of components are M, Im2 . After training, we can get the parameters (a11j, uj, 1 i j = 1,..., in) and (a2j1,u2j,X2j J=1l.in,) for the two component-groups.
Then the mapping function can be written as: 
Experiments
The training data consist of 400 short utterances of 2 speakers (one male and one female) form the 863DB synthesis database of Mandarin speech, which sampled at 16KHz. Another 20 utterances are used for testing.
After STRAIGHT analysis, we get the spectrum and pitch of each frame. To reduce the dimension of the feature vectors, Mel-scale DCT is performed on the STRAIGHT spectrum to get the 20 dimensions of feature vector, and only the lowest 19 dimensions are kept, the first dimension DCT feature corresponds to the signal power is kept as the value of the Pitch source speaker.
S/U/V (silence/unvoiced/voiced) classification is done t., each frame. We can classify that whether the frame is voiced or not form the pitch value, because the not voiced frame's pitch is zero. If the frame is not voiced, we compute ZCR (zero crossing rate) and EN (energy) of that frame to decide the frame is silence or unvoiced. In converting procedure we only transform the unvoiced and voiced frame speech, the silence frame is kept as the speech of the source speaker.
DTW (dynamic time wrapping) algorithm is used to align the source and target speech feature (spectral) streams, which already discard the silence frames. The pairs of aligned speech frames where one speaker's speech was voiced and the other speaker's was unvoiced were rejected from the training sets. The different classes of voicing property usually occurs at boundaries of Initials and Finals in the Mandarin speech, they will lead to classify error, and result in the negative influence on the converted speech quality and speaker identifiability. The remaining time aligned data comprise 30,000 spectral vectors.
Then the paired spectral feature vectors are split into two datasets as voiced and unvoiced. The voiced spectral vectors combined with the pitch are inputted to the CG-GMM training.
The training and converting procedures are indicated in Figure 1 and Figure 2 below. For unvoiced frames, only the spectral features are transformed, so we can use the GMM to training the mapping function, and the transformation function is similar to equation (8) and (9) . 3 
.2 Evaluation results
We make experiments to compare three different methods of voice conversion. Method-2 use the method described by [7] which use GMM to transforn the joint pitch and spectral features. Method-3 is our method using CG-GMM to transform the joint pitch and spectral features.
In Method-I and Method-2 the mixture components are set to 64. In Method-3, the spectral and pitch component-group is set to 64 and 16. We just do male-to-female conversion for these three methods.
Objective evaluation
To evaluate the pitch transformation performance of these three methods, we use the Normalized Pitch Distortion (NPD) [7] ACKNOWLEDGMENT
