Abstract-The forward and inverse modified discrete cosine transform (MDCT) are two of the most computational intensive operations in the MPEG audio coding standard. In this paper, we used Clenshaw's recurrence formula to transform kernels of the MDCT and IMDCT of the general length. Efficient implementations of MDCT and IMDCT are obtained. The proposed regular structures are particularly suitable for parallel VLSI realization. Our solution requires less hardware, and we achieved significant savings for a number of operations compared with existing related systems.
I. INTRODUCTION
T HE MPEG audio coding standard employs the dynamically windowed modified discrete cosine transform (MDCT) to achieve a high-quality performance. Direct computation of the MDCT in MPEG coding and of the inverse MDCT (IMDCT) in MPEG decoding are computationally intensive tasks. Therefore, efficient algorithms for the MDCT and IMDCT are of prime importance within the audio coding and decoding process.
Recently, Chiang and Liu have proposed recursive algorithms for the forward and inverse MDCT [1] , which can be implemented by parallel VLSI filters. In addition, Wang et al. [2] , Chau and Siu [3] , [4] and Aburdene et al. [5] have proposed recursive algorithms for the general length discrete cosine transform (DCT). Based on the concept of the previously reported algorithms, we used Clenshaw's recurrence formula to transform kernels of the MDCT and IMDCT, and we propose new recursive structures for the general length MDCT and IMDCT. The proposed regular structures are particularly suitable for parallel VLSI realization and require less hardware and number of operations than the one proposed in [1] .
II. CLENSHAW'S RECURRENCE FORMULA
Clenshaw's recurrence formula is an elegant and efficient way to evaluate a sum of coefficients times functions that obey a recurrence formula [6] . In this paper, it is used to obtain recur- sive algorithms for the forward and inverse MDCT. Let us first see the formulation of Clenshaw's recurrence formula. Suppose that the desired sum is (1) and that obeys the recurrence relation (2) for some functions and . 1 Downward order: We define the quantities , by the following recurrence:
Clenshaw's recurrence formula states that the sum can be computed by [6] (4) 2 Upward order: We define the quantities , by the following recurrence:
Clenshaw's recurrence formula states that the sum can be computed by (6) III. DERIVATION OF THE MDCT ALGORITHM Let , . The MDCT of is given by [1] ( 7) where is the window length, and is the number of transform coefficients. To obtain the recursive transfer function of , let
We define
Further, we have and comparing with (2), we obtain (10a) and (10b)
Now, according to (5) for upward order, we define (11) and from (6), it follows that
From the definition of , we have and if we put this in the previous equation, we obtain (13) Formula (13) could be rewritten as From (11) for , we have and if we put this into the previous equation, after mathematical transforming, we will obtain (14) Therefore, we recursively generate the from the input sequence according to (11). At the th step, the th MDCT coefficient is evaluated from either (13) or (14). Fig. 1 (a) and (b) shows the digital implementation for the computation of the th transform element according to (13) and (14), respectively. All elements of the transformation can be computed in parallel and can be implemented in VLSI.
These implementations require one fewer delay element than the method presented in [1] ; see Table I . They require the same number of multipliers and adders. To compute points of output, one needs ( ) multiplications and ( ) additions per output sample, whereas the approach [1] requires ( ) multiplications and 3 additions.
According to (3) for downward order, we can also define (15) and from (4), it follows that Again, we recursively generate the from the input sequence , only now, it is according to (15). At the th step, the th MDCT coefficient is evaluated from either (17) or (18). Fig. 2(a) and (b) shows the digital implementation for the computation of the th transform element according to (17) and (18), respectively. All elements of the transformation can be computed in parallel and can be implemented in VLSI.
These implementations require one fewer delay element than the method presented in [1] , but the input sequence is in reverse order; see Table I . They require the same number of multipliers and adders. To compute points of output, one needs ( ) multiplications and ( ) additions per output sample, whereas the approach [1] requires ( ) multiplications and 3 additions.
If we summarize the results of proposed implementations for MDCT from Table I , it can be seen that we achieved significant savings for number of operations: approximately a 50% saving for the number of multiplications and a 30% saving for the number of additions. We also decreased the number of delay elements for one. The first solution with upward order is rather superior to the second one with downward order because of natural order of the input sequence. 26b) is recursively generated from the input sequence according to (23). At the th step, the th IMDCT coefficient is evaluated from either (25) or (26). Figs. 3 and 4 show the digital implementation for the computation of the th transform element according to (25) and (26), respectively. All elements of the transformation can be computed in parallel and can be implemented in VLSI.
IV. DERIVATION OF THE IMDCT ALGORITHM
The implementation in Fig. 3 requires one delay element less than the method presented in [1] but one multiplier more. The number of adders is the same. To compute points of output, one needs ( ) multiplications and ( ) additions per output sample, whereas the approach [1] requires multiplications and additions. The implementation in Fig. 4 requires one delay element less than the method presented in [1] ; see Table I . The numbers of multipliers and adders are the same. To compute points of output, one needs multiplications and additions per output sample.
According to (3) for downward order, we can also define (27) From the definition of , we get and if we put this into the previous equation, we will obtain (29) Formula (29) can be rewritten as From (27) for , we have and if we put this into the previous equation, after mathematical transforming, we will obtain
Again, is recursively generated from the input sequence but, now, according to (27) . At the th step, the th IMDCT coefficient is evaluated from either (29) or (30). Fig. 5(a) and (b) shows the digital implementation for the computation of the th transform element according to (29) and (30), respectively. All elements of the transformation can be computed in parallel and can be implemented in VLSI.
The implementation in Fig. 5(a) requires one delay element less than the method presented in [1] , and we do not need to be concerned with whether is even or odd, but the input sequence is in reverse order. The number of adders is the same, but the number of multipliers is one more. To compute points of output, one needs multiplications and ( ) additions per output sample, whereas the approach [1] requires multiplications and 3 additions.
The implementation in Fig. 5(b) requires one delay element less than the method presented in [1] , and we do not need to be concerned with whether is even or odd, but the input sequence is in reverse order; see Table I . The numbers of multipliers and adders are the same. To compute points of output, one needs ( ) multiplications and ( ) additions per output sample.
If we summarize the results of proposed implementations for inverse MDCT from Table I , it can be seen that we achieved approximately 30% saving for number of additions. We also decreased the number of delay elements for one. In addition, in proposed solutions for inverse MDCT with downward order, it does not need to be considered the parity of , but in some implementations, it might be necessary to have additional memory. From the other side in proposed solutions with upward order, it is not necessary to have additional memory, and in most implementations, is even; therefore, only one realization for inverse MDCT is required. Again, we can say that the first solution with upward order is rather superior to the second one with downward order because of natural order of the input sequence.
V. CONCLUSION
In this paper, we proposed new recursive algorithms for the forward and inverse MDCT of general length, which are suitable for parallel VLSI implementation. The Clenshaw's recurrence formula is used for derivation. Our solutions are compared with the method presented in [1] . The comparison is given in Table I .
We proposed two solutions with upward and downward order of input data for both forward and inverse MDCT. Our solutions require significantly fewer number of operations (30-50%) as well as one delay element less compared with the method presented in [1] . In addition, in proposed solutions for inverse MDCT with downward order, the parity of does not need to be considered, but in some implementations, it might be necessary to have additional memory. From the other side, in proposed solutions with upward order, it is not necessary to have additional memory, and in most implementations, is even; therefore, only one realization for inverse MDCT is required.
