Abstract-This paper studies fuzzy filtering design for state estimation of nonlinear discrete-time systems with bounded but unknown disturbances. First, the Takagi and Sugeno fuzzy model is proposed to represent a nonlinear system. Next, using a linear matrix inequality (LMI) approach, the fuzzy filtering problems are characterized in terms of a linear matrix inequality problem (LMIP). The LMIP can be efficiently solved using convex optimization techniques. Simulation examples are given to illustrate the design procedure and the applicability of the proposed method. The results indicate that the proposed method is suitable for practical applications.
I. INTRODUCTION

I
N GENERAL, it is difficult to design an efficient filter for state estimation of nonlinear systems. A nonlinear estimation algorithm, known as the extended Kalman filter (EKF), is often used for state estimation. With this algorithm, linearization of the nonlinear systems around the present estimate make it possible to apply the linear Kalman filter theory [1] - [5] . The design of an EKF relies on an exact knowledge of plant dynamics and the second-order statistical properties of external disturbances and measurement noises. In some practical systems, however, the statistical properties of external disturbances and measurement noises are rarely known. Recently, filtering has been used to address the issue of uncertain external disturbances and measurement noises [6] , [7] . In [7] , model uncertainties are additionally dealt with via a backward Riccati equation. In this paper, the filtering design problem for nonlinear systems is studied.
The advantage of using an filter in comparison with a Kalman filter is that no statistical assumption on the exogenous signals is needed. The filter is designed by minimizing state estimation error for the worst-case bounded disturbances and noises. As a result, filters are more robust than the Kalman filter. Furthermore, with an filtering design, the induced norm of the operator from the disturbances to the estimation error can be less than a prescribed attenuation level [7] , [10] . Nonlinear filter design (or control design) needs to solve a nonlinear Hamilton-Jacobi equation, which cannot be easily solved, except for some special cases [10] - [15] . In [13] , an Manuscript received April 21, 2000; revised July 9, 2001 . This work was supported by National Science Council under Contract NSC 88-2213-E-007-069. The associate editor coordinating the review of this paper and approving it for publication was Dr. Rick S. Blum.
C. estimation algorithm is proposed for nonlinear systems based on a linearized model around the suboptimal state estimate with an adaptive performance bound. The adaptive process increases the computational burden. In [15] , necessary and sufficient conditions are given for the solvability of a standard suboptimal control and estimation problem that involve the solvability of a pair of partial differential equations of the Hamilton-Jacobi type. In this paper, the nonlinear filtering problem is studied using a fuzzy approach.
Recently, there have been many applications of fuzzy systems theory in various fields, such as control systems, communication systems, and signal processing. In most of these applications, fuzzy systems are considered to be universal approximators for certain nonlinear systems. The Takagi and Sugeno fuzzy model [16] , which has been proved to be a good representation for a certain class of nonlinear dynamic systems, was extensively studied in control systems [16] - [21] . In this study, a Takagi and Sugeno fuzzy model is proposed to interpolate a class of nonlinear systems. Based on the fuzzy model, the fuzzy filtering design problem is characterized by making the prescribed attenuation level as small as possible, subject to some linear matrix inequality (LMI) constraints. This convex feasibility problem is also called the linear matrix inequalities problem (LMIP). LMIP can be efficiently solved by the convex optimization algorithm [22] .
The paper is organized as follows. An discrete-time fuzzy filtering design for the state estimation of nonlinear systems is introduced in Section II. In Section III, simulation examples are provided to demonstrate the design procedure. Finally, concluding remarks are made in Section IV.
II. FUZZY FILTERING FOR NONLINEAR DISCRETE-TIME SYSTEMS
Consider a class of nonlinear discrete-time system
where denotes the state vector; and denote measured output and a linear combination of the state variables to be estimated, respectively; and are assumed to be bounded external disturbance and measurement noise, respectively;
, and are constant matrices; and and are vector fields with and . The purpose of this study is to find an estimator: a mapping whose input is the initial estimate as well as the observation signals and whose output is sequence of estimates , , such that the performance (2) is achieved for all and [7] - [10] . Here, , is an initial weighting matrix that is assumed to be symmetric and positive definite, and is a symmetric semi-positive definite matrix. Note that (2) can be written in the following form:
Remark 1: The meaning of (2) is that must be less than a prescribed level for all possible , , and from the energy point of view, i.e., the induced norm of the operator from , , and to , must be less than . For stable LTI systems with an infinite-time horizon, the induced norm is identical to the norm in the frequency domain [7] .
filter design, by protecting against the worst case, is more suitable for systems with unknown (or uncertain) driving noise and measurement noise. optimality is achieved with the lowest possible value of in (2) .
The th rule of the Takagi-Sugeno fuzzy model for the discrete-time nonlinear system in (1) are the premise variables; and . The state dynamic and the output of the fuzzy system are inferred, respectively, as follows: (5) where and is the grade of membership of in . Finally (6) In this paper, we assume [16] for and for Therefore, we have for (7) and (8) The fuzzy model in (5) can be interpreted as an interpolation of linear systems through the membership function to approximate the nonlinear system in (1). Therefore, the nonlinear system in (1) can be described as (9) and (10) where , and (11) ( 12) denote the approximation (or interpolation) errors between the nonlinear system in (1) and the fuzzy model in (5).
Assumption: There exist and such that (13) and (14) for all trajectories . Remark 2: The assumptions of and are related to the assumptions in (13) and (14) . Under these assumptions, the assumptions in (13) and (14) are still valid for . In other words, the system under consideration is not universally applicable and restricted on the system with and . Remark 3: The T-S fuzzy model is a piecewise interpolation of several linear models at different operating points through fuzzy membership functions. It is only an approximation model for a nonlinear system. The approximation error between the fuzzy model and the original nonlinear system does exist. The idea behind the assumptions in (13) and (14) is that if the approximation error can be covered by an upper bound, then we can design a robust fuzzy filter for the nonlinear system to tolerate the approximation error based on the upper bound. The upper bound can be thought of as the worst-case approximation error.
By the assumptions in (13) and (14), we obtain an upper bound of the fuzzy approximation error as follows: (15) Based on the fuzzy model (4), the following fuzzy estimator is proposed to deal with the state estimation for the nonlinear system in (1) Estimation (17) Then, from (9) and (17), the augmented system can be written as the following form: (18) Let us define Then, the augmented system in (18) can be rewritten as the following form: (19) Therefore, the estimation performance in (3) can be modified as follows: (20) where is an initial weighting matrix, and
The following well-known lemmas are useful for our design. Lemma 1 (Schur Complements for Nonstrict Inequalities) [22] : The linear matrix inequality (LMI) (21) where , , and depends on , is equivalent to and
where denotes the Moore-Penrose inverse of . Lemma 2 (S-Procedure for Nonstrict Inequalities) [22] : Consider the following condition on :
for all such that (23) If there exists such that (24) then (23) From (26), if and (27) then, by the property of membership function in (7), (8), we obtain (28) where is an initial weighting matrix. Hence, the estimation performance is achieved with a prescribed . Under this situation, we will encounter the constraint on the variables satisfying (27) and the constraint in (15) . Note that (15) is equivalent to (29) where .
Applying the S-procedure in Lemma 2, (27) and (29) are equivalent to the existence of such that (30) For the convenience of design, only the steady-state case (i.e., ) is considered in this study. Then, let for (and thus, ). In this situation, (30) becomes (31) This completes the proof. From the analysis above, the most important work associated with the fuzzy filtering problem consists of solving from (25) . In general, it is not easy to analytically determine the common solution for (25) . Fortunately, (25) can be converted into linear matrix inequality problem (LMIP) [22] . The LMIP can be solved in a computationally efficient manner using a convex optimization technique such as the interior point method. First, the matrix inequalities in (25) To obtain a better robust filtering performance (against disturbances), the attenuation level can be reduced to the minimum possible value such that (3) is satisfied. Therefore, the design procedure is summarized as follows.
Design Procedure:
Step 1) Construct the fuzzy model in (4)
Step 2) Evaluate and , given an initial attenuation level .
Step 3) Solve the LMIP in (35) to obtain and (thus, obtain ).
Step 4) Decrease the attenuation level , and repeat Step 3)-Step 4) until a positive definite is not obtained.
Step 5) Obtain the fuzzy estimator from (17) . Remark 5: The LMIP can be solved very efficiently by a convex optimization technique such as the interior point algorithm [22] - [26] . Therefore, and can be chosen as follows:
for all . By the choice of and in (38) and (39), a worst-case design philosophy is adopted, and the assumptions in (13) and (14) can be guaranteed.
Remark 7: The problem of choosing and in the fuzzy plant rules can be considered to be that of constructing a Takagi-Sugeno fuzzy model for nonlinear systems and can be described by the following two steps.
Step 1) Specify the number of fuzzy sets and membership functions for the premise variables in advance.
Step 2) The weighted recursive least-squares algorithm is applied to determine the parameters of the fuzzy model [27] - [30] . With the above steps, one can obtain and to construct the fuzzy model.
III. SIMULATION EXAMPLES
Example 1: Consider the following discrete-time nonlinear chaotic system [31] : (40) where . In this example, for the convenience of simulation, it is assumed that , , and is normal distribution noise with zero mean and variance 0.01, respectively. By simulations, we observe that and . The design purpose is to estimate the state variables of the chaotic system.
Following the design procedure in the above section, the fuzzy filtering design for the discrete-time system in (40) is given by the following steps.
Step 1) Step 2) and are chosen according to Remark 6.
Steps 3 and 4) Solve the LMIP. In this case, we obtain and the fuzzy estimation gains are found to be
Step 5) Construct the fuzzy estimator as follows: The initial condition in the simulation is assumed to be . Fig. 1 shows the estimation errors (squared) for and using the proposed fuzzy filter and the EKF. In this example, the statistical conditions and are used for the design of the EKF. The ratios of error to state of the proposed fuzzy filter and the EKF are listed in the Table I . The proposed fuzzy filter is obtained without any information about external disturbances and measurement noise, as long as they are bounded. In fact, the statistical properties of and change with time and are rarely known beforehand. Obviously, the proposed fuzzy filter is more robust.
Example 2: A trajectory estimation of re-entry vehicles (RV) by radar is shown in Fig. 2 . The RV flies over several hundred kilometers along a ballistic trajectory above the Earth. The RV model in radar coordinates centered at the radar site can be expressed as [32] , [33] where , , and velocity components along , , and , respectively; , , and disturbances; and air density and ballistic coefficient, respectively; [ 9.8 (m/sec )] gravity force. and are defined as follows:
In this example, ( 2440 K /m ) is assumed to be a constant. The air density is a function of altitude and described as . In this example, the proposed fuzzy filter is employed to deal with the nonlinear estimation problem in radar detecting systems. The estimation errors (squared) of the proposed fuzzy filtering and extended Kalman filtering are shown in Fig. 3 . In this example, the statistical conditions , , and are used for the design of the EKF. The ratios of error to state of the proposed fuzzy filter and the EKF are listed in Table II . From the results of this simulation, it also shows that the performance of the proposed method is also more robust than that of EKF.
IV. CONCLUSIONS
In this paper, based on a Takagi and Sugeno fuzzy model, fuzzy filtering problems for nonlinear discrete-time systems with uncertain noises are studied.
An LMI-based design procedure for the fuzzy filtering problems of the nonlinear discrete-time systems is developed. The proposed design procedure is very simple. Simulation examples are given to illustrate the design procedure, and the results are satisfactory. Therefore, the proposed method is very suitable for practical filtering applications. APPENDIX B
