In zero-shot learning (ZSL), the samples to be classified are usually projected into side information templates such as attributes. However, the irregular distribution of templates makes classification results confused. To alleviate this issue, we propose a novel framework called Discriminative Anchor Generation and Distribution Alignment Model (DAGDA). Firstly, in order to rectify the distribution of original templates, a diffusion based graph convolutional network, which can explicitly model the interaction between class and side information, is proposed to produce discriminative anchors. Secondly, to further align the samples with the corresponding anchors in anchor space, which aims to refine the distribution in a fine-grained manner, we introduce a semantic relation regularization in anchor space. Following the way of inductive learning, our approach outperforms some existing state-of-the-art methods, on several benchmark datasets, for both conventional as well as generalized ZSL setting. Meanwhile, the ablation experiments strongly demonstrate the effectiveness of each component.
I. INTRODUCTION
With the progress of deep convolutional neural network, significant success has been achieved in object recognition [1] [2] [3] [4] . Although the performance has reached superhuman level, the large-scale labeled samples are required for training supervised learning models. This dependence of deep learning models on labeled samples means that a lot of cost is invested in collecting and labeling data. To make matters worse, the frequencies of observed objects follow a longtailed distribution [5] . For example, some categories such as endangered animals are difficult to collect. Therefore, in practice, it is unavoidable to recognize objects without any labeled training samples. Different from deep learning models, human can recognize unseen objects through transferring knowledge from relevant seen categories [6] . Motivated by human learning mechanism, one-shot and zero-shot learning have attracted wide attention in recent years.
Zero-Shot Learning (ZSL) [7] [8] [9] [10] is a popular learning paradigm to alleviate the above problems. In contrast Fig. 1 . An illustration of the knowledge transfer process in ZSL. The 'Att' refers to attribute. If the zebra is similar to okapi in visual space, the similarity will be preserved in attribute space with only learning the projection from okapi to its attributes. to conventional supervised learning methods which require the emergence of test categories in the stage of training, ZSL learns from seen (source) categories to recognize unseen (target) categories as shown in Figure 1 . In the stage of training, existing ZSL approaches can be divided into two genres: inductive ZSL [8] [11] [12] , where only labeled samples are utilized for training, and transductive ZSL [13] [14] [15] , where both labeled and unlabeled samples are utilized for training. In this paper, our method follows the inductive ZSL settting. In the stage of test, there are two evaluation criterions according to the scale of search space: 1) The conventional ZSL setting [13] refers to search in unseen categories; 2) The generalized ZSL setting [16] refers to search in both seen and unseen categories. In general, it is important to evaluate the performance of ZSL models under the conventional ZSL setting. However, in practical situations, we cannot ensure whether the test samples are from unseen classes. Thus, the generalized ZSL setting is usually a more convincing evaluation criterion in the real world.
In general, a shared semantic space is regarded as the bridge between seen and unseen categories, which is usually defined by attributes [7] [9], word2vec [17] and WordNet [18] . In the shared semantic space, the categories of unseen samples can be retrieved through the nearest neighbor search. However, the irregular distribution of templates makes classification results confused. To alleviate this problem, the existing approaches mainly try to learn a more discriminative shared embedding space [19] or generate some unseen samples in the visual space [20] .
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In fact, ZSL can be transformed to link prediction problem on class-attribute bipartite graph. Graph Convolutional Network (GCN) [21] , which extends the conventional convolutional operation to graph, can effectively model the interaction between samples. By utilizing structure to aggregate sample information, GCN learns a more discriminative representation to support the downstream tasks such as node classification and link prediction. Furthermore, GCN can work well on generating discriminative templates.
Based on aforementioned, we proposed a novel inductive ZSL framework in this paper. We dub the proposed ZSL framework as Discriminative Anchor Generation and Distribution Alignment Model (DAGDA), as it consists of anchor generation component and distribution alignment component as shown in Figure 2 . In the anchor generation component, we regard the classes and attributes as nodes in bipartite graph, and the edge denotes the interaction between class and attribute. We represent each node as a low-dimensional vector by GCN, which is the new template called anchor. Then the anchors are regarded as input of the distribution alignment component to classify the samples. Meanwhile, this component makes the distribution of samples in feature space consistent with that in anchor space.
In summary, our contributions are:
• A novel inductive ZSL framework is proposed to achieve excellent performance in zero-shot recognition by generating discriminative anchors and aligning the sample distribution between the feature space and the anchor space.
• A truncated diffusion graph convolutional network is proposed to effectively model the interaction between class and attribute and produce a discriminative anchor space. In addition, a relation regularization is employed to refine the distribution of samples.
• Theoretical derivation details how the truncated diffusion graph convolutional network works. Substantial experiments are carried out to demonstrate the effectiveness of our model and each component in it.
II. RELATED WORK
Zero-Shot Learning Due to the absence of target classes in the training stage, the side information is a vital bridge that associates source and target classes. Thus, the definition of semantic space significantly effect the performance of the downstream ZSL methods. The side information usually includes attributes [7] [9] [22] , word vector [12] [18] and text description [23] [24] . The attribute information is the most popular one which is certainly effective for ZSL [8] [25] . According to the way how to associate sample features with attributes, the previous methods can be divided into three genres: 1) projecting sample features into the attribute space [8] [12] [23] , 2) projecting attributes into the feature space [26] [19] [24] and 3) projecting features and attributes into a shared latent space [11] [27] [28] . Once the projection is established, the top-1 classification result can be retrieve through the nearest neighbor searching in attribute space. However, since the distribution of attributes in attribute space is usually irregular ,which means it is difficult to carry out effective nearest neighbor searching. Our method aims to alleviate above problem through learning a discriminative shared space, which following the third genre.
Inductive ZSL In inductive ZSL, only the seen samples are available in the training stage. In Semantic Autoencoder (SAE) [29] , the encoder projects the visual features into attribute space while the decoder is able to reconstruct the visual features, which can learn an efficient and robust projection function. F-CLSWGAN [20] synthesizes sample features conditioned on attribute information and offers a shortcut directly from attribute to class-conditional feature distribution. [30] learns the discriminative representations by utilizing Central-loss based Network (CLN) and maps class embeddings to representation space using Kernelized Ridge Regression (KRR). Preserving Semantic Relations (PSR) [31] proposes to utilize the structure of the space spanned by the attributes. In this paper, we sufficiently utilize the interactions between classes and attributes to learn a discriminative anchor space.
Graph Convolutional Network GCN [21] is a landmark work extending convolution operation from image to graph, which can effectively aggregate neighborhood information. In [21] , the information aggregation occurs in each layer, the discriminative node representations can be produced during the layer-wise forward propagation. Although GCN is proposed for semi-supervised learning, it can be naturally extended to unsupervised learning manner. However, the scale of local information aggregation in [21] is small in each layer, which is insufficient to reveal the complex interactions between classes and attributes. In this paper, we develop a truncated diffusion graph convolution to capture the local structure more carefully.
III. OUR MODEL

A. Notation and Problem Formulaiton
Given a source dataset
, where |s| is the number of the seen classes and y i is a one-hot encoding row vector. X s = θ(x s ) denotes the visual features, and Y s = φ(y s ) denotes the attributes bound to X s . Similar to the source dataset, there are N u unseen images in the
where d C and d T separately refer to the number of classes and the number of attributes, denotes the class-attribute matrix. Naturally, T = C T ∈ R d T ×d C is the attributeclass matrix. Generally, ZSL aims at minimizing the follow objective function:
where f (x s i , W ) is a parameterized function measuring the similarities between sample features and attributes to find the most probable class, and Ω is used for avoiding overfitting. The generalized f (x s i , W ) usually takes the following form [13] [12]:
In fact, θ(·) refers to the image feature extractor, such as the pre-trained AlexNet [4] , GoogleNet [32] or other wellknown deep convolutional network. φ(y) is the corresponding attributes of y.
B. Anchor Generation Model
In high-dimensional space, it is difficult to distinguish groups belonging to different classes in a irregular manifold shaped like Swiss roll. To produce the discriminative lowdimensional embeddings, some previous unsupervised methods, such as LLE [33] , utilize the structure information to establish the correlation between samples. In ZSL, the similar samples should be closed to each other in attribute space. Like the user-item matrix in recommendation system, the classattribute matrix C is obviously a bipartite graph where the edges describe the interaction between classes and attributes. To map the classes and attributes into the same embedding space, we merge C and T into a graph G = (V, E) where V and E separately refer to the node set and the edge set. The weighted adjacency matrix is defined as
Due to the abundant semantic information, we might as well regard F = A w as the node features. In addition, let the diagonal matrix D denote degree matrix
is the normalized adjacency matrix. To effectively exploit higher-order interactions between classes and attributes, we consider the following diffusion function [34] :
where H i denotes the embedding of the i-th node. Essentially, the 1-st term implies that the information flows along high weight edges, which forces a node similar to its neighbors. In contrast, the 2-nd term tends to maintain the original features, that is, to preserve the global information. The coefficient µ constrains the balance between these two terms. Furthermore, the optimal solution is:
where α = 1 1+µ is a intermediate variable.
In spectral graph theory [21] , the convolution operation on graph is formulated as:
where g θ and G θ (Λ) separately denote the spatial filter and the spectral filter, and V is the eigenvectors of the normalized Laplacian matrix L = I − S = V ΛV T . To avoid to calculating V , G θ (·) is devised to the polynomial of Λ. In GCN [21] , the reported G θ (Λ) can be finally expressed as:
where Λ S = I − Λ is obviously the eigenvalues of S. Due to Λ S ∈ [−1, 1], it is natural to generalize the Eq. 6 to a higher-order form: Fig. 3 . An explicit depiction of the proposed framework. * denotes graph convolution operation. In the anchor generation stage, the discriminative anchors U = [U C ; U T ] can be generated through the diffusion forward propagation conducted auto-encoder with the inputs C and T . In the distribution alignment stage, a simple auto-encoder projects the X into the U space, while preserving the relations between sample features and anchors through a parameterized relation regularization network.
According to the Eq. 5 and 7, we define the diffusion graph convolution following [35] as:
Ignoring the scaling coefficient 1 − α, Eq. 4 has the same form expression as Eq. 8. To avoid the overfitting, the truncated form of the Eq. 8 is employed as follow:
As shown in Figure 3 , the truncated diffusion graph convolution conducts the forward propagation of the auto-encoder to generate the discriminative low-dimensional anchors. This procedure can be described as:
where U (l) is the activations of the l-th layer and W (l) is the weight matrix of the l-th layer. In addition, σ(·) denotes the activation function. Like the other auto-encoder based models [36] [37], the middle layer activations U = [U C ; U T ] ∈ R (d C +d T )×d is extracted as the desired anchors, where d is the number of hidden units.
C. Distribution Alignment Model
With the learned discriminative low-dimensional anchors, the goal of our model is to project the features X to the U space while meeting following function:
where W cons denotes the matrix projecting the visual features to the U space, and y s ∈ R N s ×d C is the labels corresponding to the X s in the form of one-hot encoding. In fact, W cons is a parameterized matrix to measure the similarity between X s and y s U C . Like in SAE [29] , the symmetrical auto-encoder is employed to reconstruct the visual features X s from the hidden statesŨ C = X s W cons , which can be formulated as:
where W recons is the matrix recovering sample features from the U space. Essentially, the Eq. 12 aligns the distribution between feature space and anchor space through maintaining the information volume. However, as the values in the classattribute matrix describe the interactions between classes and attributes, the distribution of sample features around each class anchors U C can be regularized by the attribute anchors U T . To generate the fine-grained distribution around each anchor, we develop a relation regularization network subjecting to:
where M is a metric. With described above, we minimize the following loss function:
where λ 1 and λ 2 are weighting coefficients. As shown in Figure 3 , the distribution alignment component can learn a reliable projection function W cons . Furthermore, the recognition for unseen classes can be carried out through:
where L is the label set corresponding to the task, i.e., L = Y u in the conventional ZSL setting or L = Y in the generalized ZSL setting.
IV. EXPERIMENTS
To evaluate the effectiveness of our model, we conduct extensive comparison experiments on several benchmark datasets. Meanwhile, sufficient ablation experiments are carried out to validate the effectiveness of each component.
A. Dataset
Four benchmark datasets are used in our experiments and the statistics on them is summarized in Table I In Table I , #Dim refers to the dimensions of anchors. For all datasets, their visual features are 2048-dimensional vectors, extracted from the top-layer pooling units of Res101 [2] which is pre-trained on the ImageNet dataset [46] without any extra fine-tune. Implementation details can be referred to in [10] .
B. Settings and Evaluation Metrics
Settings: Our framework is implemented by using Keras. In the anchor generation stage, we train the graph embedding learning component for 1000 epochs by setting α = 0.8 and k = 2. Then, we optimize the distribution alignment component for 1-3 epochs by setting λ 1 = 1 and λ 2 = 5 × 10 −6 . These two components are optimized by Adam [47] .
For conventional ZSL setting, we evaluate our model on the standard split (SS) as well as on the proposed split (PS) [10] . It is worth noting that PS is proposed to avoid any test class appearing in ImageNet 1K, i.e., used to train the ResNet model. Thus, the accuracy on PS is crucial to show the generalization of methods. Following PS, we further evaluate DAGDA under the generalized ZSL setting.
Evaluation Metrics: To test the performance of our model, we employ the Mean Class Accuracy (MCA) as our evaluation metric in our experiments:
where |Y t | is the size of the test label set Y t and acc y is the top-1 accuracy on the data from class y. Under the conventional ZSL setting, Y t = Y u refers to searching only in the unseen label set. However, in the generalized ZSL setting, the search space will be extended to Y t = Y, which means that the seen classes Y s are included in the test label set as well. Therefore, we evaluate the effectiveness of our model under the generalized ZSL setting by utilizing the harmonic mean (H):
where M CA s denotes the mean class accuracy on the seen test data and M CA u denotes the mean class accuracy on the unseen test data.
C. Conventional Zero-Shot Learning
For the conventional ZSL setting, we first train the anchor generation component to produce embeddings for each attribute and class. Furthermore, with the standard split and the proposed split, we train the distribution alignment component which projects the source data X s to the source class anchors U s C . We then use the target data X u as the input of the distribution alignment component to produce sample representations in the U space. We carry out the classification according to Eq. 15. The mean class accuracy (MCA) is employed as the evaluation metric in the conventional ZSL setting.
With the above settings, we evaluate the performance of our model on four benchmark datasets (AWA2, CUB, SUN and aPY), and report the results in Table II . To alleviate the randomness caused by the random initialization, the shown result is the average of 10 experimental results. The experimental results show that our DAGDA outperforms the existing state-of-the-art methods on several datasets (AWA2 ,  TABLE II  THE EXPERIMENTAL RESULTS ON THE CONVENTIONAL ZSL. HERE THE PS AND THE SS SEPARATELY REFER TO THE PROPOSED SPLIT AND THE  STANDARD SPLIT. WE REPORT THE RESULTS (IN %) AVERAGED OVER 5 REPEATED EXPERIMENTS. ALL THE METHODS BELONG TO THE INDUCTIVE ZSL. THE BEST CUB and SUN) under the proposed split. In the aPY dataset, our model fails to exceed some methods since only the smallscale graph (32 classes and 64 attributes) can be utilized for graph embedding learning. The goal of our approach is to rectify the distribution of original templates through producing discriminative low-dimensional anchors. In Figure 4 , the t-SNE visualization from (a) to (b) shows that our model can transform original attributes to more discriminative anchors. Like in the conventional image classification tasks using CNN models, the discriminative features are usually generated in the top-layer pooling units, which is certainly beneficial for the classification. Due to the utilization of the abundant structure information in the class-attribute graph, our model is able to learn the discriminative anchor groups in an unsupervised manner.
D. Ablation Studies
To further validate the effectiveness of the anchor generation component and the distribution alignment component, we conduct the ablation experiments shown in Table II where Ours −1 refers to our model that replaces the graph embedding learning network with PCA and Ours −2 refers to our model that drops the L reg in the distribution alignment stage. The elaborate architectures of the above two models are shown in Figure 5 . As expected, the experimental results demonstrate that these two components certainly improve the performance of our model.
E. Generalized Zero-Shot Learning
In real-world applications, we cannot ensure whether the test samples are from unseen classes. Thus, the generalized ZSL is more convincing to demonstrate the generalization of models than the conventional ZSL. Hence, we evaluate the performance of our model under the generalized ZSL setting. In experiments, we still use the proposed split to divide the data into the source classes and the target classes.
As shown in Table III , the proposed DAGDA outperforms existing state-of-the-art models on the CUB and aPY datasets in terms of H. On AWA2, the M CA u and H are slightly less than the state-of-the-art methods. In the SUN dataset, there are only 20 samples in each class, which is insufficient for the distribution alignment component to learn a fine-grained Table II. distribution in the embedding space. Therefore, our model shows a poor performance on SUN. But in general, our model has good generalization capability.
F. Sensitivity Analysis
In the Eq. 10, α is an important coefficient which can dominate the information aggregation on graph. As shown in Figure 6 , α certainly affects the performance of our model. If α is closed to 0, it is difficult to make full use of structural information. In contrast, if α approximates 1, the local information will be overemphasized to degrade the performance. In order to obtain as stable a result as possible, we empirically let α = 0.8 cross all the experiments. The experimental results demonstrate that α = 0.8 is a good choice.
V. FURTHER STUDY AND DISCUSSIONS
In this paper, we propose the DAGDA model to rectify the irregular distribution of templates in ZSL. More specifically, our model learns a more discriminative anchor space than the original attribute space, while preserving the relations between classes and attributes in sample representation space. In addition, extensive experimental results strongly demonstrate the effectiveness of our model. Meanwhile, it shows that utilizing the interaction between classes and attributes is a nice solution for ZSL.
Essentially, graph based methods aim to model the interactions between entities. In our methods, the classes and attributes are regarded as entities on graph. We develop a diffusion graph convolutional auto-encoder to generate anchors. Due to the effective utilization of the structure information, the generated anchors can be organized according to the graph structure, i.e., some subgraphs will be formed. Therefore, the discriminative anchor space can be produced through above processes.
In fact, we regard the class embedding as anchor. We train the distribution alignment component so that samples are closed to the corresponding anchors with a reasonable distribution. More specifically, we use attribute anchors to regularize the distribution around each class anchor.
There are still many challenges in zero-shot learning. In further work, we will continue exploiting the graph based zero-shot learning models. We will try to extend our model to implicit side information based rather than attribute based ZSL. In addition, we will research the more effective graph embedding learning method and apply it to zero-shot learning.
VI. CONCLUSION
In this paper, we propose a novel framework DAGDA to regularize the distribution of templates in ZSL. The key to solving this problem is to learn a discriminative anchor space. Thus, we develop a graph embedding learning methods to learn the low-dimensional embedding for each class and attribute. With the graph convolutional auto-encoder architect, a truncated diffusion propagation model is raised to conduct the forward propagation. This leads to the generation of the discriminative anchors. To further improve the generalization capability, we develop a distribution alignment component. With the learned anchors, we utilize the interactions between classes and attributes to regularize the distribution of the images in sample embedding space. We carry out extensive experiments to test the effectiveness of our model including the comparative experiments, ablation experiments, and visualization experiments. The experimental results strongly demonstrate that our DAGDA model significantly alleviates aforementioned problem in zero-shot learning.
