A numerical simulation is developed using the unsteady-state turbulence model on a structured highly refined grid to predict the wind-flow field and dispersion field of a pollutant emitted from a rooftop stack around a two-building configuration. The results obtained are compared with those of a steadystate model previously reported by the authors. The pollutant concentrations are examined on the roof where the stack is located as well as on the leeward wall of an upstream tower to the emitting building in order to evaluate how the pollutant is dispersed by the DES model compared to RNG model. DES results are discussed against those from RNG k − approach and wind tunnel. The study emphasizes limits in reproducing correctly the wind flow and dispersion fields due to underestimation and/or overestimation of the Reynolds stress components and the steady-state methodology when using the RNG k − model. Despite such limits, the RNG model produces a similar average error, in terms of concentrations, to that obtained with the DES model.
Introduction
Pollution in the atmospheric boundary layer (ABL) is an important environmental problem which affects human health. Investigations of pollutant transport and dispersion have received a lot of attention in recent years, and become a focal point in environmental research because of the increasing interest for protecting air quality [1] . Besides, this subject is of great concern especially in the urban environment when the crucial issues of well-being and human comfort are considered.
Turbulent wind flows have long presented a considerable obstacle to the accuracy and applicability of calculations in industrial applications [2] . The types of flows encountered in the field of wind engineering are no exception, and consist of many complex flow features which may contain recirculation zones and stagnation points [3] . Indeed, in the lower atmospheric boundary layer, specifically in cities around individual and/or groups of buildings, the superposition and interaction of the flow patterns induced by buildings and structures strongly affect the dispersion and govern the movement of pollutants [4] . Therefore, complicated and highly unpredictable dispersion phenomena are created. Clearly, understanding the process of pollution dispersion and its mechanisms still remains a great challenge for wind engineering researchers. Nonetheless, the scientific community has significantly contributed to daily life quality by controlling and maintaining air quality in buildings and offices within the acceptable norms typically established and authorised by governments and/or professional organizations [5] .
Substantial research projects have been carried out and are available in the literature on the topic of pollutant dispersion. They have used a wide range of different methods (e.g. field tests, laboratory modelling, semi-empirical methods and numerical approaches) to evaluate pollutant dispersion, identifying their advantages and disadvantages [6] . During the past years, especially in urban environments, pollutant dispersion has been studied extensively by means of both experimental and numerical approaches. Field measurements (e.g. [7, 8] ), wind tunnel testing (e.g. [9] [10] [11] [12] [13] ), semi-empirical methods (e.g. [14, 15] ) and numerical modelling (e.g. [16] [17] [18] [19] [20] ) have been performed, on the one hand to get an insight into the physical pollution processes, and on the other hand, to obtain a better comprehension of the coupled mechanisms occurring around buildings and/or cluster of buildings. Among these methods, numerical modelling with computational fluid dynamics (CFD) appears as one of the most accessible and largely spread approach to study wind environmental problems because of the lower costs, the advantages and reliability of such approach. However, CFD simulations are not straightforward to perform and their results still require validation to establish extended acceptability [21] . Therefore, the need of validating numerical studies makes the experimental tests necessary.
Notwithstanding the widespread use of CFD studies, the quality of results depends mainly on many physical and numerical parameters which can compromise accuracy and reliability. From that point of view, many authors and organizations have developed practice guidelines (e.g. [22] [23] [24] [25] [26] [27] [28] [29] [30] ) to establish a common methodology for verification and validation of CFD simulations in certain cases, and/or to assist and support the users in making a better implementation of CFD in other cases. In addition to the fundamental error of selecting an inappropriate physical model to simulate a flow field (i.e. steady or unsteady approach), there are basically two types of difficulties that can produce erroneous results in CFD [30] : (i) modelling errors (e.g. turbulence models and physical boundary conditions) and (ii) numerical approximation errors (e.g. grid design, discretization scheme and iterative convergence).
Regarding turbulence modelling errors, various turbulence models (i.e. steady Reynolds−averaged Navier−Stokes (RANS), unsteady RANS (URANS), large-eddy simulation (LES) and hybrid URANS/LES) reported in the literature are well known to the computational wind engineering (CWE) community, as they have been listed by many authors (e.g. [27, 6] ). Several studies have investigated and assessed the performance of such different turbulence models to predict the flow field around buildings (e.g. [31, 32] ). However all studies agree on the difficulty of some models and the differences between the various approaches to reproduce the complex and random character of the flow field. In addition, the dispersion field is closely related to the overall behaviour of the wind flow as stated by Tominaga and Stathopoulos [33] . Therefore, the choice of the turbulence model is revealed crucial to reproduce an accurate dispersion process, and, consequently, essential to understand the pollutant transport mechanisms.
The present study follows previous work of Lateb et al. [34] where various RANS k − turbulence models were compared (i.e. standard k − , re-normalized group k − and realizable k − referred to as SKE, RNG and RLZ throughout, respectively). Previous work suggested that the limitations in RANS models to reproduce the experimental results are probably due to an incorrect estimation of Reynolds stress components and the steady-state methodology of the tested models. Thus, the purpose of this study is to reproduce the flow and dispersion fields compared to the RANS approach using Fluent software. The detached-eddy simulation (DES) -referred as the most widely known hybrid URANS/LES by Franke et al. [27] -has been selected for the present study because of the well established limitations of the two following models in resolving the internally induced fluctuations of flow and concentration fields [35] , i.e. the high computational cost of LES and the low accuracy of URANS. For more details about the technique, advantages and applications of the DES approach, the reader can refer to works existing in the literature (e.g. [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] ).
In this work, one case is considered because of the long time required by DES modelling. Regarding the objectives of this work cited above, the most critical case is selected, namely when the pollutant is emitted at high speed from the stack (i.e. h s = 1 m and M = 5, where h s is the stack height and M the momentum ratio which represents the ratio between the exhaust velocity of the pollutant w e and the wind velocity U H at the height of the BE building). Such case induces complex pollutant/flowfield interactions above the stack. Consequently, the capability of the DES model to reproduce the dispersion process is severely tested. It is worth noting that among the various RANS k − models tested by Lateb et al. [34] , the RNG k − model provided the best agreement with the wind tunnel results conducted by Stathopoulos et al. [48] for the current considered case (h s = 1 m and M = 5). DES results are thus compared with those from the RNG approach and wind tunnel experiments.
The paper is organized as follows. Section 2 summarizes the computational details including the DES concept, the grid generation, the boundary conditions and the solution strategy. Section 3 demonstrates the consistency of both constructed grid and statistical averaging period. The results are described and compared to those of the RNG k − model and experimental data in section 4. The analysis and discussion of results are presented in section 5. Finally, the main findings of the study are summarized in section 6.
Computational details

Detached-eddy simulation model
The strategy of DES model is such that switching from URANS to LES models is realised according to mesh definition and not to the local turbulent properties of the flow [49] . Thus the turbulent viscosity obtained depends on the local grid spacing, ∆x i , and the sub-grid scale (SGS) stresses are parameterized using a turbulent viscosity model. The RLZ turbulence model is selected to calculate the turbulent viscosity for both strategies (i.e. as URANS model in boundary layer regions and LES sub-grid scale model in massive separated regions) since the RLZ model is the only model available in Fluent among the various RANS k − models tested by Lateb et al. [34] . In addition to the continuity and momentum equations, two others are added to estimate the turbulent viscosity, ν t , at each cell. One equation for the turbulent kinetic energy, k, another for the turbulent dissipation rate, , and their detailed expressions can be found in work of Lateb et al. [50] .
Grid generation
Since the present research is complementary to Lateb et al. [34] work, the same site is used. Therefore, the reader can refer to that work for more details about the configuration and the dimensions of the two buildings. The main difference in the grid generation of these two studies is the grid refinement required by this unsteady three-dimensional approach particularly in the separated flow regions where the LES model is used. The "wall function" is used as near wall treatment for the present study since it is the only approach available when using DES model. Basically, there are two overlapping layers over walls: an inner layer where viscous processes dominate, and an outer layer far from these effects [18] . The near wall treatment used bridges the viscosity-affected region between the wall and the fully turbulent region; therefore, on the one hand a substantial refinement of grid meshing is saved, and on the other hand the attached boundary layer regions are assured to be modelled by the URANS model.
The process of refining the grid deals with three criteria. The spacing cells, ∆x i , should (i) be fine enough near wall regions to capture the high gradients which occur within the turbulent boundary layer, and to reach the slope −5/3, associated with the range of frequencies in which the energy cascade is dominated by the inertial transfer, (ii) be smaller than the turbulence length scales, defined previously as l rke = k 3/2 / , to make sure that the separated flow regions will be treated by the LES approach out of the turbulent boundary layer, and (iii) keep the spacing length perpendicular to each wall at least equal or larger than the two other spacing directions to eliminate the gray zone and thus avoiding a modelled-stress depletion (MSD) defined and noticed by Spalart et al. [51] .
Starting from the grid used in Lateb et al. [34] and the results obtained with the steady RLZ model solution, Taylor microscale l λ = (10νk/ ) 1/2 is evaluated using the k and parameters in several planes along x, y and z directions [52] . Note that l λ is always much smaller than l rke [53] . As a grid refinement study was already conducted for that grid (see Lateb et al. [54] ), the l λ values evaluated remain approximately the same at each cell even with a further refined grid. Afterwards the smallest l λ value found is taken as a benchmark for the spacing grid near solid walls in the three directions, and the stretching ratio is kept equal to 1 in the entire regions near walls, above the BE building roof and between the two buildings to respect the criterion (iii). It is worth noting that the grid is composed by hexahedral cells, hence only one refining is required for each direction. The spacing cells in these regions is set under the turbulence length scale benchmark to make sure that, out of the boundary layer regions, the inequality l rke l les is respected so that the switch to LES approach can occur. Therefore, the criteria (i) and (ii) are taken into account. Elsewhere, far from the near walls and between the two buildings, the stretching ratio is extended to 1.1 to respect the commonly recommended value of 1.3 [28] . Finally, the grid obtained for the unsteady DES simulations is composed of about 11 million cells spread over 321×177×194 cells in x, y and z directions, respectively. Fig. 1 shows the neighbourhood of the two buildings of concern as a general view of the highly refined new grid, and the various positions of the vertical and horizontal lines evoked in the following sections.
Boundary conditions
After the converged solution obtained on the new grid (i.e. 11 million of cells) using the steadystate RLZ k − turbulence model with the same boundary conditions as those used by Lateb et al. [34] , a spectral synthesizer method, based on the random flow generation technique originally proposed by Kraichnan [55] and modified by Smirnov et al. [56] , is imposed at the domain inlet to generate fluctuating velocity components with a Fourier harmonics number set to 100. The number of 100 is considered as the minimum threshold of large numbers [57] , and it is desirable to use the minimum number of harmonics since large numbers increase the computational cost [58] . The exit of the domain is referred as an outflow boundary condition, which assumes no velocity gradient in the exit direction, since the exit plane is sufficiently far from the two buildings wake region. Symmetry condition, which implies zero normal velocity and zero normal gradients for all variables, is used at the top of the domain. For the side boundaries, periodic conditions are imposed to capture correctly the vortex shedding which can occur on these planes. The equations are discretized in time by using a second-order fully implicit scheme, and then iteratively solved using the segregated solver, for which the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm [59] is used to derive the pressure-correction equations. The convection terms are discretized using a second-order upwind scheme, whereas for the momentum equations a second-order central difference scheme is used. All walls of the two buildings are assumed to be smooth by using no-slip condition. At the ground level, no particular treatment is assigned and the wall roughness is not taken into account. In addition, the length of the domain upstream of the buildings is short enough to limit the horizontal inhomogeneity affecting the inlet profiles. Note that this boundary condition at the ground surface is inspired from works of Gousseau et al. [60, 61] .
Solution strategy
Primary circulation is carried out to reach the establishment of the flow field to remove the influence of the initial conditions before averaging to get statistically-steady values. Time scale of these first simulations is evaluated by the residence time of a single particle crossing through the whole computational domain. The calculated time, noted t, results in a value of about 1 second. The time step, ∆t, is chosen by consideration of the Courant−Friedrichs−Lewy (CFL) number [62] which assures the balance of the temporal and spatial scales when it is kept around 1 [63] . It is worth noting that a small time step is recommended for the accuracy of the results [38] . For a possible approach of CFL concept (i.e. to obtain a CFL value as close as possible to 1 in the entire domain), the value of the CFL number is set to 0.5 in the evaluation of the time step. Finally, a time step of 1×10 −4 s is obtained. It gave a maximum CFL number of approximately 1.2 with smaller values than 1 in 99% of the cells. The time is non-dimensionalized by U H and H BE and the flow is averaged, after the primary circulation, during T = 400 non-dimensional time units (t * = tU H /H BE ) which represents 40 000 time steps (∆t). Note that H BE and U H are the BE building height and the particle velocity estimated at H BE , respectively. For more details, the reader is referred to works of Lateb [64] . 
Consistency of DES simulations
Grid consistency
Plots of power spectral density (PSD) using a fast Fourier transform (FFT) algorithm, corresponding to velocity components depicted in Fig. 2 , are shown in Fig. 3 . The velocity component data are recorded at the same point A. The curves represent the energy cascade which develops from large to small scales [19] . The cascade phenomenology for the energy transfer takes its origin from the large structures that break down into smaller structures and so on. The latter in turn, tend to a universal and isotropic structure more or less independent of the large scales [16] . The phenomenon occurs mainly in the massively separated regions where the dominant unsteady structures are resolved by LES modelling. The end of the cascade is controlled by the filter width which activates the SGS model [65] . The range of frequencies associated with the inertial transfer during the energy cascade is clearly reached as shown in Fig. 3 by the slope −5/3. Therefore, the consistency of the constructed grid is demonstrated and justified.
Statistical averaging period consistency
To ensure that the averaging period used to obtain statistical values is sufficiently acceptable, the average error, e a , for simulated and experimental values of non-dimensional concentration, K, at various samplers located on the BE building roof and the top of the Faubourg tower leeward wall are calculated. The expression of K is non-dimensionalized using the averaged time concentrations as follows:
where angular brackets denote the time average, c is the pollutant concentration and c o the reference concentration given by:
where U H is the wind velocity at the roof height of the BE building in [m s −1 ], H BE is the height of the BE building in [m] and Q e is the pollutant emission rate in [
The average error over all samplers is evaluated by the following equation:
with N defined as the total number of the concerned samplers (here N is equal to 15 as can be seen in Fig. 6 where all samplers are clearly illustrated), K i,num and K i,exp represent the concentration measured numerically and experimentally at each sampler, respectively. Fig. 4 shows the evolution of the average error, e a , of K as a function of sampling time. The average error over all samplers is calculated at each 0.1 second and during a sampling time of 4 s. The distribution of e a presents high fluctuations, in the first range of 2 seconds, mainly due to the transient period. Thereafter, a strong decrease of these fluctuations occurs throughout the following one second period. Finally, between 2.9 and 4 seconds, a clear stabilisation of the average error is established, Figure 3 : Power spectral density of velocity components in (a) streamwise, (b) spanwise, and (c) vertical directions, recorded at point A located in the centreline between the two buildings and at half-height of the BE building from the ground (i.e. y = 0 m, x = 5H BE and z = 1/2H BE , as illustrated in Fig. 1b) .
therefore a statistical averaging period of 3.5 s is judged sufficient for obtaining statistically-steady mean values, which correspond to a full-scale averaging time of about 12 minutes. Consequently, the non-dimensional concentrations over such a statistical averaging period are presented in this paper.
Results and validation
In this section, detailed results obtained with the DES turbulence model are described and compared to both RNG and wind tunnel results [34] to highlight the differences between the two modelling approaches (i.e. steady-state RNG and unsteady-state DES models). Firstly, the comparison focuses mainly on the mean concentration K values for the various results available from the wind tunnel experiments for the case selected and studied (h s = 1 m and M = 5). Afterwards, other parameters such as flow-field structures and Reynolds stress components ( u i u j ) are compared between DES and RNG approaches.
The basic strategy of LES is to resolve most of the turbulent kinetic energy, k, of the flow and modelling most of the dissipation [66] , and this possible separation arises from the fact that k is determined by the large scales of motion and by the small scales [53] . In addition, LES approach is well known to be superior to RANS when validating flow fields and turbulence structures against experimental results [67] . Since (i) the 11 million cells grid is rigorously made by considering the Taylor-microscale resolution [52] and uses stretching ratios equal to 1 near walls and to 1.1 elsewhere, and (ii) the RLZ model is used for modelling the subgrid scales, known as one of best model among those of RANS k − models [68] , one can consider that DES results are at least comparable to those that could be obtained with LES approach using the traditional Smagorinsky model which remains in wide use [69] . Consequently, since no wind-flow field data is available from the experimental results, the use of DES results as the reference for the aim of comparison to RANS is justified. Fig. 6 ). Good agreement with experimental concentrations is shown by RNG model at the top of the tower leeward wall samplers compared to DES model whereas both DES and RNG simulations showed approximately the same dispersion of K over the BE building roof. The average error, e a , provided by DES and RNG was 37% and 38%, respectively. These values illustrate the insignificant difference between the two tested models -further commented and discussed in this paper, while the required simulation time is 30 times greater when using DES approach. The dashed lines on each side of the median line indicate the limit of values located within a range factor of 2. Eighty percent (80%) and 86% of the DES and RNG concentration K values are within that portion, respectively. However, the correlation coefficient R of the dispersion K values is 0.96 for DES model and 0.97 for RNG model.
Average error of sampler concentrations
Concentrations on the BE building roof and top of Faubourg tower leeward wall
Fig . 6 shows the concentration K values at different samplers located on the BE building roof and on the top of the tower leeward wall obtained with both numerical approaches and wind tunnel experiments. As noted previously through Fig. 5a , the DES model showed significant underestimation of K values at samplers (F B1 and F B3 ) of the tower leeward wall compared to those obtained by the RNG model whereas the trend of simulation results obtained on the BE building roof varies from one sampler to the other. Along the central line of the building roof, the RNG model shows better capability to approach the experimental values as detailed in Fig. 7 ; only at sampler P 2 , located far in the back of the roof, DES approach has shown approximately the same result as RNG model. On the lateral samplers of the roof, the RNG model remains the best representation of the wind tunnel values at samplers R 35 , R 19 and S 5 as can be seen in Fig. 6 whereas at samplers R 25 and S 1 , DES yields better results. At samplers R 3 and R 6 located near the building upwind wall, DES shows better concordance with wind tunnel results. [70] have studied the effect of stack height and pollutant exhaust velocity using the same two-building configuration. The authors have concluded that increasing the momentum ratio M with a small stack height h s is similar than reducing the momentum ratio for higher h s and conversely, especially on the leeward wall of the Faubourg tower and the windward wall of the BE building. Therefore, the As partial deduction for this section of results, DES shows the same average error (37%) compared to RNG model (38%), while RNG provides better distribution of K values. At most samplers (F B1 , F B3 , R 4 , R 19 , R 23 , R 35 and S 5 ), RNG has produced closer results to experiment, whereas DES model provides better concordance with experimental values only at few samplers (R 22 , R 3 and R 6 ). DES results depicted in Fig. 8 agreed well with the wind tunnel results along the Faubourg tower leeward wall while the RNG model overestimated significantly the experimental K values along the tower leeward wall. induced by the airflow pattern around the tower is well established in the upwind part of the toweras shown in Fig. 9 by the vortex in front of the tower -with DES compared to RNG which displayed a very small horseshoe vortex. Two other vortices are apparent for DES, one between the two buildings and another in the BE building wake, while RNG showed only the recirculation zone between the two buildings. However the other recirculation zone behind the BE building is included in the recirculation zone induced by the tower roof. In other words, the recirculation region generated by the tower roof was so extended that it reached the BE building wake, thus forming only one single recirculation zone in the vertical plane behind the Faubourg tower, as shown in Fig. 9 for RNG model.
Concentrations along the Faubourg tower leeward wall
Analysis and discussion
Flow field analysis
In order to gain an insight about the length of the recirculation zone behind the Faubourg tower, the recirculation cavity length, L r , of the latter was evaluated using the approximate equation (L r = B 0.67
recommended for use by ASHRAE [14] ; where B S is the smaller of the tower upwind face dimensions (height or width) and B L is the larger. The length L r evaluated for the two-building configuration of interest is about 0.24 m. The RNG model shows clearly in Fig. 9 an overestimation of L r value (= 0.6 m), while DES exhibits a complex recirculation zone, without borders clearly delimited. However, at height z = 3/2H BE of the horizontal plan shown in Fig. 10a , an approximate recirculation length of 0.25 m is observed. In addition, this overestimation issue of recirculation region behind a building when using RANS models has been already stated by several authors (e.g. [31, 32, 71, 72] ). According to Yoshie et al. [72] , this overestimated reattachment length is mainly due to the steadystate approach of RANS models which did not reproduce the vortex shedding behind the tower. Consequently, very large velocities in streamwise direction are induced by the reversed flow [32] .
When analysing the streamlines in the vertical plane passing by the stack presented in Fig. 9b , the exhausted pollutant velocity appears less disrupted by the wind flow above the stack with DES than does the RNG, because of the higher pollutant emission velocity (M = 5). Indeed, for RNG the pollutant is directed towards the tower leeward wall immediately when it expelled from the stack, while with DES the pollutant rose in height then directed towards the tower leeward wall. This could partly explain the correct approach of the concentration by RNG at samplers F B1 and F B3 -previously noticed in Fig. 6 -which is just a consequence of the overestimated recirculation zone that, in turn, resulted from the steady-state approach of the RNG model, as previously explained.
Recently Nozu and Tamura [73] have noted that using RANS models results in very high concentrations, particularly when the source emission is located in the wake zone. This observation is clearly Fig. 8 since the distribution of K in the vertical direction along the tower leeward wall is quite overestimated. However, for DES modelling, the reversed flow interacting with the transient vortices and the tower leeward wall boundary forms a free shear layer, and fluctuated periodically because of Kelvin-Helmholtz-type instability [74] . In additional, the Reynolds number of 2.5×10
illustrated in
4 -based on the BE building height -remains an important mixing parameter for flows in which the shear layers arising from separation of the boundary layers at the salient edges [75] , like those of the staircase shape of the tower leeward wall. Consequently, the pollutant carried by the reversed flow from the stack is well mixed and transported laterally. This could also explain the good agreement of K at samplers R 3 and R 6 shown in Fig. 6 and along the vertical direction of the tower leeward wall presented in Fig. 8 . Fig. 10 shows the streamlines by time averaged wind velocities in the horizontal (x-y) plane at different vertical heights from the ground (z = 1/2H BE , 3/2H BE and 3H BE ). The horseshoe phenomenon is well shown by DES through the horizontal plane (z = 1/2H BE ) in Fig. 10a . At higher levels (z = 3/2H BE and 3H BE ) shown in Fig. 10 , two main vortices are clearly distinguished in the Faubourg tower wake for both models. Vortices illustrated by RNG in Fig. 10b appear more symmetrical than those depicted by DES; while the vortices configuration presented in Fig. 10a for DES simulations showed a northwest side vortex more significant than that of the southeast side. This is due to the difference in width between the two tower sides. Consequently, the wind-flow field produced by DES has better taken into account the horizontal staircase form of the tower leeward wall than RNG, which can be explained by the vortex shedding reproduced by DES but not with the RNG approach.
Despite the good agreement in concentration values between the RNG model and experimental results, at the BE roof samplers in general and at the top of the tower leeward wall samplers (i.e. F B1 and F B3 ) in particular, three main anomalies are apparent in the wind-flow field analysis: (i) significant overestimation of the recirculation zone length in the tower wake, (ii) non-consideration of the difference in width between the tower sides, and (iii) insignificant reproduction of the horseshoe phenomenon in the upstream part of the tower in spite of the strong wind-flow velocity. In principle, the lack of all these basic flow characteristics around an obstacle like the Faubourg tower indicates that the wind-flow structure has not been well simulated by RNG as opposed to DES which seems to reproduce the wind-flow configuration far better.
Distribution of shear stress components
The horizontal movement of the vortex shedding towards the lateral directions is mainly fulfilled by u 1 u 2 and u 2 u 2 shear stress components in the tower wake region. Therefore, Fig. 11 depicts the horizontal distribution of non-dimensional shear stress component u 1 u 2 /U 2 H at height z = 3/2H BE to assess the vortex shedding production behind the tower. Note that the modelled part of u 1 u 2 values is less significant than those of the resolved part, nevertheless the non-dimensional values presented in Fig. 11 are estimated as the algebraic sum of the two parts ( u 1 u 2 res + u 1 u 2 SGS ) when using DES. The distribution of u 1 u 2 /U 2 H values shows clearly the vortices induced by the Faubourg tower sides, directed towards the central plane when following the absolute value of 0.04 and 0.02 with DES, see Fig. 11a . In contrast to the RNG approach shown in Fig. 11b , the absolute value of 0.04 remains outside the wake region, and the movement of vortices of which the absolute value is of 0.02 begins heading towards the central plane at the end of the extended wake region. The distribution between the northwest and the southeast leeward wall corners of the tower is clearly different for DES with significant absolute values of u 1 u 2 /U 2 H at the northwest leeward corner, while the distribution presented by RNG is rather similar at both tower leeward wall corners. This confirms the nonconsideration of the horizontal staircase form of the tower leeward wall stated previously.
Figs. 12 and 13 show the distribution of the Reynolds normal stress components u i u i normalized by U 2 H along the horizontal and vertical lines, respectively, located at four streamwise positions (i.e. x/H BE = −2, 0, 2 and 5 as illustrated in Fig. 1b) . Horizontal lines are in plane (x-y) at height z = Figs. 9a and 10b) , and therefore promote the lateral and vertical components u 2 u 2 and u 3 u 3 as shown in Figs. 12 and 13. In region above the BE building behind the tower (i.e. x/H BE = 0 and 2), the DES model showed very large values of u 2 u 2 component compared to u 1 u 1 and u 3 u 3 as can be seen in Figs. 12c and 13c .
In many regions of the flow-field structure, the RNG model shows large values of u i u i compared to DES. For instance, in the lower part along the vertical leeward wall of the BE building (i.e. x/H BE = 0), the RNG model exhibits large u 1 u 1 values compared to those of DES (see Fig. 13a and b) . This results from large velocities stated previously in the streamwise direction when using the RNG model. Far in the wake zone at side regions of the BE building (i.e. x/H BE = −2 and 0), the lateral, u 2 u 2 , and vertical, u 3 u 3 , components are also very large with RNG compared to those of DES as can be seen in Fig. 12c-f .
These observations reveal that the lateral momentum diffusion is insufficient so that it is impossible to reproduce correctly the tower wake region, and thus to accurately evaluate its reattachment length when using the RNG model. In addition, the anisotropy of the Reynolds normal stress componentsthat may be associated with the highly intermittent character of the wake region flow [16, 71] -has been well taken into account by DES, whereas the RNG model has not considered it sufficiently. In other words, on the one hand, the underestimation and/or overestimation of the Reynolds stress components, when using the RNG approach, results in an incorrect reproduction of the flow-field structure. On the other hand, the steady-state methodology of RNG does not favour the vortex shedding production, therefore the lateral diffusion is highly underestimated especially in the immediate wake region.
Finally, the steady-state RANS methodology, in general, cannot predict the turbulent pollutant transport process accurately since the dispersion field is closely related to flow-field behaviour [33] . Nonetheless, one can say that RNG model remains an acceptable approach to estimate concentration values for dispersion where advection transport phenomena dominate -like over the BE roof regionwhile for regions where the turbulent diffusion process is more significant -like within the immediate wake zone behind the tower -DES model performs best. Since it is not always evident to identify in advance the advection transport dominate regions, the reader is cautioned on the use of RANS models in inappropriate circumstances. Given the sampler positions considered in this study, one can argue that the agreement between RNG and wind tunnel measurements may be particular to this configuration where a lower building (BE building) set immediately downstream of a taller building (Faubourg tower) has stabilized the flow to a certain extent.
Conclusions
In the present work, the dispersion of pollutants around a two-building configuration has been investigated using the unsteady-state detached-eddy simulation approach, and the results have been compared to steady-state RNG k− model as well as experimental wind tunnel data. The purpose is to evaluate the effects of the unsteadiness and the Reynolds stress component anisotropy in reproducing the flow and dispersion fields when comparing between DES and RNG approaches. The main findings of the study can be summarized as follows.
In terms of the flow field, DES approach seems to reproduce correctly the recirculation zone in the wake region, while the RNG model has clearly overestimated the recirculation region. The horseshoe vortex system induced by the airflow pattern around the upstream tower is well established with DES compared to RNG model. The vortex shedding induced by the tower sides in the wake region is not reproduced properly by RNG whereas this phenomenon is clearly observed with DES.
In terms of pollutant dispersion, both models show approximately the same average error of concentrations calculated over all samplers. For concentration values at samplers F B1 and F B3 located at the top of the tower leeward wall, the RNG model shows better agreement with experimental values compared to DES. This good agreement is likely due to the large streamwise velocities in the reversed flow that are a consequence of the steady-state methodology of RNG model [32] . However the DES model reproduces with good agreement the distribution of concentrations in the vertical direction along the tower leeward wall, while the RNG approach exhibits a significant overestimation.
The underestimation and/or overestimation of Reynolds stress components and the steady-state methodology of RNG k − model tend, respectively, to (i) distort and/or limit the Reynolds stress component values, and (ii) not reproduce contribution of periodic fluctuation due to the transient characteristics of the flow field, particularly in wake regions where high anisotropy is exhibited. Consequently, RANS approaches are generally unable to reproduce the wind-flow structure and the pollutant transport process accurately.
In terms of central processing unit (CPU) time, the DES model required approximately 30 times more computing time than the RNG model. Given the similar average errors of concentration obtained by the DES and RNG approaches, the steady-state RNG model remains an approach that can be used and trusted for obtaining an insight into the dispersion process at specific measurement points where dispersion is mainly dominated by the advection transport phenomenon. Finally, the DES model seems to indicate that the unsteady-state approach is more appropriate to reproduce the physics of the flow-field development as well as the concentration field.
