INTRODUCTION
Alternative computational methods for three-dimensional fracture analysis range from finite elements, boundary elements, and weight function techniques, to line spring models and the surface integral method. It is fair to conclude that each method can be identified with its own unique set of strengths and weaknesses. The rationale for the hybrid method discussed here is that each of the methods listed above has attributes, often not duplicated by the other methods, which can contribute to an effective three dimensional fracture analysis.
The surface integral and finite element hybrid method (SIFEH) employs the principle of superposition to combine a surface integral model of the fracture in an infinite (or semiinfinite) region with a finite element model of the uncracked finite body. The two formulations are coupled through the need to enforce boundary conditions on the external boundaries and on the fracture surface. The coupling is generally weak so that the two meshes can be set up independently. Hence, when conducting a crack propagation study, only the surface integral discretization of the fracture surface needs to be remeshed; the volume discretization associated with the finite element model remains fixed. One may note that for a linear elastic analysis, the use of boundary elements would appear to have been an equally valid choice for representing the finite body. However, the finite element method was retained here in anticipation of future modeling of material nonlinearities and thermal effects.
The generality of this hybrid method depends to a large degree on the library of fundamental solutions that are available for use with the surface integral method. The multipole solutions corresponding to a fracture event in an infinite region are well documented and have been used with the 3D hybrid formulation to model embedded cracks in finite bodies of arbitrary shape . The same multipole solutions proved ineffective at modeling surface cracks because the strong coupling induced between the two formulations required finite element meshes so refined as to negate the advantages of a hybrid approach. The fundamental solutions for multipoles in a half-space were thus introduced to handle the problem of a surface crack intersecting a planar free surface in a finite body . This paper further generalizes the hybrid method by considering surface cracks intersecting free surfaces of arbitrary shape.
SURFACE INTEGRAL FORMULATION
The surface integral method (Cleary, 1977) represents the fracture as a distribution of force multipoles, which through Hooke's law may equivalently be expressed in terms of displacement discontinuities. The key feature of the method is that only the surface of the fracture needs to be discretized.
The traction induced at a point on the fracture can be found by summing the effects of the multipoles acting over the crack surface, S,. If expressed in terms of components of relative
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where the fundamental solution has been decomposed into singular (r s ) and nonsingular parts (FNS ) to facilitate the use of specialized integration procedures, n^ is the unit normal to the fracture surface, and t ; is the traction at a point on the fracture. A technique known as subtraction of the singularity was invoked to render the first part integrable. In effect, a rigid body displacement was subtracted from the singular integrand, allowing it to be integrated in a Cauchy principal-value sense:
where Sk is the relative displacement at the point of collocation. The domain of the first integral was redefined to be a plane of infinite extent, ST , consistent with the integral representation of the rigid body displacement. The numerical problem of solving for the unknown crack opening/shear magnitudes may thus be formulated as a system of equations, each of the form of equation (2), which enforce the known traction boundary conditions at as many points on the crack surface as there are unknown parameters defining the crack opening variation.
Selection of the appropriate interpolation functions for crack opening/shear is crucial to the overall accuracy of the formulation. The variation of crack opening within each element of the fracture discretization was assumed to have the following form:
where h1 are the interpolation functions, and Sk are nodal values of crack opening. In the present study, all crack opening nodes were assumed to be situated at collocation points located in the interior of the elements, leading to the result that opening/shear variations between elements are discontinuous. This assumption simplified some of the analytical integrations and was justified by the high accuracy that has been consistently observed in benchmark studies (Keat, 1989) . The interpolation functions for crack opening assigned to the interior and perimeter crack elements are represented in equations (4) and (5), respectively:
where the C; are constants which depend on the crack opening/shear nodal values and their locations; p is the perpendicular distance from the crack front. Equation (4) corresponds to a four-noded (or linear) element. A constant element is also sometimes used in the interior and can be obtained from equation (4) by truncating the last three terms. The form of equation (5) was extracted from the asymptotic solution for a crack in a plane strain, homogeneous region.
HYBRID FORMULATION
The basic idea behind the hybrid formulation as originally developed by Annigeri and Cleary (1984) is to decompose the problem of a crack in a finite body into: (1) a finite element model of the finite body without the crack and (2) a surface integral model of the crack in an infinite (or semi-infinite) region. For the superposition of these models to represent a valid solution, the boundary conditions in the original problem must be satisfied. Towards this end, the finite element model is used to enforce all exterior boundary conditions while simultaneously the surface integral model is used to enforce boundary conditions on the crack surfaces. Enforcement of the boundary conditions requires the calculation of two correction vectors, here denoted as { T` } and { R` }. They are needed to cancel out the nonzero tractions occurring in the two models where surfaces have not been explicitly represented.
Thus the system of equations associated with the finite element model may be stated as follows:
where [ K ] is the finite element stiffness matrix, { U } is the nodal displacement vector, { R } is the external nodal load vector. The correction load vector { R` } consists of nodal forces that are statically equivalent (but opposite in sign) to the tractions occurring in the surface integral model on surfaces coincident with the external boundaries. It can therefore be expressed in terms of the degrees of freedom associated with the surface integral model, i.e. the crack opening displacements { S }:
The system of equations defining the surface integral model are generated using boundary collocation:
where [ C ] is the surface integral coefficient matrix, { T } are traction boundary conditions at the collocation point positions. The correction traction vector { T` } is equal (but opposite in sign) to tractions occurring in the finite element model at positions coincident with the collocation point locations. It can therefore be expressed in terms of the degrees of freedom associated with the finite element model, i.e. the finite element nodal displacements { U } :
Substituting equations (7) and (9) into (6) and (8), respectively, and writing the results in partitioned matrix form leads to:^ S CJ13I =^, R j T (10) which can be solved directly for the unknown nodal displacements and crack openings. Equation (10) can be further modified to allow for the imposition of displacement boundary conditions on the external boundaries (Annigeri and Cleary, 1984) .
ACCURATE MODELING OF SURFACE FLAWS
The original version of the hybrid formulation, with its reliance on the multipole solutions for an infinite region, proved ineffective at modeling surface cracks, as successive finite element mesh refinements failed to lead to monotonic E convergence. The coarse finite element meshes used with these early models were unable to capture the singular R` fields produced along the line of intersection of the fracture with the free surface.
To reduce the coupling between the finite element and surface integral models, fundamental solutions for multipoles in a half-space were derived (Keat, 1989 ) by a process of differentiation starting from the Papkovitch functions due to Rongved (1955) . Use of these functions with the hybrid formulation eliminated the R` field on the free surface explicitly represented in the half-space solution; the R` fields were applied to the remaining faces in the usual manner.
Because of the added cost involved in using the fundamental solutions for the half-space, a criterion is needed to determine whether a given crack element lies close enough to a planar interface to warrant the use of these functions. Any valid test must take into consideration the global dimensions of the fracture. To understand this, assume that a given crack element has a small enough nondimensional depth to classify it as being a near-interface fracture event. The nonuniqueness, and thus the fallibility, of this test can be observed if the element is subdivided into smaller and smaller elements, until each sub-element has a large enough nondimensional depth to overturn its original classification.
A test based on the following ratio has been proposed: (11) where the fundamental solution has been resolved into singular (FS ) and nonsingular (FN') components which are integrated over the surface of the fracture. For a given crack geometry and material property set, this ratio will depend exclusively upon the location of the field point, with the perpendicular distance (z) of the field point from the interface having the primary influence. Equation (11) has been used in a Newton-Raphson algorithm to iteratively search for the critical depth at which the fundamental solution for the half-space should become active. In a hybrid analysis, the largest value of r(z) that can be tolerated, without sacrificing accuracy, will depend to a large extent on the sizing of the finite element mesh. An estimate of how well the R° field can be represented using the finite element interpolation functions was derived analytically for the simplified geometry of Figure 1 . In the figure, an individual finite element surface, over which the R` field is presumed to occur, has been idealized by a planar circular area. A tensile dipole is constrained to lie on a central axis which is perpendicular to the circular area. The dipole might represent, for example, the nearest tip of an approaching fracture. The influence function (F S ) associated with the dipole is assumed to have the following form:
FS « R (12)
where R is the distance from the dipole to a point on the circular area. One may note that the resulting R` field will become increasingly singular as z is allowed to approach zero. Yet, due to the symmetry of the configuration and the low order of the finite element interpolation functions (linear with cross terms), the best that the element can do is to represent this variation as a uniform stress field of intensity: rs f5 rsdA
which is applied to the surface of the finite element in the form of four equal nodal forces. The error measure is therefore defined as ISA r -SA S I` (14) where equation (14) indicates the relative error between the actual and idealized R` fields. The error is plotted as a function of dimensionless dipole depth in Figure 1 . Note that this result does not take into account the level of mesh refinement in the z-direction and thus does not address the accuracy of T` .
COMPUTATIONAL STRATEGY FOR CRACKS INTERSECTING MULTIPLE FREE SURFACES
For this class of problems, the fracture is allowed to approach and/or intersect more than one planar free surface.
Through cracks and corner cracks are typical examples. The hybrid method was adapted to this class of problems by introducing modifications which allow for the use of multiple sets of fundamental solutions. Figure 2 shows the component models that would be used to model a fracture situated close to two planar free surfaces. Two surface integral models, each one modeling separate halves of the fracture have been employed to represent the fracture. Each crack element is assigned to one of the surface integral models on the basis of which planar free surface exerts the greatest influence upon it. This influence can be assessed, for example, by evaluating the ratio in equation (11), or by calculating the perpendicular distances between the crack element and the free surfaces.
All three models are coupled as a result of satisfying traction and displacement boundary conditions. Each surface integral model contributes tractions in the form of an { R` } field to those surfaces of the finite element model which it does not explicitly model. Also, since each surface integral domain only partially models the fracture, it will receive corrective tractions from all of the other models including its surface integral complements. The corrective tractions { Te2 ) and { Tc3 } in Figure 2 are absorbed in the surface integral coefficient matrix and thus do not alter the form of the governing matrix equations.
CONVERGENCE STUDIES
The convergence studies were aimed at determining appropriate meshes first for a corner crack in a thick plate and second for a 3D edge crack in a thick plate (see Figure 3) . Component solutions used with the hybrid formulation to model these geometries are shown in Figure 4 .
The surface integral discretizations can generally be set up without reference to the demands on the finite element model. Previous experience with embedded fractures and semi-elliptical surface cracks suggested that the meshes depicted in Figure 5 would be more than adequate for representing the elastic behavior of the crack geometries under consideration. The discretizations were created using an automatic mesh generator specially designed for use with the surface integral models under mode I conditions. Mesh density was controlled by specifying the number of crack elements along each edge. Tip elements, defined by equation (5), were employed along the crack fronts; linear and constant elements were used to model the interiors of the corner and edge cracks, respectively. Also, each crack element was associated, based on proximity, with one of the half-space solutions depicted in Figure 4 .
A succession of finite element meshes (see Figure 6 ) of increasing density was used to analyze both crack geometries. Uniform element spacing was used in all three coordinate directions under the desired assumption that the finite element and surface integral meshes can be set up independently. Furthermore, the number of finite elements through the thickness of the plate was held fixed at 3, as being typical of what a finite element modeler would employ with a plate structure of comparable dimensions. Thus five different finite element meshes were employed: 5x5x3, l0x10x3, 15x15x3, 20x2Ox3, 25x25x3. Expected major source of error is the inability of the finite element mesh to exactly represent the R` fields.
The results for the convergence study of the corner crack geometry are displayed in Figure 7 . Crack radius to thickness ratios (a/t) of 0.2 and 0.8 were examined. Accuracy was assessed by comparison with the finite element results of Newman and Raju (1981) results, respectively, for the mode I stress intensity factor at the ith tip element; W, is a nondimensional weighting factor which is proportional to the length of crack front associated with the i th tip element. Inspection of Figure 7 indicates that convergence does occur with the average errors flattening out at about 3% for both a/t ratios. The persistent error at convergence is not surprising in view of the fact that the crack mesh and the number of finite elements through the thickness of the plate were both held fixed throughout the studies. Though the number of finite elements at convergence may appear excessive, in fact the hybrid method is performing well when one considers that the smaller corner crack (a/t=0.2) is fully contained within a single element of the 25x25x3 mesh (refer to Figure 6 ). The same accuracy could have been achieved using much fewer degrees of freedom by refining the finite element mesh in the vicinity of the fracture. Thus one may conclude that reference should be made to the location and proportions of the crack when setting up the finite element model. Results for a short 3D edge crack (a/w=0.2) are presented in Figure 8 . Observed rates of convergence are comparable to those for the corner crack. However, when the same studies were conducted for a long edge crack (a/w=0.8), convergence could not be attained because of the severity of the R` field. This may suggest a need to introduce fundamental solutions which explicitly represent both faces of an infinite plate.
SUMMARY
The use of superposition provides SIFEH with the flexibility needed to effectively model surface cracks of complex shape. Though specialized influence functions had to be introduced to reduce the degree of coupling between the surface integral and finite element models, it was sufficient to employ just the half-space solution as it could be used with superposition to model a nonplanar boundary in a piece-wise linear sense. Results indicate that though this strategy significantly weakens the coupling between the two discretizations, the finite element mesh may have to be refined in the vicinity of the fracture. Additional savings in CPU time can be obtained by using a method of substructuring described in Annigeri et al. (1988) to restrict the surface integral domain to a localized region containing the fracture.
The computational strategy described here is just a partial solution to the problem of modeling a surface crack of arbitrary shape. It should be carefully noted that each of the geometries considered here had two geometrical characteristics in common: (1) the boundaries intersected by the surface cracks could easily be modeled as piece-wise planar, and (2) all interior angles of the crossection were less than 180 degrees. It would seem on first glance that both of these conditions must be met in the vicinity of the fracture for the method to hold up. However, preliminary results (e.g. for a surface crack at a hole) indicate that there is the potential for this strategy to work effectively for a much broader range of problems. 
