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Abstract. Let (⊗nj=1Vj)[0] be the zero weight subspace of a tensor product of finite-
dimensional irreducible sl2-modules. The dynamical elliptic Bethe algebra is a commutative
algebra of differential operators acting on (⊗nj=1Vj)[0]-valued functions on the Cartan subal-
gebra of sl2. The algebra is generated by values of the coefficient S2(x) of a certain differen-
tial operator D = ∂2x + S2(x), defined by V.Rubtsov, A. Silantyev, D.Talalaev in 2009. We
express S2(x) in terms of the KZB operators introduced by G. Felder and C.Wieszerkowski
in 1994. We study the eigenfunctions of the dynamical elliptic Bethe algebra by the Bethe
ansatz method. Under certain assumptions we show that such Bethe eigenfunctions are in
one-to-one correspondence with ordered pairs of theta-polynomials of certain degree. The
correspondence between Bethe eigenfunctions and two-dimensional spaces, generated by the
two theta-polynomials, is an analog of the non-dynamical non-elliptic correspondence be-
tween the eigenvectors of the gl
2
Gaudin model and the two-dimensional subspaces of the
vector space C[x], due to E.Mukhin, V.Tarasov, A. Varchenko.
We obtain a counting result for, equivalently, certain solutions of the Bethe ansatz equa-
tion, certain fibers of the elliptic Wronski map, or ratios of theta polynomials, whose de-
rivative is of a certain form. We give an asymptotic expansion for Bethe eigenfunctions
in a certain limit, and deduce from that that the Weyl involution acting on Bethe eigen-
functions coincides with the action of an analytic involution given by the transposition of
theta-polynomials in the associated ordered pair.
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1. Introduction
Let V = ⊗nj=1Vj be a tensor product of slN -modules, V [0] the zero weight subspace,
z1, . . . , zn, τ ∈ C with Im τ > 0. Let FunslN (V [0]) be the space of V [0]-valued functions
on the Cartan subalgebra of slN . Given these data we follow V.Rubtsov, A. Silantyev,
D.Talalaev in [RST] and introduce a commutative algebra of linear differential operators
acting on FunslN (V [0]), which we call the dynamical elliptic Bethe algebra.
1 The algebra is
given in the form of a differential operator
D = ∂Nx +
N∑
j=1
Sj(x)∂
N−j
x(1.1)
with respect to the variable x, where each coefficient Sj(x) is a differential operator act-
ing on FunslN (V [0]) and depending on x as a parameter. We call the operator D the
universal differential operator or the RST-operator. The dynamical elliptic Bethe alge-
bra BV (z1, . . . , zn, τ) is the algebra generated by the identity operator and the operators
{Sj(x) | x ∈ C, j = 1, . . . , N}.
Our Theorem 4.1 says that the Bethe algebra is doubly periodic,
D(x+ k + lτ) = D(x), k, l ∈ Z,
Theorem 4.4 says that the Bethe algebra is conjugated by some explicit operator, if some of
the complex numbers z1, . . . , zn are shifted by elements of the lattice Z+ τZ.
Let Ψ ∈ FunslN (V [0]) be an eigenfunction of the Bethe algebra. Then
Sj(x)Ψ = Bj(x)Ψ, j = 1, . . . , N,
where Bj(x) is a scalar function of x of eigenvalues of the operator Sj(x). This construction
assigns to Ψ a scalar differential operator with respect to the variable x,
DΨ = ∂
N
x +
N∑
j=1
Bj(x)∂
N−j
x ,(1.2)
called the fundamental differential operator of the eigenfunction Ψ. We have DΨ(x+k+lτ) =
DΨ(x) for k, l ∈ Z.
The correspondence Φ → DΨ between eigenfunctions of the commutative dynamical el-
liptic Bethe algebra and ordinary differential operators of special form is in the spirit of the
geometric Langlands correspondence. An example of a non-dynamical non-elliptic corre-
spondence of that type see in [MTV1, MTV2], where an eigenvector Ψ of the non-dynamical
glN Gaudin model corresponds to a differential operator, whose kernel consists of polynomi-
als only, and that polynomial kernel defines a point in the Grassmannian of N -planes in the
vector space C[x].
In this paper we study the relation Φ → DΨ for the Bethe eigenfunctions in the case of
the tensor product of irreducible sl2-modules. In that case
D = ∂2x + S2(x) and DΨ = ∂
2
x +B2(x).
1In fact in [RST] the authors consider the tensor products of glN -modules, while in this paper we restrict
ourselves to tensor products of slN -modules
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In Lemma 4.11 we show that the universal differential operator ∂2x+S2(x) is invariant with
respect to the natural action of the sl2 Weyl group W = {id, s}. Hence the Weyl group acts
on the set of eigenfunctions of the dynamical elliptic Bethe algebra, and the eigenfunctions
Ψ and s(Ψ) have the same fundamental differential operators.
In Theorem 4.9 we show that
S2(x, z, τ) = −2πiH0(z, τ)−
n∑
s=1
[
Hs(z, τ)ρ(x− zs, τ) + c
(s)
2 ρ
′(x− zs, τ)
]
,(1.3)
where Hj(z, τ), j = 0, . . . , n, are the KZB operators, introduced by G.Felder and C.Wieszer-
kowski in [FW] to describe the differential equations for conformal blocks on the elliptic curve
C/Z+ τZ. The operator c2 in (1.3) is the quadratic central element in U(sl2), and ρ = θ
′/θ
is the logarithmic derivative of the normalized first Jacobi theta function, see (2.1).
Formula (1.3) shows that the dynamical elliptic Bethe algebra is generated by the KZB
operators for the Lie algebra sl2.
The construction of eigenfunctions of the KZB operators by the Bethe ansatz method was
suggested in [FV1]. Let λ12 be the coordinate on the Cartan subalgebra of sl2. Let V =
⊗nj=1Vj be a tensor product of irreducible sl2-modules with highest weights mj , j = 1, . . . , n.
The zero weight subspace V [0] in nontrivial if the sum m1 + · · · +mn is even, that is, the
sum equals 2m for some m ∈ Z>0.
We introduces a certain elliptic master function Φ(µ, t, z, τ), depending on complex vari-
ables µ, t = (t1, . . . , tm), z = (z1, . . . , zn), τ , and introduce a certain meromorphic V [0]-valued
function Ψ(λ12, µ, t, z, τ) of λ12, depending on the parameters t, z, µ, τ , see (5.3) and (10.1).
Given µ, z, τ , we consider the critical point equations for the master function with respect
to the variables t,
∂Φ
∂tj
(µ, t, z, τ) = 0, j = 1, . . . , m,
called the Bethe ansatz equations. By [FV1], if (µ, t, z, τ) is a solutions of the Bethe ansats
equations, then the function Ψ(λ12, µ, t, z, τ) of λ12 is an eigenfunctions of the KZB operators,
H0(z, τ)Ψ(λ12, µ, t, z, τ) =
∂Φ
∂τ
(µ, t, z, τ) Ψ(λ12, µ, t, z, τ),(1.4)
Ha(z, τ) Ψ(λ12, µ, t, z, τ) =
∂Φ
∂za
(µ, t, z, τ) Ψ(λ12, µ, t, z, τ), a = 1, . . . , n,
see Theorem 5.1. The eigenfunction Ψ(λ12, µ, t, z, τ) has a periodicity property:
Ψ(λ12 + 1, µ, t, z, τ) = e
πiµΨ(λ12, µ, t, z, τ).
Thus, given z, τ we have a family of meromorphic eigenfunctions of the elliptic dynamical
Bethe algebra depending on the parameters (µ, t) such that (µ, t, z, τ) solve the Bethe ansatz
equations.
The fundamental differential operator of the eigenfunction Ψ(λ12, µ, t, z, τ) is denoted by
D(µ,t,z,τ). Formulas (1.3) and (1.4) allow us to give the following formula for D(µ,t,z,τ). Let
y(x) =
∏m
i=1
θ(x− ti, τ), u(x) = e
πiµxy(x)
∏n
s=1
θ(x− zs, τ)
−ms/2.
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Then
D(µ,t,z,τ) =
(
∂x + (lnu)
′
)(
∂x − (lnu)
′
)
,(1.5)
where ′ is the derivative with respect to x, see Theorem 5.3.
Having this formula, we restrict ourselves to the case V = (C2)⊗2m, study the kernels of
the fundamental differential operators D(µ,t,z,τ), and the dependence of the kernels on (µ, t).
We introduce the space of theta-polynomials of degree m and show, under certain condi-
tions, that the kernel of D(µ,t,z,τ) is generated by two functions u1(x), u2(x) of the form,
u1(x) = f/
√
Wr(f, g), u2(x) = g/
√
Wr(f, g),(1.6)
where f, g are theta-polynomials of degree m, and Wr(f, g) = fg′ − f ′g is the Wronskian of
the functions f and g, see Theorems 9.7 and 9.8.
Under certain conditions, we show that the Bethe eigenfunctions Ψ(λ12, µ, t, z, τ) are in
one-to-one correspondence with equivalence classes of ordered pairs (f, g) of theta-polynomi-
als of degree m, see Theorems 9.7, 10.2, and 10.4.
We define the analytic involution on the set of ordered pairs of theta-polynomials by the
formula (f, g) 7→ (g, f). The analytic involution induces an involution on the set of Bethe
eigenfunctions. We prove that the analytic involution on the set of Bethe eigenfunctions
coincides with the action of the Weyl involution s, see Theorem 10.3, see also [MV2, Section
5], where a non-dynamical non-elliptic version of this result had been established.
Under certain conditions, we show that the differential operators D(µ,t,z,τ) are in one-to-
one correspondence with the unordered pairs (Ψ, s(Ψ)) of Bethe eigenfunctions, see Theorem
10.4. That means that two Bethe eigenfunctions Ψ(λ12, µ, t, z, τ) and Ψ(λ12, µ
′, t′, z, τ) have
the same eigenvalues for every element of the dynamical elliptic Bethe algebra BV (z1, . . . ,
z2m, τ), if and only if either Ψ(λ12, µ, t, z, τ) = Ψ(λ12, µ
′, t′, z, τ) or s(Ψ(λ12, µ, t, z, τ)) =
Ψ(λ12, µ
′, t′, z, τ) up to proportionality.
In the proofs we use asymptotics of the solutions of Bethe ansatz equations when µ→∞,
see Theorems 11.2, 12.2, Lemma 12.4.
As a byproduct of that asymptotic study we obtain some counting results. For example,
in Theorem 12.2, we show that in the limit µ → ∞, the number of Bethe eingenfunctions
with given µ, z, τ equals dim(C2)⊗2m[0] =
(
2m
m
)
, and the leading terms of asymptotics of
those Bethe eigenfunctions form the standard weight basis of (C2)⊗2m[0].
We also count the number of ratios of theta-polynomials of degree m with prescribed zeros
of the derivative. More precisely, fix a fundamental parallelogram Λ ⊂ C of the lattice Z+τZ
acting on C. Consider the ratio F of two theta-polynomials of degree m with m simple poles
in Λ. Then the function F can be written uniquely in the form
F = g/f, f =
∏m
j=1
θ(x− tj , τ),(1.7)
where t = (t1, . . . , tm) is a point of Λ
m/Sm with distinct coordinates and g is a theta-
polynomial of degree m. The derivative F ′ = Wr(f, g)/f 2 can be written uniquely in the
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form
F ′ = e−2πiµx
∏2m
a=1 θ(x− za, τ)∏m
j=1 θ(x− tj , τ)
2
(1.8)
for some µ ∈ C and z = (z1, . . . , z2m) ∈ Λ
2m/S2m. By our assumption the numerator and
denominator of this ratio have no common zeros. Let Λ′ be the interior of Λ. Assume that
z = (z1, . . . , z2m) belongs (Λ
′)2m/S2m and has distinct coordinates. Then there exists N > 0,
such that for any µ ∈ C with |µ| > N there exist exactly
(
2m
m
)
functions F (x) as in (1.7)
with the derivative as in (1.8), up to proportionality, see Theorem 12.1.
The paper is organized as follows. In Section 2 we collect useful formulas on theta func-
tions. In Section 3 the RST-operator and KZB operators are introduced. First properties of
the RST-operator are discussed in Section 4. In particular, we prove the double periodicity
of the RST-operator. We describe the transformations of the RST-operator under the shifts
of the parameters z1, . . . , zn by elements of the lattice Z + τZ. We describe the Laurent
expansion of the RST-operator in Theorem 4.6 and express the coefficient S2(x) in terms of
the KZB operators. The Bethe ansatz for sl2 is discussed in Section 5. We restrict ourselves
to the case V = (C2)⊗2m in Section 6. In Section 7 the theta-polynomials are introduced.
In Section 8 we study the Wronskian equation Wr(f, g) = h for theta-polynomails f, g, h
of degrees m,m, 2m, respectively. In particular, we present a theorem from an unpublished
paper [BMV] by L.Borisov, E.Mukhin, A.Varchenko, which says that given f, h, then, under
certain conditions, there exists a unique g satisfying the equation Wr(f, g) = h, see Theorem
8.4. In Section 9 the interrelations between solutions of the Bethe ansatz equations and
ordered pairs of theta-polynomials are studied. In Section 10 a formula for Bethe eigenfunc-
tions is given and the properties of Bethe eigenfunctions are discussed. In Section 11 we
introduce the elliptic Wronki map and describe the asymptotic behavior of its fibers in the
limit Imµ → ∞, see the important for us Theorem 11.2. We discuss the applications of
Theorem 11.2 in Section 12, in particular, we give a proof of Theorem 10.3 that the analytic
and Weyl involutions coincide on Bethe eigenfunctions.
The second author thanks A.Eremenko, G. Felder, A.Gabrielov, V.Rubtsov, V.Tarasov
for useful discussions. The second author also thanks P.Etingof for recommending the first
author for a post-doc position at UNC at Chapel Hill.
2. Preliminaries
2.1. Theta functions. Our notations on theta functions follow [FV2]. Let z, q ∈ C with
|q| < 1. Denote
(z; q) =
∞∏
j=0
(1− zqj).
Let z = e2πix and q = e2πiτ . The first Jacobi theta function is defined by the formula
θ1(x, τ) = ie
πi(τ/4−x)(z; q)(q/z; q)(q; q).
It is an entire holomorphic odd function such that
θ1(x+ n+mτ, τ) = (−1)
m+ne−πim
2τ−2πimuθ1(x, τ), m, n ∈ Z.
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It obeys the heat equation
4πi
∂
∂τ
θ1(x, τ) = θ
′′
1 (x, τ),
where ′ = d/dx. Introduce
θ(x, τ) =
e−πiτ/4
2π(q; q)3
θ1(x, τ) = −
e−πix
2πi
(z; q)(q/z; q)(q; q)−2(2.1)
=
sin(πx)
π
(qz; q)(q/z; q)(q; q)−2.
Then
θ(x+ n +mτ, τ) = (−1)m+ne−πim
2τ−2πimuθ(x, τ), m, n ∈ Z,
θ′(0, τ) = 1.
Denote
ρ(x, τ) =
θ′(x, τ)
θ(x, τ)
, σ(x, w, τ) =
θ(x+ w, τ)
θ(x, τ)θ(w, τ)
,
ϕ(x, w, τ) = ∂xσ(w,−x, τ), η(x) = ρ(x)
2 + ρ′(x).
In the sequel, we will often omit the τ argument.
2.2. Collected formulas. We have for any m,n ∈ Z, we have
ρ(x+ n+mτ) = ρ(x)− 2πim,
ρ′(x+ n+mτ) = ρ′(x),
σ(x+ n+mτ,w) = e−2πimwσ(x, w),
ϕ(x+ n+mτ,w) = e2πimwϕ(x, w),
ϕ(x, w + n+mτ) = e2πimx
(
ϕ(x, w) + 2πimσ(w,−x)
)
,
η(x+ n+mτ,w) = η(x, w)− 4πimρ(x) + (2πim)2.
If a1, . . . , an, z1, . . . , zn ∈ C and
∑n
j=1 aj = 0, then the function
f(x) =
n∑
j=1
ajρ(x− zj , τ)
is doubly periodic:
f(x+ n +mτ) = f(x), m, n ∈ Z.
The function ρ′(x, τ) is even, while θ(x, τ) and ρ(x, τ) are odd. We also have the identities
σ(−x,−w) = −σ(x, w)
ϕ(−x,−w) = ϕ(x, w).
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We have the following Laurent series expansions about x = 0,
θ(x) = x+O(x3),
ρ(x) = x−1 +O(x),
σ(x, w) = x−1 + ρ(w) +O(x),
ϕ(x, w) = x−2 +O(1),
η(x) = O(1).
Lemma 2.1. We have the identities
ϕ(x, w) = σ(w,−x)(ρ(x− w)− ρ(x)),
ϕ(x, 0) = −ρ′(x).
Proof. The first identity is obtained by taking the logarithmic derivative:
∂xσ(w,−x)
σ(w,−x)
= −
∂xθ(w − x)
θ(w − x)
+
∂xθ(−x)
θ(−x)
,
while the second can by seen taking Laurent expansion about w = 0:
σ(w,−x)(ρ(x− w)− ρ(x)) = (w−1 +O(1))(−ρ′(x)w +O(w2)).

Lemma 2.2. Assume that z1, z2 ∈ C do not differ by an element of Z+ τZ. Then
σ(x− z1, w)σ(x− z2,−w)
σ(z1 − z2,−w)
+ ρ(x− z2)− ρ(x− z1) = ρ(w)− ρ(w − (z1 − z2)),(2.2)
σ(x, w)σ(x,−w) = ρ′(w)− ρ′(x).(2.3)
Proof. The difference,
σ(x− z1, w)σ(x− z2,−w)
σ(z1 − z2,−w)
+ ρ(x− z2)− ρ(x− z1)− ρ(w) + ρ(w − (z1 − z2)),
is a doubly periodic function, both in the variable x and in the variable w. The difference is
entire in both variables as well, hence it must be a constant. Evaluating at w = x− z2, this
constant is seen to be zero. The second identity is proved similarly. 
Remark. Formula (2.2) is a reformulation of the following identity:∏
16j<l63 θ(xj + xl)
θ(x1 + x2 + x3)
∏3
j=1 θ(xj)
−
3∑
j=1
ρ(xj) + ρ(x1 + x2 + x3) = 0,
which can be obtained from (2.2) by a change of variables.
Lemma 2.3. The function
f(x) = ρ(x− z1)ρ(x− z2) + ρ(z1 − z2)ρ(x− z2)− ρ(z1 − z2)ρ(x− z1)
satisfies the identities
f(z1) = f(z2) = η(z1 − z2).
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Proof. Observe the Laurent expansion about x = z1:
ρ(x− z1) (ρ(x− z2)− ρ(z1 − z2))
=
(
(x− z1)
−1 +O(x− z1)
) (
ρ′(z1 − z2)(x− z1) +O((x− z1)
2)
)
,
so
f(z1) = ρ
′(z1 − z2) + ρ(z1 − z2)
2 = η(z1 − z2).
A similar argument shows f(z2) = η(z2 − z1) = η(z1 − z2). 
3. The RST-operator
3.1. The RST-operator for glN . Consider the complex Lie algebra glN with standard
basis ejl, j, l = 1, . . . , N . Let h ⊂ glN be the Cartan subalgebra generated by the elements
ejj, j = 1, . . . , N . Let λ ∈ h with λ = λ1e11 + · · ·+ λNeNN .
Let z = {z1, . . . , zn} ⊂ C be numbers such that no pairwise difference belongs to Z+ τZ.
Let V1, . . . , Vn be glN -modules and V = ⊗
n
k=1Vk. For an element g ∈ U(glN), we write
g(k) = 1 ⊗ · · · ⊗ g ⊗ · · · ⊗ 1, with the element g in the k-th factor. Let V = ⊕λ∈h∗V [λ] be
the the weight decomposition, where V [λ] = {v ∈ V | ejjv = λ(ejj)v for j = 1, . . . , N}. In
particular,
V [0] = {v ∈ V | ejjv = 0, j = 1 . . . , N}.
Denote λjl = λj − λl,
e+jj(x) =
∑n
k=1
ρ(x− zk)e
(k)
jj ,
e+jl(x) =
∑n
k=1
σ(x− zk, λjl)e
(k)
jl , for j 6= l.
Introduce the N ×N -matrix L(x) = (Ljl(x)),
Ljj(x) = e
+
jj(x) +
∑
l 6=j
ρ(λjl)ell,
Ljl(x) = e
+
lj(x), for j 6= l.
Here ell acts on V as e
(1)
ll + · · ·+ e
(n)
ll .
The universal dynamical differential operator (or the RST-operator) is defined by the
formula
D = cdet (δjl∂x − δjl∂λj + Ljl),(3.1)
where, for an N ×N -matrix X = (Xjl) with noncommuting entries the column determinant
is defined by the formula
cdetX =
∑
σ∈SN
(−1)σXσ(1),1 . . .Xσ(N),N .
Let us write
D = ∂Nx +
∑N
j=1
Sj(x)∂
N−j
x .(3.2)
Recall the tensor product V and the zero-weight subspace V [0] ⊂ V . We interpret every
coefficient Sj(x) as a function of x with values in the space of differential operators in
variables λ1, . . . , λN with coefficients in End(V ).
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Theorem 3.1 ([RST]). Fix τ ∈ C with Im τ > 0. Fix z = {z1, . . . , zn} ⊂ C so that that no
pairwise difference belongs to Z + τZ. Then for x ∈ C, and any j = 1, . . . , N , the operator
Sj(x) well-defines a differential operator in λ1, . . . , λN with coefficients in End(V [0]). More-
over, for any j, l ∈ {1, . . . , N}, u, v ∈ C, these differential operators Sj(u), Sl(v) commute,
[Sj(u), Sl(v)] = 0.
3.2. The RST-operator for slN and Bethe algebra. In this paper, we are interested in
the slN version of the RST-operator.
The Lie algebra slN is a Lie subalgebra of glN . We have glN = slN ⊕ C(e11 + · · ·+ eNN ),
where e11 + · · · + eNN is a central element. Let V1, . . . , Vn be slN -modules, thought of as
glN -modules, where the central element e11 + · · · + eNN acts by zero. Let V = ⊗
n
k=1Vk be
the tensor product of the slN -modules. In this paper we consider only such tensor products.
We identify the algebra of functions on the Cartan subalgebra of slN with the algebra of
functions in the variables λ1, . . . , λN , which depend only on the differences λjl = λi − λl.
Indeed, the Cartan subalgebra of slN consists of elements λ = λ1e11 + · · · + λNeNN with
λ1 + · · · + λN = 0. Such elements are determined uniquely by the differences λjl of the
coordinates.
Denote by FunslN (V [0]) the space of V [0]-valued meromorphic functions in the variables
λ1, . . . , λN , which depend only on the differences λjl = λi − λl.
Each coefficient Sj(x) of the RST-operator, associated with V [0], defines a differential
operator acting on FunslN (V [0]). From now on we consider the coefficients S1(x), . . . , SN (x)
as a family of commuting differential operators on FunslN (V [0]), depending on the parameter
x.
The commutative algebra B = BV (z1, . . . , zn, τ) of operators on FunslN (V [0]) generated by
the identity operator and the operators {Sj(x) | j = 1, . . . , N, x ∈ C} is called the dynamical
elliptic Bethe algebra of V .
3.3. The KZB operators. Introduce the following elements of glN ⊗ glN :
Ω0 =
∑N
k=1
ekk ⊗ ekk, Ωjl = ejl ⊗ elj for j 6= l, Ω = Ω0 +
∑
j 6=l
Ωjl.
The KZB operators H0(z1, . . . , zn, τ), . . . , Hn(z1, . . . , zn, τ) as operators on the V [0]-valued
functions on the Cartan subalgebra of slN were introduced in [FW]. As differential operators
on FunslN (V [0]) they have the following form:
H0(z, τ) =
1
4πi
N∑
k=1
∂2λk +
1
4πi
∑
s,p
[1
2
η(zs − zp, τ)Ω
(s,p)
0 −
∑
j 6=l
ϕ(λjl, zs − zp, τ)Ω
(s,p)
jl
]
,
Hs(z, τ) = −
∑N
k=1
e
(s)
kk ∂λk +
∑
p : p 6=s
[
ρ(zs − zp, τ)Ω
(s,p)
0 +
∑
j 6=l
σ(zs − zp,−λjl, τ)Ω
(s,p)
jl
]
,
see these formulas in Section 3.3 of [JV].
By [FW] the operators H0(z, τ), H1(z, τ), . . . , Hn(z, τ) commute and∑n
s=1
Hs(z, τ) = 0.(3.3)
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3.4. Center of glN . Let Z(x) be the following polynomial in the variable x with coefficients
in U(glN ):
(3.4) Z(x) = rdet


x− e11 −e21 . . . −eN1
−e12 x+ 1− e22 . . . −eN2
. . . . . . . . . . . .
−e1N −e2N . . . x+N − 1− eNN

 .
The next statement was proved in [HU], see also [MNO, Section 2.11].
Theorem 3.2. The coefficients of the polynomial Z(x)−xN are free generators of the center
of U(glN). 
For example, the coefficient of xN−2 equals∑
16j<l6N
((ejj − j + 1)(ell − l + 1)− eljejl)(3.5)
=
∑
16j<l6N
(ejjell − eljejl) +
∑N
j=1
(j − 1)ejj −
N(N − 1)
2
∑N
j=1
ejj + const
=
∑
16j<l6N
(ejjell − eljejl + ell)−
N(N − 1)
2
∑N
j=1
ejj + const
=
∑
16j<l6N
(ejjell − ejlelj + ejj)−
N(N − 1)
2
∑N
j=1
ejj + const .
4. First properties of the Bethe algebra
4.1. Double periodicity of the RST-operator.
Theorem 4.1. The operator D satisfies
D(x+ k + lτ) = D(x), k, l ∈ Z,
so each Sk(x) is a doubly periodic function in the variable x.
Proof. Clearly D(x + 1) = D(x). Let us study D(x + τ) − D(x). The diagonal part the
matrix of D(x + τ) − D(x) is the matrix −2πi diag(e11, . . . , eNN). The off-diagonal (jl)-th
entry of D(x+ τ) equals the off-diagonal (jl)-th entry of D(x) multiplied by e2πiλjl .
Decompose D(x+ τ) into the sum of monomials
ML(x+ τ) := Dl1,1(x+ τ)Dl2,2(x+ τ) . . .DlN ,N(x+ τ).
Assume that such a monomial has a factor Drr(x+ τ) = ∂x− ∂λr +Lrr(x)− 2πierr for some
r.
Lemma 4.2. The presence of the term −2πierr in Drr(x + τ) does not contribute to the
difference D(x+ τ)−D(u).
Proof. In this monomial the element err stays in front of the product
Dlr+1,r+1(x+ τ)Dlr+2,r+2(x+ τ) . . .DlN ,N(x+ τ).
Since r /∈ {r + 1, . . . , N, lr+1, . . . , lN}, the element err commutes with Dlr+1,r+1(x + τ)×
Dlr+2,r+2(x+τ) . . .DlN ,N(x+τ). Hence err can be written as the last factor of that monomial.
After that err will act on the zero weight subspace by zero and the corresponding product
will act by zero. 
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Lemma 4.3. The operator ∂λr commutes with each of the factors e
2πiλr+1,lr+1 ,. . . , e2πiλN,lN
appearing in the product Dlr+1,r+1(x+ τ) . . .DlN ,N(x+ τ).
Proof. The lemma follows from the fact that r /∈ {r + 1, . . . , N, lr+1, . . . , lN} 
By the first of the previous lemma we see that in order to prove the theorem we need to
check that the factors e2πiλjl = Djl(x + τ)/Djl(x) do not change the determinant. By the
second of the previous lemma we see that those factors behave like in a standard commutative
determinant (they are not being differentiated). Thus we need to check that in an arbitrary
monomial ML(x + τ) the total product of the factors e
2πiλjl equals zero. But that follows
from the fact that l1, . . . , lN is a permutation of 1, . . . , N . 
4.2. Dependence upon z. Recall that z = {z1, . . . , zn} is an n-tuple of complex numbers
such that no pairwise difference belongs to Z+ τZ. The RST-operator depends on z, τ . It is
clear from the formulas of Section 2.2 that D(x, z1, . . . , zn, τ) = D(x, z1, . . . , zs+m, . . . , zn, τ)
for any m ∈ Z.
Theorem 4.4. We have
D(x, z1, . . . , zs + τ, . . . , zn, τ) = e
−2πi
∑
l λle
(s)
ll D(x, z1, . . . , zn, τ)e
2πi
∑
l λle
(s)
ll
Proof. Let us calculate the effect of conjugating by A = e−2πi
∑
l λle
(s)
ll :
Ae
(s)
jj A
−1 = e
(s)
jj ,
Ae
(s)
jl A
−1 = e2πiλjle
(s)
jl , j 6= l,
A∂λjA
−1 = ∂λj − 2πie
(s)
jj .
Thus, we have
ALjj(x, z)A
−1 = Ljj(x, z),
ALjl(x, z)A
−1 = e2πiλljσ(x− zs, λlj)e
(s)
lj +
∑
k 6=s
σ(x− zk, λlj)e
(k)
lj .
Let Djl(x, z) = δjl∂x − δjl∂λj + Ljl. Then
ADjj(x, z)A
−1 = ∂x − ∂λj + 2πie
(s)
jj + Ljj = Djj(x, z)A
−1 + 2πie
(s)
jj ,
ADjl(x, z)A
−1 = e2πiλljσ(x− zs, λlj)e
(s)
lj +
∑
k 6=s
σ(x− zk, λlj)e
(k)
lj .
On the other hand, the formulas of Section 2.2 yield
Ljj(x, z1, . . . , zs + τ, . . . , zn) = Ljj(x, z1, . . . , zn) + 2πie
(s)
jj ,
Ljl(x, z1, . . . , zs + τ, . . . , zn) = e
2πiλljσ(x− zs, λlj)e
(s)
lj +
∑
k 6=s
σ(x− zk, λlj)e
(k)
lj ,
thus we have shown that for any j, l, Djl(x, z1, . . . , zs + τ, . . . , zn) = ADjl(x, z)A
−1. This
yields the theorem. 
Corollary 4.5. The two commutative algebras BV (z1, . . . , zn, τ) and B
V (z1, . . . , zs + τ, . . . ,
zn, τ) of operators on FunslN (V [0]) are conjugated by the operator e
−2πi
∑
lλle
(s)
ll .
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4.3. Laurent decomposition of the RST-operator.
Theorem 4.6. Let
D(x, z, τ) =
∑N
j=1
ci,j(z, τ)
(x− zi)j
+O(1), i = 1, . . . , n,
be the Laurent expansion of D(x, z, τ) at x = zi, where ci,j(z, τ) are operators on FunslN (V [0]).
Then
D(x, z, τ) =
∑n
i=1
∑N
j=1
(−1)j−1
(j − 1)!
ρ(j−1)(x− zi, τ) ci,j(z, τ) + c0(z, τ),
where ρ(j−1)(x, τ) is the (j − 1)-st derivative of ρ(x, τ) with respect to x, and c0(z, τ) is an
operator on FunslN (V [0]) independent of x.
Proof. First, choose a fundamental parallelogram Λ for C/(Z + τZ) acting on C such that
each zi, i = 1, . . . , n, differs by an element of Z+ τZ from an element z˜i in the interior of Λ.
Then the set of poles of D(x, z, τ) in Λ with respect to x is {z˜1, . . . , z˜n}. Since D(x, z, τ) is
doubly periodic, the Laurent expansion of D(x, z, τ) at x = zi has the same coefficients as
the expansion at x = z˜i.
We have
n∑
i=1
ci,1(z, τ) =
∫
∂Λ
D(x, z, τ)dx = 0.
Now the difference D(x)−
∑n
i=1
∑N
j=1
(−1)j−1
(j−1)!
ρ(j−1)(x− z˜i, τ)ci,j is an entire doubly periodic
function of x, thus the difference is a constant with respect to x. 
Corollary 4.7. The dynamical elliptic Bethe algebra BV (z, τ) is generated by the nN + 1
elements ci,j(z, τ) and c0(z, τ) of Theorem 4.6. 
4.4. The coefficients S1(x) and S2(x).
Lemma 4.8. We have
S1(x, z, τ) =
∑N
j=1
Ljj(x, z, τ)−
∑N
j=1
∂λj = 0
as an operator on FunslN (V [0]). 
Theorem 4.9. We have the following identity of operators on FunslN (V [0]):
S2(x, z, τ) = −2πiH0(z, τ)−
∑n
s=1
[
Hs(z, τ)ρ(x − zs, τ) + c
(s)
2 ρ
′(x− zs, τ)
]
,
where c2 =
∑
j<l(ejjell − ejlelj + ejj) is a central element by equation (3.5).
Corollary 4.10. Assume that N = 2 and each Vs, s = 1, . . . , n, is an irreducible sl2-
module. Then the dynamical elliptic Bethe algebra BV(z, τ) is generated by the KZB operators
H0(z, τ), . . . ,Hn(z, τ).
Proof. Since all Vs are irreducible, each (c2)
(s) acts by a scalar on Funsl2(V [0]). 
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Proof of Theorem 4.9. Denote
F (x, λjl) := S2(x) + 2πiH0(z) +
∑n
s=1
[
Hs(z)ρ(x − zs) + c
(s)
2 ρ
′(x− zs)
]
−
∑
s 6=p
ρ(zs − zp)ρ(x− zs)(c1 ⊗ c1)
(s,p).
It is immediate that F (x, λjl) is meromorphic in x, having poles of at most second order
at the points zs + Z + τZ, s = 1, . . . , n, and holomorphic elsewhere. Similarly, F (x, λjl) is
meromorphic in each varaible λjl, having poles of at most second order at the points Z+ τZ,
and holomorphic elsewhere.
We have
S2(x) =
∑
16j<l6N
[
(Ljj − ∂λj )(Lll − ∂λl)− LljLjl + L
′
ll
]
=
∑
16j<l6N
[
∂λj∂λl − Ljj∂λl − Lll∂λj + LjjLll − LljLjl −
∂Lll
∂λj
+
∂Lll
∂x
]
.
We may expand this expression
S2(x) = −
1
2
∑
j
∂2λj +
∑
j<l
[∑
s
(−ρ(x − zs)ejj∂λl − ρ(x− zs)ell∂λj + ρ
′(x− zs)ell)
(s)
+
∑
s,p
(ρ(x− zs)ρ(x− zp)ejj ⊗ ell − σ(x− zs, λjl)σ(x− zp,−λjl)ejl ⊗ elj)
(s,p)
]
.
The function S2(x) is doubly periodic in the variable x by Theorem 4.1.
The coefficient of (x − zs)
−2 in the Laurent expansion of S2(x) about zs is c
(s)
2 . Hence
F (x, λjl) has no second order poles in the variable x.
The coefficient of (x− zs)
−1 in S2(x) is∑
j<l
[
− (ejj∂λl + ell∂λj )
(s) +
∑
p:p 6=s
[
ρ(zs − zp)(ejj ⊗ ell + ell ⊗ ejj)
−σ(zs − zp,−λjl)ejl ⊗ elj − σ(zs − zp, λjl)elj ⊗ ejl
](s,p)]
,
which equals −Hs(z). We have
∑
sHs(z) = 0 by (3.3). Hence the function
−
∑n
s=1
Hs(z)ρ(x − zs)
is doubly periodic with respect to x and has the same residues as S2(x). Now we may
conclude that F (x, λjl) is an entire doubly periodic function in x. Thus it is a function only
depending on the variables λjl.
Next, we may write
F (x, λjl) =
∑
s
c
(s)
2 ρ
′(x− zs)−
∑
s 6=p
ρ(zs − zp)ρ(x− zs)(c1 ⊗ c1)
(s,p)
+
∑
s
[∑
j<l
− ρ(x− zs)(ejj∂λl + ell∂λj )−
∑
j
ρ(x− zs)ejj∂λj
](s)
BETHE ALGEBRA, EIGENFUNCTIONS, AND THETA-POLYNOMIALS 15
+
∑
s 6=p
∑
j<l
[
− σ(x− zs, λjl)σ(x− zp,−λjl)− ϕ(λjl, zs − zp)
+ σ(zs − zp,−λjl)(ρ(x− zs)− ρ(x− zp))
]
(ejl ⊗ elj)
(s,p)
+
∑
s
∑
j<l
[(
−σ(x− zs, λjl)σ(x− zs,−λjl)−
1
2
ϕ(λjl, 0)
)
ejlelj −
1
2
ϕ(λjl, 0)eljejl
](s)
+
∑
s 6=p
∑
j<l
ρ(x− zs)ρ(x− zp)(ejj ⊗ ell)
(s,p)
+
∑
s 6=p
∑
j
[1
4
η(zs − zp) + ρ(x− zs)ρ(zs − zp)
]
(ejj ⊗ ejj)
(s,p)
+
∑
s
∑
j<l
[
ρ(x− zs)
2ejjell + ρ
′(x− zs)ell
](s)
+
∑
s
∑
j
1
4
η(0)(e2jj)
(s).
The second line is
−
∑
s
ρ(x− zs)
[∑
16j<l6N
(ejj∂λl + ell∂λj ) +
∑
j
ejj∂λj
](s)
= −
∑
s
ρ(x− zs)c
(s)
1 (∂λ1 + · · ·+ ∂λN ),
and hence is zero.
By Lemma 2.2, the sum on the third and fourth lines is zero, while the fifth line is equal
to ∑
s
∑
j<l
[
ρ′(x− zs)ejlelj +
1
2
ϕ(λjl, 0)(ejj − ell)
](s)
=
∑
s
∑
j<l
[
ρ′(x− zs)ejlelj
](s)
+
∑
j<l
1
2
ϕ(λjl, 0)(ejj − ell) =
∑
s
∑
j<l
[
ρ′(x− zs)ejlelj
](s)
,
in Dgl(V [0]). This shows that, in fact, F (x, λjl) does not depend on λjl either.
Now, the expression for F = F (x, λjl) inside of Dsl(V [0]) reduces to∑
s 6=p
∑
j<l
[
ρ(x− zs)ρ(x− zp) + ρ(zp − zs)ρ(zp − x) + ρ(zs − zp)ρ(zs − x)
]
(ejj ⊗ ell)
(s,p)
+
∑
s 6=p
∑
j
1
4
η(zs − zp)(ejj ⊗ ejj)
(s,p) +
∑
s
∑
j<l
η(x− zs)(ejjell)
(s) +
∑
s
∑
j
1
4
η(0)(e2jj)
(s).
To complete the proof, we must show that F = 0. Let us view F as a Dgl(V [0])-valued
function in the variable zk, clearly regular at zk = x and zk = zj for each j 6= k. We will
show that F is a doubly periodic function in each variable zk. It follows that F is entire in
zk, hence it does not depend on the choice of these points. Then we can degenerate to the
case when all zk = 0, which will show that the resulting operator acts on V [0] by zero.
We write F = F (zk) to emphasize the dependence of F on the variable zk. We have
F (zk + τ)− F (zk) =
∑
s 6=k
[∑
j<l
[
(2πi)2 − 2πi (ρ(zk − u) + ρ(zk − zs))
]
(ejj ⊗ ell + ell ⊗ ejj)
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+
1
2
∑
j
[
(2πi)2 − 4πiρ(zk − zs)
]
ejj ⊗ ejj
](k,s)
+
∑
j<l
[
(2πi)2 − 4πiρ(zk − x)
]
(ejjell)
(k)
=
∑
s 6=k
[∑
j 6=l
[
(2πi)2 − 2πi (ρ(zk − x))
]
(ejj ⊗ ell) +
1
2
∑
j
[
(2πi)2
]
ejj ⊗ ejj
](k,s)
+
1
2
∑
j 6=l
[
(2πi)2 − 4πiρ(zk − x)
]
(ejjell)
(k)
− 2πi
∑
s 6=k
ρ(zk − zs)
[∑
j 6=l
(ejj ⊗ ell +
∑
j
ejj ⊗ ejj
](k,s)
=
[∑
j 6=l
[
(2πi)2 − 2πi (ρ(zk − x))
]
(e
(k)
jj ell − (ejjell)
(k)) +
1
2
∑
j
(2πi)2(e
(k)
jj ejj − (e
2
jj)
(k))
]
+
1
2
∑
j 6=l
[
(2πi)2 − 4πiρ(zk − x)
]
(ejjell)
(k) − 2πi
∑
s 6=k
ρ(zk − zs)
[
c1 ⊗ c1
](k,s)
= 2π2(c1)
2(k) +
∑
j 6=l
[
(2πi)2 − 2πi (ρ(zk − x))
]
e
(k)
jj ell
+
1
2
∑
j
(2πi)2e
(k)
jj ejj − 2πi
∑
s 6=k
ρ(zk − zs)
[
c1 ⊗ c1
](k,s)
,
hence it is zero in Dgl(V [0]).
Now, evaluating at x = z1 = · · · = zn = 0 using the Lemma 2.3, we obtain the following
expression for F .
F =
∑
s 6=p
∑
j<l
η(0)(ejj ⊗ ell)
(s,p) +
∑
s 6=p
∑
j
1
4
η(0)(ejj ⊗ ejj)
(s,p)
+
∑
s
∑
j<l
η(0)(ejjell)
(s) +
∑
s
∑
j
1
4
η(0)(e2jj)
(s) =
1
4
η(0)
[
(c1)
2 + 2
∑
j<l
ejjell],
which is zero in Dgl(V [0]). 
4.5. Weyl group invariance. The Weyl group W acts on the Cartan subalgebra of slN
and on the space V [0] in the standard way. Hence the Weyl group acts on FunslN (V [0]) by
the formula
s : ψ(λ) 7→ s.(ψ(s−1.λ)),
for s ∈ W , ψ ∈ FunslN (V [0]). This extends to a Weyl group action on the space
End(FunslN (V [0])), where for T ∈ End(FunslN (V [0])) and s ∈ W , the operator s(T ) is defined
as the product sTs−1 of the three elements of End(FunslN (V [0])).
Lemma 4.11. For the Lie algebra sl2, the RST-operator D(x, z, τ) ∈ End(Funsl2(V [0])) is
Weyl group invariant.
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Proof. By [FW] the KZB operators H0(z, τ), . . . , Hn(z, τ) are Weyl group invariant. Now
the lemma follows from Theorem 4.9. 
Corollary 4.12. All elements of the sl2 dynamical elliptic Bethe algebra B
V (z, τ) are Weyl
group invariant.
The Weyl group invariance of the RST-operator for slN will be discussed elsewhere.
5. The RST-operator and Bethe ansatz for sl2
5.1. Representations. We consider the zero weight subspace V [0] of the tensor product
of sl2 representations, where V = ⊗
n
s=1Vms and Vms is the finite-dimensional irreducible
representation with highest weight ms, considered as an gl2-module on which the central
element e11+ e22 acts by zero. The dimension of V [0] is positive if the sum
∑n
s=1ms is even.
We denote this sum by 2m, ∑n
s=1
ms = 2m.(5.1)
5.2. Bethe ansatz. Let
ξ =
µ
2
α,(5.2)
where µ ∈ C and α is the simple root of sl2, 〈α, e11〉 = 1, 〈α, e22〉 = −1.
The elliptic master function (see Section 5 of [FV1]) associated to µ ∈ C, z = (z1, . . . , zn) ∈
Cn is the following function of µ, t = (t1, . . . , tm), z, τ :
Φ(µ, t, z, τ) =
πi
2
µ2τ + 2πiµ
( m∑
i=1
ti −
n∑
s=1
ms
2
zs
)
+ 2
∑
16i<j6m
ln θ(ti − tj, τ)(5.3)
−
m∑
i=1
n∑
s=1
ms ln θ(ti − zs, τ) +
∑
16s<r6n
msmr
2
ln θ(zs − zr, τ).
The Bethe ansatz equations are the equations for the critical points of the master function
Φ(µ, t, z, τ) with respect to the variables t,
2πiµ+ 2
∑
j 6=i
ρ(ti − tj , τ)−
n∑
s=1
msρ(ti − zs, τ) = 0, i = 1, . . . , m.(5.4)
Theorem 5.1 ([FV1]). Let (µ0, t01, . . . , t
0
m, z
0
1 , . . . , z
0
n, τ
0) be a solution of the Bethe ansatz
equations (5.4). Then there is a V [0]-valued meromorphic function of λ12, denoted by
Ψ(λ12, µ
0, t0, z0, τ 0), such that
Ha(z
0, τ 0) Ψ(λ12, µ
0, t0, z0, τ 0) =
∂Φ
∂za
(µ0, t0, z0, τ 0) Ψ(λ12, µ
0, t0, z0, τ 0), a = 1, . . . , n,
H0(z
0, τ 0)Ψ(λ12, µ
0, t0, z0, τ 0) =
∂Φ
∂τ
(µ0, t0, z0, τ 0) Ψ(λ12, µ
0, t0, z0, τ 0).
Thus, Ψ(λ12, µ
0, t0, z0, τ 0) is a meromorphic eigenfunction of the KZB operators with the
eigenvalues given by the partial derivatives of the master function with respect to the param-
eters z, τ .
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Proof. In [FV1], integral representations for solutions of the KZB equations
κ∂zaψ = Ha(z, τ)ψ, a = 1, . . . , n,
κ∂τψ = H0(z, τ)ψ,
are constructed starting from horizontal sections of a suitable local system, see [FV1, Propo-
sition 5]. An example of a horizontal section is given by the function
eπiµλ12 Φ(µ, t, z, τ).(5.5)
As explained in [RV], integral representations of solutions of the Knizhnik Zamolodchikov
type equations can be used to construct common eigenvectors of the commuting systems of
operators staying in the right-hand sides of the equations, by applying the stationary phase
method to the integral, when κ → 0, see [FV1, Section 7]. Applying this procedure to the
horizontal section in (5.5), one obtains the eigenfunction Ψ(λ12, µ, t, z, τ) of Theorem 5.1,
see in [FV1] a formula for Ψ(λ12, µ, t, z, τ). A formula for Ψ(λ12, µ, t, z, τ) in the special case
V = ⊗ns=1V1 of the tensor product of two-dimensional irreducible sl2-modules is given in
Section 9. 
5.3. Fundamental differential operator. Let Ψ(λ12) be a V [0]-valued eigenfunction of
S2(x),
S2(x)Ψ(λ12) = B2(x)Ψ(λ12),(5.6)
where B2(x) is a scalar function of x. We assign to Ψ a scalar differential operator with
respect to the variable x,
DΨ = ∂
2
x +B2(x),(5.7)
called the fundamental differential operator of the eigenfunction Ψ.
Lemma 5.2. The fundamental differential operator DΨ is doubly periodic,
DΨ(x+ τ) = DΨ(x+ 1) = DΨ(x).(5.8)
Moreover, if s(DΨ) is the image of DΨ under the Weyl involution, then Ds(Ψ) = DΨ.
Proof. The lemma is a corollary of Theorem 4.1 and Lemma 4.11. 
In particular, let (µ, t, z, τ) be a solution of the Bethe ansatz equations (5.4) (we will omit
the index 0). Let Ψ(λ12, µ, t, z) be the corresponding eigenfunction of the KZB operators,
see Theorem 5.1. By Theorem 4.9 the coefficient S2(x) is a linear combination of the KZB
operators. Hence Ψ(λ12, µ, t, z) is an eigenfunction of S2. Let
D(µ,t,z,τ) = ∂
2
x +B2(x, µ, t, z, τ)(5.9)
be the fundamental differential operator of Ψ(λ12, µ, t, z). This operator will be also called
the fundamental differential operator of the solution (µ, t, z, τ).
Remark. In the non-dynamical setting the fundamental differential operator of a solution
of the Bethe ansatz equations was introduced in [ScV, MV1].
We will give a formula for D(µ,t,z,τ). Let
y(x) =
∏m
i=1
θ(x− ti, τ), u(x) = e
πiµxy(x)
∏n
s=1
θ(x− zs, τ)
−ms/2.(5.10)
BETHE ALGEBRA, EIGENFUNCTIONS, AND THETA-POLYNOMIALS 19
Theorem 5.3. We have
B2(x, µ, t, z, τ) = −(ln u)
′′ − ((ln u)′)2,(5.11)
where the function u(x) is defined in (5.10). In other words,
D(µ,t,z,τ) =
(
∂x + (lnu)
′
)(
∂x − (lnu)
′
)
.(5.12)
Proof. First, we calculate B2(x, µ, t, z, τ).
Lemma 5.4. We have
4πi
∂
∂τ
(ln θ(t− z, τ)) = η(t− z, τ)− η(0).
Proof. Recall that we have defined
θ(u, τ) = θ1(u, τ)/θ
′
1(0, τ),
where the first Jacobi theta function θ1(u, τ) obeys the heat equation
4πi
∂
∂τ
θ1(u, τ) = θ
′′
1 (u, τ).
Since θ′1(u, τ) is holomorphic in u and τ , we have
4πi
∂
∂τ
θ′1(u, τ) = 4πi
∂
∂u
∂
∂τ
θ1(u, τ) = θ
′′′
1 (u, τ).
Thus
4πi
∂
∂τ
(ln θ(t− z, τ)) =
θ
′′
1 (t− z, τ)
θ1(t− z, τ)
−
θ
′′′
1 (0, τ)
θ′1(0, τ)
= η(t− z, τ)− η(0).

The eigenvalue of the operator −4πiH0(z, τ) on the eigenfunction Ψ(λ12, t, µ, z, τ) equals
−2(πi)2µ2 − 4πi
∂
∂τ
[
2
∑
i<j
ln θ(ti − tj)−
∑
i,s
ms ln θ(ti − zs) +
∑
s<r
msmr
2
ln θ(zs − zr)
]
= −2(πi)2µ2 − 2
∑
i<j
(η(ti − tj)− η(0)) +
∑
i,s
ms(η(ti − zs)− η(0))
−
∑
s<r
msmr
2
(η(zs − zr)− η(0)) = −2(πi)
2µ2 − 2
∑
i<j
η(ti − tj) +
∑
i,s
msη(ti − zs)
−
∑
s<r
msmr
2
η(zs − zr) +
(
m(m− 1)−m
∑
s
ms +
1
2
∑
s<r
msmr
)
η(0)
= −2(πi)2µ2 − 2
∑
i<j
η(ti − tj) +
∑
i,s
msη(ti − zs)−
∑
s<r
msmr
2
η(zs − zr)
−
(
m(m+ 1)−
1
2
∑
s<r
msmr
)
η(0).
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For s = 1, . . . , n, the operator Hs(z, τ) has eigenvalue
∂Φ
∂zs
= −πimsµ−
m∑
i=1
msρ(zs − ti) +
∑
r 6=s
msmr
2
ρ(zs − zr),
so we have
B2(x, µ, t, z, τ) = −(πi)
2µ2 −
∑
i<j
η(ti − tj) +
∑
i,s
ms
2
η(ti − zs)−
∑
s<r
msmr
4
η(zs − zr)
−
1
4
(
2m(m+ 1)−
∑
s<r
msmr
)
η(0) + πiµ
n∑
s=1
msρ(x− zs) +
∑
s,i
msρ(zs − ti)ρ(x− zs)
−
∑
s 6=r
msmr
2
ρ(zs − zr)ρ(x− zs) +
1
4
∑
s
ms(ms + 2)ρ
′(x− zs).
Next we calculate the right-hand side in (5.11), namely, the function R(x, µ, t, z, τ) =
−(ln u)′′ − ((ln u)′)2. We have
(ln u)′ = πiµ+
∑m
i=1
ρ(x− ti)−
1
2
∑m
s=1
msρ(x− zs),
−(ln u)′′ = −
∑
i
ρ′(x− ti) +
1
2
∑
s
msρ
′(x− zs),
−((ln u)′)2 = −(πi)2µ2 −
∑
i
ρ(x− ti)
2 −
1
4
∑
s
m2sρ(x− zs)
2
+ πiµ
(∑
s
msρ(x− zs)− 2
∑
i
ρ(x− ti)
)
−
∑
i 6=j
ρ(x− ti)ρ(x− tj)
−
1
4
∑
s 6=r
msmrρ(x− zs)ρ(x− zr) +
∑
i,s
msρ(x− ti)ρ(x− zs),
R(x, µ, t, z, τ) = −
d
dx
ln′ u− (ln′ u)2 = −(πi)2µ2 −
∑
i
η(x− ti)−
1
4
∑
s
m2sη(x− zs)
+
1
4
∑
s
ms(ms + 2)ρ
′(x− zs) + πiµ
(∑
s
msρ(x− zs)− 2
∑
i
ρ(x− ti)
)
−
∑
i 6=j
ρ(x− ti)ρ(x− tj)−
1
4
∑
s 6=r
msmrρ(x− zs)ρ(x− zr)
+
∑
i,s
msρ(x− ti)ρ(x− zs).
The function R(x, t, µ, z, τ) is doubly periodic in x, since
R(x+ τ, t, µ, z, τ)− R(x, t, µ, z, τ)
=
∑
i
[
4πiρ(x− ti)− (2πi)
2
]
+
∑
s
m2s
[
πiρ(x− zs)− (πi)
2
]
− πiµ
(∑
s
2πims − 2
∑
i
2πi
)
+
∑
i 6=j
[
2πi
(
ρ(x− ti) + ρ(x− tj)
)
− (2πi)2
]
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+
∑
s 6=r
msmr
[πi
2
(
ρ(x− zs) + ρ(x− zr)
)
− (πi)2
]
+
∑
i,s
ms
[
(2πi)2 − 2πi
(
ρ(x− ti) + ρ(x− zs)
)]
= (πi)2
[
− 4m−
∑
s
m2s − µ(2
∑
s
ms − 4m)− 4m(m− 1)−
∑
s 6=r
msmr + 8m
2
]
+ πi
∑
i
(
4 + 4(m− 1)− 2
∑
s
ms
)
ρ(x− ti)
+ πi
∑
s
(
m2s +ms
∑
r 6=s
mr − 2mms
)
ρ(x− zs) = 0.
Consider the Laurent expansion of R(x) at each pole. Clearly the coefficient in R(x) of
(x− ti)
−2 is zero. The coefficient in R(x) of (x− ti)
−1 equals
−2πiµ− 2
∑
j 6=i
ρ(ti − tj) +
∑
s
msρ(ti − zs) = 0.
Hence R(x) is regular at x = ti for all i.
The coefficient in R(x) of (x − zs)
−2 equals −1
4
ms(ms + 2). The coefficient in R(x) of
(x− zi)
−1 equals
πiµms −
1
2
∑
r 6=s
msmrρ(zs − zr) +
∑
i
msρ(zs − ti).
These calculations show that the function B2(x, µ, t, z, τ) has the same set of poles in x and
the same Laurent tails at each pole in x as the function R(x, µ, t, z, τ). Since both functions
are doubly periodic in x, we may conclude that B2(x, µ, t, z, τ) − R(x, µ, t, z, τ) is constant
in x. We need to show that this difference is zero.
We will use the following notion of the constant term of a meromorphic doubly periodic
function F (x), regular in the complement to the union of the Z + τZ-orbits of the points
z1, . . . , zn. Namely, let
F (x) =
∑∞
j=1
ci,j
(x− zi)j
+O(1), i = 1, . . . , n,
be the Laurent expansion of F (x) at x = zi. Then
F (x) =
∑n
i=1
∑N
j=1
(−1)j−1
(j − 1)!
ρ(j−1)(x− zi, τ)ci,j + c0,
where the number c0 ∈ C will be called the constant term of F (x), cf. Theorem 4.6.
We need to show that the constant term of B2(x, µ, t, z, τ) :
−(πi)2µ2 −
∑
i<j
η(ti − tj) +
∑
i,s
ms
2
η(ti − zs)−
∑
s<r
msmr
4
η(zs − zr)
−
1
4
(
2m(m+ 1)−
∑
s<r
msmr
)
η(0)
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equals the constant term of R2(x, µ, t, z, τ):
−(ln u)′′ − ((ln u)′)2 −
∑
s
ms(ms + 2)
4
ρ′(x− zs)
−
∑
s
[
πiµms −
∑
r 6=s
msmr
2
ρ(zs − zr) +
∑
i
msρ(zs − ti)
]
ρ(x− zs)
= −(πi)2µ2 −
∑
i
η(x− ti)−
1
4
∑
s
m2sη(x− zs)
+
1
4
∑
s
ms(ms + 2)ρ
′(x− zs)− 2πiµ
∑
i
ρ(x− ti)
+
∑
s
[
πiµms −
1
4
∑
r 6=s
msmrρ(x− zr) +
∑
i
msρ(x− ti)
]
ρ(x− zs)
−
∑
i 6=j
ρ(x− ti)ρ(x− tj)−
∑
s
ms(ms + 2)
4
ρ′(x− zs)
−
∑
s
[
πiµms −
∑
r 6=s
msmr
2
ρ(zs − zr) +
∑
i
msρ(zs − ti)
]
ρ(x− zs)
= −(πi)2µ2 −
∑
i
η(x− ti)−
1
4
∑
s
m2sη(x− zs)
−2πiµ
∑
i
ρ(x− ti)−
∑
i 6=j
ρ(x− ti)ρ(x− tj)
+
∑
s 6=r
msmr
4
(
2ρ(zs − zr)− ρ(x− zr)
)
ρ(x− zs)
+
∑
i,s
ms
(
ρ(x− ti)− ρ(zs − ti)
)
ρ(x− zs)
= −(πi)2µ2 −
∑
i
η(x− ti)−
1
4
∑
s
m2sη(x− zs)(5.13)
+
∑
s,i
ms
[
ρ(ti − x)ρ(ti − zs) + ρ(x− ti)ρ(x− zs) + ρ(zs − x)ρ(zs − ti)
]
− 2
∑
i<j
[
ρ(ti − tj)ρ(ti − x) + ρ(x− tj)ρ(x− ti) + ρ(tj − ti)ρ(tj − x)
]
−
∑
s<r
msmr
2
[
ρ(zs − zr)ρ(zs − x) + ρ(x− zr)ρ(x− zs) + ρ(zr − zs)ρ(zr − x)
]
.
In the calculation of the expression in (5.13) we use the Bethe ansatz equation to substitute
−2πiµ
∑
i
ρ(x− ti) =
[
2
∑
j 6=i
ρ(ti − tj)−
∑
s
msρ(ti − zs)
]∑
i
ρ(x− ti).
According to the above calculations the constant term of B2(x, t, µ, z, τ)−R(x, t, µ, z, τ)
equals the following expression:
f(t, z) = −
∑
i<j
η(ti − tj) +
∑
i,s
ms
2
η(ti − zs)−
∑
s<r
msmr
4
η(zs − zr)
−
1
4
(
2m(m+ 1) +
∑
s<r
msmr
)
η(0) +
∑
i
η(x− ti) +
1
4
∑
s
m2sη(x− zs)
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−
∑
s,i
ms
[
ρ(ti − x)ρ(ti − zs) + ρ(x− ti)ρ(x− zs) + ρ(zs − x)ρ(zs − ti)
]
+ 2
∑
i<j
[
ρ(ti − tj)ρ(ti − x) + ρ(x− tj)ρ(x− ti) + ρ(tj − ti)ρ(tj − x)
]
+
∑
s<r
msmr
2
[
ρ(zs − zr)ρ(zs − x) + ρ(x− zr)ρ(x− zs) + ρ(zr − zs)ρ(zr − x)
]
.
Lemma 5.5. The function f(t, z) is regular and doubly periodic in each of the variables t1,
. . . , tm, z1, . . . , zn and hence is a constant in t and z.
Proof. The regularity is easily checked by calculating the residues. The periodicity is checked
as follows:
f(. . . , ti + τ, . . . )− f(. . . , ti, . . . ) =
∑
j 6=i
[
4πiρ(ti − tj)− (2πi)
2
]
+
∑
s
ms
2
[
(2πi)2 − 4πiρ(ti − zs)
]
+
[
(2πi)2 − 4πiρ(ti − x)
]
+
∑
s
ms
[
2πi
(
ρ(ti − x) + ρ(ti − zs)
)
− (2πi)2
]
+ 2
∑
j 6=i
[
(2πi)2 − 2πi
(
ρ(ti − tj) + ρ(ti − x)
)]
= (πi)2
[
− 4(m− 1) + 2
∑
s
ms + 4− 4
∑
s
ms + 8(m− 1)
]
+ 4πi
∑
j 6=i
(
1− 1
)
ρ(ti − tj) + πi
∑
s
(
− 2ms + 2ms
)
ρ(ti − zs)
+ πi
(
− 4 + 2
∑
s
ms − 4(m− 1)
)
ρ(ti − x) = 0;
f(. . . , zs + τ, . . . )− f(. . . , zs, . . . ) =
∑
i
ms
2
[
(2πi)2 − 4πiρ(zs − ti)
]
+
∑
r 6=s
msmr
4
[
4πiρ(zs − zr)− (2πi)
2
]
+
1
4
m2s
[
(2πi)2 − 4πiρ(zs − x)
]
+
∑
i
ms
[
2πi
(
ρ(zs − x) + ρ(zs − ti)
)
− (2πi)2
]
+
1
2
∑
r 6=s
msmr
[
(2πi)2 − 2πi
(
ρ(zs − zr) + ρ(zs − x)
)]
= (πi)2
[
2mms −ms
∑
r 6=s
mr +m
2
s − 4mms + 2ms
∑
r 6=s
mr
]
+ πi
∑
i
(
− 2ms + 2ms
)
ρ(zs − ti) + πi
∑
r 6=s
(
msmr −msmr
)
ρ(zs − zr)
+ πi
(
−m2s + 2mms −
∑
r 6=s
msmr
)
ρ(zs − x) = 0.

By Lemma 5.5 the function f(t, z) is constant in t and z, while its value at t = 0, z = 0 is
η(0)
[
−
m(m− 1)
2
+m2 −
∑
s<r
msmr
4
−
m(m+ 1)
2
+
1
4
∑
s<r
msmr +m+
1
4
∑
s
m2s − 2m
2 +m(m− 1) +
1
2
∑
s<r
msmr
]
= 0,
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see Lemma 2.3. Hence f(t, z) equals zero and Theorem 5.3 is proved. 
6. Special case V = (C2)⊗2m
In the remainder of this paper we consider the situation of Section 5. In addition to the
assumptions of Section 5 we will always assume that
m1 = · · · = mn = 1, and so n = 2m;
that is, from now on we will study the dynamical elliptic Bethe algebra BV (z1, . . . , z2m, τ)
on the zero-weight subspace of the tensor product
V = (C2)⊗2m
of two-dimensional irreducible sl2-modules.
In this case the elliptic master function (5.3) becomes
Φ(t, µ, z, τ) =
πi
2
µ2τ + 2πiµ
(∑m
i=1
ti −
∑2m
s=1
1
2
zs
)
+ 2
∑
16i<j6m
ln θ(ti − tj, τ)(6.1)
−
∑m
i=1
∑2m
s=1
ln θ(ti − zs, τ) +
∑
16s<r62m
1
2
ln θ(zs − zr, τ),
the Bethe ansatz equations (5.4) become
2πiµ+ 2
∑
k, k 6=j
ρ(tj − tk, τ)−
∑2m
s=1
ρ(tj − zs, τ) = 0, j = 1, . . . , m.(6.2)
7. Theta-polynomials
7.1. Definitions. Fix τ ∈ C with Im τ > 0.
Definition 7.1. A theta-polynomial of degree m is a function of the form
f(x) = ce2πiµx
∏m
j=1
θ(x− tj, τ)(7.1)
where c, µ, t1, . . . , tm ∈ C. We have
f(x+ 1) = e2πiµ(−1)mf(x),(7.2)
f(x+ τ) = e2πiµτ (−1)me−πimτ−2πimx+2πi
∑m
j=1 tjf(x).
The first and second multipliers of the theta-polynomial are the numbers
A = e2πiµ, B = e2πiµτ+2πi
∑m
j=1 tj .(7.3)
Definition 7.2. Given A,B ∈ C×, an entire function f(x) is called a theta-polynomial of
degree m with multipliers A, B if
f(x+ 1) = A(−1)mf(x), f(x+ τ) = B(−1)me−πimτ−2πimxf(x).(7.4)
Clearly if f(x) satisfies Definition 7.1 then it satisfies Definition 7.2.
Lemma 7.3. Let f(x) satisfies Definition 7.2 with multipliers A,B. Let µ ∈ C be such that
A = e2πiµ. Then there exist t1, . . . , tm ∈ C such that
f(x) = ce2πiµx
∏m
j=1
θ(x− tj , τ).(7.5)
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Proof. The function g(x) = e−2πiµxf(x) has the transformation properties:
g(x+ 1) = (−1)mg(x), g(x+ τ) = e−2πiµτB(−1)me−πimτ−2πimxg(x).
Let s1, . . . , sm ∈ C be any numbers such that
e2πi
∑m
j=1 sj = e−2πiµτB.
Then the product h(x) =
∏m
j=1 θ(x− sj, τ) has the transformation properties:
h(x+ 1) = (−1)mh(x),
h(x+ τ) = (−1)me−πimτ−2πimx+2πi
∑m
j=1 sjh(x) = e−2πiµτB(−1)me−πimτ−2πimxh(x).
The function g/h is doubly periodic with m poles at the points [s1], . . . , [sm] on the elliptic
curve C/(Z+τZ) andm zeros at some points [t1], . . . , [tm] on the elliptic curve C/(Z+τZ). By
Theorem 20.14 in [WW] we have
∑m
j=1[tj ] =
∑m
j=1[sj ] on C/(Z+τZ). Choose representatives
t1, . . . , tm ∈ C of [t1], . . . , [tm] such that
∑m
j=1 sj =
∑m
j=1 tj. Define u(x) =
∏m
j=1 θ(x− tj , τ).
Then
u(x+ 1) = (−1)mu(x),
u(x+ τ) = (−1)me−πimτ−2πimx+2πi
∑m
j=1 tju(x) = (−1)me−πimτ−2πimx+2πi
∑m
j=1 sju(x).
Hence
g(x)
h(x)
h(x)
u(x)
=
g(x)
u(x)
is an entire doubly periodic function. Hence it is some constant c ∈ C and we obtain
(7.5). 
Notice that the numbers c, µ, t1, . . . , tm are not unique.
Lemma 7.4. If
ce2πiµx
∏m
j=1
θ(x− tj , τ) and c
′e2πiµ
′x
∏m
j=1
θ(x− t′j, τ)(7.6)
are presentations of the same function, then
(i) after a suitable permutation of t1, . . . , tm we have t
′
j = tj − kj − ljτ for j = 1, . . . , m
and some kj, lj ∈ Z;
(ii) µ = µ′ −
∑m
j=1 lj;
(iii)
c = c′(−1)
∑m
j=1(kj+lj)e−πi
∑m
j=1 k
2
j τ+2πi
∑m
j=1 kjtj .(7.7)
Conversely, for any c, c′, µ, µ′, t1, . . . , tm, t
′
1, . . . , t
′
m satisfying conditions (i-iii) the two
functions in (7.6) are equal.
Proof. Statement (i) is obvious. The second presentation in (7.6) takes the form
c′e2πiµ
′x(−1)
∑m
j=1(kj+lj)e−πi
∑m
j=1 k
2
j τ+2πi
∑m
j=1 kjtje−2πi
∑m
j=1 kjx
∏m
j=1
θ(x− tj, τ).
Comparing the two presentations we obtain the lemma. 
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7.2. Space Tm,A,B. Given m ∈ Z>0 and A,B ∈ C
×, denote by Tm,A,B the vector space of
theta-polynomials of degree m with multipliers A,B.
Lemma 7.5. The vector space Tm,A,B has dimension m.
Proof. Let ν ∈ C be such that e2πiν = A(−1)m. Then for any f ∈ Tn,A,B, the function
g(x) = e−2πiνxf(x) has the properties:
g(x+ 1) = g(x), g(x+ τ) = e−2πiντB(−1)me−πimτ−2πimxg(x).
Let g(x) =
∑
k∈Z ake
2πikx be the Fourier expansion and q = e2πiτ . Then∑
k∈Z
akq
ke2πikx = e−2πiντB(−1)me−2πimxq−m/2
∑
k∈Z
ake
2πikx
or
ak+m = e
2πiντB−1(−1)mqk+m/2ak.(7.8)
Arbitrary choice of coefficients a1, . . . , am determines g(x) uniquely. The map sending a
theta-polynomial to the vector (a1, . . . , am) identifies Tm,A,B with C
m. 
For ν ∈ C the map
Lν : Tm,A,B → Tm,e2piiνA, e2piiντB, f(x) 7→ e
2πiνxf(x)(7.9)
is an isomorphism of vector spaces.
7.3. Spaces Tm,A, Tm. For A ∈ C
× denote by Tm,A the space of theta-polynomials of degree
m with first multiplier A and by Tm the space of all theta-polynomials of degree m. Fix
µ ∈ C such that e2πiµ = A. Then all elements of Tm,A have the form
f(x) = e2πiµx
∏m
j=1
θ(x− tj, τ)
with arbitrary t1, . . . , tm ∈ C, see Lemma 7.3. We have
Tm,A = ∪B∈C×Tm,A,B, Tm = ∪A,B∈C×Tm,A,B = ∪A∈C×Tm,A.
The maps Lν , ν ∈ C, define an action of C on Tm.
7.4. Projectivization. Denote by Pm,A,B the space of nonzero theta-polynomials of degree
m with multipliers A,B identified up to multiplication by a nonzero number. Thus Pm,A,B
is m− 1-dimensional projective space.
Denote by Pm,A the space of nonzero theta-polynomials of degree m with first multiplier
A identified up to multiplication by a nonzero number and by Pm the space of nonzero
theta-polynomials of degree n identified up to multiplication by a nonzero number. We have
Pm = ∪A∈C×Pm,A = ∪A,B∈C×Pm,A,B.
The maps Lν , ν ∈ C, define an action of the group C on Pm. In particular the maps Lk,
k ∈ Z, define an action of Z on each Pm,A.
The group C acts on Pm × Pm by the maps Lν × Lν . This action preserves
∪A1,A2∈C×, A1 6=A2Pm,A1 × Pm,A2.
One of the spaces that we are interested in this paper is the space
(∪A1,A2∈C×, A1 6=A2Pm,A1 × Pm,A2)/C
∼= (Pm,1 × (Pm − Pm,1))/Z(7.10)
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of dimension 2m+ 1.
7.5. Analytic involution. Define the analytic involution
Pm × Pm → Pm × Pm, (f, g) 7→ (g, f).(7.11)
The analytic involution commute with the diagonal action of C on Pm × Pm by the maps
Λν × Lν , ν ∈ C.
The analytic involution on Pm × Pm descends to the analytic involution
ιan : (Pm,1 × (Pm − Pm,1))/Z→ (Pm,1 × (Pm − Pm,1))/Z(7.12)
as follows. Take a point
p ∈ (Pm,1 × Pm,A−1)/Z ⊂ (Pm,1 × (Pm − Pm,1))/Z
with A 6= 1. Choose its representative (f(x), g(x)) ∈ Pm,1 × Pm,A−1 . Let µ ∈ C be such
that e2πiµ = A. Define ιan(p) to be the equivalence class of (e
2πiµxg(x), e2πiµxf(x)) in (Pm,1×
Pm,A))/Z. We have ι
2
an = Id.
8. Wronskian determinant
8.1. Definition. For functions f(x), g(x) the determinant
Wr(f, g) = f(x)g′(x)− f ′(x)g(x)
is called the Wronskian determinant. We have
Wr(hf, hg) = h2Wr(f, g)(8.1)
for any function h.
Lemma 8.1. If f ∈ Tm1,A1,B1, g ∈ Tm2,A2,B2, then fg ∈ Tm1+m2,A1A2,B1B2. 
Lemma 8.2. If f ∈ Tm,A1,B1, g ∈ Tm,A2,B2, then
Wr(f, g) = h,
where h ∈ T2m,A1A2,B1B2.
Proof. The function
Wr(f, g)/fg = g′/g − f ′/f
is doubly periodic. Hence the entire function Wr(f, g) has the same transformation properties
as fg ∈ T2m,A1A2,B1B2 . 
8.2. Wronskian equation.
Lemma 8.3. If f(x), g(x) are holomorphic functions, then the meromorphic function (g/f)′ =
Wr(f, g)/f 2 has zero residue at every pole. 
Theorem 8.4 ([BMV]). Let f ∈ Tm,A1,B1, h ∈ T2m,A1A2,B1B2 be nonzero functions such that
(A1, B1) 6= (A2, B2). Let all zeros of f(x) be simple. Let the function h/f
2 have zero residue
at every zero of f . Then there exists a unique g ∈ Tm,A2,B2 such that Wr(f, g) = h.
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Proof. The function m = h/f 2 satisfies equations
m(x+ 1) = Am(x), m(x+ τ) = Bm(x),
where A = A2/A1, B = B2/B1 and hence (A,B) 6= (1, 1). Choose x0 ∈ C not a pole of m
and define M(x) =
∫ x
x0
m(u)du. Then
M(x+ 1) = AM(x) + a, a =
∫ x0+1
x0
m(u)du,
M(x+ τ) = BM(x) + b, b =
∫ x0+τ
x0
m(u)du.
Lemma 8.5. We have
a(B − 1) = b(A− 1).(8.2)
Proof. The integral of m over the boundary of the parallelogram with vertices at x0, x0 +
1, x0 + 1 + τ, x0 + τ is zero since m has no residues. On the other hand it equals∫ x0+1
x0
m(x)dx+
∫ x0+1+τ
x0+1
m(x)dx+
∫ x0+τ
x0+1+τ
m(x)dx+
∫ x0
x0+τ
m(x)dx
=
∫ x0+1
x0
m(x)dx+ A
∫ x0+τ
x0
m(x)dx+B
∫ x0
x0+1
m(x)dx+
∫ x0
x0+τ
m(x)dx
= a + Ab− Ba− b.

Lemma 8.6. Let M(x) be a function such that
M(x+ 1) = AM(x) + a, M(x + τ) = BM(x) + b,
for some A,B ∈ C×, (A,B) 6= (1, 1), and a, b ∈ C. Then there exists a unique C ∈ C such
that the function M˜(x) := M(x) + C satisfies the equations
M˜(x+ 1) = AM˜(x), M˜(x+ τ) = B M˜(x).
Proof. For any C we have
M˜(x+ 1) = AM˜(x) + C(1− A) + a, M˜(x+ τ) = B M˜(x) + C(1− B) + b.
We want C to satisfy the system of equations
C(1−A) + a = 0, C(1− B) + b = 0.
If (A,B) 6= (1, 1), this system has a solution if and only if equation (8.2) holds. 
The function g(x) = f(x)M˜(x) is holomorphic since all zeros of f are simple. The function
g lies in Tn,A2,B2 and satisfies the equation Wr(f, g) = h. 
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8.3. Points with generic coordinates. We say that a point (f, g) ∈ Pm×Pm has generic
first (resp. second) coordinate if f (resp. g) has no common zeros with Wr(f, g).
Lemma 8.7. Assume that (f, g) ∈ Pm × Pm has generic first coordinate, then
(i) every point of the C-orbit of (f, g) has generic first coordinate;
(ii) all zeros of f are simple;
(iii) f has no common zeros with g.

Lemma 8.8. The complement in Pm,1 × (Pm − Pm,1) to the subset of points with generic
both first and second coordinates is a proper analytic subset of Pm,1 × (Pm − Pm,1).
Proof. Clearly, the complement is an analytic subset of Pm,1× (Pm−Pm,1). Let us show that
it is proper. Indeed, every point f of Pm,1 has a presentation f(x) =
∏m
j=1 θ(x − tj, τ) for
some t1, . . . , tm ∈ C by Lemma 7.3. Every point g of Pm−Pm,1 lies in some Pm,A with A 6= 1.
If µ ∈ C is such that e2πiµ = A, then the every point g of Pm,A has a presentation of the form
g = e2πiµx
∏m
j=1 θ(x − sj, τ) for some s1, . . . , sm ∈ C by Lemma 7.3. If t1, . . . , tm, s1, . . . , sm
are all distinct modulo Z+ τZ, then the point (f, g) ∈ Pm,1 × (Pm − Pm,1) has generic both
first and second coordinates. 
Denote
Pairs1m = {p ∈ (Pm,1 × (Pm − Pm,1))/Z | p has generic first coordinate},
Pairs2m = {p ∈ (Pm,1 × (Pm − Pm,1))/Z | p has generic second coordinate},
Pairsm = {p ∈ (Pm,1 × (Pm − Pm,1))/Z | p has generic first and second coordinates}.
8.4. Functions g/f , Wr(f, g)/f 2. Consider the meromorphic functions of the form
F = g/f, G = Wr(f, g)/f 2,(8.3)
where (f, g) ∈ Pm,1 × (Pm − Pm,1). We will consider such functions up to multiplication by
nonzero numbers. Notice that G = F ′.
Lemma 8.9. The pairs (f, g) ∈ Pairs1m are in bijective correspondence with the functions
G = Wr(f, g)/f 2, which have m distinct poles of order 2 in a fundamental parallelogram for
the lattice Z+ τZ acrting on C.
Proof. Let (f, g) ∈ Pm,1 × (Pm − Pm,1) have generic first coordinate. A pair in the same Z-
orbit is (e2πikxf, e2πikxg) for some k ∈ Z. Both pairs define the same function G by formula
(8.1).
Conversely assume that there are two pairs (f, g), (fˆ , gˆ) ∈ Pm,1× (Pm−Pm,1) with generic
first coordinates such that
Wr(f, g)/f 2 = Wr(fˆ , gˆ)/fˆ 2(8.4)
up to a constant factor. By assumption, the functions f and fˆ have the same zeros. Hence
fˆ = e2πikxf up to a constant factor. Then Wr(fˆ , gˆ) = e4πikxWr(f, g) up to a constant factor.
Then Wr(e2πikxf, gˆ) = e4πikxWr(f, g) and Wr(f, e−2πikxgˆ) = Wr(f, g). By Theorem 8.4 we
have e−2πikxgˆ = g up to a constant factor. The lemma is proved. 
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Lemma 8.10. The pairs (f, g) ∈ Pairs1m are in bijective correspondence with functions
F = g/f , which have m simple poles in a fundamental parallelogram for the lattice Z + τZ
acting on C.
Proof. Let (f, g) ∈ Pm,1 × (Pm − Pm,1) have generic first coordinate. A pair in the same
Z-orbit is (e2πikxf, e2πikxg) for some k ∈ Z. Both pairs define the same function F .
Conversely assume that there are two points (f, g), (fˆ , gˆ) ∈ Pm,1×(Pm−Pm,1) with generic
first coordinates such that the corresponding two ratios are equal, g/f = gˆ/fˆ . Then their
derivatives are also equal, see formula (8.4). Hence the two points lie in the same Z-orbit by
Lemma 8.9. The lemma is proved. 
8.5. Fundamental differential operator. For (f, g) ∈ Pm,1 × (Pm − Pm,1) introduce two
functions
u1(x) = f/
√
Wr(f, g), u2(x) = g/
√
Wr(f, g).(8.5)
Then
Wr(u1, u2) = 1,(8.6)
see (8.1). Let D(f,g) be the monic linear differential operator, whose kernel is generated by
the functions u1, u2. This operator will be called the fundamental differential operator of the
pair (f, g).
Lemma 8.11. We have
D(f,g) =
(
∂x + (ln u1)
′
)(
∂x − (ln u1)
′
)
=
(
∂x + (ln u2)
′
)(
∂x − (ln u2)
′
)
.(8.7)
Proof. The functions u1, u2 are linearly independent. Hence D(f,g) is a second order differ-
ential operator. We will prove that D(f,g) equals(
∂x + (ln u1)
′
)(
∂x − (ln u1)
′
)
= ∂2x − (ln u1)
′′ − ((ln u1)
′)2.(8.8)
The remaining equality in (8.7) is proved similarly.
Clearly the function u1 lies in the kernel of the operator in (8.8). Since the differential
operator ∂x enters the right-hand side in (8.8) with zero coefficient, we conclude that the
kernel of the operator in (8.8) is generated by two functions, one of which is u1 and the
other, say u is such that Wr(u1, u) = 1, but u2 is such a function. 
We have the following properties of the fundamental differential operator D(f,g).
Lemma 8.12.
(i) The operator D(f,g) is doubly periodic,
D(f,g)(x+ k + lτ) = D(f,g)(x), k, l ∈ Z
All singular points of D(f,g) are regular singular.
(ii) The monodromy group of the kernel of the operator D(f,g) preserves the direct de-
composition 〈u1〉 ⊕ 〈u2〉. If f ∈ Pm,A1,B1, where A1 = 1, and g ∈ Pm,A2,B2, then the
monodromy operator of the transformation x→ x+ 1 has the matrix diag(
√
A1/A2,√
A2/A1) and the monodromy operator of the transformation x → x + τ has the
matrix diag(
√
B1/B2,
√
B2/B1).
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(iii) Assume that (f, g) has generic first and second coordinates and all zeros of Wr(f, g)
are simple. Then the singular points of D(f,g) are the Z + τZ-orbits of the set
{z1, . . . , z2m}. The local monodromy around every singular point has the matrix
diag(−1,−1).
Proof. The operatorD(f,g) is doubly periodic because the functions u1, u2 are doubly periodic.
The other statements are clear. 
Lemma 8.13. The fundamental differential operator is well-defined for pairs in Pairs1m.
Proof. Clearly the pairs (f, g) and (e2πikxf, e2πikxg) have the same functions u1, u2, see for-
mula (8.1). 
Recall the analytic involution
ιan : (Pm,1 × (Pm − Pm,1))/Z→ (Pm,1 × (Pm − Pm,1))/Z
defined in (7.12).
Theorem 8.14. For any p ∈ Pairsm the points p and ιan(p) have the same fundamental
differential operators. Conversely, if two points p, p˜ ∈ Pairsm have the same fundamental
differential operator, then either p˜ = p or ιan(p˜) = p.
Proof. The first statement is clear from the definition of the fundamental differential opera-
tor. Let us prove the second statement.
For p and p˜ consider the corresponding functions u1, u2 and u˜1, u˜2, which generate the
kernels of the corresponding fundamental differential operators.
The transformation x→ x+1 defines a linear map on the space 〈u1, u2〉 with eigenvectors
u1, u2, which have distinct eigenvalues. Hence u1 is proportional to u˜1 and u2 is proportional
to u˜2 or u1 is proportional to u˜2 and u2 is proportional to u˜1.
In the first case, the function u21 is proportional to u˜
2
1 and then p˜ = p by Lemma 8.9. In
the second case, the function u21 is proportional to u˜
2
2 and ιan(p˜) = p by Lemma 8.9. 
9. Bethe ansatz equations and pairs of theta-polynomials
9.1. Bethe ansatz equations and Wronskian equation. First notice that if (µ, t1, . . . ,
tm, z1, . . . , z2m) is a solution of the Bethe ansatz equations (6.2), then t1, . . . , tm are distinct
modulo the lattice Z+ τZ and any tj is distinct from any za modulo the lattice Z+ τZ.
Lemma 9.1. Given µ, t1, . . . , tm, z1, . . . , z2m let t1, . . . , tm be distinct numbers modulo the
lattice Z + τZ and let any tj be distinct from any za modulo the lattice Z + τZ. Then the
function
G(x) = e−2πiµx
∏2m
a=1 θ(x− za, τ)∏m
j=1 θ(x− tj, τ)
2
(9.1)
has zero residues with respect to x at any point, if and only if the numbers µ, t1, . . . , tm,
z1, . . . , z2m satisfy the Bethe ansatz equations (6.2).
Proof. We have
G(x+ 1) = e−2πiµG(x), G(x+ τ) = e−2πiµτe2πi(
∑2m
s=1 zs−2
∑m
j=1 tj)G(x).
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Hence it is enough to check that G(x) has zero residues at the points x = tj, j = 1, . . . , m.
We have θ(x) = θ′(0)x+ o(x2) as x→ 0, since θ(x) is odd. As x− tj → 0, we have
G(x, µ, t, z, τ) = e−2πiµx
∏2m
a=1 θ(x− za)
(θ′(0)(x− tj) + o((x− tj)2)2
∏
k 6=j θ(x− tk)
2
.
Hence Resx=tj G(x) = 0 if and only if the logarithmic derivative of
e−2πiµx
∏2m
a=1 θ(x− za)∏
k 6=j θ(x− tk)
2
at x = tj equals zero. That is exactly the j-th Bethe ansatz equation. 
Lemma 9.2. Let (f, g) ∈ Pm,1×(Pm−Pm,1) have generic first coordinate and f =
∏m
j=1 θ(x−
tj , τ), Wr(f, g) = e
−2πiµx
∏2m
a=1 θ(x−za, τ) for some µ, t1, . . . , tm, z1, . . . , z2m. Then (µ, t1, . . . ,
tm, z1, . . . , z2m) is a solution of the Bethe ansatz equations (6.2).
Proof. The function (g/f)′ = Wr(f, g)/f 2 has zero residues and satisfies the assumptions of
Lemma 9.1. This implies Lemma 9.2. 
Lemma 9.3. If (µ, t1, . . . , tm, z1, . . . , z2m) is a solution of the Bethe ansatz equations and
µ 6∈ Z, then there exist s1, . . . , sm such that
Wr
( m∏
j=1
θ(x− tj, τ), e
−2πiµx
m∏
j=1
θ(x− sj, τ)
)
= const e−2πiµx
2m∏
a=1
θ(x− za, τ).(9.2)
Moreover, the function
∏m
j=1 θ(x− sj, τ) is unique up to multiplication by a constant.
Proof. The first multipliers of the functions
∏m
j=1 θ(x − tj) and e
−2πiµx
∏2m
a=1 θ(x − za) are
distinct. Hence there exists a unique theta-polynomial g satisfying the equation
Wr
(∏m
j=1
θ(x− tj), g(x)
)
= e−2πiµx
∏2m
a=1
θ(x− za),(9.3)
see Lemma 9.1 and Theorem 8.4. The theta-polynomial g has degree m and the first multi-
plier A = e−2πiµ, by Theorem 8.4. Such a function g has a presentation
g(x) = const e−2πiµx
∏m
k=1
θ(x− sk)(9.4)
for suitable s1, . . . , sm ∈ C, by Lemma 7.3. 
Corollary 9.4. Under the assumptions of Lemma 9.3 we also have
Wr
(
e2πiµx
m∏
j=1
θ(x− tj, τ),
m∏
j=1
θ(x− sj , τ)
)
= const e2πiµx
2m∏
a=1
θ(x− za, τ).(9.5)
In particular, if s1, . . . , sm are distinct modulo the lattice Z+ τZ and any sj is distinct from
any za modulo the lattice Z+τZ, then (−µ, s1, . . . , sm, z1, . . . , z2m) is a solution of the Bethe
ansatz equations (6.2).
Proof. The corollary follows from formula (8.1). 
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9.2. Equivalence classes.
Lemma 9.5. Let (µ, t1, . . . , tm, z1, . . . , z2m) be a solution of the Bethe ansatz equations (6.2).
Then
(i) for any j ∈ {1, . . . , m} the points (µ∓ 2, t1, . . . , tj ± τ, . . . , tm, z1, . . . , z2m) and (µ, t1,
. . . , tj ± 1, . . . , tm, z1, . . . , z2m) are also solutions of the Bethe ansatz equations;
(ii) for any k ∈ {1, . . . , 2m} the points (µ ± 1, t1, . . . , tm, z1, . . . , zk ± τ, . . . , z2m) and
(µ, t1, . . . , tm, z1, . . . , zk±1, . . . , z2m) are also solutions of the Bethe ansatz equations.

Definition 9.6. We say that two solutions
(µ, t1, . . . , tm, z1, . . . , z2m), (µ
′, t′1, . . . , t
′
m, z
′
1, . . . , z
′
2m) ∈ C× C
m/Sm × C
2m/S2m
of the Bethe ansatz equations (6.2) are equivalent if one of them is obtained from the other
by a sequence of transformations listed in Lemma 9.5.
Denote by Sol1m the set of equivalence classes of solutions (µ, t1, . . . , tm, z1, . . . , z2m) of the
Bethe ansatz equations (6.2) with µ 6∈ Z.
Theorem 9.7. We have a bijective correspondence
β : Sol1m → Pairs
1
m
between the set Sol1m of equivalence classes of solutions of the Bethe ansatz equations with
µ 6∈ Z and the set Pairs1m of points of (Pm,1 × (Pm − Pm,1))/Z with generic first coordinates.
The correspondence is given below in the proof of this lemma.
Proof. Take an equivalence class of solutions of the Bethe ansatz equations (6.2) with µ 6∈ Z
and choose a representative (µ, t1, . . . , tm, z1, . . . , z2m). Then let f(x) =
∏m
j=1 θ(x− tj , τ) and
let the function g(x) be given by formula (9.4). Then the pair (f, g) determines a point of
(Pm,1×(Pm−Pm,1))/Z with generic first coordinate. Moreover, the equivalent solutions of the
Bethe ansatz equations correspond under this construction to the pairs of theta-polynomials
lying in the Z-orbit of (f, g) in Pm,1 × (Pm − Pm,1).
Indeed, take, for example, the solution (µ− 2, t1 + τ, t2, . . . , tm, z1, . . . , z2m). Then
f˜(x) = θ(x− t1 − τ, τ)
∏m
j=2
θ(x− tj , τ) = e
2πix
∏m
j=1
θ(x− tj, τ)
and g˜(x) is determined from the equation
Wr(e2πix
∏m
j=1
θ(x− tj , τ), g˜(x)) = e
−2πi(µ−2)x
∏2m
a=1
θ(x− za, τ).
Hence g˜(x) = e2πixg(x) and the pairs (f, g) and (f˜ , g˜) lie in the same Z-orbit.
Similarly take the solution (µ + 1, t1, . . . , tm, z1 + τ, z2, . . . , z2m), then f˜ = f and g˜ is
determined from the equation
Wr(f, g˜) = e−2πi(µ+1)xθ(x− z1 − τ)
∏2m
a=2
θ(x− za, τ) = e
−2πiµx
∏2m
a=1
θ(x− za, τ).
Hence g˜ = g and (f, g) = (f˜ , g˜).
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Conversely let p ∈ (Pm,1 × Pm − Pm,1)/Z be a point with generic first coordinate. Choose
a representative (f, g) and write
f(x) =
∏m
j=1
θ(x− tj , τ), Wr(f, g) = e
−2πiµx
∏2m
a=1
θ(x− za, τ),(9.6)
for some (µ, t1, . . . , tm, z1, . . . , z2m, τ), µ 6∈ Z. Then the function Wr(f, g)/f
2 = (g/f)′ has
zero residues and (µ, t1, . . . , tm, z1, . . . , z2m, τ) is a solution of the Bethe ansatz equations
(6.2) by Lemma 9.1. Different choices of the representative (f, g) of the point p or different
choices of the presentations in (9.6) for the functions f and Wr(f, g) give equivalent solutions
of the Bethe ansatz equations.
Indeed take, for example, another presentation
f(x) =
∏m
j=1
θ(x− tj , τ) =
∏m
j=1
θ(x− t′j, τ)
in (9.6). Then the solutions (µ, t, z) and (µ, t′, z) are equivalent by Lemma 7.4. Or take
another presentation
e−2πiµx
∏2m
a=1
θ(x− za, τ) = e
−2πiµ′x
∏2m
a=1
θ(x− z′a, τ)
in (9.6). Then the solutions (µ, t, z) and (µ′, t, z′) are equivalent by Lemma 7.4. Finally, take
another representative (f˜ , g˜) = (e2πikxf(x), e2πikxg(x)) of the point p. Then
f˜(x) = θ(x− t1 − kτ, τ)
∏m
j=2
θ(x− tj , τ), Wr(f˜ , g˜) = e
−2πi(µ−2k)x
∏2m
a=1
θ(x− za, τ).
This gives a solution (µ−2k, t1+kτ, t1, . . . , tm, z1, . . . , z2m), which is in the same equivalence
class. 
By Theorem 9.7 we have a bijection β : Sol1m → Pairs
1
m. We also have a subset Pairsm ⊂
Pairs1m. Denote
Solm = β
−1(Pairsm).(9.7)
9.3. Fundamental differential operators. In formula (5.9) we introduced the fundamen-
tal differential operator D(µ,t,z) of a solution (µ, t, z) of the Bethe ansatz equations. The
operator D(µ,t,z) is defined by the eigenvalues of the dynamical elliptic Bethe algebra on the
eigenfunction Ψ(λ12, µ, t, z, τ), see (5.6). In Section 8.5 we introduced the fundamental differ-
ential operator D(f,g) of a point (f, g) ∈ (Pm,1× (Pm−Pm,1))/Z with generic first coordinate.
In Theorem 9.7 we established a bijection β : Sol1m → Pairs
1
m between the set of equivalence
classes of solutions (µ, t, z) of the Bethe ansatz equations with µ 6∈ Z and the set of points
of (Pm,1× (Pm−Pm,1))/Z with generic first coordinates. Thus a solution (µ, t, z) with µ 6∈ Z
gets two fundamental differential operators: D(µ,t,z) and D(f,g).
Theorem 9.8. We have D(µ,t,z) = D(f,g).
Proof. By Theorem 5.3,
D(µ,t,z) =
(
∂x + (ln u)
′
)(
∂x − (ln u)
′
)
where u(x) is given by (5.10), while
D(f,g) =
(
∂x + (ln u1)
′
)(
∂x − (ln u1)
′
)
,
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where u1(x) is given by (8.5). We have u = u1 by the correspondence described in Theorem
9.7. 
Corollary 9.9. The fundamental differential operators of equivalent solutions (µ, t, z), (µ′,
t′, z′) with µ, µ′ 6∈ Z are equal.
9.4. Analytic involution and Bethe ansatz. Consider the analytic involution
ιan : (Pm,1 × (Pm − Pm,1))/Z→ (Pm,1 × (Pm − Pm,1))/Z
defined in (7.12). By its construction in Section 7.5, the analytic involution restricts to an
involution
ιan : Pairsm → Pairsm(9.8)
on the set Pairsm and induces an involution
β−1 ◦ ιan ◦ β : Solm → Solm(9.9)
on the set Solm.
In other words, the involution in (9.9) is defined as follows. We start with a solution
(µ, t1, . . . , tm, z1, . . . , z2m), µ 6∈ Z, of the Bethe ansatz equations (6.2), construct the function
f =
∏m
j=1 θ(x− tj , τ), determine the function g = e
−2πiµx
∏m
j=1 θ(x−sj , τ) from the equation
Wr(f, g) = e−2πiµx
∏2m
a=1 θ(x−za, τ). Then the involution in (9.9) sends the equivalence class
of (µ, t1, . . . , tm, z1, . . . , zrm) to the equivalence class of (−µ, s1, . . . , sm, z1, . . . , z2m), see
Lemma 9.3 and Corollary 9.4.
9.5. Normal solutions.
Definition 9.10. Given a fundamental parallelogram Λ of the lattice Z+ τZ acting on C, a
solution
(µ, t1, . . . , tm, z1, . . . , z2m) ∈ C× C
m/Sm × C
2m/S2m
of the Bethe ansatz equations (6.2) will be called normal relative to Λ if (t1, . . . , tm) ∈ Λ
m/Sm
and (z1, . . . , z2m) ∈ Λ
2m/S2m.
Lemma 9.11. Given a fundamental parallelogram Λ, then every equivalence class of solu-
tions of the Bethe ansatz equations (6.2) has a unique normal solution. 
10. Bethe eigenfunctions for (C2)⊗n[0]
Notice that by Corollary 4.5 the dynamical elliptic Bethe algebra BV (z1, . . . , z2m, τ) does
not change up to conjugation if the numbers z1, . . . , z2m are shifted by elements of the lattice
Z+ τZ. We choose a fundamental parallelogram Λ ⊂ C of the lattiuce Z+ τZ and from now
on fix z1, . . . , z2m to be distinct points of the open parallelogram Λ
′ ⊂ Λ.
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10.1. Formula for eigenfunctions. Let v1, v2 be the standard basis of the sl2-module C
2,
(e11 − e22)v1 = v1, e21v1 = v2 e12v1 = 0,
(e11 − e22)v2 = −v2, e21v2 = 0, e12v2 = v1.
A basis (vI)I of V = (C
2)⊗n is labeled by subsets I ⊂ {1, . . . , 2m}, where
vI = vj1 ⊗ · · · ⊗ vj2m ,
with ji = 2 if i ∈ I and ji = 1 if i ∈ I¯. The vectors (vI)|I|=m form a basis of the zero weight
subspace V [0].
For (µ, t1, . . . , tm, z1, . . . , z2m) ∈ C
3m+1 define a V [0]-valued function Ψ(λ12, µ, t, z, τ) by
the formula:
Ψ(λ12, µ, t, z, τ) = e
πiµλ12
∑
|I|=m
WI(λ12, t, z, τ) vI ,(10.1)
where for I = {i1 < · · · < im} ⊂ {1, . . . , 2m} we define
WI(λ12, t, z) = Symt1,...,tm
(∏m
j=1
σ(tj − zij ,−λ12, τ)
)
(10.2)
and Symt1,...,tm (F (t1, . . . , tm)) =
∑
σ∈Sm
F (tσ(1), . . . , tσ(m)).
We have the following periodicity property:
Ψ(λ12 + 1, µ, t, z, τ) = e
πiµΨ(λ12, µ, t, z, τ).(10.3)
In the considered case of V = (C2)⊗n, Theorem 5.1 takes the following form.
Theorem 10.1 ([FV1]). Let t be a solution of the Bethe ansatz equations (6.2). Then the
V [0]-valued function Ψ(λ12, µ, t, z, τ) of λ12, defined in (10.1), is such that
Ha(z, τ) Ψ(λ12, µ, t, z, τ) =
∂Φ
∂za
(µ, t, z, τ) Ψ(λ12, µ, t, z, τ), a = 1, . . . , 2m,
H0(z, τ)Ψ(λ12, µ, t, z, τ) =
∂Φ
∂τ
(µ, t, z, τ) Ψ(λ12, µ, t, z, τ).
10.2. Eigenfunctions of equivalent solutions. In Section 9.2 we introduced the notion
of equivalent solutions of the Bethe ansatz equations (6.2)
Theorem 10.2. Let (µ, t, z, τ) and (µ′, t′, z, τ) be two equivalent solutions of the Bethe ansatz
equations (6.2) with the same z, then Ψ(λ12, µ, t, z, τ) = Ψ(λ12, µ
′, t′, z, τ).
Proof. Let (µ, t, z, τ) be a solution. Consider an equivalent solution (µ − 2, t1, . . . , tk +
τ, . . . , tm, z, τ), for some k, 1 6 k 6 m. We show that the corresponding eigenfunctions are
equal. Indeed the common factor eπiµλ12 in (10.1) is transformed into eπiµλ12e−2πiλ12 , while the
factor σ(tk− zi,−λ12, τ) in the product in (10.2) is transformed into σ(tk+ τ − zi,−λ12, τ) =
e2πiλ12σ(tk−zi,−λ12, τ). The two new factors are canceled and the corresponding eigenfunc-
tions are equal. This proves the theorem. 
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10.3. Eigenfunctions and two involutions. Let Ψ(λ12) be a V [0]-valued eigenfunction of
the dynamical elliptic Bethe algebra BV (z1, . . . , z2m) and with the fundamental differential
operator DΨ, see (5.7). Recall the Weyl group of sl2, W = {id, s}. We have
Ds(Ψ) = DΨ,
since BV (z1, . . . , z2m) is Weyl group invariant by Lemma 4.11. On the other hand, let
(µ, t, z) ∈ Solm be an equivalence class of solutions of the Bethe ansatz equation (6.2),
see (9.7). Let Ψ(λ12, µ, t, z) be the associated eigenfunction of the dynamical elliptic Bethe
algebra BV (z1, . . . , z2m) with the fundamental differential operator D(µ,t,z), see (5.9). Both
Ψ(λ12, µ, t, z) and D(µ,t,z) are well-defined, see Theorem 10.2.
Recall the analytic involution
β−1 ◦ ιan ◦ β : Solm → Solm,
defined in (9.9). Let (−µ, s, z) be the image of (µ, t, z) under this involution, see Section 9.4.
Let Ψ(λ12,−µ, s, z) be the associated eigenfunction. Then
D(−µ,s,z) = D(µ,t,z),
by Theorem 8.14. Now the following three eigenfunctions have the same fundamental differ-
ential operator: Ψ(λ12, µ, t, z), s(Ψ(λ12, µ, t, z)), Ψ(λ12,−µ, s, z).
Theorem 10.3. We have
s(Ψ(λ12, µ, t, z)) = const Ψ(λ12,−µ, s, z).
In other words, the Weyl involution coincides with the analytic involution.
The theorem is proved in Section 12.6.
Theorem 10.4. Assume that (µ, t, z), (µ′, t′, z) ∈ Solm and the two Bethe eigenfunctions
Ψ(λ12, µ, t, z) and Ψ(λ12, µ
′, t′, z) have the same eigenvalues for every element of the dynam-
ical elliptic Bethe algebra BV (z1, . . . , z2m). Then either (µ, t, z) = (µ
′, t′, z) or (µ, t, z) is the
image of (µ′, t′, z) under the analytic involution β−1 ◦ ιan ◦ β.
Theorem 10.4 says that the dynamical elliptic Bethe algebra separates the Weyl group
orbits of the Bethe eigenfunctions.
Proof. The assumptions of the theorem mean that Ψ(λ12, µ, t, z) and Ψ(λ12, µ
′, t′, z) have the
same fundamental differential operators. Now the theorem follows from Theorem 8.14. 
11. Elliptic Wronski map
11.1. Wronski map. Define the elliptic Wronski map
Pm × Pm → P2m, (f, g) 7→Wr(f(x), g(x)).(11.1)
The group C acts on Pm×Pm by the operators Lν×Lν , ν ∈ C. The maps L2ν , ν ∈ C, define
an action of C on P2m. The Wronski map commutes with the actions of C on Pm × Pm and
P2m:
Wr ◦ (Lν × Lν) = L2ν ◦Wr,(11.2)
see formula (8.1),
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We are interested in the elliptic Wronski map
Wr : Pm,1 × (Pm − Pm,1) → P2m − P2m,1.(11.3)
This is a holomorphic map between 2m+ 1-dimensional complex manifolds.
Notice that the map in (11.3) induces a map
(Pm,1 × (Pm − Pm,1))/Z → (P2m − P2m,1)/Z,(11.4)
see (11.2).
11.2. Wronski map has nonzero Jacobian.
Lemma 11.1. The Jacobian of the Wronski map Wr : Pm,1× (Pm−Pm,1)→ P2m−P2m,1 is
nonzero at generic points of Pm,1 × (Pm − Pm,1).
Proof. Let (f, g) be a generic point, f(x) =
∏m
j=1 θ(x− tj , τ), g(x) = e
−2πiµx
∏m
j=1 θ(x−sj , τ)
with some distinct t1, . . . , tm, s1, . . . , sm modulo the lattice Z + τZ. The parameters µ,
t1, . . . , tm, s1, . . . , sm are local coordinates on Pm,1 × (Pm − Pm,1).
Let e−2πiµx
∏2m
a=1 θ(x − za, τ) ∈ P2m − P2m,1. The parameters µ, z1, . . . , z2m are local
coordinates on P2m − P2m,1.
In order to prove the lemma it is enough to prove that for fixed generic µ, the map
(∏m
j=1
θ(x− tj, τ), e
−2πiµx
∏m
j=1
θ(x− sj , τ)
)
(11.5)
7→ Wr(f, g) = e−2πiµx
∏2m
a=1
θ(x− za, τ),
sending (t1, . . . , tm, s1, . . . , sm) to (z1, . . . , z2m) has nonzero Jacobian at a generic point
(t1, . . . , tm, s1, . . . , sm).
First consider the multiplication map
( m∏
j=1
θ(x− tj, τ), e
−2πiµx
m∏
j=1
θ(x− sj, τ)
)
7→ e−2πiµx
m∏
j=1
θ(x− tj , τ)
m∏
j=1
θ(x− sj , τ)(11.6)
sending (t1, . . . , tm, s1, . . . , sm) to (z1, . . . , z2m) = (t1, . . . , tm, s1, . . . , sm) which is a local iso-
morphism. For large µ the map in (11.5) is a small deformation of the map in (11.6). Indeed
Wr
( m∏
j=1
θ(x− tj, τ), e
−2πiµx
m∏
j=1
θ(x− sj, τ)
)
= −2πiµ e−2πiµx
( m∏
j=1
θ(x− tj)
m∏
j=1
θ(x− sj)−
1
2πiµ
Wr(
j∏
k=1
θ(x− tj),
m∏
j=1
θ(x− sj))
)
.
Hence for large µ the Jacobian of the map in (11.5) is not identically equal to zero. 
Another proof of Lemma 11.1 can extracted from the proof of Theorem 11.2 below.
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11.3. Labels. Choose w ∈ C. Let Λ = Λw ⊂ C be the fundamental parallelogram with
vertices w,w+1, w+ τ, w+1+ τ and with boundary intervals [w,w+1), [w,w+ τ) included
and boundary intervals [w+1, w+1+τ ], [w+τ, w+1+τ ] excluded. Denote by Λ¯ the closure
of Λ, by ∂Λ¯ the boundary of Λ¯ and by Λ′ the open parallelogram Λ¯−∂Λ¯. The parallelogram
Λ is a fundamental domain for the Z+ τZ-action on C.
For any theta-polynomial h ∈ Pk (considered up to multiplication by a nonzero constant)
there exist unique u = (u1, . . . , uk) ∈ Λ
k/Sk and µ ∈ C such that
h(x) = e2πiµx
∏k
j=1
θ(x− uj, τ).
The pair (u, µ) ∈ Λk/Sk×C will be called the coordinates of h(x) relative to the fundamental
parallelogram Λ. The number µ will be called the label of h relative to Λ and denoted l(h).
11.4. Labeled preimage. Recall the Wronski map
Wr : Pm,1 × (Pm − Pm,1) → P2m − P2m,1.
For h ∈ P2m − P2m,1 and k ∈ Z define the labeled preimage of h with label k as the set
Wr−1k (h) := {(f, g) ∈ Pm,1 × (Pm − Pm,1) | Wr(f, g) = h, l(f) = k}.(11.7)
We have
Wr−1(h) = ∪k∈ZWr
−1
k (h),
and Wr−1k (h) ∩Wr
−1
k′ (h) = ∅ if k 6= k
′.
Theorem 11.2. Choose a fundamental parallelogram Λ and z = (z1, . . . , z2m) ∈ (Λ
′)2m/S2m
with distinct coordinates. Then there exists N > 0, such that for any h ∈ P2m−P2m,1 of the
form
h(x) = e−2πiµx
∏2m
a=1
θ(x− za, τ),(11.8)
with | Imµ| > N , and any k ∈ Z, the set Wr−1k (h) consists of exactly
(
2m
m
)
points. Moreover,
in that case any (f, g) ∈Wr−1k (h) has the form
f(x) = e2πikx
∏m
j=1
θ(x− tj , τ), g(x) = e
−2πi(µ+k)x
∏m
j=1
θ(x− sj , τ),(11.9)
where t = (t1, . . . , tm) ∈ (Λ
′)m/Sm, s = (s1, . . . , sm) ∈ (Λ
′)m/Sm, and all the numbers
t1, . . . , tm, s1, . . . , sm, z1, . . . , z2m are pairwise distinct.
Theorem 11.2 is proved in Section 11.5.
Corollary 11.3. Under the assumptions of Theorem 11.2, the points (f, g) ∈Wr−1k (h) have
generic first and second coordinates, and any two points of Wr−1(h) lie in different Z-orbits.
Moreover, at each point (f, g) ∈Wr−1(h) the Jacobian of the Wronski map is nonzero. 
Remark. Some additional asymptotic structure of the points of Wr−1k (h) as Imµ→∞ can
be observed in the proof of Theorem 11.2.
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11.5. Proof of Theorem 11.2. For µ ∈ C− Z consider the multiplication map
M : Pm,1 × Pm,e−2piiµ → P2m,e−2piiµ , (f, g) 7→ fg,
and its fiber
M−1(h) = {(f, g) ∈ Pm,1 × Pm,e−2piiµ | fg = h}
over a point h = e−2πiµx
∏2m
j=1 θ(x − zj) with (z, µ) ∈ (Λ
′)2m/S2m × (C − Z) and z with
distinct coordinates. Then the points of M−1(h) are labeled by the pairs (I, k), where I ⊂
{1, . . . , 2m} is anm-element subset and k ∈ Z. The corresponding point (fI,k, gI,k) ∈M
−1(h)
has the form
fI,k = e
2πikx
∏
j∈I
θ(x− zj , τ), gI,k = e
−2πi(µ+k)x
∏
j∈I¯
θ(x− zj , τ),
where I¯ is the the complement to I in {1, . . . , 2m}.
Recall Λ¯ ⊂ C, the closure of the parallelogram Λ. For k ∈ Z denote
Vk = {f ∈ Pm,1 | f = e
2πikx
∏m
j=1
θ(x− tj , τ) where t = (t1, . . . , tm) ∈ Λ¯
m/Sm},
Vµ,k = {g ∈ Pm,e−2piiµ | g = e
−2πi(µ+k)x
m∏
j=1
θ(x− sj, τ) where s = (s1, . . . , sm) ∈ Λ¯
m/Sm}.
We see that for any k1, k2 ∈ Z the sets Vk1, Vµ,k2, Vk1 × Vµ,k2 are compact subsets of Pm,1,
Pm,e−2piiµ , Pm,1 × Pm,e−2piiµ , respectively, and
Pm,1 = ∪k1∈ZVk1 , Pm,e−2piiµ = ∪k2∈ZVµ,k2 Pm,1 × Pm,e−2piiµ = ∪k1,k2∈ZVk1 × Vµ,k2.
The intersection M−1(h) ∩ (Vk1 × Vµ,k2) consists of
(
2m
m
)
points if k1 = k2 and is empty if
k1 6= k2.
Consider the Wronski map
Wr : Pm,1 × Pm,e−2piiµ → P2m,e−2piiµ , (f, g) 7→Wr(f, g),
and the fiber Wr−1(h) = {(f, g) ∈ Pm,1 × Pm,e−2piiµ | Wr(f, g) = h} over the same point
h = e−2πiµx
∏2m
j=1 θ(x− zj).
Let (f, g) ∈ Vk1 × Vµ,k2 with f = e
2πik1x
∏m
j=1 θ(x− tj) for some (t1, . . . , tj) ∈ Λ¯
m/Sm and
g = e−2πi(µ+k2)x
∏m
j=1 θ(x− sj) for some (s1, . . . , sm) ∈ Λ¯
m/Sm. Then
Wr(f, g) = −2πi(µ + k2 + k1) e
−2πi(µ+k2−k1)x(11.10)
×
( m∏
j=1
θ(x− tj)
m∏
j=1
θ(x− sj)−
1
2πi(µ+ k1 + k2)
Wr
( m∏
j=1
θ(x− tj),
m∏
j=1
θ(x− sj)
))
.
Since the functions f, g,Wr(f, g) are considered up to multiplication by nonzero numbers,
we may ignore the first factor −2πi(µ+ k2 + k1) in the right-hand side.
Let us analyze the last factor in (11.10). Let
G(x, t, s, v) =
m∏
j=1
θ(x− tj)
m∏
j=1
θ(x− sj)− vWr
( m∏
j=1
θ(x− tj),
m∏
j=1
θ(x− sj)
)
.(11.11)
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The function G(x, t, s, v), as a function of x, has the same multipliers as the function∏m
j=1 θ(x − tj)
∏m
j=1 θ(x − sj), see the proof of Lemma 8.2. Namely, the first multiplier
of G(x, t, s, v) is 1 and the second is e2πi
∑m
j=1(tj+sj). By Lemma 7.3, for any (t, s, v) we have
G(x, t, s, v) = c(t, s, v)
2m∏
j=1
θ(x− uj(t, s, v))(11.12)
for some c(t, s, v) ∈ C, u(t, s, v) = (u1(t, s, v), . . . , u2m(t, s, v)) ∈ C
2m/S2m and
e2πi
∑2m
j=1 uj(t,s,v) = e2πi
∑m
j=1(tj+sj).(11.13)
The pair (c(t, s, v), u(t, s, v)) is not unique, see Lemma 7.4.
Lemma 11.4. Consider (Λ′)2m with coordinates t1, . . . , tm, s1, . . . , sm. Let C be a compact
subset of (Λ′)2m which is disjoint from all diagonals and invariant with respect to the Sm×Sm-
action. Then there exists δ > 0, such that the pair (c(t, s, v), u(t, s, v)) in (11.12) can be
chosen so that
C
m/Sm × C
m/Sm × C→ C× C
2m/S2m, (t, s, v)→ (c(t, s, v), u(t, s, v)),(11.14)
is a well-defined holomorphic map for (t, s) ∈ C/(Sm × Sm) and v ∈ C, |v| < δ, and
(i) u(t, s, v) = (u1(t, s, v), . . . , u2m(t, s, v)) has distinct coordinates;
(ii) (c(t, s, 0), u(t, s, 0)) = (1, (t, s));
(iii) for any v with |v| < δ the restriction map
C/(Sm × Sm)× {v} → C
2m/S2m, (t, s, v)→ u(t, s, v),(11.15)
has nonzero Jacobian.
Proof of Lemma 11.4. We first construct a certain holomorphic map
C × {v ∈ C | |v| ≪ 1} → C× C2m, ((t, s), v) 7→ (c˜(t, s, v), u˜(t, s, v)),(11.16)
as follows.
For (t, s) ∈ C, the numbers x = tj, j = 1, . . . , m, and x = sj, j = 1, . . . , m, are sim-
ple zeros of the function G(x, t, s, 0). By the implicit function theorem there exist unique
holomorphic functions u˜j(t, s, v), j = 1, . . . , m, defined in a neighborhood of (t, s, 0) and
such that G(u˜j(t, s, v), t, s, v) = 0, u˜j(t, s, 0) = tj . Similarly, there exist unique holomorphic
functions u˜j(t, s, v), j = m+ 1, . . . , 2m, defined in a neighborhood of (t, s, 0) and such that
G(u˜j(t, s, v), t, s, v) = 0, u˜j(t, s, 0) = sj−m.
Since C is compact, there is a δ > 0 such that u˜(t, s, v) = (u˜1(t, s, v), . . . , u˜2m(t, s, v))
is holomorphic for (t, s) ∈ C and v ∈ C, |v| < δ, and has distinct coordinates. Denote
G(x, t, s, v) =
∏2m
j=1 θ(x− u˜j(t, s, v)) and define c˜(x, t, s, v) by the formula
G(x, t, s, v) = c˜(x, t, s, v)H(x, t, s, v).(11.17)
Since G(x, t, s, v) andH(x, t, s, v) have the same zeros, the function c˜(x, t, s, v) is holomorphic
in x, t, s, v and has the from
c˜(x, t, s, v) = cˆ(t, s, v)e2πik(t,s,v)x(11.18)
for some cˆ(t, s, v) ∈ C, k(t, s, v) ∈ Z, such that k(t, s, 0) = 0 and cˆ(t, s, 0) = 1. We know that
the second multiplier of the function G(x, t, s, v), as a function of x, is e2πi
∑m
j=1(tj+sj). From
42 D.THOMPSON AND A.VARCHENKO
(11.18) we conclude that the second multiplier of G(x, t, s, v) is e2πik(t,s,v)τ+2πi
∑2m
j=1 uj(t,s,v).
Since
∑2m
j=1 uj(t, s, v) is continuous, we conclude that k(t, s, u) = 0 and c˜(x, t, s, v) in (11.17)
does not depend on x. The map in (11.16) is constructed. Clearly, we can choose the positive
δ so small that for any v with |v| < δ, the restriction map
C × {v} → C2m, ((t, s), v) 7→ u˜(t, s, v),
has nonzero Jacobian, since it is a deformation of the identity map.
For any permutations σ, η ∈ Sm and j = 1, . . . , m, we clearly have
u˜j(tσ1 , . . . , tσm , sη1 , . . . , sηm , v) = u˜σj (t1, . . . , tm, s1, . . . , sm, v),
u˜m+j(tσ1 , . . . , tσm , sη1, . . . , sηm , v) = u˜m+ηj(t1, . . . , tm, s1, . . . , sm, v).
c˜(tσ1 , . . . , tσm , sη1 , . . . , sηm , v) = c˜(t1, . . . , tm, s1, . . . , sm, v).
Hence the map in (11.16) projects to the required map in (11.14) after factorizing the preim-
age of the map in (11.16) by Sm × Sm. The lemma is proved. 
Recall our z = (z1, . . . , z2m) ∈ (Λ
′)2m/S2m with distinct coordinates. Let ǫ1 > 0 be the dis-
tance from the set {z1, . . . , z2m} ⊂ Λ
′ to the boundary ∂Λ¯ of Λ¯. Let ǫ2 = mina,b, 16a<b62m |za−
zb|. Choose any ǫ with 0 < ǫ < min{ǫ1/2, ǫ2/2}.
Denote by Z the set of all points (t, s) = (t1, . . . , tm, s1, . . . , sm) ∈ Λ¯
2m, which have at
least two equal coordinates or at least one coordinate lying in ∂Λ¯. Clearly, Z is closed and
invariant with respect to the Sm × Sm-action on Λ¯
2m.
Lemma 11.5. There exists a neighborhood U of Z in Λ¯2m and a number δ′ > 0 with the
following properties:
(i) U is Sm × Sm-invariant;
(ii) the point z does not lie in the closure U/S2m of U/S2m;
(iii) for any (t, s) ∈ U , v ∈ C with |v| < δ′, the function F (x, t, s, v) has a multiple zero,
or has a zero with the distance less than ǫ to the boundary ∂Λ¯, or has two distinct
zeros with the distance between them less than ǫ.
Proof. The lemma clearly follows from the fact that Λ¯2m is compact and F (x, t, s, v) is
holomorphic. 
Let U, δ′ be as in Lemma 11.5. Define the compact set C = Λ¯2m − U . The set C satisfies
the assumptions of Lemma 11.4. By Lemma 11.4 there exists δ, 0 < δ < δ′, such that the
function u(t, s, v) = (u1(t, s, v), . . . , u2m(t, s, v)) of Lemma 11.4 has the following properties:
(iv) For any v with |v| < δ, the equation u(t, s, v) = z has exactly
(
2m
m
)
distinct solutions
(t(v), s(v)) ∈ C/(Sm × Sm. Each of the solutions is a holomorphic function of v.
The solutions are labeled by m-element subsets I ⊂ {1, . . . , 2m}. The corresponding
solution (tI(v), sI(v)) is such that
tI(0) = (zj)j∈I , sI(0) = (zj)j∈I¯ .(11.19)
(v) For (t, s) ∈ C/(Sm × Sm) and v with |v| < δ, each coordinate of u(t, s, v) lies in the
ǫ-neighborhood of the parallelogram Λ¯.
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Let us return to the proof of Theorem 11.2. Let h = e−2πiµx
∏2m
a=1 θ(x − za) as before.
Assume that µ ∈ C is such that | Imµ| > δ−1, then |2πi(µ+k2+k1)|
−1 < δ for any k1, k2 ∈ Z.
Then formula (11.10), property (iii) of Lemma 11.5 and properties (iv-v) above show that
the intersection Wr−1(h)∩(Vk1×Vµ,k2) is empty if k1 6= k2 and consists of exactly
(
2m
m
)
points
if k1 = k2, moreover, those points lie in the ǫ-neighborhood of points ((zj)j∈I , (zj)j∈I¯).
This proves all of the statements of Theorem 11.2 except the last statement that all of the
numbers t1, . . . , tm, s1, . . . , sm, z1, . . . , z2m are distinct, see the theorem. We already know
that
(1) Wr(e2πikx
∏m
j=1 θ(x− tj), e
−2πi(µ+k)x
∏m
j=1 θ(x− sj)) = e
−2πiµx
∏2m
j=1 θ(x− zj),
(2) all the numbers t1, . . . , tm, s1, . . . , sm are distinct,
(3) all the numbers z1, . . . , z2m are distinct.
This implies that t1, . . . , tm, s1, . . . , sm, z1, . . . , z2m are distinct. Theorem 11.2 is proved.
12. Applications of Theorem 11.2
12.1. Counting ratios of theta-polynomials. Fix a fundamental parallelogram Λ ⊂ C.
Consider the ratio F of two theta-polynomials of degree m with m simple poles in Λ. Then
the function F can be written uniquely in the form
F = g/f, f =
∏m
j=1
θ(x− tj , τ),(12.1)
where t = (t1, . . . , tm) is a point of Λ
m/Sm with distinct coordinates and g is a theta-
polynomial of degree m. The derivative F ′ = Wr(f, g)/f 2 can be written uniquely in the
form
F ′ = e−2πiµx
∏2m
a=1 θ(x− za, τ)∏m
j=1 θ(x− tj , τ)
2
(12.2)
for some µ ∈ C and z = (z1, . . . , z2m) ∈ Λ
2m/S2m. By assumptions the numerator and
denominator of this ratio have no common zeros.
Theorem 12.1. Let z = (z1, . . . , z2m) ∈ (Λ
′)2m/S2m have distinct coordinates. Then there
exists N > 0, such that for any µ ∈ C with |µ| > N there exist exactly
(
2m
m
)
functions F (x)
as in (12.1) with the derivative as in (12.2), up to proportionality.
Proof. By construction, these functions F = g/f are in the bijective correspondence with the
points (f, g) ∈Wr−10 (h), where h = e
−2πiµx
∏2m
a=1 θ(x− za). Now Theorem 12.1 is a corollary
of Theorem 11.2, see also Lemma 11.4. 
12.2. Counting normal solutions of Bethe ansatz equations. Choose z = (z1, . . . ,
z2m) ∈ (Λ
′)2m/S2m with distinct coordinates. By Theorem 11.2 there exists N > 0, such
that for any h ∈ P2m − P2m,1 of the form
h(x) = e−2πiµx
∏2m
a=1
θ(x− za, τ),(12.3)
with | Imµ| > N , the set Wr−10 (h) consists of exactly
(
2m
m
)
points. In that case any (f, g) ∈
Wr−10 (h) has the form
f(x) =
∏m
j=1
θ(x− tj, τ), g(x) = e
−2πiµx
∏m
j=1
θ(x− sj , τ),(12.4)
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where t = (t1, . . . , tm) ∈ (Λ
′)m/Sm, s = (s1, . . . , sm) ∈ (Λ
′)m/Sm, and all the numbers
t1, . . . , tm, s1, . . . , sm, z1, . . . , z2m are pairwise distinct.
In particular, this means that
Wr(
∏m
j=1
θ(x− tj , τ), e
−2πiµx
∏m
j=1
θ(x− sj , τ)) = e
−2πiµx
∏2m
a=1
θ(x− za, τ))(12.5)
and
Wr(e2πiµx
∏m
j=1
θ(x− tj , τ),
∏m
j=1
θ(x− sj, τ)) = e
2πiµx
∏2m
a=1
θ(x− za, τ)).(12.6)
By Lemmas 9.1 - 9.3 equation (12.5) implies that t = (t1, . . . , tm) is a solution of the Bethe
ansatz equations
2πiµ+ 2
∑
ℓ, ℓ 6=j
ρ(tj − tℓ, τ)−
∑2m
a=1
ρ(tj − za, τ) = 0, j = 1, . . . , m,(12.7)
and equation (12.6) implies that s = (s1, . . . , sm) is a solution of the Bethe ansatz equations
− 2πiµ+ 2
∑
ℓ, ℓ 6=j
ρ(sj − sℓ, τ)−
∑2m
a=1
ρ(sj − za, τ) = 0, j = 1, . . . , m.(12.8)
Hence the equivalence classe of the solution (µ, t1, . . . , tm, z1, . . . , z2m) and the equivalence
class of the solution (−µ, s1, . . . , sm, z1, . . . , z2m) belong to the set Solm and one of them is
the image of the other under the analytic involution β−1 ◦ ιan ◦ β, see (9.9).
Given µ ∈ C and z = (z1, . . . , z2m) ∈ Λ
2m/S2m denote by B(µ, z) the set of equivalence
classes of solutions (µ′, t′1, . . . , t
′
m, z1, . . . , z2m) of the Bethe ansatz equations (6.2), which have
representatives of the form (µ, t1, . . . , tm, z1, . . . , z2m) with (t1, . . . , tm) ∈ Λ
m/Sm.
Theorem 12.2. Let z = (z1, . . . , z2m) ∈ (Λ
′)2m/S2m have distinct coordinates. Then there
exists N > 0, such that for any µ with |µ| > N , each of the sets B(µ, z) and B(−µ, z)
consist of exactly
(
2m
m
)
points. Moreover, there is a bijection B(z, µ) → B(z,−µ), given by
the analytic involution β−1 ◦ ιan ◦ β, which combines the points of these two sets into
(
2m
m
)
pairs (t, s) ∈ B(µ, z)×B(−µ, z) so that the pairs (
∏m
j=1 θ(x− tj), e
−2πiµx
∏m
j=1 θ(x− sj)) list
all the points of the set Wr−10 (h), see (12.5).
Proof. The theorem follows from Lemma 9.11 and Theorem 11.2, see also Lemma 11.4. 
12.3. Asymptotics of solutions of Bethe ansatz equations. Let z = (z1, . . . , z2m) ∈
(Λ′)2m/S2m have distinct coordinates. By Lemma 11.4 the Bethe ansats equations (6.2)
extend to a holomorphic system of equations for (µ, t) ∈ P1
C
× Cm at µ =∞.
Lemma 12.3. When µ =∞, a point (t1, . . . , tm) ∈ Λ
m/Sm is a solution of (6.2) if and only
if {t1, . . . , tm} is a subset of size m of {z1, . . . , z2m}. 
Thus, solutions to (6.2) at µ =∞ for t ∈ Λm/Sm are in bijection with m-element subsets
I ⊂ {1, . . . , 2m}. By the implicit function theorem, each of these extends to a holomorphic
family of solution tI(µ) ∈ Λ
m/Sm to (6.2) as µ ranges through a neighborhood of∞, see the
proof of Theorem 11.2.
Thus, tI(µ) is a holomorphic function of µ as µ→∞ and has the property:
tI(µ)→ (zj)j∈I , as µ→∞.(12.9)
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Lemma 12.4. For I = {i1, . . . , im}, the coordinates t1(µ), . . . , tm(µ) of the solution tI(µ)
can be ordered so that for µ→∞ we have
tj(µ) = zij +
1
2πiµ
+O(µ−2),(12.10)
where j = 1, . . . , m.
Proof. Denote v = (2πiµ)−1 as in Lemma 11.4. Introduce new variables w1, . . . , wm by the
formula tj = zij + vwj. Then equations (6.2) can be written in the form
1
v
− ρ(vwj) +Rj(v, w1, . . . , wm) = 0, j = 1, . . . , m,(12.11)
where Rj(v, w1, . . . , wm) is a holomorphic function of its arguments at v = 0. Since ρ(u) =
u−1+O(u) as u→ 0, equation (12.11) can be rewritten in the form 1
v
− 1
vwj
+ R˜j(v, w1, . . . ,
wm) = 0, where R˜j(v, w1, . . . , wm) is another holomorphic function. Multiplying both sides
of this equation by vwj we obtain an equation wj = 1 − vR˜j(v, w1, . . . , wm), which implies
that wj = 1 +O(v). This proves (12.10). 
As µ→∞, the analytic involution β−1 ◦ ιan ◦ β sends the equivalence class of the solution
(µ, tI(µ)) to the equivalence class of the solution (−µ, tI¯(−µ)), where I¯ = {1, . . . , 2m} − I,
see Lemma 11.4 and Theorem 12.2.
Corollary 12.5. For I¯ = {¯i1, . . . , i¯m}, the coordinates t1(−µ), . . . , tm(−µ) of the solution
tI¯(−µ) can be ordered so that for µ→∞ we have
tj(−µ) = zi¯j −
1
2πiµ
+O(µ−2),(12.12)
where j = 1, . . . , m. 
12.4. Asymptotics of Bethe eigenfunctions. Let µ → ∞. Choose one of the
(
2m
m
)
families of Bethe ansatz solutions tI(µ) ∈ Λ
m/Sm, where I = {i1, . . . , im} is an m-element
subset of {1, . . . , 2m}. Let us order the coordinates t1(µ), . . . , tm(µ) so that the asymptotics
(12.10) hold. Consider the eigenfunction Ψ(λ12, µ, tI(µ), z) corresponding to this solution.
Then the function
ΨI(λ12, µ) := Ψ(λ12, µ, tI(µ), z)
∏m
j=1
θ(tj(µ)− zij )(12.13)
is also an eigenfunction of the dynamical elliptic Bethe algebra, since the last product is con-
stant with respect to λ12. The function ΨI(λ12, µ) will be called the normalized eigenfunction
corresponding to the eigenfunction Ψ(λ12, µ, tI(µ), z).
Lemma 12.6. The normalized function ΨI(λ12, µ) has an expansion of the form
ΨI(λ12, µ) = e
πµλ12
∞∑
k=0
wk(λ12)µ
−k,(12.14)
where w0 = (−1)
mvI¯ does not depend on λ12, all the coefficients wk(λ12) are meromorphic
functions of λ12 with poses at most at the points of the subset Z + τZ ⊂ C, and the sum is
uniformly convergent on any compact subset of C− (Z+ τZ) in the λ12-line.
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Proof. Clearly the function F (λ12, µ) = e
−πµλ12θ(λ)mΨI(λ12, µ) is holomorphic in (λ12, µ) in
a neighborhood of the line µ =∞, moreover, F (λ12,∞) = (−1)
mθ(λ)mvI¯ , see formula (10.2).
This implies the lemma. 
Consider the eigenvalues E0,I(µ), . . . , E2m,I(µ) of the dynamical Hamiltonians H0(z), . . . ,
H2m(z) on the eigenfunction ΨI(λ12, µ).
Lemma 12.7. As µ→∞ we have
E0,I(µ) =
πi
2
µ2 +
∑∞
k=0
Ek0,Iµ
−k(12.15)
Ea,I(µ) = πiµ+
∑∞
k=0
Eka,Iµ
−k, a ∈ I,
Ea,I(µ) = −πiµ+
∑∞
k=0
Eka,Iµ
−k, a 6∈ I,
where for a = 0, . . . , 2m, the functions
∑∞
k=0E
k
a,Iµ
−k are holomorphic functions at µ =∞.
Proof. The eigenvalues of the KZB operators on the eigenfunction Ψ(λ12, µ, tI(µ), z) were
calculated in Section 5.3. Now the lemma follows from formula (12.10). 
Corollary 12.8. The formal series eπµλ12
∑∞
k=0wk(λ12)µ
−k with respect to the variable µ is
a solution of the equations
H0(z)
∞∑
k=0
wk(λ12)µ
−k =
(πi
2
µ2 +
∑∞
k=0
Ek0,Iµ
−k
) ∞∑
k=0
wk(λ12)µ
−k,(12.16)
Ha(z)
∞∑
k=0
wk(λ12)µ
−k = (πiµ+
∑∞
k=0
Eka,Iµ
−k)
∞∑
k=0
wk(λ12)µ
−k, a ∈ I,
Ha(z)
∞∑
k=0
wk(λ12)µ
−k = (−πiµ +
∑∞
k=0
Eka,Iµ
−k)
∞∑
k=0
wk(λ12)µ
−k, a 6∈ I.

12.5. Asymptotic eigenfunctions. Consider a formal series
Ψasy(λ12, µ) = e
2πiµλ12
∞∑
k=0
uk(λ12)µ
−k, µ→∞
with some coefficients uk(λ12).
Lemma 12.9. If there exists a formal series solution
Ψasy(λ12, µ) = e
2πiµλ12
∑∞
k=0
uk(λ12)µ
−k
to the equations
H0(z)Ψ
asy(λ12, µ) =
(πi
2
µ2 +
∑∞
k=0
Ek0,Iµ
−k
)
Ψasy(λ12, µ),(12.17)
Ha(z)Ψ
asy(λ12, µ) = (πiµ+
∑∞
k=0
Eka,Iµ
−k)Ψasy(λ12, µ), a ∈ I,
Ha(z)Ψ
asy(λ12, µ) = (−πiµ +
∑∞
k=0
Eka,Iµ
−k)Ψasy(λ12, µ), a 6∈ I,
then it is unique up to multiplication by a scalar of the form
∑∞
k=0 ckµ
−k, where ci ∈ C.
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Proof. Equations (12.17) say that
u′0 = 0,(12.18)
((e22 − e11)
(a) − 1)u0 = 0, a ∈ I,
((e22 − e11)
(a) + 1)u0 = 0, a ∈ I¯ ,
where u′ is the derivative of the function u of the argument λ12 with respect to λ12. Hence
u0 is a constant multiple of the vector vI¯ , that is, u0 = c0vI¯ for some c0 ∈ C. For k > 0,
equations (12.17) say that
u′k = R
0
k(u0, . . . , uk−1),(12.19)
((e22 − e11)
(a) − 1)uk = R
a
k(u0, . . . , uk−1), a ∈ I,
((e22 − e11) + 1)uk = R
a
k(u0, . . . , uk−1), a ∈ I¯ ,
where Rak(u0, . . . , uk−1), for a = 0, . . . , 2m, are some explicit expressions in terms of the
functions u0, . . . , uk−1. So if the coefficient uk can be determined from the system (12.19),
then it is unique up to addition of a constant multiple of vI¯ . This proves the lemma. 
12.6. Proof of Theorem 10.3. Let I ⊂ {1, . . . , 2m} be an m-element subset and µ→∞.
Consider the solutions (µ, tI(µ)) and (−µ, tI¯(−µ)) of the Bethe ansatz equations (6.2). They
are related by the analytic involution β−1 ◦ ιan ◦ β, see Section 12.3. Consider the associated
eigenfunctions Ψ(λ12, µ, tI(µ), z) and Ψ(λ12,−µ, tI¯(−µ), z) and their respective normalized
versions, which we will denote by ΨI and ΨI¯ , respectively, see (12.13). Both have asymptotic
expansions of Lemma 12.6,
ΨI = e
πµλ12
∑∞
k=0
wIk(λ12)µ
−k, ΨI¯ = e
−πµλ12
∑∞
k=0
w¯I¯k(λ12)µ
−k,
where wI0 = (−1)
mvI¯ and w¯
I¯
0 = (−1)
mvI . Recall the nontrivial element s of the sl2 Weyl
group and consider the third eigenfunction s(ΨI). Its asymptotic expansion has the form
e−πµλ12
∑∞
k=0 s.w
I
k(−λ12)µ
−k, where s.wI0(−λ12) = (−1)
mvI . By Lemma 12.9 we conclude
that s(ΨI) = ΨI¯ . Hence Theorem 10.3 is proved for solutions of the form (µ, tI(µ)). By
Theorem 11.2 such solutions correspond to an open subset of the space Solm, which is
irreducible. This proves Theorem 11.2 in full generality. 
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