L oo ESTIMATES FOR CONSERVATION LAWS WITH HYPERVISCOUS PARABOLIC TERMS*
WALTER
The boundary conditions are that u(x, t) = u(x + 2-JT, t). The analysis will involve L°° estimates of the linear parabolic equation (2) d t v = i-iy-'d^v
vo(x) =v(x,0) GL 00 , which is studied both on the circle; v(x, t) -v(x + 27r, t) and on the line x 6 M. Such questions are motivated by numerical spectral methods for solutions of hyperbolic conservation laws [2] . In this light it is fitting to contribute this paper to a special volume in honor of Cathleen Morawetz, who has had an interest throughout her career in nonlinear partial differential equations and their numerical solution.
Standard parabolic theory implies that solutions to (1) and (2) are smooth, given L 00 initial data, at least locally in time. The purpose of the analysis in this paper is to give an a priori L 00 estimate on the solutions, and to understand the behavior of this estimate as s -Y +oo. Incidentally, s > 1 can be taken to be any real, but for simplicity we will let s > 1 be an integer. For 5 = 1 the classical parabolic maximum principle holds for both (1) and (2) , implying the simple a priori estimates (3) ||ifc(a;,t)||i,oo < ||uo(aO||L~ , with constant C = 1, and furthermore the strong maximum principle holds. In contrast to this, for s > 2 there is an estimate for (1) 
Using (6), the nonlinear equation (1) can be rewritten using Duhamel's principle
The main a priori L 00 estimate of this paper is the following. Suppose that \f(u)\ < Co(\u\ d ).
THEOREM 1. Let u(x,t) be the solution of the nonlinear parabolic equation (1), with initial data uo(x) G L 00 . Then there is a uniform L 00 estimate in time,

MM)IU~ < C(S)(\\UO{X)\\L-+IMaOlli~) with C(s) = O(s) for large s. When t > T(s) ~ exp(-5log(2)) is outside of the initial layer, an estimate holds for the solution that is uniform in s as s -> oo. Indeed Mx,t)\\ L oo < CO(\\UO{X)\\L~ + \\uo(x)\\U),
where Co is independent of s, and independent oft for exp(-5log(2)) < t < +oo.
The following results are some of the ingredients that will go into the proof of the main theorem.
THEOREM 2. Let u(x,i) be a smooth solution to equation (1), then the following elementary estimates hold,
Proof. These facts depend of course on the form of the nonlinear equation. Certainly In case s = 1 it is a simple fact that Ki > 0 for t > 0, so that the absolute value signs are superfluous, and one may take C = 1. For s > 2 the kernel may change sign (in the periodic case it will change sign for t small), and in general the constant is bigger. We will be more precise as to the behavior of the solution kernel. 
Then v(x,t) satisfies the additional estimates
Recall from (9)(i) that VQ = -^ f^ vo(x)dx. For large time t, estimate (13) is stronger, while the estimate (12) provides a uniform estimate for equation (2) over the half line 0 < t < +00. The time at which there is this exchange of strength of these L 00 estimates occurs for T
(s) ~ exp(-2slog(s)). More relevant 'though is the time T(s) where for t > T(s), \\v(x : t)\\Loo < 2\\VO(X)\\L°°• From the exponent of (13) this is clearly for T(s) ~ e~s
lo^2 \ giving an exponentially small initial layer for the linear problem.
One notices in (8) that the L 00 estimate also may depend upon the derivative of the solution kernel with respect to x. For purposes of the nonlinear theorem we have the following bounds on the L 1 norm of the derivative of K s . 
THEOREM 6. The following estimate holds (14)(t) [ " \d x Kf ei (x,t)\dx < ^-e-^^ ,
JO ts where Ci is independent of s and t. Furthermore, for t > T(s),
(x-y,t-T)f(u(y,T))dy dr.
The first term of the R.H.S. obeys the direct linear estimates, either (12) of Theorem 4 in the initial layer 0 < t < exp(-slog(2)) or by using (9)(i) and (13), 
Jt-T(s) (t -r)J t-T(s) (*-T)'
where the first term used (14)(u), and the second term used (14)(i) in the estimate of the R.H.S. To simplify this estimate, let's make the particular choice that f(u) = u 2 . Then (
) \\fWx,T))\\L* = MX,T)\\1 2 < \\U 0 (X)\\1 2
by Theorem 2, (9)(ii), therefore we find that
JO
If 0 < t < T(s), we remark that this term does not even appear in (17). Assume then that T(s) < t, we will pursue the second term;
(20) /.
t-T(s) (t -T)
T\\f( u ( x > T ))\\L~>dT 
<-{C\?f'^f'(Ljf^i
Recall that T(a) ~ exp(-slog(2)), then it is easy to see that this factor is uniformlv bounded in s > 2.
Again to simplify the argument, assume that f(u) = u 2 as above. Prom (20) we need to bound the factor LEMMA 7. We have estimates of the form
Jt-T(s) '
<C7oCr(*) + l)|Ma:)||i-.
Proof. This is the Sobolev lemma, used in conjunction with Theorem 2, (9)(i) and (ii). For each r in question,
by the Sobolev lemma, as s > 2 (s > 1/2 will do). Integrating over the time interval
Jt-T(s) Jt-T(s) Jt-T(s)
Using (9)(i) on the first term, and (9)(ii) on the second,
<CoT(s)\\Mx)\\h + Co\\uomb-
Since the L 00 norm bounds the L 2 norm over the circle, this finishes the proof. D Returning to expression (22),
where the exponent is Q -2 -2/p = 2/(5 -1), 
W-T(5)<r<^ )
We first prove the estimate which is uniform in t > 0, which however blows up as 5 -> oo. Define 
Jt-T(s) (t-T)'
Assuming again that f(u) = u 2 ; the first two terms are bounded by
(1 + 2Coe-* (^) )|KI|L~ + ColMlloo.
The estimate for the last integral again uses the Holder inequality in time: Since T(s) ~ exp (-5log(2)) this term is clearly uniformly bounded as s -)• oo. This finishes the second estimate of Theorem 1.
Linear estimates.
This section finishes the analysis of the paper, by verifying the estimates of the linear equation (2) that are stated in theorems 4, 5, and 6. The Fourier representation of the solution kernel for (2) posed on the line x G iR, is that The constant in the exponent is C" 1^) = (2s -l)(tan(^)/2s)2^T = 0(s~1 
+ c(s;
which demonstrates the estimate (12).
The kernel of the problem on the line is now used to estimate the problem on the circle 0 < x < 2TT. By the method of images, which has coefficients of t~l/ s bounded for large s. The L 00 estimates of the kernel work in the same way, so that (14) (i) and (ii) follow from this.
