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ABSTRACT
Recent progress with rare-earth-ion ensemble quantum memories has resulted in
a family of echo-memory protocols which use sequences of pulsed light fields to
recall a pulse stored in the ensemble earlier. The simplest of these protocols, the
two-pulse photon echo, has been deemed too noisy to operate in the single-photon
regime.
In this work we introduce and investigate the LiSPER protocol, which involves
using off-resonant pulses to control the recall of the stored pulse from the en-
semble. In the LiSPER protocol, two off-resonant pulses dynamically tune the
resonant frequencies of the ions in the ensemble such that an unwanted noisy
echo is suppressed and a less noisy echo of the input pulse is emitted at a later
time. A theoretical basis for LiSPER is formed with analytical calculations and
numerical simulations, and the dependence of the protocol efficiency on parame-
ters of the off-resonant pulses is characterised. Also presented are the results of
experiments performed using a praseodymium ion ensemble. These results agree
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1. BACKGROUND I
This chapter contains first a brief look at quantum computing in section 1.1. The
superconducting microwave circuit qubit, a piece of quantum computing hard-
ware, is then discussed in section 1.2. Section 1.3 is about quantum communica-
tion. Section 1.4 contains a discussion of rare-earth-ion-doped crystals: systems
proving useful for quantum communication. Finally, section 1.5 outlines some hy-
brid architectures, where superconducting qubits and rare-earth-ion-doped crys-
tals are combined.
1.1 Quantum computers
Quantum theory and Einstein’s relativity are the understructure of modern physics.
Typically the quantum nature of the world only becomes apparent at the micro-
scopic scale and at temperatures near absolute zero, whereas humans experience
the mechanics of metres and kilograms of comparatively scorching matter. Be-
cause of this, our physical intuition is deeply seated in the laws of classical me-
chanics, and we find that quantum theory often defies our imagination. As such
it is a source of philosophical trauma1, but has revolutionised our understanding
of physical reality. A few great triumphs of quantum theory have been the mathe-
matical descriptions of the periodic table, magnetism, the laser, and the transistor
semiconductor device which has carried us into the Information Age.
These breakthroughs are said to belong to the First Quantum Revolution: the era
in which quantum theory was developed and used to describe existing technology.
We are now in the midst of the Second Quantum Revolution where technologies
are emerging which can outperform classical devices by creating and manipulat-
ing quantum states [2]. The field of computation is one of many evolving in the
wake of this revolution.
1 and a victim of pseudo-scientific hijackings; everything from mind control to natural healing
has been laid at its doorstep. A favourite example is Deepak Chopra’s “quantum” theory that aging
is caused by the mind [1]. Chopra was awarded the 1998 Ig Nobel Prize for this theory.
2 1. Background I
1.1.1 A quick history of the quantum computer
The evolution of the computer begins with primitive devices like the Babylonian
abacus, and descends through to the astrolabe, the slide-rule, and Kelvin’s me-
chanical tide predicting machine. We might wonder when we underwent the leap
to where we are today. Many would say the leap was made by the “father of the
computer”: English polymath Charles Babbage. He dreamed up the Analytical
Engine in the 1830s [3] - a programmable device which would be given punched
cards as commands, and output printed characters and plotted curves. Unfortu-
nately Babbage’s idea was a century ahead of its time; the thousands of moving
parts needed proved too laborious to make by hand, and his idea lost funding.
“Another age must be the judge,” Babbage is quoted [4]; and indeed, it wasn’t un-
til 1936 that another English mathematician, Alan Turing, took the next great leap
in computation [5]. Working on a problem concerning the foundations of mathe-
matics (David Hilbert’s Entscheidungsproblem [6]), Turing developed the notion
of Turing completeness. A Turing complete system (or universal computer) is
flexible enough to perform any and all tasks that are computable (in the language
of computer science). If we make Turing completeness the defining criterion of
a computer, Babbage’s Analytical Engine was the first computer. The history of
classical computing is far richer than the fleeting review provided here. For more
detail and a fascinating perspective on the Entscheidungsproblem, computability,
and Turing’s work, see [7].
The capabilities of the universal computer were then believed to be the limit of
what could ever be achieved in the field of computation, so any improvements
were confined to mostly matters of size, speed, and user interface. Then, in the
1980s, David Deutsch extended Turing’s ideas by conceiving of the universal
quantum computer [8]: a computer with a logical basis governed by the laws of
quantum mechanics.
The quantum computer was recognised as a truly revolutionary idea when Peter
Shor showed that a quantum computer could find the two factors of a large semi-
prime number (of the order of 10300) - a problem intractable for a classical com-
puter [9]. This is much more than just a cute mathematical trick; a large majority
of encrypted data exchange use a public key cryptography system, which guaran-
tees security based on the difficulty of this factorisation. Recently the number 21
was efficiently factorised on a quantum computer using Shor’s algorithm [10].
Another major use of a quantum computer was proposed by Richard Feynman:
perfect simulation of quantum systems [11]. Simulating quantum systems on a
classical computer can quickly become intractable due to the huge dimensionality
of even seemingly small quantum systems. Simulating a quantum system on a
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quantum computer is conceivably a more natural approach, and indeed the com-
putational resources required are predicted to be far less for a quantum computer.
1.1.2 Quantum parallelism
How does a quantum computer operate differently from a classical computer? The
difference stems from the superposition principle of quantum mechanics, which
dictates that a system exists in a superposition of all of the states it could possibly
assume.
There are certain problems where a classical computer must take a list of inputs
and proceed through them one by one, performing an operation on each, and pro-
ducing a list of outputs. To speed up this process, more computers can be added
to work simultaneously on the problem. This is called parallelism, and requires
the addition of hardware. Now consider how a quantum computer might perform
the same task. It could be given a superposition state of all of the classical inputs,
and instructed to undergo an operation. The operator acts on the input superposi-
tion state, producing an output state which is a superposition of all of the classical
outputs. The quantum computer operates in parallel with itself! This is called
quantum parallelism, and does not require any hardware duplication.
However this is not useful for all algorithms of this sort. The measurement prin-
ciple of quantum mechanics dictates that when observed, a system in a superpo-
sition state will immediately assume one of the states available to it. The output
superposition state in a quantum computation will therefore collapse to one of the
possible outputs when read out, and the process will need to be repeated until
all of the outputs are delivered. A quantum computer can outperform a classical
computer only for algorithms where there is just a small subset of outputs of in-
terest, which can be made the most likely to be measured. This will happen if
the wavefunctions of the undesired output states destructively interfere. Shor’s
algorithm owes its superiority to quantum parallelism; the prime factors of the
integer in question are the most likely outputs. Deutsch used quantum parallelism
as support for the many worlds interpretation of quantum mechanics, suggesting
that the unmeasured outputs were computed in universes we fail to access [8].
1.1.3 Qubits
In classical computing the basic unit of information is the bit, which can take on a
value of 1 or 0. Any classical two-level system can store a bit; the most prevalent
is a tiny magnetic grain, trillions of which are packed into modern hard-drives.
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In quantum computing, the basic unit of information is the quantum bit or qubit2,
which must be stored by a quantum mechanical (i.e., far less noisy) two-level sys-
tem. The qubit is fundamentally different from the bit in that it obeys the super-
position principle; it can take on a two-dimensional continuum of superposition
states between 1 and 0. The wavefunction for a qubit is, in general:
|Ψ〉 = α |g〉 + βeiφ |e〉 ;
a linear superposition of the ground and excited states, with expansion coefficients
α and β, and relative phase φ. We can make the parameterisation α = cos (θ/2),












This describes a vector confined to the surface of a unit sphere, with φ and θ as the
usual spherical polar azimuthal and polar coordinates, respectively. We call this
the Bloch sphere, and the vector is sometimes called the pseudospin, or the Bloch
vector. The Bloch sphere is shown in Figure 1.1.
Fig. 1.1: The state of a qubit can be represented by a Bloch vector, which traces out a
trajectory on the Bloch sphere. The azimuthal coordinate is its phase, and the
polar coordinate weights the expansion coefficients of its two states. Here, the
qubit is undergoing excitation.
2 The word qubit has meaning both as the physical two-level system, and as the piece of infor-
mation it stores. Bit is used just as loosely.
1.1. Quantum computers 5
There are a huge number of systems which qualify as two-level systems, so the va-
riety of qubits which have been proposed is truly impressive. In fact, often a many-
level system can be approximated as two-level; one transition in an atom can be
isolated with a narrow linewidth laser, for example. Manifestations of qubits in-
clude semiconductor nanoparticles (quantum dots) grown on a two-dimensional
solid surface [12], arrays of laser-trapped ions [13], nuclear spins in a fluid [14],
superconducting electrical circuits, and impurities in transparent crystals. We do
not have the space to discuss many of them here (we will discuss the last two in
detail), but see [15] for a very readable review. In an effort to focus research ef-
forts on qubits most likely to meet the needs of a quantum computer, DiVincenzo
specified five requirements for quantum computation [16]: the physical system
must
1. be scalable, with well characterised qubits,
2. have the ability to initialise the state of the qubits to a simple fiducial state,
3. have long relevant coherence times, much longer than the gate operation
time,
4. be able to underpin a universal set of quantum gates, and
5. have a qubit specific measurement capability.
Generally speaking, difficulties in simultaneously meeting these criteria are all
traced back to the fragile nature of any quantum system; the qubit must be ex-
tremely well insulated from any environmental perturbations. For example, con-
sider the first and third criteria. In the interest of scalability each qubit must be
able to interact strongly with other qubits when logical exchanges are required,
but allowing it to interact strongly invites decoherence from the environment [17].
There are three lifetimes used to compare qubits, which are essential to under-
standing DiVincenzo’s third criterion. T1 is the timescale over which the qubit
dissipates energy to the environment, which we call the relaxation time or the
population lifetime. T2 is the coherence time: the timescale over which random
phase-kicks from the environment cause the phase autocorrelation of the qubit to
diminish. Finally, differences in qubit frequency average to an oscillation decay-
ing with apparent timescale T ∗2 which we call the dephasing time. It may help to
think about these timescales in relation to the Bloch sphere. After a time T1, a
Bloch vector precessing in the equatorial plane is expected to have decayed to its
equilibrium (this would be the south pole in the case of a cold two-level atom).
The Bloch vector rotation rate will be suffering small changes, and after a time T2
this phase noise will preclude predicting φ(t) from φ(0). The rotation rate (forget-
ting phase noise for the moment) may differ between qubits, or may change with
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time for a single qubit. The average of these instances decays with timescale T ∗2 .
The following relates the three timescales [18]:
2T1 > T2 > T ∗2 .
It should be mentioned that these decoherence processes may not always be well
modelled by exponential decay; characterising them with the decay periods above
is then only an idealisation.
1.2 Superconducting microwave circuit qubits
A very well studied qubit is the superconducting microwave circuit qubit, usually
shortened to superconducting qubit, which is built from superconducting loops of
wire and Josephson junctions. A Josephson junction is essentially a weak elec-
trical insulator: a potential barrier that the supercurrent can tunnel through. Two
strengths of superconducting qubits are that they can be fabricated on a chip using
many of the same techniques that we have mastered for creating classical com-
puting hardware, and they couple strongly to electromagnetic fields. These are
perhaps the reasons that the technology giants IBM [19], Google [20] (in collabo-
ration with NASA), and Intel [21] have chosen the superconducting qubit for their
quantum computing research.
However, we note that the strong coupling of the qubit and the electromagnetic
field also severely cuts the coherence time, as unwanted electromagnetic noise is
easily picked up, as well as the desired mode. In this section we will briefly de-
scribe the basic physics of superconductivity and Josephson tunnelling, and then
discuss the three classes of superconducting qubits. For more detail on supercon-
ductors, see [22]; and for a readable review of superconducting qubits and the
Josephson effect, see [23].
Superconducting qubits operate at tens of milli-Kelvin, and resonate at microwave
frequencies. The longest coherence times achieved in these systems are around
100 µs [24], and the fastest gate times are around 1 and 10 ns, for one- and two-
qubit gate operations, respectively3 [25].
3 An example of a one-qubit gate is a Pauli-X gate (the quantum equivalent of the NOT gate),
which rotates the qubit Bloch vector by π radians about the x-axis, and an example of a two-qubit
gate is a SWAP gate, which interchanges the states of two qubits.
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1.2.1 Superconductivity and flux quantisation
Superconductivity is the phenomenon where beneath a critical temperature, elec-
trical current begins to flow with zero resistance. It was discovered by H. Kamer-
lingh Onnes in 1911 [26], three years after he famously liquefied helium.
In a superconductor, the electrons form Cooper pairs, each of which have a net
spin of zero. The charges have therefore become bosonic, allowing them to cir-
cumvent Pauli exclusion and share a common ground state. This wavefunction has
nodes at the metal lattice sites, and the current flows as if the positive metal ions
at each lattice site were not there, loosely speaking. The supercurrent wavefunc-
tion can describe the collective state of around 1024 particles, so the macroscopic
voltage and current exhibit quantum behaviour.
Now let us consider a a loop of wire in a static magnetic field, which is then cooled
past its critical temperature, and the field is switched off. A supercurrent will
begin to flow to conserve the flux through the loop, and will persist indefinitely4.
It was discovered that the supercurrent will create flux quantised only in integer
multiples of the flux quantum [28, 29]:
Φ0 = h/2e, (1.1)
where h is Planck’s constant and e the charge of an electron. This is called flux
quantisation. The flux quantum is sometimes called the fluxon, fluxoid or vor-
tex [22]. Flux quantisation arises because the phase shift accumulated by the
supercurrent wavefunction as it traverses the loop must be quantised in integer
multiples of 2π.
1.2.2 Josephson tunnelling
As mentioned already, a Josephson junction is a thin (typically 2-3 nm) layer of
electrically-resistive material which divides two superconductors5, as shown in
Figure 1.2a, providing a potential barrier that the supercurrent can tunnel through
(often it is called a tunnel junction). The junction is dissipationless, possesses
a capacitance, and most importantly has a nonlinear inductance L. Josephson
tunnelling is where a current of Cooper pairs pass through a Josephson junction,
and is described by the Josephson relation: [32]
I = I0 sin δ. (1.2)
4 A lower bound has been put on the supercurrent lifetime of around 100,000 years [27].
5 The conventional volt is in fact defined as the potential difference which causes 483,597.9
excitations of a Josephson junction each second [30, 31].









Fig. 1.2: The Josephson junction is an interface between two superconductors. (a) The
junction with its capacitance made explicit. (b) The conventional symbol for the
junction. The variables indicated are explained in the text.
I0 is the current which flows toward the junction, I is the current the junction
passes (the rest is stored with the junction capacitance), and δ is the change in
phase across the junction. Physically, (1.2) says that the current allowed to pass
the junction depends on the supercurrent phase change across the junction. With
a voltage V between the superconductors, δ evolves according to the Gor’kov-
Josephson equation [33]:
~δ̇ = 2eV. (1.3)
Physically, (1.3) says that the energy gained by pushing one Cooper pair (of charge
−2e) across the junction is 2eV , as is familiar from the capacitors of classical
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A superconducting loop of wire (with no Josephson junction) with a self-capacitance
C0 and self-inductance L0 would constitute a harmonic LC oscillator with energy
level spacings of ~ω = ~√
L0C0
. The nonlinear inductance of a Josephson junction
interrupting the loop imbues the oscillator with the anharmonicity it needs to be
manipulated as a two-level system.
There are two energies associated with Josephson tunelling; Ec = 2e2/C describes
the charge buildup across the junction, and E j = I0Φ0/2π describes the coupling
to the junction. Ec is associated with the eigenvalues of the charge operator Q̂,
and E j is associated with the eigenvalues of the phase operator δ̂. These operators
are Fourier conjugates with commutator [δ̂, Q̂] = i2e.
1.2.3 Flux, charge, and phase qubits
There are three main classes of superconducting qubits, all built from supercon-
ducting loops and Josephson junctions, shown in Figure 1.3. Each class is different











Fig. 1.3: (a) Flux qubit. (b) Charge qubit. (c) Phase qubit, and the potential across the
junction.
A flux qubit (Figure 1.3a), also known as a persistent current qubit, consists sim-
ply of a superconducting ring and a Josephson junction [34]. The two computa-
tional basis states are: a clockwise current creating one fluxon pointing into the
page, or a counterclockwise current creating one fluxon pointing out of the page.
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In a flux qubit E j > Ec (the eigenvalues of δ are good quantum numbers), which
means that the Cooper pairs flow continuously across the junction potential rather
than being trapped.
A charge qubit (Figure 1.3b), also known as a Cooper pair box, is a flux qubit
with a DC voltage bias and a capacitor added [35]. The length of superconductor
between the junction and the capacitor, referred to as an island, can have its chem-
ical potential varied by adjusting the voltage. The computational basis states are:
one excess Cooper pair on the island, and no excess Cooper pair on the island.
In a charge qubit, E j < Ec (the eigenvalues of Q̂ are good quantum numbers).
Two advanced descendants of the basic charge qubit are the transmon [36,37] and
quantronium [38], which we will not describe here. They operate on the same
principle, but the bias voltage is chosen such that the qubits are insensitive to first
order noise fluctutations.
A phase qubit (Figure 1.3c), also sometimes known as a hybrid qubit, is a junction
with a weak current bias I0 [39]. The potential U(δ) is a tilted cosine, or a “wash-
board” (inset in Figure 1.3c). Each minimum in the washboard potential can be
approximated as an anharmonic oscillator, and the computational basis states are
the ground and excited state of one of the local minima in the potential. Similar
to a flux qubit, the phase qubit has E j > Ec.
1.2.4 Cavity QED and circuit QED
Another popular qubit consists of an atom in an optical cavity [40–42]. The cavity
supports a strong electric field, so for the same laser power an atomic transition
can be driven harder than is possible without the cavity. The basis states for such
a qubit are the excited and ground states of the atomic transition. These systems
are characterised by three rates (see Figure 1.4a): the rate of atom-light coupling
g, loss into other cavity modes γ, and loss from the output mirror κ. The strong
coupling regime is where the rate of absorption and emission of the atom far ex-
ceed the rates of loss (g >> κ, γ), and it is in this regime that the quantum nature
of the electromagnetic field becomes apparent, giving the field of study the name
cavity quantum electrodynamics (cavity QED).
In the strong coupling regime the phenomenon of vacuum Rabi oscillations can be
observed; an excited atom is placed into the empty cavity, decays and emits one
photon into the cavity mode, absorbs the same photon, and repeats the process
many times over at a rate 2g. Simply by adding a cavity, the usually irreversible
spontaneous emission becomes a reversible, coherent oscillation. As applicable
to quantum information, entering the strong coupling regime enables excitations







Fig. 1.4: (a) A cavity QED system. (b) A circuit QED system. The black paths are super-
conducting wire, the grey bands are Josephson junctions, and the orange shading
indicates electric field intensity. Comparing this to the charge qubit in Figure
1.3b, we see that the voltage source and capacitance are provided by the res-
onator below the qubit island.
of the cavity to be mapped efficiently to atomic excitations.
A close analogy to cavity QED is circuit QED [43], where a charge qubit is fabri-
cated on a comparatively long section of superconducting wire (Figure 1.4b). Next
to this is another strip of wire, with two cuts made in it so that the disconnected
section constitutes a resonator (analogous to a Fabry-Pèrot optical resonator used
in cavity QED), which will support alternating voltages at microwave frequencies.
The charge qubit, analogous to the atom in cavity QED, is placed at an antinode
of the resonator mode and oscillates between charge states. Circuit QED systems
can be fabricated such that the qubit fills the entire cross-section of the resonator,
which can allow the strong coupling regime to be easily reached. Furthermore,
difficulties associated with trapping the atom are avoided.
1.3 Quantum communication
As mentioned in 1.1.1, quantum computers can be used to break certain encryp-
tions, which has huge implications for data security. On the other side of the
cryptography coin, there have emerged techniques for more secure data encryp-
tion [44], with the measurement principle of quantum mechanics at their core.
The information is sent as a superposition state. If an eavesdropper is present,
the superposition will collapse and the eavesdropper will become apparent to the
receiving party. This technology is already commercialised; a notable use was
in securely transmitting votes in the 2007 Swiss Federal election, and there are a
handful of companies offering quantum communication systems.
Here we introduce the quantum memory and then outline some basic ideas in
quantum communication - more detail can be found in [45] or [46].
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1.3.1 Spin ensemble quantum memories
Quantum memories are an important element in quantum communication schemes.
A quantum memory is a system which can store quantum information, and return
it at a later time. This is very different to a classical memory which measures and
records the information and then reproduces it later; a quantum memory mustn’t
measure the information at all, otherwise the quantum state will collapse and in-
formation will be lost. A quantum memory must have a high fidelity (the out-
put state must match the input state), a large bandwidth (larger than the spectral
width of the inputs, or larger for multiplexing), high efficiency (the state should
be stored successfully after only a few attempts), a convenient operational wave-
length (matching existing technology), and a long coherence time (the stored state
must survive until read out). The system must be well insulated from the envi-
ronment to have a long coherence time; but just like with a single computational
qubit there is a difficulty in having the system well insulated, yet strongly interact-
ing when needed. A solution is to use individual weakly-interacting qubits as the
quantum memory, but enough of them that the ensemble as a whole will interact
strongly. If N qubits are used, the interaction strength increases by a factor of√
N [47]. These spin ensembles can exist in the gaseous, liquid or solid phase.
Rare-earth-ion-doped crystals (REICs) are a solid-state spin ensemble. They are
a well studied memory for quantum states of light; a recent publication demon-
strated a coherence time of 5.9 hours in a europium ensemble [48]. Used for
the experiments in this thesis was an ensemble of praseodymium ions doped
into a transparent yttrium orthosilicate host crystal, abbreviated to Pr3+:Y2SiO5
or PrYSO. Section 1.4 is dedicated to PrYSO.
A similar system is an ensemble of nitrogen-vacancy (NV) colour centres: impu-
rities where a nitrogen atom replaces two carbon atoms in a diamond crystal [49].
An unpaired electron remains in the NV centre, which responds to magnetic fields
oscillating in the microwave band. A coherence time of 1.8 s has been measured
for the electron spin transition, in a diamond of high isotopic purity [50].
Ensembles of spins doped into silicon are another material which looks promising
as a quantum memory. In one study, the nuclear spin transition of a 31P ion in
28Si displayed a coherence time of 3 hours at 4.2 K and 39 minutes at 298 K [51].
Furthermore, the spin coherence created at the cryogenic temperature survived
being cycled to room temperature and back. These results were achieved by
photo-ionizing the 31P donor electron so that it would not communicate noise to
the nuclear spin from spin-flips in the host. Also, the researchers used the most
isotopically pure material ever produced; the leftover silicon from the Avogadro
project which is currently being undertaken to redefine the mole.
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1.3.2 Quantum teleportation
As mentioned at the start of this section, the measurement principle ensures that
any party eavesdropping on a quantum conversation will alter the message and
make their presence known. This is the advantage of quantum communication
over classical, but the no-cloning theorem [52] of quantum mechanics introduces
a disadvantage: the message cannot be amplified. The signal will diminish by
around 0.2 dB/km in an optical fibre6.
A way to achieve quantum communication without amplification is to teleport
the quantum state between the sender at A (Alice) and the reciever at B (Bob).
Quantum teleportation is the instantaneous transmission of a quantum state [54],
and it hinges on quantum entanglement. Entanglement is the phenomenon where
the states of two systems are unknown, but correlated. For example, Alice and
Bob may have a qubit each, and one is in the excited state |e〉 and the other is in
the ground state |g〉, but it isn’t known which is which. If the state of one qubit
is measured, the other is instantly determined (its wavefunction collapses), even
if Alice and Bob are seperated by a light year [55]. The simplest entangled states






























|g〉A ⊗ |e〉B − |e〉A ⊗ |g〉B
)
.
The subscripts A and B indicate who is in possession of the qubit (Alice or Bob).
Now suppose that Alice has a message state |Ψ〉m = a |g〉m + b |e〉m that she wants
to teleport to Bob, and that Alice and Bob have one qubit of an entangled pair













|g〉A ⊗ |g〉B + |e〉A ⊗ |e〉B
)
.
We can expand the message state in the Bell basis and group it with Alice’s state,
6 In the classical case, the message is amplified by copying whatever remains of the diminished
signal at a few points along its journey. The most widespread device for this is the erbium-doped
fibre amplifier, which is a section of optical fibre doped with the rare-earth ion erbium [53]. The
dopants are pumped to the excited state, so that the resulting stimulated emission is added to the
signal. These are deployed in their thousands underneath the ocean, bringing the internet to cities
all over the world.
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a |g〉B − b |e〉B
)]
. (1.5)
Next, Alice measures the state of the system in the Bell basis. This projects Bob’s
system into one of the four states appearing in (1.5), which can be seen to closely
resemble the message state. Alice communicates to Bob the result of her Bell
measurement. If Alice measures |Φ〉+Am, then the message state has been success-
fully teleported and Bob has no more work to do. If Alice measures any of the
other three Bell states, Bob can change his state to the message state by applying
the Pauli matrix operators σx and σz as needed.
1.3.3 The DLCZ protocol
As was just described, teleporting a quantum state requires entanglement to be
shared between the two parties, who might be a very large distance apart. A
simple way to establish entanglement requires sending a photon between the two
parties, but as mentioned before, the photon will not likely survive the fibre loss
for any appreciable distance. A way around this is to split the distance up into
segments shorter than the fibre attenuation length, and use entanglement swapping
to extend the entanglement along the entire distance. Entanglement swapping
can be understood by the same sort of argument as was given for teleportation
in the previous subsection; if Bob teleports his entangled particle to Zoe, then
Zoe’s and Alice’s particles become entangled. Dissemination of entanglement by
entanglement swapping is called the quantum repeater scheme [57], and is shown
in Figure 1.5.
In 2001, Duan, Lukin, Cirac and Zoller put forth the DLCZ protocol [58] for
implementing the quantum repeater scheme, based on linear optics and Raman
memories. Quantum memory techniques will be described in more detail in chap-
ter 2, but a quick description of the Raman memory is needed to better understand
the DLCZ protocol.
The Raman memory is a quantum memory technique based on Raman scatter-
ing [59]. A Λ-system is required: a material with three energy levels arranged
to resemble the character Λ (see Figure 1.6a). An off-resonant pulse has a low
probability of exciting the |1〉 → |3〉 transition, and scattering a photon in the
process. This probability can be increased greatly with a classical control pulse
from |2〉 → |3〉 with the same detuning as the input pulse. Detecting the scattered
photon heralds the excitation in |3〉. To read out the memory, a pulse resonant
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Fig. 1.5: The quantum repeater scheme. Each box is a quantum system, and the orange
squiggles indicate entanglement. (a) If A and Z are to be entangled, firstly the
distance is sectioned. The distances can be uniform - they alternate here for
clarity. (b) Entanglement is created by sending entangled photons between A
and B, and between C and D, since these distances are shorter than the fibre
attenuation length. (c) Entanglement swapping between B and C extends the
entanglement. (d) The other links undergo the same process at the same time,
and entanglement is disseminated along the entire distance from A to Z.
with the |3〉 → |2〉 transition is used to return the excitation to the ground state (it
is assumed that the |2〉 → |3〉 decay has a small probability). Raman memories
have the advantage that no excitation is ever transferred into the excited state, so
the radiative lifetime (T1) of the excited state puts no restriction on the coherence
time. Also, they can be operated at room temperature.
In the DLCZ protocol, Raman memories at each node are pumped with off-resonant
light, and the Raman scattered photon heralds excitation of the memory. The scat-
tered photon then enters a beamsplitter with detectors at both outputs, as shown
in Figure 1.6b. If both A and B (using the same labelling as in Figure 1.5) are
pumped but only one detector clicks, then A and B become entangled since it is
known that one of the nodes is in the excited state, but exactly which node is un-
known. Entanglement swapping is then used to connect B and C. This process is
repeated for each link along the distance from A to Z to extend the entanglement
along the entire length.
The probability of achieving entanglement at each node is small, so neighbouring
nodes must be pumped many times before entanglement is achieved. The first
connection must survive until the last connection is made, but Raman memories
are typically inefficient at telecommunications wavelengths (1.5 µm, where fibre
loss is minimum) so this can prove difficult. As a response to this problem, an







Fig. 1.6: (a) The Raman memory. An off-resonant pulse transfers one excitation quantum
from |1〉 to |3〉 while scattering a lower energy photon. (b) Entanglement links
are made in the DLCZ protocol by detecting the herald photon from one of two
Raman memories such that it can’t be told which memory sent the photon. This
is done using a beamsplitter with a detector at each port.
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improvement of the DLCZ protocol where each Raman memory is replaced by a
photon pair source and an REIC memory has been proposed [60]. The photon pair
source could be, for example, a nonlinear crystal which can execute spontaneous
parametric down conversion; conversion of one high energy photon into two lower
energy photons. One of these photons can have a 1.5 µm wavelength and be used
as the herald, and the other would be the input into the REIC ensemble. REICs
are the topic of the next section.
1.4 Rare-earth-ion-doped crystals
REICs were named as a well-studied quantum memory in subsection 1.3.1, so
here we describe important spectroscopic phenomena that are seen in REICs. In
particular, this section focuses on praseodymium doped into yttrium orthosilicate
(PrYSO), as it is the material used in the experiments of this thesis. The energy
spectrum of PrYSO is shown in Figure 1.7.
1.4.1 Energy spectrum of PrYSO
The rare-earth elements are a group consisting of the fifteen lanthanides plus scan-
dium and yttrium. In a rare-earth element, the 4f shell is partially filled, and sits
inside the full 5s and 5p shells [63], as shown in Figure 1.8. This creates a shield-
ing effect, much like a Faraday cage, insulating the electronic transitions from
the environment. Despite this shielding effect, the host crystal still perturbs the
level structure by splitting the J-manifolds (energy levels of the eigenstates of the
total angular momentum J) into crystal field levels. At cryogenic temperatures,
rapid non-radiative decay ensures that only the lowest of these levels (sometimes
appended with a ‘(0)’ which we will omit) is occupied. Finally the hyperfine inter-
action splits each crystal field level further. Praseodymium has only one naturally
occuring isotope (Pr141) with a nuclear spin of 5/2, so there are six hyperfine levels
for each crystal field level of PrYSO. However, these form three pairs of degener-
ate levels (rather than six distinct levels) since praseodymium has no net electron
spin.
The electronic shielding from the 5s and 5p shells is partly responsible for the long
coherence times observed in REICs. The other reason is that the 4f-4f transitions
are forbidden in the free ion and only become weakly allowed when subjected to
the crystal field. One of the quantum mechanical selection rules for atomic transi-
tions dictates that during an electron transition the wavefunction parity should be
inverted [65], and this is what usually forbids 4f-4f transitions. However this rule



























Fig. 1.7: The spectrum of a Pr3+ ion in YSO. The first level, on the far left, is simply the 4f
orbital. Spin-orbit coupling and electron-electron repulsion produces the second
column of states, labelled 2S +1LJ [61]. Further splitting due to the crystal field
produces the third column, labelled 2S +1LJ(0) [62]. Lastly, spin-spin coupling
and the nuclear electric quadrapole interaction produce the hyperfine levels in
the fourth column, labelled by their nuclear spin projection ms [62].
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Fig. 1.8: Radial electron probability densities in Pr3+. The unfilled 4f shell sits inside the
filled 5s and 5p shells. Plotted using data from [64].
is only true if the orbital is centrosymmetric, and this symmetry is broken by the
crystal field.
In PrYSO, the Pr3+ ion can occupy one of two crystallographically inequivalent
sites, and in this work we use ions at site 1 (following the labelling in [62]) and
their excited state 1D2. This transition is resonant at 605.977 nm, with an excited
state lifetime of 164 µs [63]. The site 2 transition has a smaller transition dipole
moment, meaning it takes a stronger electric field to excite an ion at site 2.
1.4.2 Broadening
The absorption line of a single ion in the crystal is broadened by mechanisms
affecting each ion by the same amount on average, such as interaction with thermal
phonons. This is called homogeneous broadening. Due to the shielding effect of
the outer orbitals, the homogeneous broadening is far smaller for REIC dopants
than for dopants from other periods. In other words, the transitions in a rare-earth
ion are very narrow. Owing to the Heisenberg energy-time uncertainty principle,
the smallest that a homogeneous linewidth can be is the spectral width of the
ions radiative exponential decay period T1 (this is the relaxation time introduced
in 1.1.3). The Fourier transform of an exponential decay is Lorentzian, so the





Fig. 1.9: The inhomogeneously broadened absorption spectrum of the ensemble of ions
is the sum of their equally thickened (homogeneously broadened), unequally
shifted absorption lines. The smaller black profile in the Figure is the homo-
geneously broadened transition of a single ion in the ensemble. The relative
linewidths and heights of the two profiles are greatly exaggerated here; the sam-
ple of PrYSO studied in this work, for example, has inhomogeneous and homo-
geneous linewidths on the order of 10 GHz and 1 kHz respectively.
homogeneous line is a Lorentzian.
Rare-earth ion dopants have a different atomic radius to the host ions they replace
at random. This means that there is an inhomogeneous strain field in an REIC,
so each ion experiences a slightly different electrostatic crystal field and thus has
a different crystal field splitting. This manifests as a static shift of each absorp-
tion line, resulting in what is known as inhomogeneous broadening of the crystals
absorption spectrum. T ∗2 (this is the dephasing time introduced in 1.1.3) is in-
versely proportional to the inhomogeneous linewidth, in much the same way that
the homogeneous linewidth is related to T1.
At liquid helium temperatures (4 K) in PrYSO, the homogeneous linewidth is very
near the limit imposed by its finite radiative lifetime, and we find that inhomoge-
neous broadening has a far greater effect than homogeneous on the absorption
spectrum. Figure 1.9 outlines the difference between inhomogeneous and homo-
geneous broadening.
1.4.3 Instantaneous spectral diffusion
Any given ion in PrYSO has an electric dipole moment, so its neighbouring ions
(which are themselves electric dipoles) experience a static electric field. The po-
tential energy change associated with rotating the ion in this field is called the
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DC Stark shift, and is a contributing factor to inhomogeneous broadening [86].
It is also the root of instantaneous spectral diffusion: the 1D2 excited state and
the ground state of PrYSO have different dipole moments, so when one ion is
excited, its dipole field changes and the resonant frequencies of its neighbours
shift [66,67]. This makes instantaneous spectral diffusion a complication for spec-
troscopic purposes [68, 69].
1.4.4 Hole-burning
The ground state hyperfine levels of PrYSO have a lifetime on the order of 100 s
[70]. Optical pumping is a technique which exploits these long lifetimes to tailor
the absorption spectrum; a narrow linewidth laser will excite all ions at a given
frequency to a higher energy electronic state, and they decay back to one of the
other ground state levels, depleting all absorption at the laser frequency until the
hyperfine levels thermalise (after ∼100 s). This process is shown in Figure 1.10a.
Of course, many ions will be driven back to the level they started in (rather than
decaying to another state at random), but the leakage into the other two levels
quickly overcomes this.
We say a spectral hole is burnt at the laser frequency. A spectral hole is shown
in Figure 1.10b. Antiholes appear at the absorption frequencies of the hyperfine
ground state levels which received the pumped ions (these are outside the x-axis
limits of 1.10b). One particularly useful absorption feature is a single antihole in
the centre of a wide spectral hole. This is effectively a reduction of the inhomo-
geneous broadening, and has been used as a qubit itself in the past [69].
1.4.5 Repumping
Keeping in mind that pulses of light cause holes and antiholes, a method of un-
doing the damage to the absorption line can save the experimenter from waiting
100 seconds for it to thermalise again between experiments. Such a method we
will call repumping. Suppose the experiment involves a few pulses which excite
ions at a frequency detuning of ∆ = 0 MHz. After a few repetitions of the experi-
ment a spectral hole will be burnt at ∆ = 0 MHz, and the laser will not be exciting
any ions. Of course, antiholes have appeared at detunings of ∆ = 2π× 17.30 MHz
and ∆ = 2π× -10.19 MHz (the hyperfine splittings; see again Figure 1.7), so a
repumping sequence consists of a series of pulses at these antihole frequencies,
which will refill the hole. As long as this repumping sequence precedes the pulses
of interest at ∆ = 0 MHz, the experiment can be repeated many times a second
rather than once every few minutes.
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Fig. 1.10: (a) A simplification of the ion trajectories as a spectral hole is burnt. The white
circles are ions, the orange bars the hyperfine levels of the ground state (three
lowest) and excited state (three highest, but only one of them concerns us here
so two have been faded), and the black arrow symbolises driving from the laser.
The ions begin equally populating the ground state (at t0). The laser then emp-
ties one level into the excited state (at t1), they decay back into the ground states
with equal probability (at t2), and the process repeats again (t3) until one energy
level is depleted and the other two have a greater population than before (at t4).
(b) Experimental data from this project, showing the absorption decrease in our
REIC sample from a spectral hole. This trace was taken by sending a 1 ms
pulse, detuned by 2π× 0.5 MHz to the sample to burn the hole, and then scan-
ning the beam over the absorption line.
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In fact, a repumping sequence can be far more advanced than what was just de-
scribed - if one accounts for the hyperfine splitting of the excited state and ac-
counts for inhomogeneous broadening, it becomes apparent that there are eighteen
different frequencies which will create an antihole at zero detuning for PrYSO.
This is shown in Figure 1.11. These transitions have different transition dipole
moments (tabulated in [71]), so in the experiments in this work three different
frequencies were chosen for the repumping sequences.
Fig. 1.11: As consequence of inhomogeneous broadening, light at one frequency excites
nine different transitions in PrYSO. This means that there are eighteen fre-
quencies (two for each of these nine transitions) that can be chosen from for a
repumping sequence.
1.5 Hybrid quantum systems
As mentioned in section 1.2, superconducting qubits have only managed to reach
coherence times approaching 100 µs. This means that any calculation asked of
a system of these qubits must terminate within 100 µs. This also restricts the
usefulness of superconducting qubits as delay lines, which are essential for timing
and synchronisation during a calculation. In the past decade the idea has been
put forth to combine a superconducting qubit with a dedicated quantum memory,
increasing the coherence time [72, 73]. This is called a hybrid quantum system.
Initially the approach suggested was to use a cold gas spin ensemble quantum
memory coupled to a superconducting circuit [74], but solid-state ensembles have
received more attention recently, so we will restrict this discussion to these.
This was first pursued experimentally in 2011 using a diamond NV centre en-
semble glued to a flux qubit [75]. Vacuum Rabi oscillations (described briefly
in 1.2.4) were observed, indicating that strong coupling was achieved. The au-
thors described the experiment as a proof-of-concept, and a first step towards a
long-lived quantum memory for superconducting qubits. The next month an ex-
periment using a similar hybrid system was described [76] (see Figure 1.12).
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NV
Fig. 1.12: Schematic of the hybrid quantum system described in [76] and [77]. A stripline
microwave resonator couples a superconducting transmon charge qubit to an
NV centre ensemble. This is a cavity QED geometry (compare to Figure 1.4b).
This consisted of a transmon charge qubit, a tunable stripline microwave res-
onator, and a diamond crystal with nitrogen-vacancy impurities. The qubit was
placed at an electric field maximum on the side of the resonator, and the NV
centre crystal at a magnetic field maximum at the centre. Firstly the qubit was ini-
tialised in a charge superposition state, then the resonator was tuned to the qubit
resonant frequency, and finally the resonator was tuned to the NV centre resonant
frequency. The charge superposition state was transferred to a superposition in
the resonator, and then to a superposition of spin excitations in the crystal. The
coherence time achieved was between 100 and 150 ns, which is not much greater
than the coherence time of existing superconducting qubits. Also, the fidelity (the
correlation between the input charge superposition and the output spin superpos-
tion) was only around 10%. There has been further work (compiled in the PhD
thesis [77] and its list of publications) from the same group in improving the fi-
delity, and improving the coherence time using simple spin echo techniques. Spin
echo and photon echo techniques are the topic of this thesis, and will be discussed
in detail in chapter 2.
Hybrid systems involving superconducting microwave resonators and REICs have
been investigated also, beginning in 2011 with the coupling of an erbium-doped
crystal (ErYSO) to a superconducting stripline resonator (just as in Figure 1.12,
except with an ErYSO sample rather than diamond) [78]. Some more recent
experiments have demonstrated strong coupling of erbium-doped crystals (YSO
[79] and YALO3 [80]) to lumped-element superconducting resonators. Lumped-
element resonators have a more compact geometry than a stripline resonator, and
were used because they can be arranged in an array beneath the crystal to give
high magnetic field isotropy. Er3+ is a popular rare-earth element in hybrid sys-
tems because it has microwave transitions between Zeeman sublevels and an op-
tical transition at 1536 nm [81] (4I15/2 →4I13/2) which coincides with the telecom
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C-band where fibres are used with minimal loss.
These experiments with REICs did not involve an attempt to store and retrieve a
microwave pulse in the REIC. This would be done with an echo-memory technique
(the pulse would be retrieved as an echo). Echo-memory techniques are described
in detail in the next chapter.
1.6 Thesis scope and structure
The topic of this thesis is the investigation of a novel echo-memory technique
which we call the light shift photon echo rephasing (LiSPER) protocol. The
LiSPER protocol is expected to be suitable for storing and retrieving microwave
pulses in a hybrid quantum system such as the one described in the previous sec-
tion.
Chapter 2 is further background material on echo-memory techniques, at the end
of which the LiSPER protocol is explained as an adaption of the well known two-
pulse photon echo technique [91]. In the LiSPER protocol, off-resonant pulses are
used to control the timing and amplitude of the echo emmission. It is explained
that there are two echoes in the protocol; the first is amplified and consequently
noisier than the input, and the second echo is not amplified. The intent is that the
off-resonant pulses suppress the first echo and preserve the second.
Chapter 3 contains our theoretical work describing the LiSPER protocol. Firstly
an analytical model is developed which describes the absorption of the input
light pulse by an ensemble of two-level atoms, the effect of the resonant and off-
resonant control pulses, and the echo emission of the input pulse. How the echo
amplitudes and timing depend on the off-resonant pulse parameters (duration, am-
plitude, and detuning) is investigated. The second part of Chapter 3 contains re-
sults from our numerical simulations of the protocol in MATLAB. As was done
in the analytics, the dependence of the echo amplitudes and timing on the off-
resonant pulse parameters is investigated. All theory in Chapter 3 was developed
by myself, with guidance from my supervisor Jevon Longdell, and is a modifi-
cation of the theory for the HyPER protocol [103] (explained in the following
chapter).
Chapter 4 is concerned with frequency stability of the dyelaser used in the ex-
periments of Chapter 5. The existing Pound-Drever-Hall frequency locking setup
in the lab is described, including theory from E. D. Black [112]. The setup was
inherited by myself at the beginning of this project, but not running optimally.
Under the guidance of my supervisor, I conducted a vector network analysis to
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characterise the locking system, analysed the data to find the loop gain and phase
shift of the system, and tuned the setup to optimise it’s behaviour. This chapter
is included because the work on the locking system was a necessary preparation
for the experiments in Chapter 5, but also so that the tuning process would be
documented for future experimenters in the lab.
Finally, Chapter 5 contains our results from experiments with the LiSPER proto-
col, using PrYSO as our ensemble of two-level atoms. Controlling the echo emis-
sion with off-resonant pulses is investigated; experiments in suppressing echoes,
and experiments in balancing the off-resonant pulses to restore suppressed echoes
are included. As was done in the theoretical work in Chapter 3, the dependence
of the echo amplitude on the off-resonant pulse parameters is explored. Chapter 5
also includes a discussion of the limitations of the protocol imposed by instanta-
neous spectral diffusion. We did not manage to implement the full LiSPER proto-
col experimentally in this work. The experimental setup, data collection, and data
analysis was conducted by myself, again under the guidance of my supervisor.
2. BACKGROUND II
This chapter begins with an explanation of the Maxwell-Bloch equations and some
of the phenomena they describe in REICs. This is in section 2.1. Section 2.2 is
dedicated to echo-memory protocols, and section 2.3 describes the echo-memory
protocol that the work in this thesis concerns.
2.1 The Maxwell-Bloch equations
We cannot easily discuss photon echoes without a mathematical foothold, so here
the equations which govern echo phenomena are introduced. The Maxwell-Bloch
equations (MBEs) describe an ensemble of two-level atoms interacting with a
classical light field. They are semiclassical; the atoms have quantised energy
levels but the light field does not (although the fully quantised MBEs are not
much more difficult to derive [82]). The MBEs are:
Ḋ(r, z, t,∆) = −i∆D(r, z, t,∆) − iΩ(r, z, t)Z(r, z, t,∆), (2.1a)
Ż(r, z, t,∆) = −Im(Ω(r, z, t)∗D(r, z, t,∆)), (2.1b)





D(r, z, t,∆)g(∆)d∆. (2.1c)
They consist of the optical Bloch equations (2.1a - 2.1b) describing the compo-
nents X, Y , and Z of the Bloch vector (in a frame rotating at the laser frequency),
plus Maxwell’s wave equation (2.1c). The Bloch vector was introduced in 1.1.3,
and its components X, Y , and Z can be interpreted as the expectation values of
the Pauli spin operators corresponding to the two-level atoms we are describing.
The right-hand side of (2.1c) is the light reradiated by the ensemble into the mode
directed along the z axis (we restrict the ensemble to one spatial dimension z,
and the radiation is polarised in the x direction). D is the polarisation equal to
X − iY , ∆ is the detuning of the ion from the laser frequency, α is the attenuation
coefficient (with units of m−1), g(∆) is the inhomogeneous line profile, and Ω is
the Rabi frequency which is proportional to the electric field E and the transition
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dipole moment ρ:




Ω and ∆ are angular frequencies. Because Ω and E are proportional, their distinc-
tion is often overlooked when permissible. We will work with Ω in this thesis,
sometimes referring to it as the amplitude or field. Ω is the rate at which a two-
level system cycles between the ground and excited state when submitted to a
sinusoidal perturbation [55]. Also, we will sometimes refer to the Bloch vector
component Z as the inversion.
The Maxwell equation (2.1c) tells us that each ion radiates with an amplitude
proportional to its Bloch vector projection onto the Bloch sphere equator, and
a phase given by its azimuth, and this is essential to the understanding of photon
echoes. This tells us more about how absorption and emission are to be understood
in the Bloch sphere picture. For absorption, the Bloch vector of an ion moves
from the south pole to the north pole, rotating through the equator such that the
ion briefly emits 180◦ out of phase with the excitation beam, causing the light
field to decrease. For coherent (stimulated) emission the Bloch vector behaves
exactly the same, except it begins in the excited state (pointing at the north pole),
so the emission is in phase with the excitation beam and it is amplified. If the
beam is off-resonant, the Bloch vector rotates with a tilt, missing the poles. A far
off-resonant beam will cause a rotation along a line of latitude. This is simply a
light shift, which will be discussed more in subsection 2.2.6 since it is central to
the work in this thesis.
To understand phenomena involving many ions, it is essential to notice that the
Bloch vector precesses at a rate ∆ (i.e., each ions azimuth changes according to its
detuning). In the nonrotating frame, the ion instead precesses at ω0 + ∆, where ω0
is the laser frequency. In this section we derive the MBEs, and then look at some
phenomena they can describe.
2.1.1 The optical Bloch equations
We will derive the optical Bloch equations first. We will leave the arguments off
Ω(r, z, t) and E(r, z, t) for tidiness. We begin with the Hamiltonian for an atomic
dipole in an electric field [86]:
H = HA + HI ,





where ω0 is the transition frequency, σz is a Pauli spin operator, p is the dipole op-
erator, and E the light field. Our interaction Hamiltonian is the energy associated
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with rotating a dipole in the plane of an electric field. We will assume that the ion
has no dipole moment in the ground or excited state, but while in a superposition
state it does, as its projection onto the Bloch sphere equator becomes nonzero.
We also ignore all moments of order higher than the dipole term; this is called
the dipole approximation and is true for a free atom, but not true for a dopant
ion. Nevertheless, the approximation works well enough for our purposes. Under
these approximations, the dipole operator can be written as p = ρσ+ + ρ∗σ−. We
will also write our atomic Hamiltonian in two parts by introducing ∆ = ω0 − ω.
This is the detuning of the transition from the laser frequency ω. Our Hamiltonian
is now:
H = 12~ωσz +
1






We move into the interaction picture, choosing the stationary Hamiltonian H0 =
1
2~ωσz. The operators in our Hamiltonian, which we’ll now subscript with an I,




















It is now apparent that by moving into the interaction picture, we have moved
into a reference frame rotating at the laser frequency ω. Remembering that the
real part of a complex function is Re( f ) = f + f
∗
2 , our interaction Hamiltonian now
reads:






















ρE∗σ+e2iωt + ρEσ+ + ρ∗E∗σ− + ρ∗Eσ−e−2iωt
)
.
The two terms which oscillate at twice the laser frequency will be set to zero, as
they are responsible for dynamics at twice the laser frequency, which is a regime
we are not concerned with. This is called the rotating wave approximation. Next
the Rabi frequency (equation 2.2) will be incorporated. With this we have:
HI = 12~∆σz −
1
2~ (Ωσ+ + Ω
∗σ−) .
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allows us to replace our spin operators, and since





∆σz − Re(Ω)σx + Im(Ω)σy
)
.
We can arrive at the optical Bloch equations by asking how the three spin operators
evolve in time. We use the Heisenberg equation of motion again, and end up with:
σ̇x = −∆σy + Im(Ω)σz, (2.3a)
σ̇y = Re(Ω)σz + ∆σx, (2.3b)
σ̇z = −Im(Ω)σx − Re(Ω)σy. (2.3c)





equations (2.3a - 2.3c) can be cast in the form:
Ḋ = −i∆D − iΩZ,
Ż = Im(Ω∗D).
These are the optical Bloch equations.
2.1.2 The Maxwell equation
Here we will derive the last of the MBEs, which describes how the ensemble of
ions influence the light field. We will begin with Faraday’s Law:
∇ × E = −∂tB,
which relates the electric and magnetic field vectors E and B. Next we take the
curl, swap out B for the auxilliary field H, invoke Ampére’s law in matter, and
then swap out the displacement D for the bulk polarization P (we have reserved
the title polarisation for D(r, z, t) used in the optical Bloch equations). This leaves
us with:
∇ × (∇ × E) = −∂t (∇ × B) ,







∂2t E − µ0∂
2
t P.
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A vector product identity allows us to write the LHS as:
∇ × (∇ × E) = ∇ (∇ · E) − ∇2E,
= −∇2E.




∂2t E = µ0∂
2
t P.
We will specify our electric field as a monochromatic plane wave polarised along
the x̂ direction, which induces a bulk polarisation of the same form. Both fields
have slowly varying envelopes. They are:
E = E(z, t)ei(kz−ωt)x̂,
P = P(z, t)ei(kz−ωt)x̂.
Substituting these into our wave equation we have, after some algebra (and throw-
ing out second-order terms):
∂zE(z, t) − 1c∂tE(z, t) =
1
2 iµ0ωcP(z, t).
We can transform to a frame moving at the speed of light by switching from E(z, t)
to Er(z, t) = E(z, t − z/c). This eliminates one term in the equation above leaving
us with:
∂zEr(z, t) = 12 iµ0ωcP(z, t).
This equation tells us that as the light field travels through the ensemble, its en-
velope is modified by the bulk polarisation. For a medium of N dipoles per unit
volume and with inhomogeneous broadening characterised by a spectral density
g(∆), the bulk polarisation is P(z, t) = Nρ
∫ ∞
−∞
Dg(∆)d∆ [83]. If we incorporate








Here, all of the constants have been collected into α; the attenuation coefficient.
In summary, we have derived the Maxwell-Bloch equations quoted at the start of
this section:
Ḋ(r, z, t,∆) = −i∆D(r, z, t,∆) − iΩ(r, z, t)Z(r, z, t,∆),
Ż(r, z, t,∆) = −Im(Ω(r, z, t)∗D(r, z, t,∆)),
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2.1.3 Pulse area
The area of a pulse is the polar angle through which it rotates a Bloch vector on
the Bloch sphere. A π-pulse has an area of π radians, and therefore puts the ion
through half a Rabi cycle and into the excited state. For an ion experiencing a





When using the Maxwell-Bloch equations an idealised π-pulse is often used,
which brings about the instantaneous transformation Z → −Z, D → D∗ (some-
times jokingly referred to as a “Hand of God” pulse). Such an ideal π-pulse can
be difficult to realise experimentally: it must be short enough in time that its band-
width covers the entire inhomogeneous line, have a large enough spot size and a
small enough divergence that all ions across the crystal experience the same inten-
sity, and finally be large enough in amplitude to have an area of π. The more com-
plicated complex hyperbolic secant pulse (sometimes abbreviated to compsech or
CHS pulse) can be used to more cleanly invert a given bandwidth of ions [84,85],
but we will not discuss this.




2α sin Θ. (2.5)
Note that this theorem reduces to the Beer-Lambert exponential absorption law
for pulses of small area. A more interesting case is the 2π-pulse; (2.5) tells us that
the pulse area will not change as the 2π-pulse propagates, so it will move through
the ensemble as a soliton. This is called self-induced transparency. In fact (2.5)
also tells us that a π-pulse will preserve its area as it propagates as well, but since
a π-pulse leaves ions excited, it loses energy. This means that the pulse envelope
flattens out in such a way as to preserve its area as it travels through the ensemble
exciting the ions.
2.1.4 Coherent transient phenomena
The Maxwell-Bloch equations describe ensembles of coherent absorbers; i.e., they
are not needed for an ensemble radiating with no phase correlation. However (as
was described in 1.1.3) this coherence diminishes due to relaxation of the excited
state, dephasing from inhomogeneous broadening, and decoherence through in-
teraction with the environment. Before these processes have set in, some coherent
transient phenomena can be observed.
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Free induction decay (FID) is the loss of macroscopic polarisation observed after
the ensemble is driven from the ground state by a pulse [87]. After a π2 -pulse for
example, the Bloch vectors will remain aligned on the Bloch equator for a brief
period of time, coherently emitting into the input mode until the dephasing from
inhomogeneous broadening has diminished the polarisation. This means that the
FID decays with a time constant T ∗2 . This gives us a way to measure the perfor-
mance of an antihole-burning sequence (antiholes were mentioned in subsection
1.4.4); if the π2 -pulse is absorbed by a narrow antihole, the FID will decay more
slowly since the inhomogeneous broadening has effectively been reduced.
A related coherent transient phenomenon is optical nutation [86]. When the driv-
ing field is switched on, the ions begin Rabi flopping in phase, but soon dephase
due to differences in Rabi frequency. If all ions had the same Rabi frequency and
zero detuning, then the detected signal would be modulated at the Rabi frequency.
Of course the ions have a range of detunings (from the crystal field) and a range
of Rabi frequencies (from the spatial beam profile) so the modulation attributable
to optical nutation decays away on a timescale shorter than T ∗2 .
2.2 Echo-memory protocols
A large class of optical quantum memories rely on photon echoes. A photon echo
occurs when the dephased Bloch vectors of an ensemble of ions briefly align.
Physically, this means that a macroscopic electric dipole moment is created in
the ensemble, and an electrical pulse will be radiated. The first photon echo was
observed in 1964 with a ruby crystal [88, 89], and was recognised as the optical
equivalent of the spin echo discovered by Hahn in 1950 with proton spins in a
liquid [90]. In this section, we describe the simple two-pulse photon echo, and
then some other echo-based quantum memories.
2.2.1 2PE
The two-pulse photon echo (2PE) is the simplest echo technique, and the proto-
type for many others. A typical pulse sequence for realizing a 2PE is an input
pulse with area π2 , followed by a π-pulse after a period tπ. This is shown in Figure
2.1a. The π2 -pulse excites each ion to the equator of the Bloch sphere, where they
spread out according to their detuning ∆. The π-pulse then rotates each Bloch vec-
tor to the opposite side of the equator. The vectors continue to precess at unique
rates, but now they are undoing the dephasing they have so far suffered, and re-
align at a time 2tπ. The Bloch sphere dynamics are illustrated in Figure 2.1b.









Fig. 2.1: (a) A 2PE pulse sequence consisting of an input pulse and a π-pulse after a time
tπ. The echo appears at 2tπ. Υ(t) is the integrated amplitude: Ω(r, z, t) integrated
over the back face of the crystal. (b) The Bloch sphere dynamics during a 2PE,
for the case that the input pulse has an area of π2 . The Bloch vectors begin in the
ground state, are excited to the equator after the π2 -pulse, spread out for a time
tπ due to their detunings, are flipped onto the other side of the equator by the
π-pulse, and rephase at 2tπ to create the photon echo.
The analytics of the 2PE are important for understanding the original calculations
in this thesis, and so they are included here. These were first performed in 1998
[91].
We gave the first pulse an area of π2 in the explanation above only for clarity
of the concept. The first pulse can actually have an arbitrary area, and an echo
will still be observed. If the first pulse has a very small area (as it would for a
single photon input), then the approximation that no ions become excited can be
used (i.e., Z(r, z, t,∆) = −1). The Maxwell-Bloch equations are then solvable for
the echo. As an outline: we will find the polarisation D1(r, z, t,∆) and the field
Ω1(r, z, t) before the π-pulse, and then D2(r, z, t,∆) and Ω2(r, z, t) which are the
polarisation and field after the π-pulse. We begin by setting Z(r, z, t,∆) = −1 in
the Maxwell-Bloch equations (2.1a - 2.1c), giving us the equations of motion for
2.2. Echo-memory protocols 35
the ground state:
Ż(r, z, t,∆) = 0, (2.6a)
Ḋ1(r, z, t,∆) = −i∆D1(r, z, t,∆) + iΩ1(r, z, t), (2.6b)





D1(r, z, t,∆)d∆. (2.6c)
Since the inhomogeneous linewidth is far greater than our pulse bandwidths, we
have set the spectral density g(∆) that usually appears in the Maxwell equation
to one. We can solve (2.6b) to find D1(r, z, t,∆) with the boundary condition
D1(r, z, 0,∆) = 0, since the ions are all initially in the ground state. The solu-
tion is:









Ω1(r, z, t′)H(t − t′)e−i∆(t−t
′)dt′, (2.7)
where H(t) is the step function. (2.7) has the form of a convolution, so we will
make use of the convolution theorem, which says that convolution in time domain
amounts to multiplication in the spectral domain. The Fourier transform of (2.7)
is then:




+ πδ(ω + ∆)
]
. (2.8)
Here, Ω1(r, z, ω) is the Fourier transform of Ω1(r, z, t), and δ(ω) is the Dirac delta.
Next we will take the Fourier transform of the Maxwell equation (2.6c), and sub-
stitute in (2.8). We have:





















Ω1(r, z, ω). (2.9)
The solution to this is the Beer-Lambert law [86], which describes exponential
absorption of the pulse as it travels through the sample:
Ω1(r, z, ω) = Ω1(r, 0, ω)e
−α
2 z, (2.10a)
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In the last line we have transformed back into the time domain. Now we move
into the time region after the π-pulse, where the echo of the absorbed pulse should
appear. We start by finding D2(r, z, tπ,∆), the polarisation immediately after the
π-pulse. We can do this by substituting (2.10b) into (2.7), and then taking the
complex conjugate at time tπ when the rephasing pulse hits:









The upper bound on the integral has been extended to ∞, since the input field is
all absorbed by tπ. The medium is now excited, so our Maxwell-Bloch equations
(2.1a - 2.1c) now will have Z(r, z, t,∆) = 1. We have the excited state equations of
motion:
Ż(r, z, t,∆) = 0, (2.12a)
Ḋ2(r, z, t,∆) = −i∆D2(r, z, t,∆) − iΩ2(r, z, t), (2.12b)





D2(r, z, t,∆)d∆, (2.12c)
with g(∆) = 1 again. The mathematics needed to find the output field Ω2(r, z, t)
are very similar to what we have just done in the first time region. We will solve
(2.12b) for the polarisation D2(r, z, t,∆), Fourier transform for D2(r, z, ω,∆), sub-
stitute this into the (Fourier transform of the) Maxwell equation (2.12c), solve
for Ω2(r, z, ω), and then inverse Fourier transform for Ω2(r, z, t). The solution to
(2.12b) satisfying our boundary condition (2.11) is:


























In the second line we were able to extend the lower bound of the first integral to
−∞ since, by definition, there is no output field before tπ. The Fourier transform
is:




+ πδ(ω + ∆)
]
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This is substituted into the Fourier transform of the Maxwell equation (2.12c), and
then solved:





















Finally, this is transformed back to the time domain for the echo field:





Ω1(r, 0, 2tπ − t). (2.16)
Looking at (2.16), we see that the echo appears at a time symmetric with the input
about tπ, is time-reversed, and amplified by the hyperbolic prefactor. We can find
what we will call the integrated amplitude, Υ(t), in our mode as a function of time,






rΩ(r, z0, t)dr. (2.17)
Here, the crystal length is z0, included so that Υ(t) will have the same dimensions
as Ω(r, z, t) (frequency). If we take the beam to be Gaussian in cross-section with
width r0 (much smaller than the crystal cross-section), we have:





























Ω0(2tπ − t). (2.19)
We will also be interested in the dimensionless echo size of the echo, ε, found by








For analytic work in the next chapter we will want to see how other echo sizes
compare to the 2PE size ε2PE appearing in (2.20), which we can calculate now. We
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will need to further assume that the input pulse is Gaussian in temporal profile,


































The 2PE is multimode and has a large bandwidth, but it cannot by itself be used
as a quantum memory [92]. There are three reasons for this; the first and sec-
ond are due to the population inversion created by the rephasing π-pulse. When
the echo forms in the inverted medium it is amplified through stimulated emis-
sion [93], which changes its quantum state and the memory fidelity is severely
reduced. The inverted medium also spontaneously emits, and a fraction of this
emission will enter into the echo mode. The final reason is that the (unavoidably
imperfect) rephasing pulse will create a free induction decay which can obscure
the echo. Despite these drawbacks, the 2PE has inspired other echo-memory pro-
tocols, which will be surveyed in the rest of this section.
2.2.2 AFC
A quantum memory based on the atomic frequency comb (AFC) was demonstrated
in 2008 [94, 95]. An AFC is an absorption spectrum consisting of a series of nar-
row peaks, created with optical pumping. For simplicity, let us assume infinitely
narrow peaks spaced by frequency δAFC. After a pulse is absorbed by the AFC the
coherence dephases due to inhomogeneous broadening, but rephases periodically
with period 2π/δAFC, since all the Bloch vectors which absorbed the pulse precess
at rates differing only by an integer multiple of δAFC.
As described so far the AFC is only a delay line. For use as a memory, the pulse
must be read out on demand. This is achieved by using a spin state (with no comb
structure) to store the coherence. These energy levels are shown in Figure 2.2.
Spin excitations generally have a longer coherence time than optical excitations,
so the storage time is increased beyond 2π/δAFC. The protocol is then as follows:
the AFC is formed, the input pulse is absorbed, a control π-pulse transfers the
coherence to the spin state where it dephases uniformly (since there is no comb






Fig. 2.2: Level structure for the AFC protocol. Ions are pumped to the state |a〉 to form the
AFC on the state |1〉. An input photon creates the collective excitation between
|1〉 and |2〉, which is quickly transferred to the spin excitation between |3〉 and
|2〉 with the control π-pulse. For the read out at time TS , another control π-
pulse reverses the entire process and the comb structure elicits an echo after
TS + 2π/δAFC.
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structure) for a time TS , another control π-pulse returns the excitation to the optical
states, and rephasing takes place and an echo is emitted after a total time of TS +
2π/δAFC.
2.2.3 CRIB
Mathematically a closed quantum system described at time t0 by |Ψ〉 will evolve
to U(t) |Ψ〉 after a time t has passed. The operator U is unitary, and therefore has
a well-defined inverse operator U†. From this fundamental perspective, a class of
gradient echo-memories have been designed in which after the photon is absorbed
by the ensemble the whole process is reversed and the photon is re-emitted. The
first such proposal involved reversing the inhomogeneous broadening in an atomic
vapour. In an atomic vapour, the root-mean-square speed of the atoms form a
Maxwell-Boltzmann distribution. If irradiated by a laser, the doppler effect causes
each atom to experience a different frequency. This type of inhomogeneous broad-
ening is called doppler-broadening, and can be reversed simply by negating the
beam direction [96].
Efforts are now focused on reversing an artificial broadening of an antihole in
an REIC; a protocol known as controlled reversible inhomogeneous broadening
(CRIB). The technique is as follows (see Figure 2.3); a narrow antihole is burnt
into the inhomogeneous line of the REIC, a quadrapolar electric field is turned
on which artificially inhomogenously broadens the antihole by virtue of the DC
Stark effect, a photon is absorbed by the ensemble, the Bloch vectors dephase
for a time τ, the polarity of the electric field and consequently the broadening is
reversed in sign, the Bloch vectors rephase at time 2τ and the photon is retrieved
as an echo. This was proposed [97] and realized experimentally [98] in 2006,
and improved upon over the next few years [99–102]. A strength of CRIB is that
(after preparation of the antihole) the only optical field present is the input photon,
so there are no control fields or stray light sources to introduce noise. Also the
medium is in the ground state while the echo forms, so the echo will not undergo
any noise-introducing amplification. Theoretically, an efficency of 100% should
be achievable with CRIB [99], but 70% is the highest observed to date [102].
2.2.4 HyPER
Another protocol which combines static and light fields is hybrid photon echo
rephasing (HyPER), proposed in 2011 using the same setup as was used for
CRIB [103]. Before it is described, let us consider a 2PE sequence with an ex-
tra rephasing π-pulse after the noisy echo. There would be a second echo, much




Fig. 2.3: The CRIB setup. (a) Four electrodes create an electric field gradient and broaden
a narrow antihole burnt into the REIC. (b) An input photon is absorbed. (c) The
sign of each electrode is switched, reversing the broadening and effecting an
echo.







Fig. 2.4: The HyPER protocol. There are two π-pulses, so the Bloch vectors are rephased
near the top of the Bloch sphere and then again near the bottom. A spatially-
dependent phase shift from a DC electric field is used to suppress the noisy first
echo, and reversed so that the cleaner second echo can form.
quieter than the first since it forms in a relaxed medium. But much of the stored
information from the input pulse will have been lost in the first echo. In HyPER
the noisy first echo is suppressed using a static electric field. The static field intro-
duces a phase shift through the DC Stark effect, and is then compensated for by
reversing the field polarity in time for the second rephasing. The HyPER protocol
is shown in Figure 2.4.
Since the Bloch vector for each ion precesses at a rate ∆, the DC Stark shift will
change the precession frequency to ∆ + δDC, and a phase shift will accumulate
while the field is turned on. The static field must have a spatial dependence, so
that each ion within the input pulse bandwidth acquires a different accumulated
phase shift, preventing the echo from forming. Interestingly, the DC Stark ef-
fect was used to modulate photon echoes in 1992 [104], but for the purposes of
spectroscopy rather than for a quantum memory.
Note that if the ions accumulated the same phase shift from the DC field then the
echo would merely appear with a different phase, and if they accumulated a phase
shift proportional to their natural phase shift (from their existing detuning) the
echo would only be delayed rather than suppressed.
2.2.5 ROSE
A similar protocol appeared in 2011; the revival of silenced echo (ROSE) protocol
[105]. ROSE is similar to HyPER, but suppresses the first echo by spatial phase
mismatching rather than with a DC field. For spatial phase mismatching the two
rephasing pulses propagate in the opposite direction to the input pulse, and all
infinitesimal volumes of the ensemble end up radiating out of phase at the time
where the first echo is expected to appear, but in phase for the second echo. This
is shown in Figure 2.5. Also since the FID is emitted into the same mode as the
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rephasing pulses (which enter backward), they do not overlap with the echo and









Fig. 2.5: The ROSE protocol. Like HyPER, there are two π-pulses so that the Bloch vec-
tors are rephased near the top of the Bloch sphere and then again near the bot-
tom. The echo from the first rephasing is suppressed by spatial phase mismatch-
ing. The spatial phase mismatching is achieved simply by putting the rephasing
pulses into the ensemble from the opposite side that the input pulse was. Here, k
is the pulse wavevector.
ROSE can theoretically reach unit efficiency if compsech pulses (mentioned in
2.1.3) are used, and has been attempted in the single-photon regime [106] (high
noise levels were not overcome, however). Also, by directing the rephasing pulses
in specific directions (not on the optical axis), the echo can be made to come
out in the opposite direction as it went into the crystal, which will eliminate any
secondary absorption and increase the protocol fidelity. In fact, the same phase-
matching trick can be applied to all of the memory protocols discussed in this
section to bring about backward echo emission and increase the protocol efficiency
to 100%, in principle.
Unlike CRIB and AFC, HyPER and ROSE share the advantage that no tailoring
of the absorption line with optical pumping is required. This makes HyPER and
ROSE especially attractive for use with the rare-earth dopant erbium, which has a
transition at 1.536 µm (suitable for fibre optics, as was pointed out in 1.5) but no
suitable hole-burning mechanism (there is no long-lived shelving state to pump
ions to) [81].
2.2.6 Light shift modulated photon echo
A set of experiments published in February 2015 demonstrated the use of the AC
Stark effect in modulating photon echoes [107]. The AC stark effect is similar to
the DC stark effect in that it is the shift of an energy level, except it is caused by an
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oscillating off-resonant electric field rather than a static one. The frequency shift,
called the AC Stark shift or the light shift (LS), is given by:
δLS =
√
∆LS + 4Ω2LS − ∆LS, (2.23)
where ΩLS and ∆LS are the Rabi frequency and detuning of the off-resonant beam.
These are angular frequencies. This is derived in appendix A (equation A.1). The
experiments used a secondary beam as the LS beam, between the input and the
π-pulses to create the light shift. The finite waist of the LS beam caused ions to
accumulate a phase shift dependent on their radial position in the crystal. Just as
with the HyPER protocol, this phase shift prevented the echo from forming. It was
shown that the echo could be suppressed by varying either ΩLS, ∆LS, or τLS (the
duration of the LS pulse). Next it was shown that with a compensating LS pulse,
the echo could be restored. The compensating LS pulse could either be located
between the first LS pulse and the π-pulse (and have opposite detuning to the first
LS pulse), or between the π-pulse and the echo (with the same sign detuning). It
was seen that the echo could be reduced to 3% and restored to 98%.
2.3 The LiSPER protocol
In this thesis a new photon echo quantum memory protocol is explored. It is
exactly the same as the HyPER protocol except the control fields are off-resonant
light fields rather than static fields. The pulse sequence is: input, LS, π, suppressed
noisy echo, LS, π, restored quiet echo. The protocol is shown in Figure 2.6. The
word hybrid in HyPER refers to the combination of static and light fields, but
since the proposed new protocol explored here has no static fields, we will refer







Fig. 2.6: The proposed LiSPER protocol. A spatially-dependent phase shift from an off-
resonant light pulse (the orange pulses) is used to suppress the noisy first echo,
and then compensated for with another pulse, so that the cleaner second echo
can form.
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If implemented in an ensemble with a microwave transition, LiSPER is attrac-
tive for its utility in a hybrid quantum system involving superconducting qubits.
ROSE, HyPER, and CRIB, the most efficient and simple protocols today, will be
difficult to implement with superconducting qubits. This is because microwave
transitions typically have a low DC Stark shift (making CRIB and HyPER diffi-
cult), and are weak without a cavity (making ROSE difficult, since the wavevectors
must be well defined in ROSE1).
In chapter 3 the LiSPER protocol and how it depends on the LS parameters is
investigated analytically and numerically. Chapter 5 contains some experiments
in implementing LiSPER optically, and a description of how LiSPER might be
extended to the RF regime as a proof-of-concept for use in a material with a mi-
crowave transition.
1 However, the author would like to be the first to suggest designing a microwave ring cavity to
implement ROSE. Typical microwave ring cavities would take up a lot of space, but a miniaturised
version involving waveguides could be concieved of.
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3. THEORY
In this chapter, details of the light shift photon echo rephasing (LiSPER) proto-
col, introduced in section 2.3, are described analytically (section 3.1) and then
simulated numerically (section 3.2). The results are discussed in section 3.3.
The quantities that interest us in this chapter are the integrated amplitude Υ(t) and













where z0 is the crystal side length. These quantities were both introduced in sec-
tion 2.2.1 (equations 2.17 and 2.20) when they were used to describe the two-pulse














where A0 is the input pulse amplitude, r0 the beam width, τ0 the input pulse width
(it is taken to be both spatially and temporally Gaussian), and α the attenuation
coefficient of the sample.
3.1 Analytics
This section contains the analytical treatment of the LiSPER protocol. LiSPER, as
described in section 2.3 is the following pulse sequence: input pulse, off-resonant
light shift (LS) pulse, π-pulse, LS pulse, π-pulse. The echo that appears at the end
of this sequence will be less noisy than the echo that would appear after a regular
2PE. The LiSPER sequence is shown in Figure 3.1.
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Fig. 3.1: The LiSPER protocol pulse sequence, with the different time regions marked in
Roman numerals. The off-resonant light shift control pulses are in orange.
The calculations in this section are very similar to those in subsection 2.2.1 about
the 2PE, so less working is included here. If a step in the working is unclear, the
reader can try reviewing the corresponding step in subsection 2.2.1.
3.1.1 Integrated echo derivation
We begin with the Maxwell-Bloch equations (MBEs) (2.1a - 2.1c). The MBEs are
nonlinear and coupled so that solving them in general and exactly is not possible.
However, if the input pulse is assumed small enough that it changes the inversion
Z(r, z, t,∆) by only a negligible amount, we can take Z(r, z, t,∆) to be either 1
or −1 and the MBEs can be solved exactly. This was the approach taken in the
analytics of the 2PE in subsection 2.2.1. Idealised π-pulses that perfectly invert the
entire ensemble must also be assumed, as was discussed when the area theorem
was introduced in subsection 2.1.3. The inhomogeneous linewidth will be taken
to be infinite by setting g(∆) to 1. Furthermore, in evaluating the integral for the















The binomial approximation is valid if ∆LS  4ALS. ALS is the LS pulse ampli-
tude, and ∆LS is the LS pulse detuning. We have made the finite beam width rLS
of the LS beam explicit with the exponential factor, by writing the LS pulse Rabi
frequency (appearing in equation 2.23) as ΩLS = ALSe−r





0 is made; the input beam spot sizes are far smaller than the
crystal face area. For the regions that the LS beam is on (II and V), the replace-
ment ∆→ ∆ + δLS(r) is made.
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The calculation proceeds by breaking the sequence into the seven time regions
of Figure 3.1, solving the linearized MBEs in each region for D(r, z, t,∆) and
Ω(r, z, t), patching the solutions together with the boundary conditions, and calcu-
lating the integrated amplitude Υ(t) for each region.
Region I
This is the region where the pulse is absorbed. The calculation for this region is
the same as in section 2.2, but is included here for completeness. The linearised
MBEs in this region are:
Ḋ1(r, z, t,∆) = −i∆D1(r, z, t,∆) + iΩ1(r, z, t),






The boundary conditions are:
Ω1(r, 0, t) = Ω0(t)e−r
2/r20 ,
D1(r, z, 0,∆) = 0.
For all other regions, the optical boundary condtion is zero. The polarisation
solution D1(r, z, t,∆) and its Fourier transform are:










+ πδ(ω + ∆)
]
.
Inserting this into the Fourier transform of the Maxwell equation gives:
∂zΩ1(r, z, ω) = −12αΩ1(r, z, ω).
This can be solved and transformed back into the time domain:
Ω1(r, z, ω) = Ω1(r, 0, ω)e−αz/2,
Ω1(r, z, t,∆) = Ω1(r, 0, t)e−αz/2,
= Ω0(t)e−r
2/r20−αz/2.







This is the region during which the first LS pulse is on, shifting the frequency
by δLS(r) as in equation (3.4b). In this region, the light field has long since been
absorbed, so the MBEs reduce to the one equation:
Ḋ2(r, z, t,∆) = −i (∆ + δLS(r)) D2(r, z, t,∆),
with the boundary condition:
















Since Ω2(r, z, t) is zero, Υ2(t) = 0.
Region III
This is the region after the LS pulse is switched off, just before the first π-pulse.
We will define τLS ≡ t2 − t1 to be the duration of the first LS pulse. The MBEs are
again simplified by the lack of any light field:
Ḋ3(r, z, t,∆) = −i∆D3(r, z, t,∆),
with the boundary condition:
















Again, since Ω3(r, z, t) is zero, Υ3(t) = 0.
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Region IV
This is the region after the first π-pulse, where the first echo will appear. We
should find that the echo field Ω4(r, z, t) is the same as the echo field found for the
regular 2PE, except with a prefactor from the LS pulse that reduces Υ4(t) to zero
for sensible choices of the LS parameters ALS, ∆LS, and τLS. The MBEs are:
Ḋ4(r, z, t,∆) = −i∆D4(r, z, t,∆) − iΩ4(r, z, t),






The boundary condition is:








The solution D4(r, z, t,∆) and its Fourier transform are:


















+ πδ(ω + ∆)
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Inserting this into the Fourier transform of the Maxwell equation gives:






The solution and its inverse Fourier transform are:






























This is the region where the second LS pulse is turned on. The MBEs are:
Ḋ5(r, z, t,∆) = −i (∆ + δLS(r)) D5(r, z, t,∆),
with the boundary condition:








































Since Ω5(r, z, t) is zero, Υ5(t) = 0.
Region VI
This is the region after the second LS pulse and before the second π-pulse. We
will define τ′LS ≡ t5 − t4 to be the duration of the first LS pulse. The MBEs are:
Ḋ6(r, z, t,∆) = −i∆D6(r, z, t,∆),
with the boundary condition:












































Once again, since Ω6(r, z, t) is zero, Υ6(t) = 0.
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Region VII
This is the region where the LiSPER echo appears. We have:
Ḋ7(r, z, t,∆) = −i∆D7(r, z, t,∆) + iΩ7(r, z, t),






The boundary condition is:






















The solution and its Fourier transform are:





























+ πδ(ω + ∆)
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Inserting this into the Fourier transform of the Maxwell equation gives:




















The solution and its inverse Fourier transform are:

























Ω0(t + 2t3 − 2t6).












) (eαz/2 − αze−αz/2) Ω0(t + 2t3 − 2t6).
3.1.2 Echo size derivation







































contains all of the LS pulse parameters: the detuning ∆LS,
amplitude ALS, the duration of the first pulse τLSa, and the duration of the second
τ′LS. In arriving at these solutions, we have assumed that both the input and LS
pulses are spatially Gaussian, with widths r0 and rLS = r0√2 , respectively.
We now look at the echo sizes (equation 3.2) for the integrated amplitudes in
regions IV and VII. We will again assume that the input pulse is Gaussian in time,
with amplitude A0 and duration t0. The integrated amplitude Υ4(t) describes the
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The echo size of the quiet second echo is similar in form, modified only by















































If the LS parameters are chosen such that A2LS/∆LS is large and τLSa = τ
′
LS , 0, then
the noisy first echo disappears and the quiet second echo remains. The echo sizes
are plotted as a function of the optical depth αz0 in Figure 3.2, with the choice
A2LSτLS/∆LS = 1000 and τLS = τ
′
LS. It can be seen that the quiet echo can be made
smaller than the 2PE size for a choice of optical depth satisfying 0 < αz0 < 1.338.
Plots of εnoisy as a function of the LS parameters ALS, ∆LS and τLS appear in Figures
3.5, 3.4, and 3.3. These are included purely for easy comparison to simulations
and experiments described in the rest of this thesis.
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Fig. 3.2: The size of the noisy (equation 3.6) and quiet (equation 3.7) echoes in the
LiSPER sequence, compared to the regular 2PE echo (equation 3.3) (ε2PE is
divided by itself so that all three functions are divided by ε2PE ). The LS param-
eters were chosen such that A2LSτLS/∆LS = 1000 and τLS = τ
′
LS.
















Fig. 3.3: The size of the noisy echo as a function of the LS pulse duration, with ALS set to
2πMHz and ∆LS set to 2π× 5 MHz.
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Fig. 3.4: The size of the noisy echo as a function of the LS pulse detuning, with τLS set
to 1 µs and ALS set to 2πMHz. Not much attention should be paid to the shape
of the plot in the region |∆| < 4 because the approximation that ∆LS  4ΩLS
(needed to justify use of the LS equation 3.4b) fails here.
















Fig. 3.5: The size of the noisy echo as a function of the LS pulse amplitude, with ∆LS set
to 2π× 5 MHz and τLS set to 1 µs.
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3.2 Numerics
Using MATLAB the experiments were simulated in 2D; the propagation of the
light through the crystal down the z-axis was not modelled, so only the optical
Bloch equations were needed. We left propagation out so that the simulations
would be faster. A grid of 400 ions was generated, each ion was given a random
detuning ∆ somewhere between −4π and 4π MHz, and a Rabi frequency Ω was
assigned to each ion in a Gaussian distribution across the grid, with maximum A0.
Ω and ∆ were passed to a function solving:
∂t (X,Y,Z) = (−Re (Ω) , Im (Ω) ,∆) × (X,Y,Z) , (3.8)
for each ion, which is another way to write the optical Bloch equations (equations
2.3a - 2.3c, taking X = 〈σx〉 etcetera). Switching the laser off was simulated by
letting Ω → 0, and switching the LS beam on was simulated by letting ∆ →
∆+δLS(r), where δLS(r) is given by (3.4a) which has not been simplified here with
a binomial expansion.
The LS beam width rLS = r05 was chosen for the simulations described ahead. The
length of the π-pulse was 1 µs, and the length of the input pulse was 0.5 µs (so that
it is a π2 -pulse). The largest values of ε2PE arose when A0 was 2π× 3.5 MHz, so
this was the chosen input and π-pulse amplitude. Both pulses were square-shaped
in time.
The integrated amplitude Υ(t) =
∑
X(t) − iY(t) was calculated for the grid and
plotted as a function of time. In the analytics of the previous section Υ(t) was
the integral of the field amplitude Ω, which is different than the sum over each
polarisation that we evaluate here. This is not an issue - these simulations are
2D, and in this limit (the limit of zero optical depth) the field and polarisation are
proportional. This can be seen by inspecting the Maxwell equation (2.1c).
3.2.1 Simulation of LiSPER
The LiSPER protocol was simulated, with the LS pulse parameters ALS = ∆LS =
2πMHz (for both pulses) and τLSa = τ′LS = 4 µs. The two π-pulses were placed at
20 and 50 µs. The results are plotted in Figure 3.6b, with Figure 3.6a containing a
control simulation (with no LS pulses).
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Fig. 3.6: Simulation of the LiSPER protocol. The LS pulse amplitude ALS is given as a
percentage of the amplitude of the input and π-pulse maximum amplitude A0,
which was 2πMHz. ∆LS was set to 2πMHz also. (a) A control run, with no LS
pulses. (b) With the LS pulses included, the first echo can be suppressed. The
two π-pulses were placed at 20 and 50 µs, indicated by dotted lines.
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3.2.2 Echo suppression
As was done analytically, suppression of the first echo was looked at numerically
as a function of the LS parameters. For these simulations the π-pulse was input at


























Fig. 3.7: A typical simulation. At the top left is the random detunings of the 400 ions. To
the right of this is the Gaussian profile of the LS pulse across the grid of ions.
The mod-squre of the integrated amplitude is shown in the trace at the bottom.
Here, ∆LS was set abnormally high at 2π× 10 MHz so that the trace would look
nice. The echo at 40 µs is integrated for the echo size εnoisy. The π-pulse was
placed at 20 µs, indicated by the dotted line.
εnoisy was calculated by summing over |Υ(t)|2 in the echo region (around 40 µs),
and then normalising by dividing by ε2PE (which was taken to be the sum over
|Υ(t)|2 in the echo region when no LS pulse is present). The input and π-pulse
amplitude A0 was set to 2πMHz. The dependence of εnoisy on the parameters
ALS, ∆LS, and the LS pulse duration τLS were investigated. The results are plotted
in Figures 3.8, 3.9, and 3.10. The dashes between the simulated data points are
present only to guide the eye.
These simulation results (Figures 3.8 - 3.10) agree qualitatively with their analytic
counterparts (Figures 3.3 - 3.5).
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Fig. 3.8: Noisy echo size as a function of the LS pulse duration. ALS was set to
2π× 87 MHz and ∆LS was set to 2πMHz. The dashes are present to guide the
eye.











Fig. 3.9: Noisy echo size as a function of the LS pulse detuning. τLS was set to 1 µs and
ALS was set to 2π× 87 MHz.
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Fig. 3.10: Noisy echo size as a function of the LS pulse amplitude. ∆LS was set to 2πMHz
and τLS was set to 1 µs.
3.2.3 Echo restoration
Simulations were performed with a second LS pulse in the sequence to compen-
sate for the first. It can be seen from the analytics of the previous section that
a second LS pulse on the same side of the π-pulse with opposite detuning will
compensate for the first, as will a second pulse on the opposite side of the π-pulse
with the same detuning. Different permutations of pulse detuning and timing were
explored, and the results are compiled in Table 3.1.
It is clear from Table 3.1 that the noisy echo can be revieved when the correct
detuning and timing is chosen for the compensating LS pulse.
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Tab. 3.1: The echo revival simulation results; the last two columns are the analytic and
simulated values of the noisy echo size for different permutations of the LS pulse
detunings and positions. The parameters were the same as in the suppression
simulations except all of the LS pulse durations were set to 8 µs. The + and −
signs indicate the sign of the LS pulse detuning (±2πMHz), and two signs in
the same column means that both LS pulses were in the time region before the
π-pulse. The analytic results are shown mainly to flag where an echo is expected
(1) and where it is not (0).




+ + 1 0.95
+ - 0 0.07
- + 0 0.07






3.3.1 LS beam width restriction in the analytics






dx. It is curious that unless the choice c = a is made, the integral
cannot be solved in general (i.e. for arbitrary choices of a, b and c) as far as the
author can tell. Choosing c = a amounts to choosing the LS beam width to be
smaller than the input beam by a factor of
√
2. The integral can of course be
evaluated numerically for any other sensible choice of c.
3.3.2 Reconciling the analytics and numerics
Comparing the analytic and numerical plots showing εnoisy as a function of the
LS pulse parameters (i.e., comparing Figures 3.5 - 3.3 to Figures 3.10 - 3.8), it
is clear that both agree in form, but the agreement is not perfect even when all
the parameters are made equal. This is because of a few important differences;
the analytic treatment assumes a small Gaussian input pulse (while the input in
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the simulation is a square π2 -pulse), a perfect π-pulse (while the simulation uses a
π-pulse of finite duration and power), and the LS parameters are chosen such that
∆LS  4ALS (while in the simulation ∆LS = 87 ALS; this is discussed further in the
next subsection ).
To make sure the simulations were doing what was wanted, a test using a more
contrived pulse sequence was performed to see if the analytics and numerics agree.
The sequence was: an input pulse, a wait, and then the LS beam turned on at a time
tLS. The inhomogeneous broadening was set to zero, the input pulse was small
and square in time (still with a transverse Gaussian profile), and the binomially
expanded version of the LS equation was used (equation 3.4b). Analytically the
MBEs become simple when ∆ is set to zero; the total polarisation in each region


















where the notation is the same as before - the input pulse has rectangular tempo-
ral amplitude A0, Gaussian spatial width r0, and duration τ0. A plot comparing
equations 3.9a - 3.9c to the simulated integrated amplitude for the test sequence
is shown in Figure 3.11. The parameters chosen were A0 = 2π kHz, r0 = 4 µm,
z0 = 1 mm, τ0 = 20 µs, A2LS/∆LS = 2π, and tLS = 30 µs.
3.3.3 Use of simplified LS pulses
Finally, it should be mentioned that a major weakness of the theoretical work
done in this thesis is that the light shift pulses have not been treated as light;
they were treated as an instantaneous increase in the ion detuning. In a rigorous
treatment, the pulses would be input into the MBEs as a rapidly varying (since
it is not resonant with the Bloch sphere rotation rate) light field. To achieve this
would be far more computationally demanding, and would make the analytics
more cumbersome if not intractable.
As mentioned when the MBEs were introduced in section 2.1, the more off-
resonant a pulse is, the more the Bloch vector orbit with tilt from a line of lon-
gitude. As the detuning increases, the orbit approaches an asymptote entirely in


















Fig. 3.11: The total polarisation for a simple pulse sequence designed to test the agree-
ment between the analytic and numerical methods. A small pulse is absorbed
from 0 to 20 µs (t0 in (3.9c)), and then after a 10 µs (tLS in (3.9c)) wait, during
which the ions radiate coherently without dephasing (since there is no inho-
mogeneous broadening), a LS beam is turned on for 15 µs. This dephases the
Bloch vectors and the total polarisation diminishes.
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amounts to approximating the Bloch vector orbit as purely in the equatorial plane.
This approximation is justified in the regime ALS  ∆LS. The analytics were per-
formed in this regime, partly because it was required that ALS  ∆LS to justify the
binomial expansion of the LS equation, but in the numerics we had ALS = 87∆LS
for our LS pulses. These pulses will have caused off-resonant excitation of the
ions that absorbed the input pulse.
As a back-of-the-envelope calculation to see the size of this unwanted off-resonant
excitation, we set ∆ = Ω = ∆LS in the optical Bloch equations (2.3a - 2.3c) and
calculated the change in Z is for the most badly-affected ion. Ω was taken to be
real. The most-badly affected ion will be one in the centre of the LS beam, which
will have been excited to the Bloch sphere equator by the input pulse. We find
that the LS beam drives the ion according to:



















We see that the LS beam causes incomplete Rabi flopping between Z values of
± 1√
2
. At a glance, one might expect this extra excitation to be rephased and add
noise to the light field appearing after the input pulse. However, this extra exci-
tation did not cause any problems, since there is already a large error in the input
pulse area from the spatial inhomogeneity of the beam. The extra excitation will
have driven as many ions through a positive polar angle as it will have driven
through a negative polar angle, and the change in Z will have averaged to zero.
4. LASER FREQUENCY STABILISATION
This chapter contains details about the dyelaser used in our experiments. How
the laser operates out-of-the-box is the topic of section 4.1. Sections 4.2 and 4.3
explain how the Pound-Drever-Hall locking technique is employed and optimised
to decrease the laser linewidth.
4.1 The Coherent-699 dyelaser
The laser used in this work is a modified Coherent CR-699-21 continuous-wave
dyelaser, a model released in the late 1970s. A diagram of the ring cavity is in
Figure 4.1. In our dyelaser, a jet of organic dye dissolved in glycol flows through
the optical cavity where it acts as the lasing medium. For the pump energy a
Verdi V10 laser is used. In the Verdi V10, ten 7.50 W infrared diode lasers excite
neodymium ions in a yttrium orthovanadate crystal (Nd3+:YVO4) into 1064 nm
emission, which is then frequency-doubled in a LiB3O5 crystal to 532 nm, so that
it may enter the dyelaser cavity and excite the dye.
4.1.1 Travelling wave operation
Ours is a travelling wave ring laser; the resonant cavity is a circuit of mirrors
which support a travelling wave, whereas a more commonly used two-mirror
Fabry-Pèrot cavity supports a standing wave. A standing wave in an optical cav-
ity has high-energy antinodes and zero-energy nodes, which will unequally excite
areas of the irradiated lasing medium. If the lasing medium is a jet of dye, this
will cause instabilities in the beam shape and frequency. Hence, a travelling wave
is preferred for continuous wave operation of a dyelaser [110]. This is achieved
with the optical diode, which suppresses any clockwise-moving light by virtue of
the Faraday effect. The Faraday effect is where the plane of polarization is ro-
tated as light moves through a dielectric immersed in a DC magnetic field. In the
diode, light travelling in both directions suffer this rotation but only the desired
clockwise-moving (with respect to the top of the path in Figure 4.1) light has this












Fig. 4.1: The dyelaser. The numbered optical elements are explained further in the text,
but more detailed descriptions can be found in most introductory optics text-
books (for example [108] or [109]). They are 1) pump beam, 2) dye jet, 3) astig-
matic compensation rhomb, 4) electro-optic modulator (introduced after pur-
chase), 5) optical diode, 6) galvanometer driven vertex Brewster plate, 7) output
coupler, 8) birefringent filter, 9) thin etalon, 10) thick etalon, 11) piezoelectric
motor driven tweeter mirror.
rotation undone by a compensating waveplate. Since many of the elements in the
cavity are oriented at or near the Brewster angle, the transverse-magnetic polar-
isation mode suffers the least loss per round trip. The counterclockwise mode,
rotated out of the purely transverse-magnetic polarization, will become attenuated
at the Brewster angled interfaces and quickly cease.
4.1.2 Single frequency selection and scanning
The modes of the adjustable optical elements in the cavity are shifted to select the
resonant frequency of the laser; see Figure 4.2. That is, within the gain profile of
the rhodamine 6G dye (which spans 100s of nanometers), the birefringent filter
(BRF), thin etalon, and piezoelectric driven thick etalon can be adjusted to select
a mode of the bare cavity. The total effective linewidth is 20 MHz without any
frequency control feedback system.
The BRF (also called a Lyot filter) is a stack of three quartz plates in the thickness
ratio 1:4:16, which rotate the polarisation of the beam. By rotating the plates, the
wavelength of light which suffers this rotation is changed, and the BRF modes
shift, allowing a thin etalon mode to be selected. Rotating the thin etalon changes
the effective path length of the cavity, shifts its modes, and allows a thick etalon
mode to be selected. The finest tuning is given by a combination of the galvo-








Fig. 4.2: The heirarchy of frequency modes which determine the lasing frequency. The
relative linewidths and free spectral ranges are greatly exaggerated.
driven vertex Brewster plate (often shortened to just galvo) and the thick etalon.
The thick etalon is mounted on a piezo driven by an error signal which forces it to
follow the galvo scan so that there are no mode-hops between thick etalon modes
as the frequency is scanned. The galvo is placed to intercept the beam on its way
to and from the output coupler, which halves the output beam displacement.
4.1.3 Original locking
To further reduce the linewidth, the Coherent-699 originally relied on the cavity
sidelock technique, employed using a reference cavity situated alongside the dye-
laser. The pickoff from the beamsplitter (after the output coupler in Figure 4.1)
is split into two beams; the first is a reference beam which is detected as S 1, and
the second is passed through a high-stability Fabry-Pèrot (FP) resonator before
being detected as S 2. The resonator will have a high transmission near a resonant
frequency, and slightly less transmission if the laser is detuned. An analog cir-
cuit computes the error signal S error = S 2 − 12S 1, and feeds this to the galvo and
the piezoelectric motor driven tweeter mirror (PZT). The frequency is thus locked
one half-width at half-maximum above a resonant mode of the external cavity.
The setup for the sidelock and the resulting error signal are shown in Figure 4.3.
Also note that the locking is unstable if the detuning is on the wrong side of the
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Fig. 4.3: (a) The setup for a cavity side-lock frequency stabilisation loop. The numbered
elements are 1) beamsplitter, 2) FP cavity, and 3) galvanometer driven cavity
etalon. (b) The sidelock error signal.
resonance peak. In this case, the system drives the frequency monotonically to-
ward the next resonance peak, where it will approach a new ωlock. This is one of
the major drawbacks of the side-lock technique. With the sidelock, the linewidth
is about 1 MHz. By scanning with the FP cavity galvo rather than the vertext
galvo, the laser can be scanned while locked.
4.2 Pound-Drever-Hall locking theory
The galvo can be driven at frequencies from DC up to 10 Hz, and the PZT can
be driven at frequencies up to 10 kHz. Modifications have been made to the
laser to allow higher frequency corrections. This is achieved through insertion of
an electro-optic modulator (EOM) into the cavity, and by employing the Pound-
Drever-Hall (PDH) locking technique with a high-stability external FP reference
cavity [111]. This technique is recognised as the most powerful frequency locking
technique. The technique will be explained here. For a more detailed explanation
of PDH locking see [112]. The setup is shown in Figure 4.4a, and the error signal
produced is shown in 4.4b.
A pickoff from the laser is modulated by an EOM and then reflected from an
FP cavity (ours has linewidth 90 kHz). If the beam is not exactly resonant with
the cavity, some of the carrier will be reflected along with the sidebands. Once
detected and demodulated, the resulting error signal is very steep around the cavity
resonance, and is fed to the EOM and the PZT inside the dyelaser.





















Fig. 4.4: (a) PDH locking setup. The elements are: 1) electro-optic modulator, 2) quarter-
wave plate, 3) FP cavity, 4) polarising beamsplitter, 5) detector, 6) mixer, 7)
signal generator, 8) phase shifter, 9) low pass filter, and 10) integrating servo
amplifier. (b) The PDH locking signal.
4.2.1 DC response of the PDH setup
This section contains the analytic derivation of the frequency response of the PDH
setup, based largely on reference [112]. We will derive the locking signal as a
function of laser frequency (the DC response, shown in Figure 4.4b). Firstly, the
light from the laser is modulated by the EOM at frequency ωm and depth δm, and
then again by noise of frequency ωn and depth δn. The resulting field is:
E = E0eiωt+iδm sin (ωmt)+iδn sin (ωnt), (4.1)
where E0 is the amplitude and ω the laser centre frequency. The Jacobi-Anger
expansion allows us to remove the sinusoids from the exponent. It is an infinite
series, but if we assume z  1 (which will become δm  1) then we can truncate
the series to the n = {−1, 0, 1} terms, leaving it as:
eiz sin θ =
∞∑
n=−∞
Jn(z)eiθ ≈ J0(z) + J1(z)(eizθ − e−izθ).
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for frequency Ω, where r is the reflectivity of the mirrors, 2LΩ/c is the accumu-
lated phase shift for a round trip of the cavity, L is the cavity length, and c the









R(ω + ωn)eiωnt − R(ω − ωn)e−iωnt
)]
.
The detector measures the power flux:
S 0 = ε0cE†r Er,
which has 25 terms. These are components oscillating at sum and differences of
ωm and ωn. If notch filtered near ωm we are left with only six waves:
S notch/ε0cE20 = J1(δm)
[

























R†(ω + ωm)R(ω − ωn) + R(ω − ωm)R†(ω + ωn)
]
e−i(ωm+ωn)t.
The signal is then mixed down:
S mixed = S notch sin (ωmt) .
Writing the sine as two counter-rotating exponentials, the signal will have 24
terms. If low pass filtered near DC we are left with just two low frequency and
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R(ω)[R†(ω + ωm) + R†(ω − ωm)]




[R†(ω + ωm) + R†(ω − ωm)]R(ω + ωn)





[R†(ω + ωm) + R†(ω − ωm)]R(ω − ωn)
+ [R(ω + ωm) + R(ω − ωm)]R†(ω + ωn)
)
e−iωnt. (4.2)
From here we can look at the DC or the AC response of the setup. The DC
response is the signal as the laser is scanned across the cavity resonance, obtained
by taking equation (4.2) and getting rid of the noise by letting ωn = 0 and J1(δn) =
0, giving:




R(ω)[R†(ω + ωm) + R†(ω − ωm)]
− R†(ω)[R(ω + ωm) + R(ω − ωm)]
)
. (4.3)
This is what was plotted in Figure 4.4b. An experimental trace of the error signal
is shown in Figure 4.5b.
4.2.2 AC response of the PDH setup
We are also interested in how the error signal responds to noise oscillations at
frequency ωn. This is found by taking equation (4.2) and assuming the carrier is
resonant with the cavity, such that:
R(±ω) = 0,
R(ω ± ωn) = R(±ωn),
R(ω ± ωm) = R(±ωm),
R(±ωm) ≈ −1.
With these simplifications, (4.2) becomes:





This function is required in the next section where we find the transfer function of
our PDH setup is defined and characterised.



























Fig. 4.5: (a) Schematic of the laser frequency stabilisation feedback loop. A beam pickoff
is put through the Pound-Drever-Hall setup, which creates an error signal. This
is fed to the four frequency adjusting actuators in the laser via servo amplifiers.
(b) The PDH signal we measure, superposed with the remaining laser frequency
noise when the frequency is locked. The frequency was scanned at 6 GHz/s for
the black trace.
4.3 Optimising the PDH setup
The PDH locking loop was built before this project began, but the locking was not
operating to our satisfaction. It was therefore decided that a careful analysis of the
loop should be performed to optimise the locking.
As mentioned in section 4.2, the galvo, PZT, and EOM are the frequency adjusting
actuators in the dyelaser. But having the laser lock reliably and narrowly requires a
lot of care to be taken in setting the gains of the actuators and their amplifiers. The
Nyquist stability theorem states that the loop gain must drop below unity before
the loop phase shift reaches 180◦ for the system to be stable [113]. To determine
the loop gain of the laser locking loop, the transfer function of each element of the
loop (shown in Figure 4.5a) as a function of frequency had to be found. A transfer





We conducted a vector network analysis to find the transfer functions, using a
signal generator and an oscilloscope programmable via MATLAB on one of the
lab computers. The signal generator would send a sinusoid to the loop element
via the scope, and on the same scope we would look at the sinusoid that came
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out. The frequency of the sinusoid was varied, allowing us to build up the transfer
function of the element as a function of frequency. Looking again at Figure 4.5a,
it can be seen that the transfer function of the whole loop is:
H(ν) = HPDH (HSGHG + HSPHP + (HSE+ + HSE-) HE) , (4.5)
where HPDH is the transfer function of the PDH setup, HSG is for the galvo servo
amplifier, HG is for the galvo itself, HSP the PZT servo amplifier, HP the PZT itself,
HSE+ the EOM positive plate servo amplifier, HSE- the EOM negative plate servo
amplifier, and HE is for the EOM itself. The EOM negative plate is faster; it has
a greater gain at frequencies near 1 MHz than any other loop element. With the
transfer function, the loop gain G(ν) and loop phase shift Φ(ν) can be calculated
as:







In the following subsections, we find the gain and phase shift for the amplifiers
and actuators in our PDH setup.
4.3.1 Amplifier and actuator responses
For each servo amplifier and actuator in Figure 4.5a, the gain and phase shift was
found. These are shown in the Bode plots of Figure 4.6. As the gain becomes
very small the phase becomes poorly defined, so for clarity the transfer function
of each element was fit with the response of a low-pass filter, which has the form
a/ (1 + iω/b), for some fitting parameters a and b.
Determining the transfer functions of the actuators was less straight-forward than
for the amplifiers, as the laser needed to be switched on and have its frequency
locked to the side of a cavity resonance so that we could tell how much the actuator
had moved in response to the input sinusoid. This was made complicated since the
high-finesse reference cavity used in the PDH setup was too narrow to resolve the
changes in frequency well enough. We substituted the cavity for a lower finesse
FP cavity with linewidth of around 1 GHz for the measurements of HG and HP.
The frequency responses of the actuators are shown in Figure 4.7.
4.3.2 Loop response
HPDH was found analytically, using the mathematics of subsection 4.2.2. We di-
vide (4.4) by (4.1) to find where the transfer function of the PDH setup, HPDH,
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Fig. 4.6: Bode plot of the servo amplifiers in the PDH locking loop. These were found
in a vector network analysis of the PDH setup. Each amplifier is labelled by its
transfer function.
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Fig. 4.7: Bode plot of the frequency adjusting actuators in the PDH locking loop. These
were found in a vector network analysis. Each amplifier is labelled by its transfer
function.
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rolls off. The offset is given by the slope of the DC error signal at the origin. It
was found that HPDH rolls off at about 100 kHz.
With all of the transfer functions specified, we found the loop gain G(ν) and loop
phase shift Φ(ν). These functions are plotted in black in Figure 4.8, along with
the gains of each actuator added to the gain of its corresponding amplifier (i.e.,
each line in the Figure corresponds to a term in equation 4.5). The Bode plot
for an ideal integrator is included in purple in the Figure as a reference. Figure
4.5b shows the error signal of the stabilised setup, with the remaining frequency
noise superposed. By comparing the slope at the centre of the signal to the noise
amplitude, the linewidth calculated for the stabilised dyelaser is 8 kHz.
As a point of discussion, it was intended that the gains of the actuators and am-
plifiers would be adjusted to make the overall loop gain and phase behave as an
integrator, but the loop phase shift (black line in Figure 4.8) does not follow the
ideal integrator phase shift (purple line). Nevertheless, the Nyquist stability the-
orem is satisfied; G is below unity before Φ reaches -180◦. It is apparent from
the loop gain that there is room for more gain at around 10 kHz and above. This
is the region where the PZT loses effect and the EOM begins to dominate the
loop. When the servo amplifier for the EOM high voltage plate was adjusted to
increase the gain at this frequency, the loop broke into oscillation. However, with
more care it should be possible to fill out the gain profile here without the loop
becoming unstable.
At one point before the laser frequency work, during some spectral hole-burning
experiments, we noticed that the laser locking had become unstable (hole-burning
was introduced in subsection 1.4.4; a spectral hole is burnt in the absorption line
when all of the absorbers at one frequency are optically pumped to off-resonant
frequencies). The hole had two smaller holes either side at around 2π× 1.5 MHz,
as shown in Figure 4.9. This told us that the laser frequency locking had gone
into oscillation at the sideband frequency. An easier way to check if the laser is
unstable is by using an RF spectrum analyser at the PDH locking setup detector,
but detecting the sidebands while hole-burning was a useful accident because it
told us that the laser locking needed work.
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Fig. 4.8: The gain (equation 4.6a) and phase shift (equation 4.6b) for the laser frequency
stabilisation loop. The gain and phase shift of an ideal integrator have been
plotted (in purple) to guide the eye; the servo amplifiers were adjusted to try and
mimic the response of an integrator. The loop gain drops below unity before the
phase shift becomes −180◦, as is needed for the loop to be stable.
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Fig. 4.9: Instability in the laser frequency was accidentally noticed during a hole-burning
experiment. The y-axis is the transmitted signal through our rare-earth-ion-doped
crystal, the x-axis is the laser detuning, and sidebands at 2π× 1.5 MHz can be
seen in the trace. These traces were taken by varying the laser frequency with
a chirped RF pulse sent to the AOM double-pass (AOMs, the double-pass, and
more discussion about hole-burning is in the next chapter). The off-line trace
was taken by shifting the laser frequency far off the inhomogeneous line, and the
grey trace near the bottom of the plot was taken by blocking the beam entirely.
5. EXPERIMENTS
This chapter is a roughly chronological account of the experiments performed
in our investigation of the light shift photon echo rephasing (LiSPER) protocol,
which uses off-resonant pulses to modulate photon echoes. The LiSPER pulse
sequence was first described in section 2.3.
Section 5.1 is an explanation of the cryogenic setup, and section 5.2 describes the
optical setup. The first echo suppression results are shown in section 5.3, taken
before some changes to the experiment were made. These changes are described
in section 5.4. More echo suppression results are presented in section 5.5, and
results in restoring the suppressed echo are in section 5.6. Finally, section 5.7
outlines further experiments that would be of value to the LiSPER protocol.
5.1 Cryogenic setup
The sample was held in a cryostat built in-house. The cryostat uses a cold head
(PT405 model) and a helium compressor (CP2870 model) made by Cryomech
Inc. in New York. The setup is shown schematically in Figure 5.1.
The compressor helium enters the cold head and expands inside cooling stages
one and two, and is then forced back to the compressor and recycled. Helium
from a reservoir elsewhere in the lab is fed into the helium space, and becomes
liquified. This body of liquid is in thermal contact with the sample through a metal
cold finger on the sample mount (the mount is described in more detail in section
5.7.2 at the end of this chapter). The sample is kept in a vacuum, and joins the
liquid helium behind a radiation shield.
This setup keeps the sample at around 3.6 K, but the helium compressor vibrates
the sample while it is operating. This is intolerable; the sample should not be
moved by any significant fraction of the laser beam width over the course of a
pulse sequence. This means that before experimenting, the compressor must be























Fig. 5.1: Schematic of our cryostat, in which the sample is kept at liquid helium tempera-
tures. The operation of the cryostat is explained in the text.
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evaporates. Although one usually expects constant temperature through a phase-
change, the temperature increases in this situation due to the rising pressure. Using
the vapour pump, the reservoir helium vapour can be evacuated as it evaporates,
and this temperature increase is subverted. In fact, as the reservoir helium vapour
expands into the vacuum it removes heat from the liquid. This cools the sample
to around 2.3 K, where it stays until the liquid helium has fully evaporated.
5.1.1 Measurement of the coherence time
The reason the sample must be kept cold is that the presence of phonons greatly
increases the homogeneous absorption linewidth of the ions in our sample, which
means the coherence time (T2) greatly reduces. In a two-pulse photon echo (2PE,
described in subsection 2.2.1) the echo size ε2PE will decrease approximately ex-
ponentially with a decay period of T2/2, as coherence is lost due to noise from
the environment. This means that T2 can be measured by looking at how ε2PE
decays as a function of tπ, the time between the input and the π-pulse, and fitting
an exponential function to the data to find the decay period. The factor of 1/2 is
present because it is the amplitude of the echo which decays with a period T2, but
the intensity that is measured in an experiment. Such a series is shown in Figure
5.2, giving a T2 of around 64 µs at 2.86 K. Most of the pulse sequences used in
the experiments described in the rest of this chapter are around 100 µs in duration,
meaning that tπ is 50 µs where ε2PE has diminished to 10% according to Figure
5.2. This was not a problem since our detection setup (to be described in 5.2.1)
enabled us to record very small echoes, and the experiments were performed when
the sample temperature was between 2.2 and 2.4 K.
5.1.2 Repair attempts
As stated above, experiments can only be performed while a liquid helium sur-
vives inside the helium space, and this evaporates while the compressor is switched
off to record data. Once this liquid evaporates, the compressor is switched back
on so that the liquid can build back up. For the entire year, this restricted us to
about two hours of time to record data every two days. In an initial attempt to
extend this time, we purified the helium inside the reservoir and the compressor.
This was first done for the compressor by evacuating the compressor helium
through the service valve, and then replacing it with pure helium, but this did
not improve the cooling performance. Another approach was taken; cold trap-
ping the impurities in the helium. When the second cooling stage was at around
10 K, the helium space was disconnected from the compressor. The contaminants
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Fig. 5.2: Measurement of the 2PE size as a function of the time between input and π-pulse.
With an exponential fit, this gives a T2 of 64 µs at 2.86 K. Details about how the
echo size is measured is ahead in subsection 5.2.3 where the data processing
technique is explained.
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(mainly oxygen and nitrogen, which solidify at around 54 and 77 K at atmospheric
pressure, respectively) will be solid and the helium will be gaseous. The system
will warm up, and the contaminants will evaporate and vent into the lab through
a one-way valve, along with a little helium. This was done periodically for the
reservoir helium as well, when the sample mount was at around 10 K. Using the
vapour pump, this can be done without losing any helium. Unfortunately, after
cold trapping both the compressor and reservoir helium the system performance
remained the same.
We then sent the cold head to Cryomech Inc. to be refurbished. This took three
months (during which the theoretical work in chapter 3 was undertaken), but did
not improve the performance either. Replacing the adsorber in the compressor
(used to filter oil from the helium) about 3000 hours before we were due to also
made no difference. A metal contact has recently (at the time of writing) been
added between the first cooling stage and the radiation shield, and has decreased
the radiation shield temperature by about 20 K. At a glance, this appears to have
successfully increased the performance; the system sustains a large helium puddle
that regenerates quickly. Regretfully, no data to quantify this observation was
gathered at the time of writing.
5.2 Optical setup
A schematic of the optical bench is shown in Figure 5.3. The beam is directed
from the dyelaser through a fibre to the acousto-optic modulator double-pass for
pulsing and frequency shifting. A pickoff is taken along the way to use as the
input to the frequency locking setup. The beam is then divided at the 30R:70T
beamsplitter into a local oscillator and a probe beam, in a Mach-Zehnder interfer-
ometer geometry. The probe is passed through the sample in the cryostat before
recombining with the local oscillator. The two beams are frequency shifted by
different amounts with acousto-optic modulators, and interfere with a beat note at
10.7 MHz, which is detected, notch filtered and fed into the oscilloscope. We have
discussed the cryostat and the dyelaser, so the interferometer and the double-pass
will be explained in this section.
A weakness of this optical setup was that it was not flexible enough to change the



















Fig. 5.3: The optical bench setup. The main features are the dyelaser, the frequency lock-
ing, the double-pass, the interferometer, and the cryostat, all of which are ex-
plained in more detail in the chapter text.
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5.2.1 Heterodyne detection
By splitting the optical beam into a probe and a local oscillator (LO) in our setup
(Figure 5.3), we have created a Mach-Zehnder interferometer (MZI). This allows
us to detect small signals (like weak echoes) from the probe beam as a beat on top
of the larger LO, which is easier than trying to detect the small signal by itself. A
short calculation shows exactly how the MZI setup helps.
Photodetectors do not detect electric fields - they detect power, which is the mag-
nitude of the Poynting vector S multiplied by the detector face area. The current
state-of-the-art detectors cannot sample at hundreds of terahertz, so the signal is
averaged over a sampling period if the oscillations are at optical frequencies. The
Poynting vector magnitude, averaged as such (we will omit the triangular bracers
from S for clarity throughout this chapter), is:
S = ε0c2 〈|E × B|〉 .
For light, the magnetic field is orthogonal to the electric field, and smaller in






We will first look at the probe signal detected normally (without heterodyne de-
tection). The probe signal is an electric field E = E0 cos φ, where φ̇ is an optical
frequency, incident on the detector. The Poynting vector magnitude of the probe
signal is:





and since one cycle of cos2 φ averages to 12 :
S 0 = 12ε0cE
2
0.
If E0 is small, this probe signal will be hard to detect. With our MZI, the LO field










2 φ + E2L cos

























+ E0EL cos (φ − θ).
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The remaining time dependent factor cos (φ − θ) does not oscillate at optical fre-
quencies. The time-independent term can be ignored, since it can be eliminated
with a capacitor in the implementation. We are then left with:
S = ε0cE0EL cos (φ − θ). (5.1)
By increasing EL, the signal can be increased. Also, the signal oscillates at the
frequency difference between the LO and the probe beam. This allows us to detect
phase shifts that the sample imposes on the probe beam, since we can assume that
the LO phase is linear in time.
The measure of how well an interferometer is working is the visibility; the size of
the beat compared to the constituent beams. If two beams interfere and create a
beat signal that oscillates between S max and S min, then the visibility is:
V =
S max − S min
S max + S min
.
V is a maximum when the beams have equal power and their intensity profiles
overlap perfectly; this is called mode-matching. This is why the LO and probe
beam path lengths were made as similar as possible (aside from the cryostat in the
probe arm and a compensation lens in the LO arm) as can be seen in the bench
diagram (Figure 5.3); so that the beams evolve in the same way and retain similar
intensity profiles. In our experiment, most of the power is reserved for the probe
beam (so that we can have large Rabi frequencies and short pulses), but if equal
power is put into both beams a visibility of 93% was apparent. This is shown in
Figure 5.4a.
Using the MZI gives you greater sensitivity to noise; especially mechanical vibra-
tions on the bench. Optical mounts were fabricated in-house for the beamsplitters
and corner mirrors in the MZI, and helped reduce phase noise from vibrations
in the lab. The design of these mounts is shown in Figure 5.4b, taken from the
SolidWorks software.
5.2.2 RF setup
Acousto-optic modulators (AOMs) driven by radio frequency (RF) signals were
used to pulse and frequency shift the beams in our experiments. An AOM is a
crystal with a piezoelectric transducer attached to one face, which vibrates the
crystal when a radio frequency (RF) voltage is applied. The vibrations move
through the crystal as a sound wave at frequency νrf, modulating the refractive
index before being absorbed at the other face of the crystal by a damping material.
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Fig. 5.4: (a) Heterodyne signal in the experiment, with the Mach-Zehnder interferometer
aligned for a visibility of 93%. The signal with no beam is in grey. (b) Optical
mounts designed to reduce phase noise in the MZI.
A laser beam at frequency νwill diffract off the soundwave fronts (this is called the
acousto-optic effect [108]), with changes in the angle and the frequency dependent
on νrf. The zeroth order beam is not shifted in frequency, the first order beam is
shifted in frequency to ν + νrf, the second order beam to ν + 2νrf, the minus-first
order beam to ν − νrf, and so on. If well aligned, 85% of the incident power can
be issued into the first order diffracted beam.
Double-passing an AOM is a technique which suppresses the deflection of the
diffracted orders, taking advantage of only the frequency shift. The setup is shown
in Figure 5.3. The zeroth order beam is blocked, and the first order beam is passed
through a lens with the focus at the centre of the AOM. This lens collimates beams
deflected at any angle, so the deflection angle is made irrelevant. Upon passing
through the AOM for the second time, the beam is deflected back along its original
path, and detuned again to a final frequency of ν + 2νrf (where ν is the initial
frequency, and νrf is the RF). If no RF is sent to the AOM there will be nothing but
the zeroth order beam exiting the AOM, which is lost on a beam blocker. With this
the double-passed AOM can be used as an optical switch; rapidly switching the RF
on and off will pulse the laser. However, we used another AOM (labelled with its
driving frequency 85.7 MHz in Figure 5.3) to pulse the beam in our experiments.
This is so that the LO could remain on even while the probe beam was off.
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The RF for each AOM in our experiments passes through an RF switch and an
amplifier before reaching the AOM. The RF switches are turned on when they
recieve a TTL high from the PulseBlaster, which was integrated into a computer in
the lab and interfaced with MATLAB. For more complicated pulses, an Arbitrary
Waveform Generator (AWG) is used to synthesise the desired RF signal for the
double-pass. Since the interferometer setup is sensitive to small phase changes,
the PulseBlaster, AWG, and the two signal generators that run the probe and LO
AOMs were all phase-locked; i.e., they were all clocked by the same frequency
reference.
5.2.3 Data processing
The data processing procedure is shown in Figure 5.5, for an example two-pulse
photon echo (2PE). The raw data seen on the oscilloscope is the 10.7 MHz beat
between the LO and the sample beam, notch filtered to reduce noise and remove
the DC offset. The signal is then digitised and recorded using MATLAB.
In MATLAB, further signal processing takes place. The type of processing is
called IQ analysis, standing for in-phase and in-quadrature. The trace in Figure
5.5a has a spectrum localised around ± 10.7 MHz. The signal is multiplied by
e2πi(10.7 MHz)t, shifting the spectrum by +10.7 MHz, before being multiplied by a
Gaussian window centred at 0 MHz leaving only the DC component of the signal
which can be obtained with an inverse Fourier transform. The spectrum and the
filter are shown in Figure 5.5b, and the DC signal is shown in Figure 5.5c. The DC
signal is complex, and so the phase shift (relative to the LO phase) and the mag-
nitude can be easily found. The magnitude of this trace is shown in Figure 5.5d,
and is proportional to the integrated echo amplitude Υ(t) that we were interested
in for the theory work in chapter 3.
Integrating the modulus of the echo in each trace gives us the echo size ε. The
experiments in this chapter focus on the same pulse sequences that were investi-
gated in the simulations; 2PE sequences with an off-resonant light shift (LS) pulse
included. In each experiment, control echo sequences (regular 2PEs) were inter-
leaved with the non-control (LS pulses included), and the average echo size in the
control sequences was taken as ε2PE and used to normalise the non-control echo
sizes εnoisy.
For all of the experiments in this chapter, the input pulse was a π2 -pulse; it had
the same amplitude as the π-pulse but half the duration. The repumping technique
described in section 1.4.5 was used to spin-polarize the ground state hyperfine
levels at the start of each pulse sequence (to replenish the population available).
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Fig. 5.5: (a) Raw data from a 2PE sequence recorded on the oscilloscope. The π2 and
π-pulses at around 5 and 40 µs saturate the detector, and stimulate the echo at
around 80 µs, as well as a free induction decay each (FID, described in subsec-
tion 2.1.4). (b) Fourier transform of the data after being mixed down to DC
(black trace) and the window used to filter out the DC component (orange trace).
(c) Data transformed back into the time domain; the upper trace is the component
in-quadrature with the mixer and the lower trace is in-phase. (d) The modulus of
the IQ data. The black section is the echo, and is integrated for the echo size.
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The filter in Figure 5.5b is centred on the narrow DC signal that contains the echo
size information, but eliminates some extra signal at frequencies between 1 and
6 MHz. It is unclear why this extra signal is present; it is possibly an artefact of
the sweeping and repumping procedure.
For all experiments the temperature was 2.3± 0.1 K.
5.3 Initial echo suppression experiment - varying the LS pulse
duration
The dependence of εnoisy, the size of the first echo in the LiSPER sequence, on
the LS pulse parameters was investigated. This is the same dependence that was
looked at analytically (see Figure 3.3) and numerically (see Figure 3.8). We found







where ALS, ∆LS, and τLS are the LS pulse amplitude (in units of the Rabi fre-
quency), detuning, and duration, respectively.
5.3.1 Echo size
The pulse sequence used in this experiment is the first part of the LiSPER se-
quence, which was first shown in Figure 2.6. A typical trace of the pulse sequence
is shown in Figure 5.6, with the regions labelled so that they can be explained
easily. The region labelled “E” is the echo, which is integrated for the echo size
εnoisy (and normalised with the average 2PE size ε2PE as described in the previous
subsection). The upper trace in the Figure is a regular 2PE; a control sequence.
Figure 5.7 shows εnoisy as a function of τLS, in the black plus-sign data points. The
orange circle data points are control sequences; each point is the size of a regular
2PE with no LS pulses inserted.
The LS pulse amplitude ALS was the same as the input (π2 ) and π-pulses, A0. ε2PE
was largest when the π-pulse duration was 2 µs, meaning that the Rabi frequency
was 2π× 0.5 MHz in this experiment. The π-pulse duration was therefore set to
2 µs. As τLS was varied, the time between the input and the π-pulse remained
constant at 50 µs.
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Fig. 5.6: A typical trace taken during the initial echo suppression experiment. The pulse
sequence is: π2 , LS, π. The pulses all saturate the detector. The upper trace is
a control run (a regular 2PE), and the lower trace includes the LS pulse. The
labelled regions are: A) the input π2 -pulse and the resulting FID, B) the LS pulse
and the resulting FID, C) the π-pulse and the smaller resulting FID, D) the echo
of the LS pulse, E) the echo of the input pulse, and F) a pulse to be used as a
phase reference.
5.3.2 Echo phase
It was observed that the LS pulses phase shift the echoes, as well as decreasing
their size. A change in the echo phase is expected if the LS pulse spatial profile is
constant. The pulse is spatially Gaussian, but there will exist a family of ions (with
different detunings) for which the LS pulse is approximately constant. The phase
of each echo trace in the experiment where τLS was varied could be extracted from
the data, since the heterodyne detection setup gives the ability to measure phase.







Where S Q and S I are the in-quadrature and in-phase components of the trace
(shown in subsection 5.2.3 which was on data processsing). The results are plot-
ted in Figure 5.8. In collecting this data, a pulse strong enough to be transmitted
was inserted in the sequence after the echo to use as a phase reference for the echo
phase. This is labelled “F” in the pulse sequence trace (Figure 5.6).
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Fig. 5.7: Data from measuring the echo size as a function of the LS pulse duration. The LS
pulse detuning ∆LS and amplitude ALS were set to 2π× 0.5 MHz, and the input
and π-pulse amplitude A0 was also about 2π× 0.5 MHz. The orange circles are
echo sizes from control sequences (divided by ε2PE; their own mean), and the
black pluses are the non-control echo sizes εnoisy (divided by ε2PE). The echo
size decreases as the LS pulse length is increased.
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Fig. 5.8: The echo phase as a function of τLS, taken from the same data as is plotted in Fig-
ure 5.7. The echo phase changes linearly as the LS pulse duration is increased.
5.3.3 Discussion
Firstly, it is clear from the results in Figure 5.7 that the echo size decreases as the
duration of the LS pulse is increased, and at a glance the decay of the echo size
is of the same form as predicted analytically (see equation 5.2). In Figure 5.8, the
echo phase changes linearly with τLS, which is unsurprising since the accumulated
phase of each individual ion changes linearly with τLS. The topic of this discussion
subsection is the effects arising from absorption of the LS pulses, and how they
can be reduced by burning a spectral hole at the LS frequency.
Looking at the sequence trace in Figure 5.6, the LS pulse clearly causes an FID
(labelled “B”), and also an echo of itself after the π-pulse (labelled “D”). This is
undesirable; the FID and the LS pulse echo can obscure the input pulse echo. In an
effort to reduce absorption of the LS pulse, a spectral hole (described in subsection
1.4.4) was burnt at the LS pulse frequency. In other words, all ions resonant with
the LS pulses were optically pumped to another hyperfine state where they were
no longer resonant. This hole was burnt at the LS frequency before both the
control and non-control sequences, and is shown in Figure 5.9. This hole has a
spectral width of about 2π× 100 kHz, so any LS pulses shorter than 1.6 µs will
exceed this hole (none of our LS pulses were this short). The LS pulses used in
the experiment described had a rectangular temporal profile, so their spectrum is
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Fig. 5.9: A spectral hole, burnt at the LS pulse detuning to reduce absorption of the LS
pulses. This trace was taken by blocking the LO arm, and sending a chirped
pulse to the double-passed AOM, which scans the laser frequency. The y-axis is
the transmission through the sample. The orange trace is taken to be 100% trans-
mission of the chirped pulse, and was taken by shifting the laser frequency far
from the sample inhomogeneous absorption line. The laser was scanned between
± 2πMHz, and the extra data past + 2πMHz was used to find 0% transmission.
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a sinc function, which has a decaying series of “wings” either side of the central
peak. Despite all of our LS pulse durations being longer than 1.6 µs, these wings
exceeded the spectral hole and excited ions. This can explain the FID seen after
the LS pulse.
Furthermore, the π-pulse was rectangular in time also, with a 4 µs duration (250 kHz
spectral width). This spectrum and the LS pulse spectrum overlap, which explains
the echo of the LS pulse observed. Additionally, even the spectral component of
the LS pulse that does not overlap with the π-pulse will cause some excitation of
the ions inside the π-pulse bandwidth. This off-resonant excitation was discussed
in subsection 3.3.3; a back-of-the-envelope calculation using the Maxwell-Bloch
equations showed that an off-resonant field (without accounting for the temporal
pulse shape) will drive an ion through an incomplete Rabi cycle between Z (the
Bloch vector z-component) values of ± 1√
2
, if ∆LS = ALS. This is another contribut-
ing factor to the FID and the echo of the LS pulse. It is also apparent from the
sequence trace in Figure 5.6 that the second echo of the LS pulse overlaps with the
first echo of the input pulse. This is a far greater concern than the LS pulse FID
or first echo. In response to these problems, alterations to the experiment were
undertaken to reduce absorption of the LS pulse, and are detailed in the following
section.
5.4 Changes to the experiment
After the initial echo suppression experiment described in the previous section, the
laser frequency stability worsened severely. This was noticed in the fluctuation
of the size of our 2PEs. We do not know why; the only recorded changes to
the experiment were that the cryostat was warmed and recooled as part of one
of the repair attempts described in subsection 5.1.2. At this point the frequency
stability work described in chapter 4 was undertaken, and succeeded in stabilising
the echoes, as can be seen in Figure 5.10. Three more changes were made to
the experiment; the MZI was rearranged, the LS pulses were given a Gaussian
temporal profile, and the laser dye was changed (the dye gain decreases over time
as the dye molecules are destroyed). The MZI alteration and the pulse shaping
will be described in this section.
5.4.1 MZI alteration
The MZI arrangement on the bench diagram in Figure 5.3 was not exactly the
setup used for the initial echo suppression experiment described in the previous
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Fig. 5.10: 2PE size before and after the frequency stability work. 50 runs of the 2PE were
taken (indexed on the x-axis), with a 15 µs gap between input and π-pulse, and
a pulse amplitude A0 of around 2π× 333 kHz. Both lines have been divided by
their own average.
section. We originally used an MZI design that would allow more power in the
probe beam by using the undeflected beam of the AOM as the LO. Figure 5.11
shows this setup, and compares it to the setup that it was changed to.
The new setup was preferred for three reasons: the LO power did not change as
the probe beam was pulsed, it was easier to implement given the space available
on the bench top, and mode-matching the LO and probe beams was simpler (in
the original setup the angular separation between the LO and probe beams made
equating the path lengths more complicated). The LO power fluctuations were
especially problematic because they had high frequency components that would
register as spikes on the oscilloscope trace.
The 2PE sequence used as an example when explaining our data processing method
(subsection 5.2.3) was taken with the more recent MZI setup.
5.4.2 Pulse shaping
As was argued in the discussion of the initial echo suppression experiment (sub-
section 5.3.3), reducing the bandwidth of the LS pulses so that they can be con-
fined to a spectral hole will lessen their absorption. It was argued that this will














Fig. 5.11: (a) The MZI setup used for the initial echo suppression experiment. The LO is
the undeflected beam from the first AOM. This arrangement allows more power
to be reserved for the probe beam, but complicated the mode matching, was less
efficient in the use of the bench top, and caused the LO power to fluctuate as
the probe beam was pulsed. (b) The improved setup used for the experiments
described in the rest of this chapter.
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Fig. 5.12: An example of the shaped LS pulses in the sequence input, LS, π. This trace
was taken by shifting the laser frequency far away from the absorption line of
the sample and weakening the beams so that the detector would not saturate.
reduce the FID and the echo they cause. To this end, shaping the LS pulses with
a Gaussian profile was investigated. A sequence with a shaped pulse is shown
in Figure 5.12. The pulse was shaped by putting a Gaussian envelope on the RF
signal that is sent to the double pass.
5.4.3 Discussion
We will discuss how the pulse shaping and MZI changes affected the experiment.
Namely, we will see that the FID and the echoes of the LS pulse (which were
present before the changes; see Figure 5.6) were greatly reduced.
An oscilloscope trace with pulse shaping, taken after the MZI rearrangement can
be seen in Figure 5.13. The pulse sequence was the same as in the initial echo
suppression experiment: input, LS, π. Compared to the trace taken during the
initial echo suppression experiment (Figure 5.6), these traces have less unwanted
signal before and after each pulse. However, the echo in Figure 5.13 is a lot
smaller than in the initial echo suppression experiment in Figure 5.6. We attribute
this to a combination of a change in the beam width and the loss of LO power
during the MZI rearrangement. There was 15.3± 0.4 mW of laser power at the
window of the cryostat before the changes to the experiment, and 10.2± 0.2 mW
afterward. With the higher beam power, the beam was made wider, exciting more
ions and therefore stimulating larger echoes.
To see how the FID and echo from the LS pulse depended on the presence or
absence of a spectral hole, the trace in Figure 5.13 was taken again, except with
no hole burnt for the LS pulses. The hole used had been 2π× 150 kHz wide. The
trace taken without a spectral hole is shown in Figure 5.14, and looks very similar
to Figure 5.13. However, a small FID and a small echo of the LS pulse can be
seen on the trace without a hole. This FID and echo are not positioned to interfere
with the echo of the input pulse, so we are not concerned with their presence.
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Fig. 5.13: A typical echo sequence after the laser stability work, the MZI alteration, and
the pulse shaping changes to the experiment were implemented. The upper
trace is a control sequence; a regular 2PE, and the lower trace includes the LS
pulse, with a Gaussian temporal profile. The pulses all saturate the detector, so
only their beginning and end are seen on the trace. The echo size was decreased
when the LS pulse was present, as was expected. A 150 kHz wide spectral hole
was burnt at the LS pulse frequency for these traces. ALS, A0, and ∆LS were all
2π× 250 kHz, and τLS was 24 µs. It is clear that this sequence has less unwanted
signal than traces taken before the changes, such as the trace in Figure 5.6.



















Fig. 5.14: The same pulse sequence as in Figure 5.13, except the spectral hole was not
burnt at the start of this measurement. The upper trace is a regular 2PE, with
no LS pulse , and the lower trace includes an LS pulse, centred on 40 µs. There
is a small FID after the LS pulse, and a small echo of the LS pulse also. These
are very small, however, and do not clutter the trace as much as they did before
the changes to the experiment (see Figure 5.6). The sequence parameters used
here were the same as were used for Figure 5.13.
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To make a final point about the changes made to the experiment, we note that
with the pulse shaping being introduced at the double-pass, the LO beam will also
be shaped. This is evident in the scope traces taken after the changes; a spike at
the beginning and end of the Gaussian shaped LS pulses can be seen in Figures
5.13 and 5.14 from the LO dimming. This is a problem that could be avoided by
instead sending the shaped RF to the AOM in the probe arm, but this idea only
arose at the time of writing. This problem works against the improved MZI setup;
the LO will now be constant if the LS pulses are rectangular, but will still fluctuate
if the pulses are shaped.
5.5 Echo suppression experiments - varying all LS parameters
Just as was done analytically and numerically, the dependence of the echo size
εnoisy on all of the LS pulse parameters was investigated, using the same pulse
sequence: π2 , LS, π. The LS pulse duration τLS, amplitude ALS, and detuning ∆LS
were all individually varied. As we have calculated analytically (equation 3.6),








To further test whether burning a hole at the LS pulse frequency changes the echo
size, all of the experiments in this section were performed twice; with and without
a 2π× 150 kHz wide spectral hole burnt at the LS pulse frequency. The repumping
technique described in section 1.4.5 was used to spin-polarize the ground state
hyperfine levels at the start of each pulse sequence, so that the absorption line
would be the same for each sequence.
The dependence on τLS was looked at in the initial echo suppression experiment
(section 5.3), but was measured again because the experiment had since undergone
the changes described in the previous section. The results from varying the LS
pulse duration τLS are shown in Figures 5.15a and 5.15b. Figures 5.16a and 5.16b
are the results from varying the LS pulse detuning ∆LS, and Figures 5.17a and
5.17b are the results from varying the LS pulse amplitude ALS.
In each of these Figures, the subfigure (a) is data taken with a spectral hole burnt at
the LS pulse frequency, and the subfigure (b) is data taken without a spectral hole.
As before, in each of these Figures the orange circle data points are the control
echo sizes and the black plus sign data points are echo sizes from sequences where
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the LS pulse was present. The interleaving and normalising is done in the same
way as for the initial echo suppression experiment in section 5.3.
5.5.1 Discussion
All of these experiments agree qualitatively with their counterparts performed an-
alytically (Figures 3.3 - 3.5) and in simulation (Figures 3.8 - 3.10). We will mainly
discuss the presence of instantaneous spectral diffusion (ISD) in this subsection.
ISD was introduced in subsection 1.4.3 and described as the change in an ion
resonant frequency as another spectrally- but not spatially- distant ion enters the
excited state and its dipole field changes. This changes the DC stark shift of the
first ion, altering its detuning.
In all of the experiments of this section where a spectral hole was burnt (Figures
5.15a, 5.16a and 5.17a), the echo size dropped off slower than it did for those
in which no hole was burnt (Figures 5.15b, 5.16b and 5.17b). We attribute this
to ISD. The echoes are smaller when no hole is burnt because, in addition to
the dephasing from the LS pulse itself, dephasing from ISD is present from the
LS pulses being absorbed and exciting ions. An experiment investigating εnoisy
as a function of τLS was performed in the study early in 2015 [107], described
in section 2.2.6. The authors made no complaints about ISD, and performed no
spectral tailoring. This may be because ISD is indeed a negligible problem, or
because of other experimental factors. For example, their experiments were per-
haps performed on a section of the inhomogeneous line that was optically thinner
than what was used for the experiments we attempted. In their experiments ALS
was 2π× 330 kHz (they set their beam width to 110 µm), while A0 for the probe
was 2π× 150 kHz (beam width 50 µm). The rare-earth dopant used was erbium
(ErYSO), and then the experiments were repeated with thulium (TmYAG).
A less important observation of the results in this section is that in all six plots
the size of the control echoes (orange circles) fluctuate by far more than they
did in Figure 5.10, soon after the laser frequency stability work. We attribute this
partially to having a lower signal-to-noise ratio than we had while investigating the
stability. In the stability test, the gap between the input and π-pulse was 15 µs. For
these experiments a 50 µs gap was necessary so that τLS could be varied between
3 and 48 µs. This means the echo would appear 100 µs after the input pulse, and
the echo size decays with the coherence time (T2) of about 64 µs at 2.86 K. These
experiments were performed at 2.34± 0.04 K, so the coherence time will have
been longer than 64 µs, but it was not measured.
As another peripheral point, neither plot from varying τLS shows suppression of
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Fig. 5.15: Echo size as a function of the LS pulse duration. The orange circles are control
sequences (regular 2PE echo sizes), and the black pluses are the non-control
echo sizes. ALS, A0 and ∆LS were 2π× 250 kHz. The grey dots near the bottom
of each plot are the echo sizes when the beam is blocked (the integral of the
scope noise). (a) Data taken with a 2π× 150 kHz wide spectral hole burnt at the
LS pulse frequency. (b) Data taken with no hole. In both plots, the echo size
decreases as the LS pulse length is increased.
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(b)
Fig. 5.16: Echo size as a function of the LS pulse detuning. ALS and A0 were about
2π× 250 kHz, and τLS was 24 µs. (a) Data taken with a 2π× 150 kHz wide
spectral hole burnt at the LS pulse frequency. (b) Data taken with no hole. In
both plots, the echo size decreases as the absolute detuning decreases.
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Fig. 5.17: Echo size as a function of the LS pulse amplitude. A0 was about 2π× 250 kHz,
∆LS was 250 kHz, and τLS was 24 µs. (a) Data taken with a 2π× 150 kHz wide
spectral hole burnt at the LS pulse frequency. (b) Data taken with no hole. In
both plots, the echo size decreases as the LS pulse amplitude is increased.
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the echo completely to zero; only to around 0.2. The grey dots near the bottom
of each trace are the “dark” echo sizes: the echo size when the beam is blocked
entirely. These are much lower than 0.2, where the echo size levels off. This
means that the echo suppression cannot be made entire by increasing τLS, which
is not a result that was predicted analytically (see Figure 3.3). We cannot offer an
explanation for this presently. In the simulations the same effect can be seen (see
Figure 3.8), except the size of the effect in the simulation is not as large as here.
Performing further simulations would be useful, as they might give an insight into
the mechanism of this levelling off.
As a final note, justification is needed for the echo sizes at ∆LS = 0 in Figures
5.16b and 5.16a where the results from varying ∆LS are plotted, since here the LS
pulses are resonant. The non-control echo sizes are smaller in both plots because
the LS pulses are basically a 6π-pulse (the LS pulse duration was set at 24 µs),
which cycle the resonant ions three times through the Bloch sphere poles. The
resonant ions spatially in the centre of the beam will be cycled directly through
the poles, but the ions which are spatially off-centre will experience a lower Rabi
frequency. After the 6π-pulse, these off-centre ions will be distributed along a
line of longitude of the Bloch sphere, and their combined emission will average
to zero when the echo forms. Their emission is therefore made absent from the
echo. The justification of why the control echoes decrease in size in Figure 5.16a
is simpler; the hole burnt at the LS frequency is a hole burnt at the input and π-
pulse frequency, pumping the ions to a frequency at which they will not absorb
the input pulse. This is verified in that the same decrease in the control echo size
is not seen in Figure 5.16a when no hole is burnt. It is noted but unknown to the
author why the echo size reduction is centred around ∆LS = 0.1 MHz in Figure
5.16b rather than around ∆LS = 0.
5.6 Echo restoration experiments
Experiments in restoring the echo by adding a compensating LS pulse were un-
dertaken, just as was done in the simulations (see Table 3.1 in subsection 3.2.3).
As was explained in subsection 3.2.3, LS pulses can compensate for each other by
causing an equal and opposite phase shift on each ion. It was seen in the analytics
performed in chapter 3 that a second LS pulse on the same side of the π-pulse
with opposite detuning will compensate for the first, as will a second pulse on the
opposite side of the π-pulse with the same detuning.
Pulse sequences with LS pulses at different points in the sequence and with differ-
ent detunings were investigated. LS pulses were put either both before the π-pulse,
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Fig. 5.18: The slots for the LS pulses used in the echo restoration experiments. There are
two slots before the π-pulse, and one after. This trace was taken by shifting the
laser frequency far away from the absorption line of the sample and weakening
the beams so that the detector would not saturate. In the restoration experi-
ments, the time between the input and the π-pulse was shortened to 20 µs, and
each LS pulse was either 8 or 16 µs (depending on their timing).
or either side. Figure 5.18 shows an example trace with pulses in all three slots to
indicate their timing. The average of 25 non-control runs was taken for each row,
and divided by the average of 25 control runs to give εnoisy.
The results are in Table 5.1, which is the same as Table 3.1 except a column has
been added with the experimental data. Spectral holes were burnt at the LS pulse
frequencies to reduce the extra dephasing from ISD which was just discussed in
the previous section.
5.6.1 Discussion
Table 5.1 shows that a suppressed echo can indeed be restored. Rows 11 and 10
show that an echo suppressed with two negatively detuned LS pulses to 21% can
be restored to 101% by changing the sign of the second LS pulse detuning. The
error is about 2%.
As a less critical discussion point, rows 9 and 10 where the LS pulses are on the
same side of the π-pulse have worked better to restore the echo than the sequences
of rows 4 and 7, where the LS pulses were on opposite sides of the π-pulse. It is
unclear why this is observed. We tentatively attribute this to remaining drift in the
laser frequency; this would cause the ions that the second LS pulse excites to be
in a slightly different frequency band than the ions that the first LS pulse excited,
if the two LS pulses are spaced far apart in time. The controlled dephasing would
then not be reversed for all of the ions hit by the first pulse, and the echo would
not be as efficiently restored.
Rows 2, 3, 5, 6, 8, and 11 contained sequences designed to suppress the echo.
These show that the echo was suppressed by between 21% and 57%. Direct com-
parisons to the echo suppression experiments in section 5.5 cannot be easily made,
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Tab. 5.1: The echo restoration experimental results, added to the simulation results sum-
marised in Table 3.1. The last three columns are the analytic, simulated, and
experimental values for the echo size as different permutations of LS pulse de-
tuning and position are chosen. ∆LS, A0 and ALS were all 2π× 500 kHz, and
τLS was 16 µs for the first eight columns and 8 µs for last four (two LS pulses
had to fit into a 20 µs region for these columns). For the simulation column, all
LS pulses were 8 µs long. The + and − signs indicate the sign of the LS pulse
detuning, and two signs in the same column means that both LS pulses were in
the time region before the π-pulse. Each experimental value is the average of 25
echoes.
Row 0 < tLS < tπ tπ < tLS < 2tπ εnoisy (Ana.) εnoisy (Sim.) εnoisy (Exp.)
1 1 1.00 0.99
2 + 0 0.01 0.38
3 - 0 0.07 0.17
4 + + 1 0.95 0.81
5 + - 0 0.07 0.57
6 - + 0 0.07 0.34
7 - - 1 0.98 0.89
8 +,+ 0 0.05 0.50
9 +,- 1 0.99 0.95
10 -,+ 1 0.99 1.01
11 -,- 0 0.06 0.21
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since different values of ∆LS, τLS, and tπ (the time between input and π-pulse) were
chosen for this experiment. Repeating these experiments with ∆LS = 250 kHz
rather than 500 kHz would be insightful; this should allow a more complete echo
suppression. Repeating these experiments without a spectral hole burnt at the LS
pulse frequency would also be valuable; it would provide more evidence for the
presence or absence of ISD. If the echoes were not restored as completely as they
are in Table 3.1, it would agree with our assertion from the previous section that
ISD is a source of extra dephasing in the LiSPER protocol. This is because the
dephasing from ISD will not be undone by a compensating pulse.
5.7 Further work
5.7.1 LiSPER
The full LiSPER protocol was first described in section 2.3, and consists of the
pulse sequence π2 , LS, π, LS, π. The entire protocol was not demonstrated suc-
cessfully in this project, but a brief attempt was made in the last few weeks of
the project after the helium cold head returned from its three month refurbish-
ment. Since its return, it had not been checked that we were still able to restore
suppressed echoes (which was the topic of the previous section).
The heterodyne detection setup was not used for this data; the LO beam in the MZI
was blocked and the probe arm was left unblocked. This is because the sudden
changes in the LO intensity when the LS pulses were turned on were causing
spikes in the trace, as was explained in subsection 5.4.3. Traces with zero, one,
the other, and both LS pulses are shown in Figure 5.19. No spectral holes were
burnt at the LS pulse frequency. Repeating this experiment with spectral holes
burnt at the LS pulses would be valuable, since any extra dephasing from ISD
would be reduced.
The analytic work in chapter 3 predicted that the second echo would appear at a
time 2(t6 − t3), where t3 is the time between the input and the first π-pulse and
t6 is the time between the input and the second π-pulse (see equation 3.5d). In
this experiment, t3 was 10 µs and t6 was 35 µs, and the echo does indeed appear at
50 µs.
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Fig. 5.19: Unsuccessful implementation of the full LiSPER protocol. A0 and ALS were
2πMHz, ∆LS was 2π× 500 kHz, and the LS pulse durations τLS and τ′LS were
each 6 µs. The two π-pulses were 10 µs and 35 µs after the input pulse. The
upper trace has no LS pulses, and what we have called the noisy and quiet echo
can both be seen. The next trace has an LS pulse between the first echo and the
second π-pulse. The third trace from the top has the LS pulse between the input
and π-pulse turned on, and the bottom trace has both LS pulses turned on.
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5.7.2 Extending LiSPER to RF
Some preparations were made for implementing LiSPER in the RF regime, where
the input pulse is an RF pulse and is recalled as a spin echo rather than a photon
echo. A set of Helmholtz coils were placed around the sample on a nylon frame
built in-house. The SolidWorks design for this mount is shown in Figure 5.20a,
and see 5.20b for a photograph of the mount in use.
A set of Helmholtz coils consists of two loops of conducting wire, each of radius
R and separated by a distance R. In this configuration the field produced is ho-
mogeneous to third order along the axes connecting the centres of the loops, i.e.,
∂zB = ∂2z B = ∂
3
z B = 0 along the z-axis. The field produced using n turns per loop









In the RF regime, two of the three hyperfine levels of the optical ground state
would form the two-level system for spin echoes (see Figure 1.7 for the energy
spectrum of PrYSO). The ± 3/2 and ±1/2 levels were chosen, and are seperated
by 10.19 MHz. Optical pumping, as described in section 1.4.4, would be used
to initialise ions in the ± 3/2 state, and then RF pulses from the Helmholtz coils
would constitute the input, π, and LS pulses. The way the spin echo would be
detected in an NMR experiment is as a current induced in the coils, but we have
access to a far more sensitive method - Raman heterodyne detection [115]. In Ra-
man heterodyne detection, the laser resonantly drives the optical transition (from
the ±3/2 level to any optical excited state), and the RF field resonantly drives the
hyperfine transition (± 3/2→± 1/2). A two-photon process occurs where an RF
and an optical photon combine to drive the higher energy optical transition (±1/2
to the optical excited state). The two optical fields are detected in the same mode,
producing a beat frequency.
To maximise the magnetic field strength, the circuit should be designed to dissi-
pate maximum power in the coils (with minimum reflected power) when driven
at 10.19 MHz. The coaxial cables on the ends of the coils have a characteristic
impedance of 50 Ω, so if the impedance of the coils is small compared to this
then the circuit will perform well with a 50 Ω resistor on the end of one of the
coils. With this in mind, the Helmholtz coils were made with wire as thick as
the mount geometry allowed, and with only three turns per loop. Even so, the
magnetic field amplitude achieved was only 35 µT (scarcely more than the Earth’s
field). This was measured by placing a small loop (small so that its back-action on
the coil could be neglected) in place of the sample and measuring V , the induced
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EMF measured across a 50 Ω resistor. The magnetic field amplitude B is then
B = 1Aloop
∫
V dt, where Aloop is the area of the loop and the integral is taken over
half of an RF cycle. At the time of writing, a summer student Peter Barnett has
just completed a circuit of variable capacitors which will make the circuit resonant




Fig. 5.20: (a) The sample mount. There are two samples in the recess of the light grey
piece; the upper sample is another REIC not used in this experiment, and the
lower one is the PrYSO sample. The upper sample is kept there as it is a use-
ful non-metallic thermal contact between the PrYSO sample and the cryostat
cold-finger. This is centred between two Helmholtz coils used for creating RF
pulses. A cylindrical bore allows optical access. The light grey piece is nylon
(chosen for its negligible magnetic permeability), and the upper piece is the
aluminium thermal contact to the cryostat cold-head. (b) A photograph taken
through the cryostat window. The orange dyelaser beam excites the filament of
red spontaneous emission from the sample.
6. CONCLUSION
In this thesis the prospect of using the light shift photon echo rephasing (LiSPER)
protocol with a quantum memory was explored theoretically (with both analyt-
ics and simulations) and experimentally with an ensemble of praseodymium ions
doped into a solid host.
It was shown theoretically that a photon echo can be suppressed by an off-resonant
light shift (LS) pulse, and restored with a compensating pulse if the timing and
detuning is chosen correctly. Looked at next was the full LiSPER protocol; it was
seen that the noisy first echo can be eliminated entirely and the quiet second echo
retained. The second echo amplitude can be reduced or increased by varying the
optical depth. The dependence of the first echo size on the LS pulse duration,
amplitude, and detuning was found.
The same dependences were investigated experimentally. It was found that vary-
ing the LS pulse detuning, amplitude, and duration suppressed the first echo in the
same way as was predicted in the theoretical work. Experiments were performed
in restoring the suppressed echo by introducing a second LS pulse to compensate
the first. These agreed with the theory; one experiment showed that by changing
the sign of the second LS pulse detuning, an echo suppressed to 21± 2% can be re-
stored to 101± 2%. Additionally it was shown that burning a spectral hole for the
LS pulses to pass through lessens the echo size reduction achievable with the LS
pulses, and we attribute this to instantaneous spectral diffusion arising when the
LS pules are absorbed. Instantaneous spectral diffusion was reportedly not present
in the work of Chanelı̀ere and Hétet [107], which involved the same experiments
as some in this thesis.
Alterations were made to the experiment so that LiSPER can be studied in the
radiofrequency regime, as a proof-of-principle for use in the microwave regime




A. THE LIGHT SHIFT
The AC Stark shift1, also called the light shift is the shift of an energy level by
an oscillating electric field. Here we offer a derivation, beginning with a neu-
tral two-level atom in a monochromatic, quantized light field. The beginning of
the derivation is very similar to the beginning of the derivation of the Maxwell-
Bloch equations in section 2.1, except here the light field is quantised. The system
Hamiltonian consists of three terms; the first describing the atomic energy, the sec-
ond describing the energy of the field mode, and the third describing the dipole
interaction between atom and field:
H = HA + HL + HI ,







a†a + 12 (σz + 1)
)
+ 12~∆LSσz + ~gXσx.
In the last term we have rewritten H in terms of the detuning frequency ∆LS =
ω0 − ω; the difference between the atomic transition and laser frequencies. The
parameter g is the coupling strength (with dimensions of frequency) between one
photon and the atom, a† and a are the creation and annihilation operators of our
field mode, and σz and σx are Pauli spin operators. The dimensionless operators
in the last term can be written as:
σx = σ+ + σ−,
X = a† + a.
We have made the dipole approximation by writing σx as purely off-diagonal. We
now move into the interaction picture, choosing our stationary Hamiltonian to be
H0 = ~ω
(
a†a + 12 (σz + 1)
)
. The operators in our Hamiltonian, now subscripted



















1 Named after Johannes Stark; a passionate Nazi physicist who deplored “Jewish physics” (such
as Einstein’s work) and believed only in “Arian physics” (such as his own) [116].
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which give the solutions:
a†I = a
†eiωt, aI = ae−iωt,
σ+I = σ+eiωt, σ−I = σ−e−iωt,
σzI = σz.
Our interaction Hamiltonian is now:
HI = ~g
(
a†σ+e2iωt + a†σ− + aσ+ + aσ−e−2iωt
)
.
The first and fourth terms oscillate at O(1 EHz), and their influence will be there-
fore unnoticed at the timescales we are concerned with. We can then set these




a†a + 12 (σz + 1)
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H involves operators from two subspaces, and so the eigenstates will be tensor
products of Fock (number) states and spin states. These are called dressed states,
and the dressed state basis for our Hamiltonian is {|n〉 ⊗ |↑〉 , |n + 1〉 ⊗ |↓〉}. The
first state has n photons in our field mode and an excited atom, while the second
state has n + 1 photons and a ground state atom. We will next write H as a matrix
in our basis of dressed states:
H = ~
[





n + 1 ω (n + 1) − ∆LS2
]
,
and diagonalize for the two eigenenergies:
E±1 = ~





+ g2 (n + 1)
 .
These are the two energy levels of our system. In the abscence of any coupling,
the eigenenergies are those obtained by setting g to zero:
E±0 = ~
(





The light shift is the difference ~δLS = (E+1 − E
−




0 ) between the energy





LS − ∆LS. (A.1)
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Here, we have substituted in the Rabi frequency ΩLS ≡ g
√
n + 1; the constant
g is the coupling frequency for a single photon, but with a zillion photons it is
more convenient to work with ΩLS. It is interesting to note that ELS = 2ΩLS when
∆LS = 0. From this it would seem that the resonant excitation of a two-level atom
can be thought of as the ground state oscillating at 2ΩLS between its usual energy
and the usual excited state energy2. Finally, if 4Ω2LS  ∆
2
LS, then a binomial





Where (A.1) and (A.2) have been used in this thesis, the radial profile of the LS
beam has been taken into account by letting ΩLS = ALSe−r
2/r20 . Note that ΩLS and
∆LS are angular frequencies.
2 The factor of 2 is possibly a mistake.
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T. Chaneliére, “Photon echo with a few photons in two-level atoms,” New
Journal of Physics, 2014.
[107] T. Chanelı̀ere and G. Hétet, “Light-shift modulated photon-echo,”
arXiv:quant-ph/1501.05411v2, February 2015.
[108] F. L. Pedrotti, L. S. Pedrotti, and L. M. Pedrotti, Introduction to Optics.
Pearson Addison Wesley, 2007.
[109] E. Hecht, Optics, 2nd ed. Addison-Wesley, 2001.
[110] E. J. Duarte, Dye laser principles, with applications, 1st ed., F. J. Duarte,
L. W. Hillman, P. F. Liao, and P. Kelley, Eds. Academic Press, 1990.
[111] R. W. P. Drever, J. L. Hall, F. V. Kowalski, J. Hough, G. M. Ford, A. J.
Munley, and H. Ward, “Laser phase and frequency stabilization using an
optical resonator,” Applied Physics B, 1983.
[112] E. D. Black, “An introduction to Pound-Drever-Hall laser frequency stabi-
lization,” American Journal of Physics, vol. 69, pp. 79–87, 2001.
[113] H. Nyquist, “Regeneration theory,” Bell System Technical Journal, 1932.
[114] D. J. Griffiths, Introduction to electrodynamics, 3rd ed. Pearson Benjamin
Cummings, 2008.
[115] J. Mlynek, N. C. Wong, R. G. DeVoe, E. S. Kintzer, and R. G. Brewer, “Ra-
man heterodyne detection of nuclear magnetic resonance,” Physical Review
Letters, vol. 50, no. 13, pp. 993–996, March 1983.
[116] P. Ball, Serving the Reich: The Struggle for the Soul of Physics Under
Hitler. University of Chicago Press, 2013.
