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De weegschaal beeldt twee berekeningsmethoden uit voor de massa van een neutronen-
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Neutron stars are among the most fascinating of extraterrestrial bodies. In a sphere with
radius of 10 km they manage to contain about 1 solar mass (M). This very dense
(∼ 1015g/cm3) and cold matter rotates at a very high speed around its own center of grav-
ity. Just how dense this is, just imagine pushing the total global population in the space
of one cubic centimeter. To do justice to this density, it is usually denoted in number of
baryons per cubic Fermi fm−3, where 1015g/cm3 = 0.6fm−3. It is then not suprising that
neutron stars have been and still are a great test case for General Relativity. Furthermore it
still proves to be a great challenge to properly describe a neutron star with our current nu-
clear matter theories. Together with heavy ion collisions they provide a great opportunity
to enhance or understanding of matter in the very early Universe. The goal of this thesis
is to calculate the properties of a neutron star using a realistic Baryon-Baryon interaction.
The role of the hyperons on these properties is of special interest. These properties can be
compared to measured masses and radii of known neutron stars.
1.1 Historical introduction
It is interesting to note that the first proposition for neutron stars by Landau [1] slightly
predates the discovery of the neutron by Chadwick [2]. Soon after this the first theoretical
calculations of neutron stars appeared. These calculations by [3, 4] assumed that a neutron
star consists of gravitationally bound states of a neutron Fermi gas. These calculations re-
sulted in a maximum mass of 0.7M, central densities up to 6 × 1015g/cm3 and radii in
the order of 10 km. In contrast, for white dwarfs the Chandrasekhar mass limit is 1.4M
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at a central density of 109g/cm3 [5]. A white dwarf consists of iron group nuclei and a
accompanying degenerate electron gas. The striking difference in density comes from the
fact that in neutron stars the gravitational collapse is prevented by the pressure supplied
by the degenerate neutron gas, while for the white dwarfs it is the pressure supplied by
the degenerate electron gas. The question of the formation of neutron stars was solved by
Baade an Zwicky [6]. They proposed that neutron stars were formed in a supernovae in
which the iron core of a massive star exceeds the Chandrasekhar limit and thus collapses.
The large amount of energy released by the collapse fuels an explosion which expels the
excess mass. The resulting core may form a neutron star.
In 1962 the discovery of cosmic X-ray sources by Giacconi [7] and the discovery of
quasars by Schmidt [8] reignited the interest in neutron stars. This spurred theoreticians
to focus there attention on the equilibrium properties of compact stars and on star col-
lapse. Even then most physicists and astronomers did not take seriously the possibility of
the existence of neutron stars. This was not helped by the fact that because of the small
radius and relative cold temperature it is very difficult to the observe directly a neutron
star and therefore to establish the properties of neutron stars. This all changed in 1967
with the discovery of the radio pulsars by Bell and Hewish [9]. In a pulsar the rotational
and magnetic axes are misaligned which results in dipole radiation. These radio waves
appear to pulse on and off as a lighthouse beacon. The pulsars were soon identified as
rotating neutron stars by Gold [10, 11]. The discovery of the Crab pulsar in the remnant of
the Crab supernova that occured in 1054 A.D. confirmed the link between supernovae and
neutron stars. The age of a pulsar can be derived from the period of the pulse compared
to the first derivative of the period. Most observed pulsars are old and slowly rotating. In
contrast, the Crab pulsar is rotating quite fast in comparison confirming the relative young
age.
The observation of optical and X-ray sources allowed one to determine the mass of neu-
tron stars in some systems. The precision of those measurements were enhanced by
the discovery of the first binary pulsar in 1973 by Hulse and Taylor [12]. For the first
time many general properties such as the masses of both objects, orbital periods, period
derivatives, orbital distances and inclination could be observed. General relativity could
be tested with great accuracy. In 1996 the first optical observation of a neutron star be-
came available [13, 14]. This object, RX J185635-3754 at a distance of roughly 61pc is
hurtling through inter stellar space with 108+13−7 km/s. In a statistical study Thorsten et al
[15] found that all neutron star masses in binary systems were consistent with a Mass of
M = 1.35±0.04M. Neutron star masses can also be measured in X-ray binary systems.
Spectroscopic and eclipse observations typically give a mass in the order of 1.1− 1.5M.
But there are a few notable exceptions for instance Cygnus X-2 which mass is deter-
mined to be M = 1.78 ± 0.23M [16] . The neutron star in 4U1700-37 has a mass of
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M = 2.44±0.27M [17]. And last but not least the neutron star in Vela X-1 has a mass of
M = 2.27± 0.17M [18]. These higher masses could be attributed to accretion of mass
from the accompanying star. But recently also the mass of radio pulsar PSRJ0751+1807
was measured from orbital decay [19, 20] which result in a mass of M = 2.1 ± 0.2M.
It is clear that there is a recent tendency to observe more massive neutron stars.
1.2 Equation of State
From a theoretical point of view a neutron star is a fluid in hydrostatical equilibrium,
made up of relatively cold neutral matter. The central density of a neutron star is in the
order of 5-10 times nuclear density(ρncul = 0.17fm−3). Most of the neutron star matter
has a density in excess of ρnucl. Only the relatively thin crust has a density below ρnucl
which density regime is reasonably well understood [21]. Because the typical tempera-
ture of a neutron star is a factor one thousand smaller than the neutron Fermi energy (keV
compared to MeV), thermal effects can be safely neglected. To calculate the macroscopic
quantities such as mass and radius one has to solve the Tolman-Oppenheimer-Volkoff
(TOV) equations [3, 4]. Solving these equations one obtains the mass M(ρc) and ra-
dius R(ρc) as a function of the central density ρc. The only input needed to solve these
equations is the energy density (n) and the pressure P (n) as function of baryon number
density n. The total baryon number density is conserved in all known interactions. To
find the composition of a neutron star one minimizes the total energy E
N
(n) per baryon










The equation of state (EoS) can be found by eliminating n from the above equations and
one is left with.
P = P () (1.2)
Given an EoS it is quite simple to solve the TOV equations, so the main problem becomes
in constructing an EoS. Because the crust of a neutron star only covers 10 % of the ra-
dius and 1 % of the mass, the emphasis here will be placed on the EoS of the inner core.
Here the focus will be on a density range of n = 0.01 − 2fm−3. In the lower part of this
range matter consists primarily of neutrons with a small admixture of equal number of
protons and electrons. At higher energies several more species of particles can join the
picture such as (negatively charged) pions and kaons, hyperons and maybe a transition
from hadronic matter to quark matter occurs.
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The EoS is determined by the composition of the neutron star. This composition is com-
pletely determined by chemical equilibrium. One usually writes down the possible re-
actions between the available particles and for every reaction there is a corresponding
equilibrium equation. This can be combined with the conservation of baryon number and
the total charge. For instance for a mixture of neutrons, protons and electrons one has
one equation which describes (inverse) β decay. The chemical potential of the neutron is
equal to the sum of the chemical potential of the proton and the electron. Baryon num-
ber conservations ensures that the total baryon number density is equal to the sum of the
proton and the neutron concentrations. Finally total charge zero implies that the proton
concentration is equal to the electron concentration. To solve the chemical equilibrium
equations one needs to know the chemical potentials of all particles species as function of
the concentrations of all present particle species. For non-interacting Fermi gasses this is
quite simple because the chemical potential of a specific particle species only depends on
its own concentration.
1.3 The strong interaction
At low and intermediate densities the various particles can be considered as separate non-
interacting degenerate Fermi gasses. This was first done by Ambartsumyan and Saakyan
[22, 23]. They find up to a density of 0.465fm−3 that matter consists of neutron, protons
and electrons at higher density the muon first appears, shortly followed by the Σ− at a
density of 0.640fm−3. The Λ appears only at a density of 1.27fm−3. Unfortunately at
these densities the strong interaction can no longer be ignored and the simple picture of a
non-interacting degenerate Fermi gas is no longer valid. To go beyond this simple picture
one needs two things. First, one needs a realistic model of the baryon-baryon interaction.
Such a model is usually written in the form of a potential. Secondly, one needs a good
many-body calculation technique for dense matter. Using the potential together with the
calculation method, it is possible to calculate the properties of nuclear matter. For the
first part there exist high-quality potentials for the nucleon-nucleon interaction, although
for the hyperon-nucleon interaction the situation is much worse. Various interaction po-
tentials will be described in 4. For the second point one needs a many-body calculation
method applicable over a wide range of densities.
Because historically there were no good hyperon-nucleon potentials and there were only
phenomenological nucleon-nucleon potentials most many-body calculation methods only
considered nuclear matter. It was hoped that in calculating the properties of nuclear mat-
ter one was able to rule out certain potentials. The problem is that the calculation method
and the interaction potential are not easily separable. A lot of different potentials were
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combined with just as many different calculation methods. Deficiencies in the calculated
properties could not easily be attributed to either the many-body calculation method or the
nuclear potential. Worse, the results of different calculations were not easily comparable.
This motivated Bethe in 1973 at the Workshop on Dense Matter in Urbana to suggest
a simple potential (the Yukawa repulsive core of the 1S0 Reid soft-core potential). This
”Bethe homework” potential could be calculated with all available calculation methods. It
had also the advantage that more or less exact results could be obtained fromMonte Carlo
calculations. These should all give the same result, deficiencies in calculation methods
should be easier to single out. So the focus shifted from the potential to the calculation
methods. Nowadays there are much better potentials. These modern potentials have a
more complex structure and are therefore not suitable for all calculation methods. Gen-
erally speaking the more involved the calculation method the simpler the used potential
model and vice versa.
1.3.1 Many-body calculation methods
The nuclear matter problem starts with the pioneering work of Brueckner and collabo-
rators [24]. Goldstone provided a more formal basis for the theory with a linked-cluster
perturbation series for the ground state energy of a many-body system the so-called Gold-
stone expansion [25]. After some refining the Brueckner-Bethe(BB) hole-line expansion
theory was born. The BB hole-line expansion is achieved by doing massive resummations
of the Goldstone linked cluster series expansion. The basic ideas are reviewed in [26]. In
leading order two-hole-line expansion BB(2) or lowest order Bethe-Brueckner one has to
solve a two-body problem in medium. In general one has to solve an n-body problem
in medium for nth order BB. So in practice limiting BB to third order. The four-body
problem has no exact solution. The convergence parameter of the hole-line expansion
depends strongly on the density, limiting BB(2) up to the saturation density. BB(3) is
only reliable for low density, may be up to two times nuclear density. One big advantage
of the BB theory is that there are no difficulties in using the complete state-dependent
nucleon-nucleon potential. More modern reviews of Bethe-Brueckner theory are given in
[27, 28, 29, 30]. Results of modern nuclear matter calculations using Bethe-Brueckner
can be found in [31, 32, 33].
Another well-known approach towards solving the many-body problem is the variational
approach. It starts with a trial wavefunction for which the ground state energy is an upper
bound to the true ground state. This trial wave function is then inserted in a cluster expan-
sion of the expectation value of the energy. This expansion is then truncated at a certain
order and the trial wave function is then varied to minimize the energy expectation value
thus approaching the true ground state energy from above.
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Blindly varying a trial wave function without constraints leads to small low order contri-
bution to the energy but at the expense of increasing high orders terms thus loosing the
upper bound property of the calculation. This so-called ”Emery difficulty” [34] led to the
development of constrained variational calculations. Here one used a constraint, which
ensured that higher order terms in the cluster expansion remained small. The successes
of constrained variation in helium liquids encouraged the use of constrained variation in
nuclear matter calculations. Especially when the lowest-order BB theory ran into difficul-
ties.
One of the best known constrained variational calculations is the pioneering work of Vijay
Pandharipande [35, 36, 37]. In these articles he developed his Lowest Order Constrained
Variation (LOCV) calculation. The starting point is a Jastrow trial wave function. This
wave function is inserted in the van Kampen cluster expansion [38]. The expansion is then
truncated at the twobody-cluster. The resulting expression is minimized which a healing
constraint which ensures that only nearest neighbour correlations are important.
Earlier on it was already tried to go beyond second order. Using diagrammatic schemes
for representing individual contributions in the cluster expansion it was possible to resum
infinite classes of terms. This lead tot the so-called (Fermi)Hypernetted-Chain methods.
Results for various Bosonic systems are given in [39] and results for simple Fermionic
systems are given in [40]. Although these are quite sophisticated calculation techniques
they suffer from one major flaw, the used correlation function is completely state in-
dependent, it depends only on the radial distance between two particles. Any realistic
nucleon-nucleon potential contains not only central but also spin-orbit and tensor compo-
nents. These components are completely ignored when using state independent Jastrow
wavefunctions. Results of present variational calculations using realistic interactions and
state-dependent correlation functions for neutron matter and symmetric nuclear matter
can be found in [41, 42].
1.3.2 Nuclear matter experimental data
For symmetric nuclear matter (a Fermi liquid consisting of a equal amount of neutrons
and protons) only a few experimental data are known. First of all the saturation data which
give the binding per nucleon B and the density ρ at equilibrium.
B0 = 15.7MeV, ρ0 = 0.17fm−3 . (1.3)
Where B0 is the coefficient of the volume term in the semi-empirical mass formula. The
ρ0 can be taken from the central density of heavy nuclei. The compressibility of nuclear
matter K is less well known. From heavy ion studies it is deduced that K ≈ 200MeV.
Any theoretical calculation should at least be able to reproduce B0, ρ0. Moreover the
calculation should give the complete equation of state (E = E(ρ)) at zero temperature. E
is the ground state energy of the nuclear system.
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1.4 Outline
In this thesis the goal is to outline the complete formalism needed to calculate the prop-
erties of a neutron star. Special attention is given to the used many-body calculation
method, the used Baryon-Baryon potential and the role of the hyperons. In Chapter 2
the thermodynamics of dense nuclear matter will be introduced. Followed by a complete
calculation of the EoS of nuclear matter where one assumes complete degenerate Fermi
gasses for the different baryons species. Finally the TOV will be solved for this simple
EoS and the influence of the Λ and Σ on the resulting Mass and Radius of the neutron
star will be shown. This nicely illustrates the formalism without the added complications
of the strong interaction. In Chapter 3 the LOCV calculation will be described in detail
and differences with Panharipandes original method will be explained. In Chapter 4 the
Baryon-Baryon potential will be described with special attention for the Nijmegen Poten-
tials. In Chapter 5 all pieces of the puzzle will be put together. The LOCV calculation
method will be tested by calculating a few test systems and comparing the results with
experimental results. Finally the properties of a neutron star will be presented. The in-
fluence of the hyperons on these properties is discussed. In Chapter 6 the results will
be summarized. Just short of the 75th anniversary of their discovery, neutron stars still
contain many mysteries waiting to be solved.




Following [5] first of all one considers a system of N particles in a volume Ω. If one
imagines a local Lorentz frame moving with the same velocity as some fluid element. One
can then define n the number density of baryons and  the total energy density (including
rest mass) in this reference frame. The energy per baryon is then /n and 1/n is the
volume per baryon. This definition is convenient because the total baryon number is





) = −Pd( 1
n
) + Tds. (2.1)





where nα is the number density of particle α. The total energy density
 = (n, s, Yα), (2.3)
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The chemical potential of species μα is the change in energy density for a unit change in
number density of species α while the volume, entropy and all other number densities are
kept constant. When the system is in equilibrium then there is a balance between each
reaction and its inverse and all concentrations of the different species remain constant.
In equilibrium the concentrations are not all independent of the other thermodynamical







μαδYα = 0. (2.6)
When the chemical potentials are known as functions of the composition for certain n
and s, then the equilibrium concentrations are given by Eq. (2.6). Consider a interacting
mixture of baryons and leptons in equilibrium. Where the baryons are neutrons or protons
and the leptons are electrons, muons, and there respective neutrinos. There are four con-
served quantities. First the baryon number density n, second the electron lepton number
density nLe, third the muon lepton number density nLμ, and finally the charge density
nQ. With these four conserved quantities corresponds a basis of four chemical potentials.
For instance μp (for n), μn (for nLe), μμ (for nLμ), and μe (for nQ). The other chemical
potentials will be linear combinations of these four. In equilibrium all thermodynamic
quantities of species α are functions of μα and T . So, for a complete description of the
equilibrium one only has to specify the four μα’s and T, or equivalently one only has to
specify five independent thermodynamical quantities. Usually one takes a neutral system
with nQ = 0. To simplify matters further one also specifies T = 0 and the neutrinos
are allowed to escape the system leading to μLe = μLμ = 0. This means that only one
thermodynamic quantity is needed to completely describe the equilibrium, for instance
the baryon number density n.
2.2 Dense Matter
At equilibrium the energy of matter cannot be lowered by changing the composition via
strong, weak or electromagnetic interactions. The matter is in its ground state. The
ground state of zero-temperature matter for densities lower than 107gcm−3 consists of
56
26Fe nuclei. When the density increases the equilibrium nuclei become more and more
neutron-rich via inverse β-decay,
e− + p → n + νe. (2.7)
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Because of the filled Fermi sea of electrons β-decay is not possible. The fully relativistic
electrons which form a degenerate Fermi gas dominate the pressure. The positive charged
nuclei form a regular Coulomb lattice which is embedded in the electron gas. When the
density increases still further up to the ”neutron drip” line ρdrip = 4×1011gcm−3 free neu-
trons start to emerge. When the density is increased still further the free neutrons are sup-
plying an increasing fraction of the pressure. At nuclear density ρnucl = 2.8× 1014gcm−3
the nuclei dissolve and merge together. Above nuclear density the matter consists of
nucleons (primarily neutrons) interacting via strong forces and a small percentage elec-
trons (equal to the percentage of protons). The pressure is dominated by the nucleons.
When the density increase again other particles become available like muons and hyper-
ons. In the following subsections a detailed look will be taken in this density regime from
n = [0.01 . . . 10]fm−3. As a first approximation the strong interaction will be ignored
and the various particles form non-interacting ideal Fermi gasses. In Section 2.2.1 the
general results for a Fermi gas are given. In Section 2.2.2 and Section 2.2.3 the nuclear
and hyperonic matter system will be calculated using the results from Section 2.2.1. This
gives a good illustration of the general features of a dense matter system.
2.2.1 Fermi gas
The number density in phase space for each species of particle dN /d3xd3p, gives a com-
plete description of the system. Alternatively one can specify a dimensionless distribution







where h is Planck’s constant and h3 the volume of the cell in phase space. The factor
g is the statistical weight which is determined by the spin of the particle g = 2S + 1.
The function gives the average occupation number of a cell in phase space. The number
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The factor 1
3
comes from isotropy, and v = pc2/E. For an ideal Fermi gas, the phase





For a completely degenerate gas for which the temperature goes to zero this reduces to
f(E) =
{
1 E ≤ EF
0 E > EF
, (2.13)
The chemical potential is now called the Fermi energy EF = μ. It is now possible to
define a Fermi momentum for particle of species α (pF )α
μα = (EF )α =
√
((pF )αc)2 + m2αc
4. (2.14)
















































{x(1 + x2)1/2(1 + 2x2)− ln[x + (1 + x2)1/2]}. (2.20)




























{x(1 + x2)1/2(2x2/3− 1) + ln[x + (1 + x2)1/2]}. (2.22)
2.2.2 Nuclear dense matter
As noted before matter at nuclear density consists of nucleons (neutrons and protons)
and electrons. The nucleons are essentially non-relativistic, whereas the electrons are
relativistic and form a degenerate ideal Fermi gas. There are two possible reactions,
n → p + e− + ν¯e, e− + p → n + νe. (2.23)
At normal density the second reaction, the inverse β-decay would not occur because the
neutron is heavier than the proton and electron. At higher density the energy of the elec-
tron which becomes relativistic increases and at a certain critical density the inverse β-
decay becomes possible. The inverse process, β-decay is blocked at high enough density,
because all energy-levels in the Fermi sea are filled such that the emitted electron finds no
place in the Fermi sea. Therefore one finds a critical density where the neutron proton ra-
tio starts rising. Assuming that the system is at equilibrium and that the neutrinos escape
the system Eq. (2.6) gives
μp + μe− = μn. (2.24)
The exact form of the chemical potential depends on the nucleon nucleon interaction and
the many-body framework one uses to calculate the energy of the system. Let us first
suppose that all species of fermions are non-interacing ideal Fermi gases. Using Eq.
(2.14) in Eq. (2.24) gives
mp
√
1 + x2p + me
√
1 + x2e = mn
√
1 + x2n. (2.25)
There are two additional conditions. First off all baryon number conservation gives
















mpxp = mexe . (2.27)












Figure 2.1: Proton and neutron concentrations as function of total baryon number density
for non-interacting ideal Fermi gases.
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Solving these equations is straightforward and the number densities of the proton and neu-
tron as fraction of the total baryon number density is given in Fig. 2.1. From the figure
one can read of the critical density n = 7.36×10−9fm−3 = 1.2×107gcm−3 where inverse
β-decay becomes possible. The neutron fraction grows very fast with increasing density
and the proton fraction decreases. This decrease is stopped because at a high enough den-
sity both nucleons also become relativistic and as a result the proton fraction reaches a
minimum. It then grows again and reaches the ultra-relativistic limit where Yp = 19 .
As the density increases from 1.2 × 107gcm−3 upwards, more and more particles can be
produced. The first particle which can be produced is the muon. It can be produced by
the following reaction
e− + ν¯e → μ− + ν¯μ. (2.28)
This reaction becomes possible when the chemical potential of the electron exceeds the
rest mass of the muon,
μe ≥ mμ. (2.29)
This happens at n = 0.46fm−3. It adds one extra equation to the equilibrium
μe = μμ = me
√
1 + x2e = mμ
√
1 + x2μ, (2.30)
and one extra variable xμ.
2.2.3 Hyperonic matter
When the density increases still further, more and more particles can be produced. At
first glance one would expect that first the next lightest baryon the Λ is produced. Instead
the Σ− is preferred because it removes not only a neutron but also an highly relativistic
electron from the system. The Σ− can be produced via the following reaction,
n + e− → Σ− + νe. (2.31)
This reaction becomes possible when the chemical potential of the neutron plus the chem-
ical potential of the electron exceed the rest mass of the Σ−,
μn + μe = μΣ− . (2.32)
This threshold density is n = 0.62fm−3. Again an extra equation with an extra variable
is added to the equilibrium. The concentrations of the various particles possible in the
density regime from [0.01 . . . 10]fm−3 are given in Fig. 2.2. In general for a negatively
charged lepton to be present, the chemical potential of the electron has to exceed the rest














Λμ- Σ- Σ0 Σ+
e-
Figure 2.2: Particle concentrations as function of total baryon number density for non-
interacting ideal Fermi gases.
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mass of the lepton. For a negatively charged baryon to be present, the sum of the chemical
potential of the electron and the chemical potential of the neutron has to exceed the rest
mass of the baryon. For a neutral baryon to be present, the chemical potential of the
neutron has to exceed the rest mass of the baryon. For a positively charged baryon to be
present, the chemical potential of neutron minus the chemical potential of the electron has
to exceed the rest mass of the baryon.
Let us consider a system consisting of the six lightest baryons and two leptons. The
actual baryons are the neutron (n), proton (p), lambda (Λ), sigma’s (Σ−,Σ0,Σ+). The Δ
and other nucleon excited states are not taken into account. The leptons are the electron
(e−), and the muon (μ−). Neutrinos are allowed to escape the system so they do not
influence the chemical equilibrium equations of the system. The system is considered to
be electric neutral nQ = 0 and to be at zero temperature T = 0. Once the baryon and
lepton concentrations and the baryon number density are known then the energy density
at equilibrium is fully determined. So one has 6 + 2 + 1 = 9 unknowns which one has
to determine. The chemical potential for every species of baryon is a function only of the
baryon number density and all baryon concentrations,
μα = μα(n, Yn, Yp, . . . , YΣ+), (2.33)
where α can be any baryon species (n, p, . . . ,Σ+). The chemical potential for every
species of lepton is a function only of the baryon number density and all lepton concen-
trations
μl = μl(n, Ye, Yμ), (2.34)
where l is the electron or the muon. Assume that the baryon number density n is known,
baryon number conservation leads to ∑
b
δYb = 0, (2.35)
where the index b runs over baryons only. For a neutral system∑
α
δYαqα = 0, (2.36)
where the index α runs over both baryons and leptons. The constraints Eq. (2.35) and Eq.















δYb = 0. (2.37)
This must be true for independent variations, thus
μb + λ + qbφ = 0 (2.38)
μl − φ = 0, (2.39)
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where l can only be a lepton species (muon or electron). For neutrons Eq. (2.38) gives
μn = −λ. (2.40)
For the electron Eq. (2.39) gives
μe − φ = 0. (2.41)
Using these values of λ and φ one obtains the following eight equations







Yb = 1, (2.44)
μμ = μe, (2.45)
in eight unknowns Yn, . . . , YΣ+ .
2.2.4 Solving the system
Solving this non-linear system in practice poses some challenges. At low density not all
particle species can be present and blindly solving the full system leads to nonsensical
results. For every density one has to solve the subsystem which contains only the equa-
tions of the particles that can be present at this density. At low density only neutrons and
protons and electrons can be present and as the density increases beyond a certain critical
density and chemical potentials of the present particles reach a certain level other particle
species can become present in the system. This presence immediately changes the chem-
ical potentials of all other present particles. The problem is that one needs to know in
advance which particles are present at a certain number density to know which subsystem
of equation one needs to solve.
The procedure used here is to start at low density where the composition of fermionic
matter is known to consist of neutrons, protons and electrons. This subsystem is solved.
Then another particle species with a small initial concentration is added and this larger
subsystem is solved. When this subsystem has no solution the particle is again removed
and another particle species is added until all particle species are tried. When no larger
subsystem has a solution the density is increased and the whole procedure is repeated.
When at a certain density the larger subsystem has a solution then one continues with the
larger subsystem. The opposite can also happen. That a particle can be present at low
density but that it can no longer be present at a higher density, this happens for instance
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to the muon. To check for this behavior a minimum threshold for the concentration of
a particle species is used. The moment the concentration of a particle drops below this
threshold the particle is removed and one continues with a smaller subsystem of equations.
For the muon one can easily check at each density step wether the chemical potential of
the electron is above the muon rest mass if so, then the muon can be present in the sys-
tem. When the chemical potential of the electron drops below the muon rest mass then
the muon can no longer be present in the system. For baryons the situation is a bit more
complicated. For the simple case of ideal non-interacting Fermi gasses one can look at
the corresponding equation for the baryon Eq. (2.42) and because the chemical potential
of a particle only depends on its own concentration one can be reasonably sure at which
density a baryon can be present. When the baryon-baryon interaction is included and the
chemical potential of a baryon depends on the concentrations of all other present baryons
this becomes a lot more difficult.
Writing the (sub)systems of n equations formally as
f(x) = 0, x = (Y1, . . . , Yn). (2.46)
This system is then solved using a quasi-Newton [43] method
xn+1 = xn + sdn, dn = −F (xn)−1f(xn), (2.47)
where F(xn) is the Jacobian matrix which is calculated numerically. Also s is chosen
every step such that
0 <= xin+1 <= 1, i = 1 . . . n. (2.48)
This ensures that unphysical concentrations become impossible. The numerical method
converges within 3 or 4 iterations. System which do not converge within 10 iterations are
considered to have no solution.
2.3 Equation of state
When the composition of the system for all number densities at equilibrium is known, it
becomes straightforward to calculate the P (). Using the results from Section 2.2.1 one





































Figure 2.3: Energy density as function of total baryon number density.
In Fig. 2.3 the energy density as a function of the baryon number density is shown. One
can easily see that the inclusion of the hyperons has only a small influence on the energy
density. For instance at n = 1.7fm−3 (=10×ρnucl) the energy of hyperonic matter is 1.3%
lower than the nuclear matter. Even at n = 10fm−3 this difference is 10.5%. For the
pressure the influence of the hyperons is much more dramatic as can be seen in Fig. 2.4.
This results in a 35% decrease of pressure for hyperonic matter at n = 1.7fm−3 compared
to the pressure of nuclear matter. At n = 10fm−3 the pressure of hyperonic matter is 53%
lower than the pressure in nuclear matter. This is not really surprising because the main
contribution to the energy density comes from the rest mass of the baryons which are
predominantly non-relativistic. Therefore when a Σ− removes an neutron and electron
the energy of the electron and neutron is needed to produce the heavier Σ−. The neutron
gas has now a smaller Fermi-momentum but this only slightly lowers the energy density.
On the other hand the pressure of the fermi-fluid is dominated by the baryons via their
Fermi-momentum. The lower Fermi-momentum of the neutrons reduce the pressure of
the Fermi-gas while the small Fermi-momentum of the Σ− is negligible. These two plots
can be combined in the EoS of nuclear matter and hyperonic matter Fig. 2.5.
















Figure 2.4: Pressure as function of total baryon number density.
































Figure 2.5: Equation of state for nuclear and hyperonic matter.
2.3. Equation of state 23
2.3.1 Tolman-Oppenheimer-Volkoff equation
For a star in hydrostatic equilibrium one can assume that the stellar material is a perfect
fluid. So it is sufficient to specify an EoS of the following form [5]
ρ = ρ(n, s). (2.50)
Using units where c = 1 there is no distinction between total energy density  and total
mass density ρ = /c2. The pressure follows then from Eq. (2.5)
P = P (n, s). (2.51)
A perfect fluid is adiabatic but not necessarily isentropic, however neutron stars have
essentially zero temperature everywhere (kT ≪ EF , so the entropy s = 0 everywhere).
Thus the dependence on entropy vanishes for the EoS,
P = P (ρ). (2.52)
The system of equations that govern the thermodynamic structure of neutron stars follow

































Eq. (2.54) is known as the Tolman-Oppenheimer-Volkoff equation. One recovers the
Newtonian limit by taking the limit P 	 ρ and m 	 r. The quantity m(r) can be






which includes the gravitational potential energy. The metric function Φ has to match
smoothly to the Schwarzschild metric at the surface of the star.
To solve the system of equations one first has to choose boundary conditions. First one can
choose a central density ρc from the EoS one obtains the corresponding central pressure
Pc. Together with the initial mass boundary condition m(r = 0) = 0 all boundary
conditions are set. Eq. (2.53), and Eq. (2.54) can now be integrated outwards from r = 0.
For every value of P there is a corresponding value of ρ which can be obtained from the
EoS. At the surface of the star r = R the pressure becomes zero P = 0 and the mass
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of the star is given by m(R) = M . The metric function Φ has to obey the boundary
condition






which ensures that it matches smoothly to the Schwarzschild metric. One can take an
arbitrary initial value for Φ(r = 0) because Eq. (2.55) is linear in Φ and one can always
add a constant to Φ everywhere such that condition Eq. (2.57) is satisfied.
2.3.2 Cold degenerate Fermi-gas
Let us first look at the simple case of a cold degenerate Fermi-gas consisting of neutrons.
The four equations 2.21, 2.22, 2.19, and 2.20 completely determine the EoS. Assuming a
non-relativistic gas an expansion for small x can be made, likewise for a relativistic gas
an expansion for large x can be made. The results of these expansions are given in Table
2.3.2. To simplify matters further we can retain for both expansion only the first term, the
x χ(x) φ(x)
















x9 . . .
)
Relativistic ≫ 1 1
4π2
(
x4 + x2 − 1
2





x4 − x2 + 3
2
ln(2x) . . .
)
Table 2.1: (Non)-relativistic expansions of χ(x) and φ(x).
non-relativistic and relativistic limit. These two limiting cases were first used in 1931 by
Chandrasekhar [44, 45] when he analyzed equilibrium conditions in white dwarfs. When
using these extreme limits the EoS can then be written in the polytropic form
P = KρΓc . (2.58)
WhereK and Γ are given in Table 2.2 and ρc is the central density of the star which has to
be specified. Given a central density one can now solve the TOV equations. The results
for the total mass for two limiting cases are given in Fig. 2.6. For a star to be stable the
total mass has to increase with increasing central density. In the non-relativistic ideal cold
degenerate Fermi-gas of neutrons one has a maximum total mass of Mmax = 0.96M
at a central density ρcmax = 6 × 1015gcm−3 = 22ρnucl. There is no minimum stable
neutron star mass. For the relativistic ideal cold degenerate Fermi-gas of neutrons one
has a minimum stable neutron star mass Mmin = 1.2M at a central density ρcmin =















































Figure 2.6: Total mass versus ρc for a polytrope equation of state.
5×1016gcm−3 and a maximum total mass ofMmax = 1.9M at a central density ρcmax =
6 × 1017gcm−3. The results for the radius for the two limiting cases are plotted in Fig.
2.7. Note that for the relativistic case only the central density region is plotted where a
stable star can be formed. Here one sees that for a non-relativistic ideal cold degenerate
Fermi-gas the radius decreases from 100km to 8km for a maximum total mass star. For
the relativistic case one finds a steadily increasing radius from 80km to a maximum radius
of 240km with increasing central density This is followed by a decline in radius to 160km
when the central density further increases. These two simple limiting cases give already
a good feeling for the density and mass ranges one can expect for neutron stars. Finally
plots of the mass versus the radius of the two limiting cases for their maximum mass stars
are given in Fig. 2.8.






















































Figure 2.8: Mass versus radius for a polytrope equation of state for maximum mass star.
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2.3.3 Including hyperons
Let us now turn to slightly more realistic systems. First again we calculate the case of
cold degenerate neutron gas but now without approximating Eq. (2.20) ,Eq. (2.22). This
is what Oppenheimer and Volkoff [4] did when they first calculated the structure of a
























Figure 2.9: Mass and Radius versus central density.
with a central density of ρcmax = 4.4 × 1014 and a radius R = 9.1km. The structure of
this star is given in Fig. 2.10 This Oppenheimer Volkoff star is remarkably similar to the
non-relativistic limit star, this means that the neutrons can still be viewed as essentially
non-relativistic particles.














Figure 2.10: Mass versus radius for OV maximum mass star.
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When one introduces protons, electrons and muons and demands chemical equilibrium
this softens slightly the equation of state and consequently lowers the mass of a neutron
star and increases the radius of the star slightly. These effects are small because the star
consists still mainly of neutrons. When one introduces hyperons these makes the equation
of state especially at higher density quite a bit softer, as was seen in Fig. 2.5. This results
in a lower mass neutron star with a significantly lower central density. It also results in
an increasing star radius. In Fig. 2.11 the results are given for different fermion fluid
compositions. First again the cold Fermi neutron gas, secondly a mixture of neutron,
protons, electrons and muons in chemical equilibrium. And finally a mixture of neutrons,
protons electrons, muons, Lambda’s and Sigma’s in chemical equilibrium. The resulting

































Figure 2.11: Total mass and radius versus central density for different compositions.


















Figure 2.12: Mass versus radius for maximum mass star for different compositions.
Here one sees only a very small difference between a pure neutron gas and a neutron gas in
chemical equilibrium with proton, muons and electrons. This is not surprising because at
this densities the gas primarily consists of neutrons. The picture changes when hyperons
are included. they soften the EoS so considerably that the radius of the star becomes quite
a bit larger and consequently the maximum mass drops a bit. The question no becomes
how this picture changes when the strong interaction is taken into account. This will be
discussed in detail in Chapter 5.
Chapter 3
Nuclear matter calculation
Here a short introduction will be given to variational calculation techniques in many-body
systems. First a general framework will be introduced. After that a detailed description of
the Lowest Order Constrained Variational (LOCV) calculation method will be given. As
noted before this calculation method was developed by Vijay et al in the seventies. Also
some small improvements of this method will be introduced.
A variational calculation technique rests on the principle that while the true wave function
Ψ of a physical system is not known (or if it is impossible to calculate the energy with
the Ψ) one can try a trial wave function Φ. This Φ has to obey some basic conditions and
has to mimic as close as possible Ψ. One uses then Φ to calculate the energy  and this 
forms an upper bound for the groundstate energy E0
E0 = 〈Ψ|H|Ψ〉 ≤  = 〈Φ|H|Φ〉. (3.1)
By choosing Φ which contains parameters (α1, α2, . . .) one can minimize  with respect
to the parameters. This will lower the upper bound on E0.
E.g. [46] one can define a trial wavefunction for a system of N particles
Ψ = F (1 . . . N)Φ, (3.2)
where Φ is a model function for the description of the system in absence of the strong
interaction. F is a correlation operator which incorporates the induced correlations of the
strong interaction. One assumes that F is translationally invariant and symmetrical in its
arguments 1 . . . i . . . N , where i stands for a set of fundamental observables of particle i.
Furthermore, one assumes the cluster property of F . This means that when any subset of
p particles i1 . . . ip is removed far from the rest, F decomposes in
F (1 . . . N) = Fp(i1 . . . ip)FN−p(ip . . . iN). (3.3)
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Given F = FN , the fewer-body correlation operators Fp, 1 ≤ p < N can be determined
by dispersing N − p separately to infinity and using the cluster property. Without loss of
generality one can take
F1 ≡ 1. (3.4)
For nuclear matter one usually takes as Φ the ground state of a non-interacting Fermi gas
of N nucleons. With this the cluster expansion for the energy can be written as
E = TF + (ΔE)2 + (ΔE)3 + . . . + (ΔE)N , (3.5)
where TF is the Fermi energy, and (ΔE)n is the n-body-correlation contribution to the
energy.
Now different approaches can be taken. First of all one can take the simple state-independent





The n-body-correlation function is then
Fn(1 . . . n) =
∏
1≤i<j≤n
f(rij), 2 ≤ n ≤ N. (3.7)
It is quite simple to extend the two-body correlation function to incorporate the full state-
dependence which is present in the twobody potential. Unfortunately, this is not possible
for higher order correlation functions. One has to make a choice how to include the state
dependence in the correlation function. In the extreme case above the state-dependence
in the correlation function is completely ignored as in the (F)HNC calculation methods
mentioned in Chapter 1. Another way is to limit the state-dependence of the twobody
correlation function. A partial resummation of the most important terms in the cluster
expansion can then be done at higher order see [47, 48]. The choice taken in this thesis
is to takes the full state-dependence in the twobody correlation function and one only
calculates the energy up to second order. It is well known that with this Lowest-Order
Variation method simply varying the correlation function one can get the energy as low
as one wants at the expense of large three-body interaction contributions to the energy.
To avoid this problem and to get a good upper bound on the groundstate energy one adds
constraints in such a way that the three-body and higher order contributions to the energy
stay small. Lowest Order Variational Calculation was pioneered by Vijay et al [49]. For
an alternative prescription for LOCV see [50]. In the next section the nuclear matter
calculation including hyperons using LOCV will be described in more detail.
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3.1 Lowest-Order Constrained Variational Theory
To keep the present discussion as general a possible SU(3) flavor symmetry is used.
When using SUf (3) one can label particles by there SUf (3) eigenstates. When one uses
the reduction SUf (3) ⊃ SUI(2)⊗UY (1) ⊃ SOI(2)⊗UY (1) the eigenstates are given by
|[f1, f2], I, Iz, Y 〉. (3.8)
The [f1, f2] denote the representations of SUf (3), I, Iz is the isospin and z-component of
isospin and Y is the hypercharge. Here only the lowest lying baryon octet is considered.
One has then except for the nucleons n, p also the following hyperons Σ−, Σ0, Σ+, Λ,
Ξ− and Ξ0. Using only this octet the [f1, f2] = [2, 1] labels become superfluous and are
therefore suppressed.
Assuming now a system consisting of N spin 1
2




Nα,where α = is the species label. (3.9)



















+ mi = − 
2
2mi
∇2i + mi, (3.12)
and the two-body potential is defined by
vij = v(rij, o
ij). (3.13)
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A is the N -particle anti-symmetrization operator. Si, Ti, and Yi are the spin, isospin,
and hypercharge wave functions. The usual choice for the two-body correlation function
operator fmn = f(rmn) leads to the Jastrow wave function for state-independent corre-
lations. Here a more general state-dependent correlation function operator is used. The
exact form offmn will be given later. The van Kampen cluster expansion [38] gives the
following expression for the energy








C2(ij) + . . . , (3.15)
the i, j range over all baryons and the states in their respective Fermi seas. The essential
physical assumption for Constrained Variation is that the contribution of farther neighbors
of a particle i to the instantaneous potential
∑
j vij seen by i should be mostly included in
the average field of which φi is an eigenfunction. Therefore the distant neighbors are not
strongly correlated and consequently their effect on the energy should be small. Taking
this to the extreme one could in principle introduce a correlation function which only
contains nearest-neighbor correlations.
iffij = 1, then allfik = 1, (3.16)
where ij are nearest neighbors. This is not a very practical correlation function because
different fij’s would be coupled in a complicated way. In practice one introduces a single
correlation function which approximates Eq. (3.16) plus a healing distance which restricts
the correlation range,
fij(|rij| > d) = 1, dfij
drij
(|rij| = d) = 0. (3.17)
The healing distance is chosen such that on average there is only one particle within a















(AΦij,AΦij) − C1(i)− C1(j), (3.18)
where A = 1
2
(1 − Pij) is now the 2-particle anti-symmetrization operator, and Pij ex-







+ mi + mj + vij,
Φij = fijφiφj. (3.19)
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Because vij and fij only depend on relative coordinates, one can rewrite C2(ij) in relative
and center of mass coordinates, by using























































































(f †f − 1)d3r]
= 1 + O(
d3
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Now Eq. (3.25) gives the energy when the correlation function operator heals smoothly
at r = d. This means that
f(mn)|d = 1. (3.26)
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When the energy is minimized, one has to replace the potential by
vij → vij − λij. (3.27)
Where λij is the Lagrange parameter operator which is adjusted to impose the boundary



































From this follows that the variations in ψij and ψ∗ij are independent and arbitrary,
h′2ψij = 0. (3.31)
So the condition for W to be a minimum is that
h2ψij = λijψij. (3.32)
The Lagrange parameters λij are determined by insisting that f heals smoothly to unity
at r = d. For r > d this means that ψij = φij . Summarizing the minimizing of the energy
leads to the following differential equation.
h2ψij = λijψij, r < d,
h2ψij = vijψij, r > d. (3.33)
3.2 Correlation function














ψ, r < d,
ψ = φ, r > d. (3.34)
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This gives for each two-particle interaction (n−n, n−p, n−Σ−, . . .) a different differential
equation with different kij . In practice the influence of different kij’s on the correlation
function is small as Pandharipande noted in [35, 36, 37]. For simplicity an average kF av







where N is the number of baryon species. Because both the general baryon-baryon po-
tential and correlation function operator are state-dependent one makes a partial wave




Y MLSJT , (3.36)
where u(kr)
kr
is the radial part of Ψ and Y MLSJT contains the angular and (iso)spin dependent
parts. From Table A.1 and Table A.2 one can easily see that the potential for every un-
coupled partial wave with quantum numbers LJST can be written as an effective scalar
potential.
V JSTLL (r) = 〈LSJT |V (r)|LSJT 〉 = VLSJT (r)PLSJT , (3.37)
where PLSJT are projection operators for the state with quantum numbers L, S, J, T .
Likewise one can write the two-body correlation function for a uncoupled partial wave
with quantum number LSJT as
fLSJT (r) = f
LSJT (r)PLSJT . (3.38)
For the uncoupled partial waves this leads to
fjL(kr)YLSJT = uYLSJT , (3.39)
where jL(kr) are the Riccati-Bessel functions,
j0(x) = sin x, j1(x) = − cos x + sin x
x
.

















where u is given by
u(r) = fjL(kr). (3.41)
The λ is interpreted as the part of v that contributes only to the average field. For different
partial waves λ is given by
λ(k, L, S, J, T, r > d) = VL,S,J,T (r),
λ(k, L, S, J, T, r < d) = λ0(k, L, S, J, T, d). (3.42)
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Note that the LSJT labels in Eq. (3.40) are suppressed for clarity. This λ0 is determined






For the coupled partial waves things are a bit more complicated, the potential is still a
matrix in LSJMT space, because the tensor potential couples the L = J − 1, L = J + 1
states.
V JSTLL′ (r) = 〈J ∓ 1SJT |V (r)|J ∓ 1SJT 〉. (3.44)



































where the matrix elements V 11, V 12, V 22 are given in Table A.2. Pandharipande uses here
the following ansatz
jJ−1(kr)Y(J−1)SJT = uY(J−1)SJT + wY(J+1)SJT , (3.47)
which gives for the 3C1 partial wave the following correlation function





Using this projection operator effectively cancels the L = 2 angular momentum contri-
bution. Pandharipande justifies this by stating that when the correlations are restricted to
nearest neighbours the range is sufficiently small that higher partial waves (L ≥ 2) can be
neglected. This has the advantage that the relations between u,w and fC , fT are simply
linear. They are then given by
u(kr) = fC(r)jJ−1(kr), (3.49)
w(kr) = fT (r)jJ−1(kr). (3.50)
Here we will use a slightly more general correlation function,
f = fC(r)I + fT (r)S12, (3.51)
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the difference being omitting the projection operator. This means that Eq. (3.50) is no
longer valid but instead one has to solve











3.3 Solving the differential equations
The Eqs. (3.40, 3.46) are very similar to the free two-body scattering Schro¨dinger equa-





(0) = 1, (3.53)
from 0 to d. λ is varied until Eq. (3.43) is satisfied. This is a simple rootfinding problem.
Note that Eq. (3.43) is independent of the normalization of u. So as a final step u has to
be normalized by demanding that
u(d) = jL(kd). (3.54)
The correlation function f can now be determined from Eq. (3.41).
What remains is how to determine the healing distance d. In his first paper on dense
neutron matter [35] Pandharipande used only three partial waves L = 0, L = odd, L =
even = 0 and used two healing distances d0, d1 based on the Pauli operator. In his pa-
per on hyperonic matter [36] Pandharipande observes that in a Jastrow trial wave func-
tion with only two-body correlations the correlations are predominantly between nearest
neighbours. This condition is trivially satisfied in the low-density limit. This assumption
should also be reasonable at higher densities because the contribution of farther neigh-
bours should be included in the average field. Hence the distant neighbours should not
be strongly correlated and the effect of their correlation on the energy should be small.
A very general healing condition can be obtained by constricting correlations to nearest
neighbours. In principle d depends on the particle type and the state of the particle. The




f 2(r)r2dr = 1. (3.55)
The physical interpretation of Eq. (3.55) is that on average there is only one correlated
particle within a sphere of radius d around particle i. For simplicity Pandharipande defines
an average d for all particles. In [36] for the Reid potential Pandharipande finds d ≈ 1.2r0,
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where the unit radius r0 = ( 34πρ)
1
3 . Bethe [51] finds also the same value for d. In [37]
realistic potentials with the tensor force are used. According to Pandharipande because
the tensor force acts on the spin degree of freedom and thus does not couple all pairs.
Therefore a single healing distance cannot be specified for radial and tensor correlated
pairs. Moreover the tensor force has much longer range than the central force. He then
defines a second healing function dT , with dT > d. For both healing distances he uses then
a condition comparable to Eq. (3.55). In this thesis a different healing distance distance
dij is used for every two-particle interaction. Every dij is determined by the condition that
on average there are is only one correlated particle i within a sphere of radius dij around
particle j.
The coupled partial waves are a bit more complicated. First of all there are now two
normalization constants not one. Secondly the two functions u and w are coupled. To
solve Eq. (3.46) one has to construct two independent solutions for u an w. These two
Solution 1 Solution 2
u(0) = 0 w(0) = 0 u(0) = 0 w(0) = 0
d
du




(0) = 0 d
dw
(0) = 1
Table 3.1: Two independent solutions of two coupled differential equations.
solutions u1, w1 and u2, w2 are combined to give the full solution
u = c1u1 + c2u2, w = c1w1 + c2w2. (3.56)





ln(jJ−1(kr))|r=d, w(d) = 0. (3.57)



















Now one searches for λ such that Eq. (3.58) is equal to Eq. (3.59) again a simple rootfind-
ing problem. To construct fC and fT one has to invert Eq. (3.52).
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3.4 The groundstate energy



























One can write Eq. (3.60) as follows
























f †λf r < d
v r > d,
(3.64)









e−i(kij ·rij+Kij ·Rij)SiSjTiTjYiYj v˜ei(kij ·rij+Kij ·Rij)SiSjTiTjYiYj
− e−i(kij ·rij+Kij ·Rij)SiSjTiTjYiYj v˜e−i(kij ·rij−Kij ·Rij)SjSiTjTiYjYi
]
, (3.65)
















where α, β are the species labels. Likewise kF α, kF β are the Fermi-momenta of species















































































































































































































(k ≤ kF α) . (3.73)
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|p− q| < k < p + q
0 k > p + q,



















(0 < k < kF α)































(k|v˜αβ,αβ|k)− (k|v˜αβ,βα| − k)
}
(3.75)
3.4.1 Matrix elements of the effective potential





≡ 〈SasaTataYaka;SbsbTbtbYbkb|v˜|S ′as′aT ′at′aY ′ak′a;S ′bs′bT ′bt′bY ′bk′b〉, (3.76)
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where k, S, s, T, t, and Y are respectively four-momentum, spin, z-component spin, isospin,















C Sa Sb Ssa sb mSC
Ta Tb T
ta tb mT




























C Sa Sb Ssa sb mSC
Ta Tb T
ta tb mT











〈SmSTmTY |v˜(r, r′)|S ′m′ST ′m′TY ′〉e−ik·r
′
. (3.78)











C Sa Sb Ssa sb mSC
Ta Tb T
ta tb mT
C Sa Sb S
′
sa sb mS




〈SmSTmTY |v˜(r, r′)|S ′mST ′mTY 〉eik·r′



































〈k|r〉〈SmSTmTY |v˜(r, r′)|S ′mST ′mTY 〉〈r′|k〉
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3.4.2 Partial Wave Expansion
To calculate Eq. (3.80) one has to calculate the effective potential
〈v˜(r, r′)〉 ≡ 〈r|v˜|r′〉. (3.81)
One deals with the scattering of two spin 1
2
baryons, so the wave function Ψ is a matrix in
spin space. Also working with different species of spin 1
2
baryons leads to a wave function
which is a matrix in isospin space and different for different values of hypercharge. One
can work in an LSTMTY, JM basis, where one has coupled total spin S and angular
momentum L to total angular momentum J with z-component M , combined with a total
isospin T with z-component MT and a hypercharge Y . The total angular momentum J ,
total isospin T , and total hypercharge Y are conserved. Parity P is also conserved so one
can distinguish two classes of coupled states, which have different parity P .
(i) P = (−1)J , L = J, S = 0, 1 (3.82)
(ii) P = (−1)J+1, L = J ∓ 1, S = 1. (3.83)
















〈r′′;LSTMTY, JM |v˜|r′′′;L′S ′T ′M ′TY ′, J ′M ′〉〈r′′′;L′S ′T ′M ′TY ′, J ′M ′|r′〉.
(3.84)
Now using the fact that the potential is rotationally invariant, conserves total angular mo-
mentum, is independent on z-component of isospin, conserves total isospin, and conserves
total hypercharge implies∑
LSTMT Y,JM
L′S′T ′M ′T Y
′,J ′M ′




(2T + 1)(2J + 1)〈r′′;LSTY, J |v˜|r′′′;L′S ′TY, J〉. (3.85)
For the states with
P = (−1)J , L′ = L, (3.86)
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the potential is a 2x2 matrix in spin-space. When there is no anti-symmetric spin-orbit
potential term, the spin matrices become diagonal and the states decouple. For the states
with
P = (−1)J+1, (3.87)
one has a 2x2 matrix in angular momentum space, when there is no tensor potential term,
the angular momentum matrices become diagonal and the states decouple. A special case
is the 3P0 wave, which has parity P J+1 but it is not coupled to the (L = J − 1 = −1)


























〈r′′;LSTY, J |v˜|r′′′;L′S ′TY, J〉δ(r
′′′ − r′)
r′
(−i)L′C L′ S′ Jm′Lm′SM 〈L
′m′LS
′m′STMTY |rˆ′〉. (3.88)


































〈rˆ|LmLSmSTMTY 〉〈LSTY, J |v˜(r)|L′S ′TY, J〉δ(r
′ − r)
r2
〈L′m′LS ′m′STMTY |rˆ′〉. (3.89)
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d3r′〈k|r〉〈rˆ|LmL〉〈S ′′m′′ST ′′m′′TY ′|SmSTMTY 〉
δ(r′ − r)
r2



















































d3r′〈k|r〉〈rˆ|LmL〉δS′′,Sδm′′S ,mSδT ′′,T δm′′T ,MT δY ′,Y
δ(r′ − r)
r2
〈LSTY, J |v˜(r)|L′S ′TY, J〉〈L′m′L|rˆ′〉δS′,S′′′δm′S ,m′′SδT,T ′′′δMT ,m′′T δY,Y ′〈r′|k〉.
(3.90)












































〈LSTY, J |v˜(r)|L′S ′TY, J〉〈L′m′L|rˆ′〉〈r′|k〉. (3.91)
Using the partialwave expansion of a plane wave







































〈LSTY, J |v˜(r)|L′S ′TY, J〉〈L′m′L|kˆ〉jL(kr)jL′(kr). (3.92)






































drr2jL(kr)jL′(kr)〈LSTY, J |v˜(r)|L′S ′TY, J〉. (3.93)






































drr2jL(kr)jL′(kr)〈LSTY, J |v˜(r)|L′S ′TY, J〉. (3.94)
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Putting this all in Eq. (3.75) and doing the summation over the spin of the individual








































drr2jL(kr)jL′(kr)〈LSTY, J |v˜(r)|L′S ′TY, J〉. (3.95)






























From Eq. (3.96) one can see that for the effective direct and exchange terms there are no
coupled waves. One can simply sum over all possible partial waves. Partial waves where
(1+Tα +Tβ +L−S−T = even) give no contribution to the two-body potential energy.
For instance for neutron matter(α = β = n → Tα = 12 , T = 1 only partial waves with
































For the case where α = β one can use Eq. (3.74) in Eq. (3.97). For the important case

















































x4 − x2 + x sin 2x− sin2 2x
]
, (3.98)
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x4 − x2 + x sin 2x− sin2 2x
]
, (3.99)
which can be compared to [51]’s (5.37) and (5.38). In general for unequal species and
(L > 0) there is no simple analytical expression for Eq. (3.97). Rewriting Eq. (3.97)
























The last integrand can be written as a power series expansion. The integral over z can
then be done trivially for every term in the power series expansion. Leading to a power













IL1 (p, q, r) + I
L
2 (p, q, r)
}
, (3.101)
where p, q are defined in Eq. (3.72) and IL1 , I
L
2 are power series defined by Eq. (C.13) and

































IL1 (p, q, r) + I
L
2 (p, q, r)
}
. (3.102)
The remaining integral over r from 0 → ∞ has to be done numerically. But as noted
before, because of the short range of the baryon-baryon potential, in practice one has only
to integrate up to r = 10fm.
3.5 Chemical potential
The total energy density is given by the sum of the kinetic and the potential energy density
 = kin + pot, (3.103)
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where kin is given by Eq. (2.49) and pot = U/Ω. The chemical potential of species α is



































































The effective potential v˜ has a weak dependence on the composition of the system via
(kF )av and d, but it is mostly determined by the total number density n. The dependence
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4p(p + q)(p− q)][(p + q)2n+2 − (p− q)2n+2]+






(p + q)2n+3 − |p− q|2n+3]+
(2n + 3)(p3 + q3)
[






(p + q)2n+4 − (p− q)2n+4]+
(2n + 4)(p2 + q2)
[
(p + q)2n+3 − (p− q)2n+3])+
[
(p + q)2n+5 − (p− q)2n+5]}. (3.109)
Chapter 4
Hyperon-Nucleon potentials
One of the main goals in nuclear physics is trying to understand the baryon-baryon inter-
action. The simplest baryons available are the nucleons the neutron and proton. So at first
attempts were made to describe the NN interaction. This led to many phenomenological
models for NN scattering.[52, 53, 54] Nowadays a lot more accurate data is available and
these older models are no longer suitable for describing the data without refitting the pa-
rameters.
Later on in the 1970s and 1980s a number of so-called meson-exchange potentials were
constructed. [55, 56, 57, 58, 59, 60, 61] Meson-exchange models are based on the as-
sumption that the strong nuclear force between baryons is mediated by mesons. The
differences in the models are first which mesons are used, secondly if two-meson ex-
change is taken into account and thirdly if the Pomeron is taken into account. Although
they have been fitted to the newer data they still have only a χ2/data ≈ 2. The refitting of
the NSC78 model the NSC93 obtained a χ2/data ≈ 1.87. When comparing this to [62]
which has χ2/data = 0.991 which is about the best one can do, there seems room for
improvement. One has to keep in mind that the Nijmegen partial wave analysis[62] uses
39 parameters, whereas the NSC93 has only 15 parameters. The large number of param-
eters for the PWA93 can be determined accurately because one has 1787(2514) pp(np)
scattering datapoints. Which results in roughly 100 datapoints per parameter.
The next logical step in describing the baryon-baryon interaction, is describing the YN
interaction. Contrary to the NN case one has only scarce data, with large errorbars. For
YN channels one usually uses 35 selected datapoints. These low-energy data only provide
s wave information. Additional there are some extra scattering data available which carry
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Figure 4.1: pp differential cross section at 50.06 MeV [63] and np backwards differential
cross section at 344.3 MeV [64].
almost no extra information. In a sense there is also ”hidden” data, in that one has to avoid
bound states which are not observed experimentally. Also hyperfragment data offer some
extra insight in the YN interaction. To stress the difference in quality of data of the NN
sector compared to the YN sector, total elastic cross sections are given. First in Fig. 4.1
one sees the elastic cross section for np and pp. In Fig. 4.2 the same for YN.
To construct a YN potential one cannot have too many free parameters 5 or 6 at most, if
one wants to determine them reliably. Considerable theoretical input is therefore needed
to construct a YN model. The strategy is then to start with a NN model and then apply
SU(3) flavor symmetry to this model in order to obtain a YN model. This means that
such a NN model must already be consistent with SU(3) symmetry. Not all models are
suited for such a generalization, for instance [61] is not. For YN there are two groups
with meson-exchange potentials the Ju¨lich/Bonn potentials [69, 70] and the Nijmegen
potentials.[56, 71, 72, 73] Apart from these meson-exchange models there is also the
quark model [74, 75] from Tu¨bingen and the hybrid-quark model [76, 77, 78, 79, 80, 81,
82] from Tokio.
4.1 Baryon-baryon potential
A baryon-baryon potential can both be described in momentum- and in configuration-
space. The four-dimensional scattering equation is difficult to solve, so usually a reduc-
4.1. Baryon-baryon potential 55














Figure 4.2: Cross sections for elastic Λp scattering. The data are taken from [65, 66, 67,
68].
tion is made to a three-dimensional scattering equation. In momentum space this integral
equation is the so called Lippmann-Schwinger equation. The configuration-space equiv-
alent differential equation is the Schro¨dinger equation. Both equations can either be rela-
tivistic or nonrelativistic. The difference being in the use of relativistic or nonrelativistic
kinematics. The early potentials used the configuration-space potentials in a nonrelativis-
tic Schro¨dinger equation. The potential must be invariant under rotations, reflections and
time reversal. A general form [83] which satisfies these requirements is given by Eq. (4.1)
in which the potential is written as a sum of 8 independent terms.




[(σ1 · L)(σ2 · L) + (σ2 · L)(σ1 · L)] + [VAC + VAσσ1 · σ2]1
2
(σ1 − σ2) · L
+ [(σ1 ·∇)Vp(σ2 ·∇) + (σ2 ·∇)Vp(σ1 ·∇)]. (4.1)
The first five terms are the well known central, spin-spin, tensor, spin-orbit and quadratic
spin-orbit terms from nucleon-nucleon scattering. The last three terms are less well known
and are usually neglected. The two antisymmetric terms (VAC, VAσ) only contribute for
L > 1 partial waves. The Vi’s are in configuration-space functions of p2, L2 and r2. In
practice one keeps only the r2 dependence and the p2 dependence is linear and is only
kept in the central potential V1. In most potentials the Vi’s are assumed to be the same for
all partial waves and the differences between partial waves is accounted for by different
expectation values of the operators Pi. This means that the Vi’s only depend on L2 and r2.
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In contrast the Reid68 potential parameterizes every partial wave separately. Therefore
the Vi’s become also dependent on S2 and J2. Modern potentials of this form are NijmI,
NijmII and Reid93.
Since the 1960’s it is become practice to describe the baryon-baryon interaction as an
exchange of mesons. As a result potentials were written as a sum of one-boson-exchange
potentials. The OBE potentials are usually derived in momentum space. One can define
the following momentum vectors
k = pf − pi, q = 1
2
(pf + pi), n = q× k,
where pi and pf are the initial and final momenta. The momentum-space equivalents of
the configuration-space operators are
P1 = 1, P2 = σ1 · σ2,
P3 = (σ1 · k)(σ2 · k)− 1
3
k2(σ1 · σ2), P4 = i
2
(σ1 + σ2) · n, (4.2)
P5 = (σ1 · n)(σ2 · n) P6 = i
2
(σ1 − σ2) · n.
The Vi’s in momentum space are now functions of k,q,n and of the energy. The operators
Pi in momentum space form a complete set, but the Q12 operator in configuration space
is not the exact Fourier transform of (σ1 · n)(σ2 · n). When one wants configuration and
momentum space versions of the potential to give the same phase-shift and bound states,
one has to redefine P5 in momentum space as the inverse Fourier transform of Q12. Also
the momentum space Vi’s should not depend on energy and the q dependence should be
of second order at most.
Potentials in momentum space are usually first regularized before they are Fourier trans-
formed to configuration space. This is done to remove the singularities at the origin.
This can also be interpreted physically as an extended source. The regularisation is done
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, F (−m2) = 1, (4.6)


















For the Nijmegen potentials Gaussian form factors are used with the exception of Reid93
where a dipole form factor is used,


































4.2 The Nijmegen potentials
There are many different Nijmegen potentials. In Table 4.1 a overview of the most com-
monly used potentials is given. The χ2 per datapoint and if the potential is NN or YN is
also noted. The first 6 models A-F are hard-core potentials which were essentially NN
and YN potentials. Of these hard-core potentials model D and model F were the most
successful in terms of describing the data.
The hard-core potentials were succeeded by a soft-core NN potential NSC78 and the ex-
tension to YN NSC89. After the partial wave analysis [62] of experimental data was
completed a updated soft-core NN potential was constructed NSC93 and it’s YN counter-
part NSC97. In NSC97 some modifications were made compared to NSC89 to facilitate
the extension to YY and to solve some deficiencies in the spin-spin interaction for the
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Figure 4.3: 1S0 and 3S1 phaseshift for different versions of NSC97 potential.
Λ−N channel. Of the NSC97 potential 6 different versions (a-f) which describe the scat-
tering data YN data equally well were constructed. The potentials differ in their s-wave
interaction. The optimal potential can be selected in a nuclear structure calculation. The
optimal solution appears to be somewhere in between NSC97e and NSC97f. However
for the p-shell hypernuclei NSC97a is favored. To show the variation possible in s-wave
phaseshift, while retaining the same fit to the data Fig. 4.3 is given. The potentials I,II
and Reid93 are special high-quality NN-potentials only which have no YN counterpart.
All previous models are based on One Boson Exchange (OBE). Starting with ESC02 not
only OBE but also contributions from two-meson exchange and one-pair and two-pair
diagrams are taken into account. The ESC02 is the NN-potential variant and ESC03 is
the YN potential were for the first time a simultaneous fit of NN and YN is done.
4.3 SU(3) structure
The standard theory of the strong interaction is of course QCD. Which has yielded many
successes in the high energy perturbative regime. In QCD the fundamental constituents
are quarks and gluons which have a quantum number color. The QCD Lagrangian has
certain exact symmetries, it is relativistic invariant and also SUC(3) invariant. These
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Model
NN YN
χ2/data Ref. χ2/data Ref.
A large [55] 0.71 [55]
B 5.9 [84] 0.68 [84]
C 4 [85] 0.62 [85]
D 2.4 [56] 0.65 [86]
E 2.22 [87] 0.61 [87]
F 2.17 [71] 0.89 [71]
NSC(78,89) 2.09 [57] 0.58 [72]
NSC(93,97) 1.87 [88] 0.55 [73]
I 1.03 [88] - -
II 1.03 [88] - -
Reid93 1.03 [88] - -
ESC02 1.15 [89, 90] - -
ESC03 1.35 [91] 1.35 [91]
Table 4.1: Nijmegen YN, NN scattering models.
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symmetries are not enough do describe the properties of hadrons. For this dynamical
symmetries are needed which are only approximate. There are six flavors of quarks,
so flavor symmetry is the first symmetry which comes to mind to use as a dynamical
symmetry. For elastic low energy baryon-baryon scattering one is in the non-perturbative
regime. For this one needs an effective field theory to describe the scattering processes.
The effective degrees of freedom then are the light quarks (up, down and strange). The
current masses of the light quarks are [92]
mu = 1.5− 4.0MeV,
md = 4− 8MeV,
ms = 80− 130MeV, (4.12)
where the renormalization scale μ = 2GeV . For a renormalization scale of μ = 1GeV
one has to multiply the masses by a factor 1.35. Taking μ = Λχ ≈ 1GeV one can
easily see that the quark masses are substantially smaller than the mass scale. To first
approximation one can take the light quarks as massless. For up and down quarks this
symmetry is very well satisfied (0.4% difference). Even the strange quark mass breaking
is at a 14% level. This chiral symmetry leads to an SUR(3) × SUL(3) symmetry or
SUV (3) × SUA(3) symmetry. The SUA(3) is spontaneously broken. This leads to a
remaining SUV (3) symmetry and 8 massless Goldstone bosons,and they have spin 0 and
negative parity. The pseudoscalar mesons have the same exact quantum numbers as the
Goldstone bosons. The pseudoscalar mesons have a relatively small mass compared to the
other mesons. This can be attributed to the fact that the SUA(3) is explicitly broken by the
non-zero mass of the light quarks. The ’Goldstone bosons’ acquire then a mass. Allowing
the quark masses to be non-zero but keeping mu = md = ms = 0 the SUV (3) is still
obeyed. The strange quark mass is quite a bit larger than the up and down quark mass.
This explicit breaking of SUV (3) is the cause of the much larger kaon mass compared
to the pion mass. The remaining SU(2) isospin symmetry is very well obeyed as can be
seen from the almost equal proton and neutron mass and the small mass differences within
the pion triplet. For low and intermediate energy processes the most relevant energy
scale is Λχ. One has now two Langrangians the LQCD with current quark fields and an
effective Langrangian Leff with other quark fields and non-perturbative contributions to
the quark masses. These constituent quark masses contain important contributions from
vacuum condensates [93]. Matching these two Langrians ([94] provides a way to link
the parameters from QCD to the parameters from the Effective Therory. .. The effective
quark masses become
mu = md = 350MeV,
ms = 500MeV. (4.13)
In this picture is SUf (3)-symmetry a natural symmetry. The gluons are flavour-blind.
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4.3.1 Mesons
When one takes mesons as qq¯ bound states of the three lightest quarks one has 9 possible
combinations. In SUf (3) language this becomes an octet and a singlet
{3} ⊗ {3¯} = {8} ⊕ {1} (4.14)
There are various nonets with different quantum numbers one usually uses JPC to denote
different nonets. For instance the nonet with the smallest mass is the pseudoscalar nonet
JPC = 0−+. The octet contains a isotriplet I = 1, two isodoublets I = 1
2
and a isosinglet
I = 0 which has the same quantum numbers as the SUf (3) singlet. Therefore one has
a octet-singlet mixing. One usually takes as generic names; a for the the triplet, K for
the doublets and f and f ′ for the physical isoscalars. These physical isoscalars are thus
mixtures of pure SU(3) wavefunctions ψ8 and ψ1
f ′ = ψ8 cos θ − ψ1 sin θ, (4.15)
f = ψ8 sin θ + ψ1 cos θ, (4.16)








(uu¯ + dd¯ + ss¯). (4.17)




, which gives θi = 35.3◦. For this ideal angle f becomes purely uu¯ + dd¯ and
f ′ becomes purely ss¯. Alternatively starting with the masses one can calculate the mixing
angle θ. Using the linear Gellman-Okubo [95, 96] mass relation and the physical masses
one obtains for the mixing angle
tan2 θ =
4mK −ma − 3mf ′
−4mK + ma + 3mf . (4.18)
4.3.2 Exotic mesons
Already in 1977 the possibility of a light exotic meson nonet consisting of four quarks was
suggested by Jaffe [97]. Light in this case means a mass below 1GeV . In this scheme one
couples two triplets of light quarks (u, d and s) together. This leads to six symmetric states
(uu, dd, ss, ud+du, us+su, ds+sd) and 3 antisymmetric states (ud−du, us−su, ds−sd).
In SU(3) dimensional representation
{3}⊗ {3} = {6}⊕ ¯{3}. (4.19)
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When combining SU(3) with spin and color and requiring antisymmetry the lightest di-
quark resides then in the 3¯ representation in the spin singlet state. Coupling this 3¯ diquark
with the 3 anti diquark gives again a so-called crypto-exotic meson nonet
¯{3}⊗ {3} = {8}⊕ {1}. (4.20)
The SU(3) symmetry is broken by the larger strange quark mass compared to the up
and down quark mass. One has light states containing no strange (anti)quark, medium
heavy states containing one strange (anti)quark and heavy states containing two strange
(anti)quarks. Therefore the nonet is split in a light isosinglet (ud¯du¯), two medium heavy
isodoublets (ds¯uu¯, us¯dd¯, su¯dd¯, sd¯u¯u) and a heavy isotriplet (d¯uss¯, 1√
2
ss¯(uu¯− dd¯), ud¯ss¯)
plus a heavy isosinglet ( 1√
2
(uu¯ + dd¯)ss¯).
4.3.3 Pseudo scalar mesons
The pseudoscalar mesons with JPC = 0−+ consist of (π, η, η′, K). First one identifies
the triplet a with π and the two strange isodoublets K with the K. The f ′ becomes
the η and the f becomes the η′. The mixing angle θPV is as mentioned earlier usually
determined by the linear Gell-Mann-Okubo relation. Which gives a value of θPV =
−24.6◦. Alternatively θPV can be measured in γγ collisions. From the ratios of the
partial widths one finds for
Γ(η′ → 2γ)
Γ(η → 2γ) , (4.21)
a mixing angle θPV = (−18± 2)◦ and for
Γ(η′ → 2γ)
Γ(π0 → 2γ) , (4.22)
a mixing angle θPV ≈ −24◦.
4.3.4 Vector mesons
The vector mesons are JPC = 1−− (ρ, φ, ω,K∗). Here the triplet a is identified with the
ρ(770) and the two strange isodoublets K with the K∗(892). The f ′ is now associated
with the phi(1020) and the f with the ω(782). The vector mixing angle as determined
from the linear Gell-Mann-Okubo mass relation θV = 36.0◦ which is almost equal to the
ideal mixing angle.
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4.3.5 Scalar mesons
The scalar mesons JPC = 0++ are given by (a0(980), f0(975), f0(760), κ(880)) The
f0(975) meson will be denoted by f0 and the f0(760) meson will be denoted by . The
scalar mesons can be seen as a conventional quark antiquark pairs, but also as two quark
and two antiquark (crypto-exotic) states, or glueball states. In the conventional picture the
scalar mesons are attributed to the 3P0 qq¯ state. The triplet a is then the a0(980) and the
doublets K are the κ(880). The f ′ is the f0(980) and f is the (760). Again one has uni-
tary singlet and octet states which mix with mixing angle θS . For ideal mixing θS = 35.3◦.
When the scalar mesons are crypto exotic mesons consisting of a diquark and anti diquark
one identifies the light isosinglet with the f0(600). The heavy isotriplet is then identified
with the a0 and the isosinglet with the f0(980). Finally one can identify the two medium
heavy isodoublets with the strange κ(800) meson. Also here one has singlet octet mixing.
But here the ideal mixing angle is θS = −54.8◦. In general the scalar mesons could even
be a mixing of qq¯ with q2q¯2 states. When one assumes ideal mixing then one can say
that for θS < 0 the q2q¯2 component dominates, and for θS > 0 that the qq¯ component
dominates.
4.3.6 Pomeron, tensor mesons
In baryon-baryon scattering with plab < 1GeV one can describe the cross section very
well with a potential model. For high energy plab > 2GeV the pomeron and tensor
meson-exchange dominate the cross section as can be seen from Fig. 4.4. But even
the region in between one sees already a significant contribution from the pomeron. So it
seems important to include the pomeron in a meson-exchange potential model. The nature
of the pomeron has not always been clear. Nowadays pomeron-exchange corresponds to
a two-gluon (or multigluon) exchange in the QCD framework. Pomeron-quark coupling
leads in the Low-Nussinov model to a repulsive Gaussian potential. Unitarity and exact
SU(3) symmetry give rise to a strong mixing between the isosinglet member of the tensor
mesons and the “bare” pomeron. Breaking of this symmetry leads to the f2 tensor meson
and the physical pomeron.
4.3.7 Baryons
In QCD the baryon is a SUC(3) antisymmetric colorless singlet. Because baryons are
three quark states qqq, the baryon is a fermion which has an antisymmetric total wave
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Figure 4.4: The total and elastic pp cross section as function of plab.
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function. The total baryon wave-function can thus be written as
Ψb = |qqq〉 = |color〉A × |space, spin, flavor〉S, (4.23)
where A and S denote antisymmetric and symmetric state of a quark antiquark pair. Again
only using the lightest three quarks quarks (up, down, strange) and assuming SUf (3)
symmetry leading to the following multiplets [98]
{3} ⊗ {3} ⊗ {3} = {10}S ⊕ {8}M ⊕ {8}M ⊕ {1}A. (4.24)
Where the subscripts S,M and A denote symmetric, mixed symmetry and antisymmetric
states. As with the mesons the SUf (3) singlet state Λ1 = uds can mix with a state in
the octet Λ8 providing they have the same spin and parity. The flavor singlet {1} is in
the ground state forbidden by Fermi-statistics. Therefore the lowest lying baryons are
contained in a octet. These JP = 1
2
+ baryons are (n, p,Σ−,Σ0,Σ+,Λ,Ξ−,Ξ0). When
SUf (3) is broken, but SU(2) is still conserved this leads to a isospin triplet Σ two isospin
doublets N and Ξ and finally a isosinglet Λ.
4.4 Coupling constants
When one assumes SUf (3) symmetry one obtains a set of relations between the different
coupling constants. When one takes Yukawa coupling of the mesons with the baryons
one has a baryon current J = B¯B which is coupled to the meson field φ with a coupling
constant g.
Lint = gJφ (4.25)
When φ is a pseudo-scalar meson then the baryon current J should be a pseudo-scalar,
likewise when φ is 4-vector J should be a 4-vector. The spin and space-time indices are
ignored for the moment. For the interaction Lagrangian to be SU(3) invariant it needs to
be a unitary scalar. Now the following states are possible for the baryon-baryon current
{8}⊗ {8} = {27}⊕ {10}⊕ {10∗}⊕ {8}A ⊕ {8}S ⊕ {1}. (4.26)
The mesons are in SU(3) octets or singlets, so the meson singlet has to couple to the
singlet part of the baryon current or the meson octet has to couple to the octet part of the














−Ξ− Ξ0 − 2Λ√
6
⎞⎟⎠ . (4.27)
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p¯ n¯ − 2Λ¯√
6
⎞⎟⎠ . (4.28)
A meson nonet can be written as
P = Psin + Poct, (4.29)


























In the singlet case a meson singlet is coupled to the singlet part of the baryonic current.
The singlet part of the baryonic current is given by
J
(1)
0 = Tr(B¯B) = N
















Which gives a singlet coupling Lagrangian
Lsinint = gsin(N †N + Σ† ·Σ + Λ†Λ + Ξ†Ξ)φsin. (4.33)
The unitary singlet mesons couples to all the baryons with the same gsin coupling con-
stant.
For octet coupling the meson octet is coupled to the octet part of the baryonic current. As
seen before in Eq. (4.26) there a two different octets, the symmetric and the antisymmetric






(B¯B + BB¯)− 1
3
ITr(B¯B), (4.34)
4.4. Coupling constants 67
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D = goct(1− α), F = goctα, α = F
F + D
. (4.40)































and choosing the phases of the isovector pseudoscalar mesons fields such [98] that
Σ·π = Σ+π− + Σ0π0 + Σ−π+. (4.43)
The coupling of the pseudoscalar mesons to the baryons can be described by two different
Lorentz structures. The pseudoscalar(PS) coupling or the pseudovector(PV) coupling.
Here the PV coupling is used where coupling constants are denoted by f . When the
Lagrangian is written out in all detail it is possible to derive relations between the various
coupling constants
fNNη1 = fΛΛη1 = fΣΣη1 = fΞΞη1 = f
sin
pv , (4.44)
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fNNπ = f
octet
pv , fΛNK = − 1√3 f(1 + 2α), fNNη8 = 1√3 f(4α− 1),
fΣΣπ = 2fα, fΞΛK =
1√
3




f(1− α), fΣNK = f(1− 2α), fΣΣη8 = 2√3 f(1− α),
fΞΞπ = −f(1− 2α), fΞΣK = −f, fΞΞη8 = − 1√3 f(1 + 2α).
The charged-pion mass is used to make the pseudovector coupling constants f dimension-
less. For the pseudoscalar mesons there are 3 coupling constants (f sin, f oct = fNNπ, α.
Where fNNπ is very well known from the pion nucleon interaction. α can be calculated
using the Cabibo theory of weak interaction and the Goldberger-Treiman relation. For
the vector mesons things become a bit more complicated, because there are two different
coupling constants. First there is the electric coupling with coupling constants g(e)V and
α
(e)
V . There is also the magnetic coupling with coupling constants gV (m) and α
(m)
V . Gen-
erally one assumes that α(e)V = 1 which results in a universal coupling. The I = 1 meson
ρ couples then universally to the isospin current, likewise the I = 0 meson φ0 couples
universally to the hypercharge current.
4.5 Nijmegen Soft-Core potential
The remaining part of this chapter will primarily be devoted to the SC soft-core potentials.
4.5.1 One Boson Exchange
The Nijmegen soft-core model is derived from Regge-pole theory. The exchange of the
lowest-lying trajectories in the complex-J plane reduces for low energy to the exchange of
pseudoscalar, vector and scalar mesons. In addition to this One Boson Exchange (OBE)
one has contributions from the J = 0 parts of the Pomeron and the tensor-mesons. In the
Nijmegen soft-core models the following complete nonets are exchanged,
JPC = 0−+ : π; η; η′;K, JPC = 0++ : a0; ; f0;K∗0 , (4.45)
JPC = 1−− : ρ;ω;φ;K∗, JPC = 2++ : a2;P ⊕ f2; f ′2;K∗2 . (4.46)
The non-strange members of the nonets with hypercharge Y = 0 come in isospin triplets
I = 1 and singlets I = 0. The π, ρ, a0 are isospin triplets and the η, η′;ω, φ; , f0 are













Figure 4.5: Two one boson exchange diagrams.
isospin singlets. The strange members of the nonets come in two isospin doublets Y = ±1
and I = 1
2
. The two isospin doublets are (K∗, K0) and (K¯0, K−), where for the pseu-
doscalar nonet K = K(495), for the vector nonet K = K∗(892) and for the scalar nonet
K = K∗(880).
For the NN-channels one has hypercharge Y = 0 and two isospin channels (I = 0, I = 1).
So the following bosons from each nonet are exchanged.
1. for I = 1 one meson like the π, ρ, a0,
2. for I = 0 two mesons like the η, η′;ω, φ; , f0.
For the description of the YN-channels one also needs to consider the exchange of two
isospin doublets (K∗, K0), (K¯0, K−) hypercharge Y = ±1 and I = 1
2
strange mesons
like the K(495), K∗(892), K∗(880). As mentioned earlier the I = 0 mesons are mixed,
due to breaking of SU(3) symmetry. Therefore a mixing angle θ is introduced for every
nonet.
4.5.2 Meson-baryon interaction
The only diagrams which will be calculated are given in Fig. 4.5. The exchange diagram
can only occur when the exchanged boson is a strange meson.
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4.6 Symmetry-breaking
Already at the quark level it is known that SU(3) is badly broken, caused by differences
in quark masses. The strange quark is much heavier than the up and down quark. But
there are different ways in which SU(3) symmetry is broken.
First the breaking caused by the medium strong interaction which conserves SU(2) sym-
metry. Which results in different masses for particles with different hypercharge and total
isospin.
The SU(2) symmetry is broken by the electromagnetic interaction which splits the isospin
multiplets. Also the mass differences between members of the same isospinmultiplet
break the SU(2) isospin symmetry.
There is another interesting source of isospin breaking. The physical Λphys is not a pure
I = 0 state, because the electromagnetic interaction mixes a small part of Σ0 in. This
results in
Λphys = cos(θ)Λ + sin(θ)Σ
0 Σ0phys = − sin(θ)Λ + cos(θ)Σ0. (4.47)
The π0 which does not couple to the bare Λ, couples to the physical Λphys, because it
couples to the Σ0. The coupling constants of the π0 to the neutron and proton have oppo-
site sign, resulting in a isospin symmetry breaking. The result is a isospin breaking OPE
potential in the ΛN channel.
4.6.1 SU(3) breaking in Nijmegen Soft-core model
The SU(3) symmetry in the model is broken by solving the multichannel Schro¨dinger
equation on a physical particle basis and including the Coulomb interaction. The nuclear
potential is calculated on an isospin basis so one includes only the medium strong SU(3)
breaking.
4.7 Nijmegen Soft-core Models in detail
As mentioned earlier all Nijmegen soft-core models have the same general features, but
differ in details. In general three meson nonets are exchanged. For every nonet one
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has a singlet and a octect coupling constant. Plus a mixing angle and a α = F
F+D
ratio
gives 4 parameters per nonet. For the vector nonet one also has to distinguish between
the electric and magnetic coupling which adds to 7 parameters. For the scalar mesons
the mixing angle is not known. For NN one has then no constraints on the coupling
constants and therefore one fits the three physical coupling constants. For Y N there is θS
as additional parameter which has to be fitted. When one also includes the Pomeron P and
the J = 0 tensor contributions one obtains in the simplest case a single mass parameter
for P, f2, f ′2, K
∗. Plus two coupling constants for the I = 0 and I = 1 contributions.
Gaussian form-factors are used at the baryon-baryon-meson vertices, to parameterize the
short range interaction. These form-factors are parameterized by so-called cutoff masses,
which leads to at least one other parameter. This gives a total of 19 parameters some of
which are fixed by theoretical values.
4.7.1 NSC78
As stated earlier the NSC78 is the first soft-core NN potential model of the Nijmegen
group. It is calculated in configuration space and all momentum dependence in the in-
variant potential forms is neglected except for the nonlocal terms in the central potentials.
This allows for high computer speed and accuracy and easy inclusion of the Coulomb
effects.
For the pseudoscalar mesons the the value αP = 0.361 is taken. For the mixing of the
singlet and octet the value of the linear Gell-Mann-Okubo mass formula θP = −23◦ is
used. This leaves the singlet coupling constant fη and the octet coupling constant fπ as
parameters.
For the vector mesons SU(3) relations for the electric and magnetic coupling are assumed.
Furthermore universal coupling of the ρ to the isospin current is assumed, leading to αeV =
1. Again for the singlet-octect mixing angle the linear Gell-Mann-Okubo mass formula is
used. This gives for the mixing angle θV = 37.5◦. The singlet gω and the octet gρ coupling
constants are parameters. For the magnetic coupling constants no sound theoretical value
for αmV is known. The magnetic coupling constants are given by g
m = g + f , but fφ
cannot be determined, because the fit of the parameters is not sensitive to variations in
fφ. Therefor fφ ≡ 0. The coupling constants gmρ and gmω become parameters and together
with gmφ = gφ they determine α
m
V = 0.449.
The nature of the scalar mesons is still controversial. The singlet-octet mixing angle is
also still an unsolved problem. A value for αS does not constrain the three coupling
constants ga0 , g, gf0 and so they become parameters.
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Meson Mass(MeV) g2/4π f 2/4π
π 138.041 13.676 7.566× 10−2
η 548.8 3.433 1.899× 10−2
η′ 957.5 3.759 2.080× 10−2
ρ 770,Γ = 146 0.795 14.157
ω 783.9 8.683 0.960
φ 1019.5 0.099 0
a0 962 1.632







Table 4.2: Meson-nucleon coupling constants.
For the Pomeron and the tensor mesons a single mass parametermP is used. Two coupling
constants for the I = 0 and the I = 1 contributions are parameters.
One Gaussian form-factor with one cutoff mass is used for all baryon-baryon-meson ver-
tices.
Summarizing there are 11 coupling constants, one Pomeron mass and one universal cut-
off parameter. So in total there are 13 parameters. The values of the physical coupling
constants are given in Table 4.2
4.7.2 NSC89
The NSC89 model is the YN extension of the NSC78 model. It uses 8(6) additional
parameters which are fitted to 35 YN data.
The changes compared to the NSC78model are given below. For the pseudoscalar mesons
in stead of fixing αPV it becomes a parameter which is fixed by the YN-fit. The magnetic







Pseudoscalar fη1 = 0.18455 fπ = 0.27204 αPV = 0.355 θP = −23.00◦
Vector
gω1 = 2.52934 gρ = 0.89147 α
e
V = 1.0 θV =
37.50◦fω1 = 0.97982 fρ = 3.76255 α
m
V = 0.275
Scalar g1 = 3.75548 ga0 = 1.27734 αS = 1.28555 θS = 40.895
◦
Difractive g1 = 2.85507 ga2 = 0.44372 αD = 1.02267 ΨD = 15.50
◦
Cutoff masses(MeV)
Λ27 = 1020.0 Λ10 = 1230.0 Λ
′
10 = 1270.5 Λ27+8s = 820 Λ10∗+8a = 1270.5
Table 4.3: Coupling constants, F
F+D
-ratios mixing angles and cutoff masses, bold entries
are from YN-fit, other entries are theoretical input or determined by NN-fit.
vector F
F+D
-ratio αmV becomes a parameter for the YN-fit. When it was observed that
both αPV and αmV could be fixed at their ”theoretical” ideal values, they were not allowed
to vary anymore. The scalar mesons are treated just like the other mesons, so one has a
singlet and an octet coupling constant plus a F
F+D
-ratio αS which are fixed in the NN-fit
and one has a mixing angle θS which is fixed by the YN-fit. For the diffractive mesons
one has the ”bare” Pomeron as a SU(3) singlet plus the tensor meson nonet. This meson
nonet consists of a SU(3) singlet the f2 and a SU(3) octet the f ′2. Because of exact SU(3)
and unitary the bare pomeron mixes strongly with the f2. Which leads to the P0 which
is again a SU(3) singlet which mixes with the f ′2 because of medium strong breaking of
SU(3). This finally leads to the physical pomeron P and the physical f . This leads to
one extra parameter ΨD for the YN-interaction. There are 4(2) extra coupling constants
parameters. The values of the various coupling constants are give in Table 4.3
The four extra parameters come from the fact that as in NSC78 one general form factor
for baryon-baryon-meson vertices is no longer sufficient. The form factors in the NSC89
model are assigned per BB SU(3) irrep. For NN one has then two SU(3) irreps, the 27 for
the J = even and the 10∗ for the J=odd partial waves. These can be fixed in the NN-fit. For
YN one has 3 additional irreps the 8s,8a and the 10. Because of various SU(3) breaking
mechanisms the nuclear potentials have to be calculated on a SU(2) isospin basis. States
can now become combinations of different irreps. When this was the case a separate form
factor was used. Using strict SU(3) symmetry for form factor assignment lead to friction
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between the Σ+ − p and the Σ− − p channel. Fitting the YN-data with one Λ for the
10 produces an unobserved bound state in the 3S1 Σ+p state. So an SU(2) breaking was
introduced for the 10. Also a different value was used for the Λ27 for YN compared to NN
introducing a breaking of SU(3) in the 27 channel. Summarizing four form factors were
used: for Σ+p- a 1S0 and a 3S1-form factor, for ΛN − ΣN a 1S0- and a 3S1-form factor.
Because the low energy YN-data is mainly total cross section data, the S-waves are the
dominant waves for fitting.
4.7.3 NSC93
The NSC93 model has fourteen parameters. For the pseudoscalar mesons the four param-
eters are reduced to one the singlet coupling constant fη1. In contrast to NSC78 where the
octet coupling constant was fitted, here the octet coupling constant is taken from the par-
tial wave analysis PWA93 as f 2π = 0.075. For the other the parameters the same values as
in NSC78 are taken. The F/(F +D) ratio is taken as αPV = 0.355. For the singlet-octet
mixing angle the value θPV = −23◦ is taken.
For the vector mesons nothing is changed compared to NSC78. There are not only electric
but also magnetic couplings. This leads to 7 parameters of which 3 are fixed. The 7 pa-
rameters are the electric singlet and octet coupling constants gV 1, gV 8, the electric F/(F+D)
ratio αeV , the magnetic coupling constants fφ, fρ, fω and the singlet-octet mixing angle θV .
It is assumed that the ρ meson is universally coupled to the isospin current (αeV = 1, this
and gρ determine gV 8. Taking the singlet-octet mixing angle θV = 37.5◦ fixes the phys-
ical coupling constants gω, gφ in terms of gV 1 and gV 8. The magnetic coupling of the Φ
meson fΦ ≡ 0 Also for the scalar mesons nothing is changed for the the fitted coupling
constants. The singlet-octet mixing angle is not known so there are no constraints on the
coupling constants. This leads to three coupling constants (a0, f0, ) which have to be
fitted. Likewise for the Pomeron and tensor mesons nothing is changed. So one fits the
Pomeron mass mp and two coupling constants the I = 0 gp and the I = 1 ga2 coupling
constant. The big difference with NSC78 is that in NSC93 three cutoff masses are used.
For every meson species a cutoff mass, so one has ΛP ,ΛV ,ΛS as cutoff parameters. For
NN this extra freedom is not needed but for the extension to Y N and Y Y one now needs
no extra cutoff parameters as one had in the case of NSC78/89 where cutoff mass were
attributed to SUF (3) irreps.
4.7.4 NSC97
The parameters in the pseudoscalar meson sector are completely determined by the NN
fit. For the vector mesons 6 different values are taken for αmV and the NN fit determines
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Mesons
coupling constants
physical singlet octet α mixing angle
Pseudovector(Pseudoscalar) fπ(gπ) fη1(gη1) fη8(gη8) αP θP
Vector




fρ fω1 fω8 α
m
V
Scalar fδ f fS∗ - -
Difractive - fP fA2 - -
Pomeron mass cutoff parameter
mP Λ
the rest of the parameters for the vector mesons. In the scalar meson sector already three
physical coupling constants where determined, for Y N one has one remaining fit param-
eter the mixing angle θS . The Pomeron and the tensor mesons parameters are completely
described by the NN fit. In contrast to NSC93 not one cutoff parameter was taken per
meson nonet, but three cutoff parameters per meson nonet. One for the isovector part Λ8,
one for the isoscalar Λ1 and one for the two strange isodoublets ΛK . The first two can
be determined by the NN fit but the last has to be determined by the Y N fit. This leads
to three cutoff parameters for the Y N fit. To allow for flavour symmetry breaking for





fsb which have to be determined in the Y N fit.
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Chapter 5
Results
In Chapter 3 the calculation method of nuclear matter Lowest Order Constrained Variation
was described. Then in Chapter 4 the potentials which are used in the calculation are
discussed. In this chapter we will present our results for various calculations using the
LOCV calculation method. First the results for the saturation curve of liquid Helium
3He will be presented. Secondly the results for the Bethe homework problem will be
presented. Then the results for neutron matter using realistic potentials will be given. The
saturation curve of nuclear matter calculated with LOCV will be given. Finally the results
for β-stable matter all or not including hyperons will be given. The resulting equations of
state will then be used to construct a model of a neutron star.
5.1 Liquid helium
A well known ’difficult’ manybody problem is the calculation of the equation of state of
a 3He liquid. Here one uses the Lennard-Jones potential [99]










where C = 40.88◦K and σ = 2.556 A˚. Compared to the average NN and YN potentials
this potential is extremely singular at the origin and is also very long ranged. It makes
a very good test case for a many-body calculation method. Using just two correlation
functions f 0 and f 1 the results are given in Table 5.1. The calculated values in Table 5.1
are close to the experimental value [100] of the binding energy and the saturation density.





◦K) n (atoms A˚−3) (E
N
)min(
◦K) n (atoms A˚−3)
−1.72 0.017 −2.47± 0.01 0.016
Table 5.1: Saturation point 3He.




















Figure 5.1: Saturation curve of 3He.
The experimental error bars are well within the size of the cross.
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5.2 Bethe homework model
As already noted in Chapter 1 Bethe introduced in 1973 the first of his famous homework
problems. This original homework consists of a hypothetical system of neutrons interact-






where x = 0.7r, with r in fm. In the two following subsections results will be pre-
sented for this homework problem. First for the case where neutrons are treated as Boltz-
mann particles. This removes all the complications which arise from antisymmetrization
when dealing with fermions. Secondly results will be presented when treating neutrons
as fermions. In both cases the results will be compared to essentially correct Monte Carlo
calculations taken from Refs. [101], [102] and [103].
5.2.1 Neutrons as Boltzmann particles
To further simplify the problem the neutrons are treated as Boltzmann particles. Because
one is dealing with bosons the average relative momentum is zero and only the ground
state (L = 0) has to be considered. Also the uncorrelated two-body wavefunction is a
























(f 0(r))2r2dr = 1. (5.6)
This system is solved with a trial value for d and then with the help of Eq. (5.6) a new
value of d is obtained this procedure is iterated until a self-consistent solution is obtained.











−λ0(f 0(r))2 r < d,
V1(r) r > d.
(5.8)
The kinetic energy is of course zero. The resulting energy per baryon using LOCV for the
homework problem is given in Fig. 5.2. As a comparison the results of the Monte Carlo
















Figure 5.2: Energy as function of number density for the Bethe homework problem.
Over the whole density-range this is substantially above the results of the Monte Carlo
calculations. It is possible to lower the potential energy at higher densities by increasing
the healing distance d when we do not take into account constraint Eq. (5.6), but this
does not help the situation at low densities. It can be argued that the homework potential
is an artificial strong repulsive potential which is not encountered when calculating real-
istic neutron matter interactions. The range of healing distances obtained plus a typical
correlation function is given in Fig. 5.3.





















Figure 5.3: Healing distance as a function of density and a correlation function at a density
of n = 0.5fm−3.
5.2.2 Neutrons as fermions
Introducing Fermi statistics but still keeping the homework potential things become a bit
more complicated. One now has to use two correlation functions f 0, f 1, where f 0 is used
for all even singlet partial waves and f 1 is used for all odd triplet partial waves. Because of
the antisymmetrization for the even partial waves only the singlet partial waves contribute,
likewise for the odd partial waves only the triplet partial waves contribute. This leads to































(f 0(r))2 + 3(f 1)2 − S2(kF r)
[
3(f 1)2 − (f 0)2]}r2dr = 1. (5.12)
This system is solved with a trial value for d and then with the help of Eq. (5.12) a
new value of d is obtained and this procedure is iterated until a self-consistent solution is
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obtained.









V 0(r) + 3V 1 − S2(kF r)
[




−λl(f l(r))2 r < d,
V1(r) r > d,
(5.14)
and
S(kF r) = 3
sin(kF r)− kF r cos(kF r)
(kF r)3
. (5.15)






















Figure 5.4: Energy per neutron as a function of number density.
Over the whole density-range this is below the results of the Monte Carlo calculations.
The range of healing distances obtained plus typical correlation functions are given in Fig.
5.5.
























Figure 5.5: Healing distance as a function of density and odd and even correlation func-
tions for density n = fm−3.
5.3 Neutron matter with realistic potentials
A realistic NN potential is of course much more complicated then the simple Bethe
homework potential. As seen in Chapter 4 it contains spin-spin, spin-orbit and tensor op-
erators and is in general different for each partial wave. Here the results will be presented
for neutron matter for the full Reid potential, and secondly for the Nijm II potential. Let us
first look at the differences between the two potentials in different partial waves which are
important for neutron matter. Because of antisymmetrization requirement not all partial
waves contribute. For the singlet partial waves only the L = even partial waves contribute
1S0,




3 S2 −3 F2. The potentials for the four uncoupled partial waves is given
in Fig. 5.6. The potentials in the coupled partial wave are given in Fig. 5.7 and Fig. 5.8.
The long range parts of the potential are more or less similar. But the short range be-
haviour of the two potentials is quite dissimilar. The Reid potential has in all partial waves
a very strong repulsive core, while the NijmII potential has a much more soft repulsive
core. Moreover the 3P1 and 3P2 partial waves for the NijmII potential have an attractive
short range behaviour.




































































































Figure 5.7: Comparison of the NN coupled partial waves for NijmII and Reid potential.


















Figure 5.8: Comparison of the NN 2 partial wave for the NijmII and Reid potential.


















Figure 5.9: Energy of neutron matter as function of number density for the NijmII and
Reid potential.
This very different short range behaviour for the two potential will significantly influence
the results of the LOCV calculation. In general one would expect for low densities a more
or less equal result for the calculations. But at higher densities one would expect large
deviations between the two calculations. More precise one would expect that for higher
density the LOCV calculation for the Reid potential would show a higher energy per
neutron than the LOCV calculation for the NijmII potential. Therefore it is not surprising
that the LOCV calculation for the Reid potential gives a significant higher total energy
per nucleon for neutron matter especially for the higher densities as can be seen in Fig.
5.9.


















Figure 5.10: Healing distances for the NijmII and the Reid potential.
To see in more detail where these differences in total energy per nucleon come from, let us
look first at the healing distances of the two potentials. The range of healing distances are
given in Fig. 5.10. Here one sees that for very low density the NijmII and Reid potential
have comparable healing distances. With increasing density both healing distances first
increase to a maximum. The Reid potential first reaches its maximum healing distance,
the NijmII potential reaches its maximum at a higher density and has a higher maximum
healing distance than the Reid potential. As the density further increases this pictures
changes. After their maximums both healing distances decrease with increasing density.
The Reid potential healing distance decreases very slowly. Because of the very repulsive
core of the Reid potential the healing distance cannot decrease very much. In contrast,
the NijmII healing distance decreases more rapidly as it is not constrained by a repulsive
core.






















Figure 5.11: Correlation functions for uncoupled partial waves in neutron matter at a
density of n = 0.5fm−3 for the NijmII and Reid potential.
Secondly one can look at the form of the various correlation functions for different partial
waves. The correlation functions for n = 0.5fm−3 for the two potentials are given in Fig.
5.11 for the uncoupled partial waves and in Fig. 5.12 for the coupled partial waves. In
these figures one sees distinct differences between the correlation functions for the NijmII
and the Reid potential. For the Reid potential all uncoupled partial waves except for the
3P1 partial wave are effectively zero in the origin, and the 3P1 is small in the origin. In
contrast all uncoupled partial waves for the NijmII potential are larger than zero, and the
3P1 is even larger than one in the origin. For the coupled partial wave 3C2 again the same
picture arises for the central part of the correlation function fC . For the Reid potential
it is small in the origin. While for the NijmII potential the central part of the correlation
function is in the order of one in the origin. The difference in behaviour of the correlation
functions of the two potentials can again be attributed to the presence(absence) of a strong
repulsive core in Reid(NijmII) potential for the different partial waves.
Finally let us look how these differences between the two potentials show up in the EoS.
Up front one would expect in the low density regime, small  comparable EoS’s. The
differences between the two EoS’s should only become apparent at larger . One would
expect that the EoS result from the LOCV equation for the Reid potential to be above the
result of the NijmII potential. This is indeed the case as can be seen in Fig. 5.13























Figure 5.12: Correlation functions for coupled partial waves in neutron matter at a density

































Figure 5.13: Equation of state of neutron matter for NijmII and Reid potential.
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5.4 Nuclear matter with realistic potentials
Nuclear matter is a mixture of protons and neutrons. Sometimes a distinction is made
between symmetric and asymmetric nuclear matter. Symmetric nuclear matter consists of
equal number of protons and neutrons, whereas in asymmetric nuclear matter the number
of protons and neutrons are no longer equal. In this thesis nuclear matter will always
denote symmetric nuclear matter unless explicitly specified otherwise. One known fact
of nuclear matter is that in contrast to neutron matter it has a saturation point. It is also
known that the tensor force plays a crucial role in achieving saturation. The experimental












−6.4 1.06 −7.6 1.17 −15.7 1.36
Table 5.2: Saturation point nuclear matter (E
N
in MeV, kF in fm−1).
any manybody nuclear matter calculation should at least give saturation at a reasonable
density and preferably a reasonable saturation energy. Because the saturation energy is
the sum of two large terms the kinetic energy and the potential energy with different signs
it is not a trivial task to obtain saturation. Here again the results for the LOCV calculation
for the NijmII and Reid potential are given. In Fig. 5.14 is given the saturation curve near
the calculated saturation point. From Fig. 5.14 it is clear that both LOCV calculations
obtain saturation for nuclear matter. The saturation curves obtained for both potentials are
not that far from the experimental saturation point. Especially when one keeps in mind
that the LOCV results can only give an upper bound for the saturation energy.

















Figure 5.14: Saturation curve for nuclear matter.
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To obtain a saturation curve closer to the empirical saturation curve one usually adds
the so-called the Lagaris-Pandharipande ’three-body force’ [104] to the RSC potential.
This phenomenological potential gives for small density extra attraction which lowers
the saturation point. At higher density it gives extra repulsion. This potential has the
following general form
V˜TNI(r; ρ, β) = V˜TNR(r; ρ) + V˜TNA(r; ρ, β),
V˜TNR(r; ρ) = V1e
−(r/λr)2(1− e−η1ρ),
V˜TNA(r; ρ, β) = V2e
−(r/λa)2ρe−η2ρ(τ1 · τ2)2. (5.16)
Where λr = 1.4fm and η1 = 0.15fm3. The remaining parameters V1, V2 and η2 are
determined by the empirical saturation property and the incompressibility of symmetric
nuclear matter. These parameters are given in Table 5.3 Including TNI2 in the nuclear
TNI V1(MeV) V2(MeV · fm3) η2(fm3) κ(MeV)
TNI1 9.371 −22.800 14.00 200
TNI2 47.910 −17.278 11.00 250
TNI3 113.812 −14.059 8.00 300
Table 5.3: Parameters of V˜TNI.
matter calculation leads to a lower saturation curve as can be seen in Fig. 5.15.

















Figure 5.15: Saturation curve for nuclear matter including TNI2.
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To see the crucial role the tensor force plays in achieving saturation a display of the
various contributions of the partial waves to the potential energy is given. One can easily
see from Fig. 5.16 that it is the 3C1 partial wave which contains a strong tensor force


































































































Figure 5.16: Channel breakdown of the potential energy for the NijmII and Reid potential.
In subsequent calculations the Lagaris-Pandharipande ’three-body force’ is not included.
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5.5 β-stable nuclear matter
In this section the concentrations of the various particles will no longer be fixed. Here
we will now use chemical equilibrium to determine the concentrations of the various
particles. These concentrations will vary with the density. Just as in Chapter 2 we will take
a system consisting of neutrons, protons, electrons and muons. But in contrast to Chapter
2 now the strong interaction is included. Initially at low density the systems consists
primarily of neutrons, but as the density increases it becomes energetically favorable to
convert neutrons in protons via β-decay. The chemical potential of the electrons also
increases with increasing density and at a certain density this becomes larger than the
rest mass of the muon. Electrons are then converted into muons and the concentration
of electrons will decrease. At high density the muon concentration will approach the
















Figure 5.17: Composition of β-stable nuclear matter using the Reid potential.
The corresponding results for the NijmII potential can unfortunately not be shown. As
noted earlier in this chapter the NijmII is a significantly softer short range (=high density)
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potential. This keeps the chemical potential of the neutrons much lower a higher density.
This results in β-stable matter only consisting of neutrons with no protons, electrons
and muons present. Especially the partial waves (3P1,3 P2) with an attractive potential at
the origin give problems. Originally the LOCV-method was constructed with the RSC-
potential in mind which is repulsive in the origin for all partial waves. This ensures that
the correlation function is small in the origin. Adding the Lagaris-Pandharipande ’three-
body force’ to the NijmII potential adds some repulsion at the origin. But this is not
enough to obtain a repulsive potential at the origin. The extra repulsion at the origin is























Figure 5.18: Repulsive contribution of the VTNI3 for various densities.
In the next few paragraphs one will compare the results for β-stable matter with or without
including the Reid potential. The energy per baryon minus the rest mass of the neutron
for the Reid potential is given in Fig. 5.19.






















Figure 5.19: Energy for β-stable matter as function of number density with our without
the Reid potential.
This nicely illustrates the influence of the Reid potential. At low density the potential is
attractive resulting in a lowering of the energy. As the density increases beyond two times
nuclear density the potential becomes more and more repulsive. This results in a higher
energy compared to the case without the Reid potential







































Figure 5.20: Energy density and Pressure as function of number density.
The energy density and pressure show the same features. The energy density for low den-
sity is more are less equal for the two cases, and slowly increases linearly with the number
density. As soon as the number density increases above three times nuclear density the
energy density of β-stable matter with the Reid potential increases much more rapidly,
while the case without the Reid potential keeps increasing linearly with the number den-
sity. The pressure shows the same behaviour only here the difference between with or
without the Reid potential is much more dramatically.
Finally the equation of state for β-stable nuclear matter is given in Fig. 5.21 From the
previous Figures it becomes clear that for low density, the inclusion of the Reid potential
softens the EoS. While at the same time the EoS becomes a lot stiffer for higher density.
This situation can of course change when one incorporates hyperons.

































Figure 5.21: Equation of state of β-stable nuclear matter.
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5.6 β-stable hyperon matter
The picture changes somewhat when one introduces also hyperons. For the nucleon-
nucleon interaction again the Reid-potential is used. For the hyperon-nucleon-interaction
the Reid neutron-proton potential is used. As described in 2.2.4, at low density it is
energetically not allowed to have hyperons in the baryon liquid, therefor at low density
one starts with a mixture of neutrons, protons and electrons. The chemical equilibrium
is calculated at a certain density. Then a Λ is added with a small concentration and it is
checked if the resulting chemical equilibrium has a solution. If not then the Λ is removed.
The same procedure is used for the Σ− and the μ. Then the density is increased and the
whole procedure is repeated. If at a certain threshold density a fermion species can be
added it is kept in the fermion liquid until the concentration of the fermion species drops
below a minimum concentration it is then removed. The concentrations of the various
















Figure 5.22: Composition of β-stable nuclear matter.
The first hyperon to appear is the Σ−. It appears together with the μ at n = 0.32fm−3.
The Λ follows closely at n = 0.33fm−3. The muon disappears quite quickly. The Σ−






















Figure 5.23: Energy as function of number density.
concentration grows fast at the expense of the electron which concentration decreases
rapidly. The Σ− concentrations starts tracing the proton concentration and stabilizes. The
Λ concentrations keeps on rising leading to a sharp decrease in the neutron concentration.
At a density of n = 0.82fm−3 the electron effectively disappears from the liquid and one
is left with neutrons, protons Σ−’s and Λ’s.
The Energy per baryon Fig. 5.23 which has a minimum at low density increases with
higher densities. When the hyperons appear in the fermion liquid, the energy per baryon
increases sharply. It reaches a higher energy per baryon than the fermion liquid without
hyperons. After this short jump the energy starts increasing monotonically with increasing
densities and at higher density it has a smaller energy per baryon than the liquid without
hyperons.
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Finally the equation of state for β-stable hyperon matter is given in Fig. 5.24. As a


























































Figure 5.24: Equation of state with Reid potential of β-stable hyperon matter.
At first there is no difference between the EoS of β-stable nuclear and hyperon matter.
They are both stiffer then the EoS of neutron matter. When the first hyperons appear
the EoS of β-stable hyperon matter softens a bit, compared to the EoS of nuclear matter.
The EoS of hyperon matter crosses the EoS of neutron matter just at the point the LOCV
calculation fails.
5.7 Neutron star models
The EoS of the previous section can be used in the TOV-equation to create a model for a
neutron star. The TOV-equation is solved for different central densities and the resulting
mass and radius is plotted in Fig. 5.25. For all three EoS’s the mass of a neutron star






























Figure 5.25: Radius and total mass versus central density for β-stable nuclear and hyperon
matter and neutron matter.
increases with increasing central density up to a maximum mass and the mass starts to
decrease very slowly afterwards. The different maximum masses and the corresponding
central densities are tabulated in Table 5.4. Compared to the results of Chapter 2 this
npe−μ− hyperon neutron
maximum mass(M) 2.40 1.80 1.78
central density(gcm−3) 1.9× 1014 9.4× 1014 3.5× 1015
Table 5.4: Maximum mass and corresponding central density for β-stable nuclear and
hyperon matter and neutron matter.
are more massive neutron stars. This again is a result from the strong repulsive Reid
potential. For central densities up to 6 × 1014gcm−3 there is no difference between β-
stable nuclear and hyperon matter. This is not surprising because this is still in the density
region where no hyperons appear. Above this density when the hyperons appear the mass
of neutron star increases much more slowly with increasing central density compared to
nuclear matter. Lastly in Fig. 5.26 the mass versus the radius is plotted for the maximum
mass stars for the three EoS’s.














Figure 5.26: Mass versus radius for maximum mass star.
Chapter 6
Summary and conclusions
In this thesis a framework is given for a calculation of the thermodynamic properties of
a neutron star from a nuclear physics point of view. The main problem is the calculation
of an EoS. Using chemical equilibrium and assuming that the various fermions are non-
interacting degenerate Fermi gasses a simple model of a neutron star is calculated. A
much more realistic model has to take into account the strong interaction. Now one is
faced with two problems. First one needs a calculation method and secondly one needs
a model for the strong interaction. Moreover the two issues are not easily to separate.
Not all calculation methods can handle every possible potential model. In this thesis as
describe in Chapter 3 the Lowest Order Constrained Variational(LOCV) method is used.
The LOCV is a relatively simple in concept but still is a powerful method to calculate
many-body problems.
Various well known many-body systems are used as a testing ground for the LOCV
method. The results for liquid helium in Section 5.1 are encouraging. Even with the
extreme singular Lennard-Jones potential used in liquid helium LOCV gives quite rea-
sonable results. The results for the Bethe homework problem treating the neutrons as
Boltzmann particles Section 5.2 are close to the Monte Carlo results. At higher density
the deviations from Monte-Carlo do increase, but for relevant densities up to n = 1fm−3
this is acceptable. Again one must emphasize that the Bethe homework potential is an
artificial strong repulsive potential, while more realistic potentials are softer. When con-
sidering the neutrons as fermions the results for LOCV come even closer to the Monte-
Carlo results. The puzzling part is that the LOCV result is above the Monte Carlo result.
A variational calculation should always provide an upper bound. This situation can easily
be understood when one realizes that the LOCV result is an upper bound for the exact
result using only twobody correlations. In a sense the difference between the LOCV and
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the MC result can be viewed as a lower bound for the contribution of higher order terms
which are neglected.
The Reid Softcore potential (RSC) and various Nijmegen potential models that are used in
this thesis are described in Chapter 4. These more realistic nucleon-nucleon potentials are
used in a LOCV calculation for neutron matter. Differences between the NijmII and the
RSC potentials are described in Section 5.3. One finds that the results for neutron matter
for the energy per baryon for NijmII and RSC at low density are almost identical. Only
at higher density they start to deviate. The results for the energy per baryon are for the
NijmII potential consistently lower. This lower energy is a direct result from the softer
core of the NijmII potential which becomes more important for higher densities. This
softer also means that the neutrons can approach each other more closely. This is nicely
illustrated in Fig. 5.10 which shows a smaller healing distance for the NijmII potential
compared to the RSC potential. The very soft-core of the NijmII potential is even more
evident when the correlation functions for different partial waves are plotted. For the RSC
potential the correlation functions are zero in the origin for most partial waves. In contrast
the NijmII has finite values for the correlation functions at the origin. Finally this leads to
a comparable EoS for RSC and NijmII at low density. At higher density the softer NijmII
potential reaches a lower energy density at a lower pressure.
In contrast to neutron matter the nuclear matter energy as a function of the density has
a minimum. This saturation point is a well known consequence of the tensor force. The
LOCV calculations for both potentials give saturation which is encouraging. The calcu-
lated saturation densities are to small compared to the experimental value. Also the the
calculated binding energies are to small compared to the experimental value. But both
values are not to far from the experimental values. Especially considering that the LOCV
can only give an upper bound for the binding energy.
The results for neutron matter and nuclear matter can also be compared to the results
found by Pandharipande. The results for neutron matter for the RSC potential in Fig. 5.9
are bit more repulsive than the results found in Fig. 2 of Pandharipande’s paper [35]. This
difference can be attributed to the fact that in his paper a modified version of the RSC
potential is used. Using this modified potential in the LOCV calculation of this thesis
yields results consistent with Pandharipande’s results. The results for the saturation curve
of nuclear matter using the RSC potential in this thesis are given in Fig. 5.14 Again the
result here is more repulsive than the saturation curve found in Fig. 2 of Pandharipande’s
paper [37]. In this paper Pandharipande uses a modified version of the RSC potential. For
simplicity the higher order partial waves are approximated by effective interactions. Using
this modified potential in the LOCV calculation of this thesis yield results consistent with
Pandharipande’s results.
The previous chapters have shown that the LOCV is indeed a calculation method which
gives good results for various many-body systems and that the NijmII potential and the
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RSC potential give comparable results although the former is a softer potential especially
at higher densities. The results of the LOCV calculations for /beta-stable matter using
these potentials differ dramatically. For the RSC β-stable matter consists at low density
primarily of neutrons and is effectively just neutron matter. With increasing density the
percentage of protons and electrons rises slowly. When the chemical potential of the
electron has risen above the rest mass of the muon it appears and is shortly followed by the
Σ− and the Λ. After the appearance of the Σ the muon concentrations peaks and at higher
density the muon disappears again. At a still higher density the electron also disappears
and the matter is deleptonized. The NijmII β-stable matter consists a low density also
primarily of neutrons. But after slight increase of the proton and electron concentrations
they decrease again and the matter completely deleptonizes and only neutrons are left.
No muon or hyperon appears in the whole density range. This difference is a result from
the much softer NijmII potential for the higher densities. This keeps the neutron chemical
potential lower which leads to the conversion of electrons and protons in neutrons
The difference between the RSC potential and the Nijmegen Softcore potentials is that
the former has strong repulsive cores in all partial waves. The latter have in some par-
tial waves medium strong repulsive cores but in other partial waves attractive cores. The
LOCV calculation technique which was introduced with strong repulsive nuclear poten-
tials in mind. Therefore the absence of the hyperons in nuclear matter can either be
attributed to the fact that the modern Nijmegen Softcore potentials are not suitable for the
LOCV calculation method. Or the Nijmegen Softcore potentials which are fitted using
twobody scattering data are less suitable for nuclear matter calculations. Considering the
results of e.g. [105] the former seems more likely.
The EoS for β-stable nuclear and hyperon matter using the RSC potential are fairly stiff
and lead to massive maximum mass neutron stars. For a nuclear matter neutron star
a mass of 2.40M is found. This differs from the masses found by Baldo et al [106].
In this paper they demonstrate that the EOS’s derived from the Brueckner calculations
and the variational calculations are rather similar to each other. They find masses of
1.5 and 1.7M for the AV14 and the Paris potentials. The difference in maximum mass
could be attributed to the strong repulsive core of the RSC potential. For hyperon matter
neutron star a maximum mass of 1.80M is found. Although no proper hyperon-nucleon
interaction is used it is still instructive to compare the results with recent papers which
investigate hyperon-mixing. In [105, 107, 108] the effect of hyperon-mixing is a drastic
reduction in maximum mass. This is consistent with the findings in Table 5.4 in this
thesis. The maximum mass found in this thesis agrees well with the recent candidates for
neutron stars that are more massive than 1.4M.
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Hoofdstuk 7
Nederlandse samenvatting
Van alle objecten in het heelal behoren neutronensterren wel tot de meest fascinerende.
Nauwelijks zichtbaar te maken met ’s werelds grootste optische telescopen bewegen ze
zich door het heelal. Met een straal van rond de tien kilometer maar met een massa groter
dan onze eigen zon vormen ze een supercompact geheel. De dichtheid is zo groot dat het
gewicht van de totale wereldbevolking is samengepropt op een theelepeltje. Niet alleen
de feitelijke eigenschappen van neutronensterren zijn indrukwekkend, maar ook hun ont-
staan is spectaculair. Als een ster aan het eind van zijn leven is, dat wil zeggen als de
brandstof op is, kan de ster de zwaartekracht niet langer trotseren en stort ineen. Gedu-
rende deze ineenstorting flakkert de ster nog een keer spectaculair op (supernova). Een
keer licht hij zo sterk op dat hij helderder schijnt dan een heel sterrenstelsel. De buitenste
lagen worden met grote kracht weg gestuwd. Uiteindelijk blijft een koude compacte kern
over, de neutronenster.
Omdat een neutronenster zo’n grote dichtheid heeft, is de afstand tussen de deeltjes waar-
uit de ster bestaat erg klein. Bij een dergelijke afstand wordt de sterke kernkracht be-
langrijk. Al vele jaren wordt er onderzoek verricht naar deze kracht. Zoals de naam
al doet vermoeden is deze kracht heel sterk, veel sterker dan bijvoorbeeld de zwaar-
tekracht en de elektromagnetische kracht. Enkele globale kenmerken zijn verder dat
hij op hele korte afstanden zwaar afstotend is en voor afstanden groter dan 1.5fm =
0.0000000000000015 meter heel snel in sterkte afneemt. Bovendien bevat de sterke
kernkracht een tensorcomponent. Dit houdt in dat de sterke kernkracht niet alleen van
de afstand tussen twee deeltjes afhangt maar ook van hun onderlinge spin-orientatie. In
tegenstelling tot de zwaartekracht is er geen mooie formule die de sterke kernkracht exact
beschrijft. Om toch inzicht te krijgen in deze kracht laat men in versnellers deeltjes met
grote snelheden op elkaar botsen. De resultaten van deze experimenten geven informatie
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om de sterke kernkracht te beschrijven. Al deze experimenten gecombineerd met theore-
tisch inzicht hebben geleid tot verschillende modellen die de sterke kernkracht beschrij-
ven. In hoofstuk 4 worden een aantal van deze modellen (=potentialen) beschreven die
door de Nijmegen groep zijn gemaakt.
De sterke kernkracht tussen neutronen en protonen wordt goed beschreven door deze
modellen. Neutronen en protonen zijn de elementaire bouwstenen van een atoomkern.
Met name doordat neutronen en protonen gemakkelijk zijn te produceren zijn er veel
botsingsexperimenten mee gedaan. Nu bestaan er ook wat meer exotische deeltjes. Deze
zogenaamde hyperonen kunnen gezien worden als de zwaardere broertjes en zusjes van
de neutronen en protonen. Omdat ze zwaarder zijn, zijn ze niet stabiel en vervallen ze bij
gewone dichtheid snel naar protonen en neutronen. Dit heeft tot gevolg dat er veel minder
botsingsexperimenten mee zijn gedaan en de kracht tussen de hyperonen, neutronen en
protonen onderling veel minder goed vastligt.
Zoals de naam neutronenster doet vermoeden bestaat deze ster voornamelijk uit neutro-
nen. Daarnaast bevat een neutronenster ook nog een hoeveelheid protonen en elektronen.
Elektronen vormen samen met de neutronen en protonen de elementaire bouwstenen van
het atoom. De neutronen en de protonen in de atoomkern en de elektronen daar om-
heen. Alle materie op aarde bestaat uit atomen. Mits de dichtheid maar hoog genoeg
is en de energie maar genoeg stijgt zou een neutronenster ook nog hyperonen kunnen
bevatten. Als eerste is in dit proefschrift de samenstelling van dichte materie voor ver-
schillende dichtheden bepaald. Dichte materie is materie met zo’n grote dichtheid dat alle
atomen zijn kapot gemaakt en dat alleen de losse bouwstenen overblijven. Omdat dichte
materie uit heel veel verschillende losse deeltjes bestaat, is het ondoenlijk om exact de
eigenschappen van alle deeltjes uit te rekenen. In de loop der jaren zijn er verschillende
berekeningsmethoden ontwikkeld die in combinatie met een model voor de kracht tussen
de deeltjes de samenstelling van dichte materie kunnen berekenen. Helaas is het niet altijd
mogelijk om een model los te zien van de berekeningsmethode. En niet alle berekenings-
methoden zijn in staat om alle complexiteit van de verschillende modellen mee te nemen.
Met name de tensorcomponent is problematisch. In dit proefschrift wordt de zogenaam-
de Lowest Order Constrained Variational (LOCV) berekeningsmethode gebruikt. Deze
methode is in het begin van de jaren zeventig door Panharipande [49] ontwikkeld. Deze
methode werkte goed voor de modellen van die tijd. Panharipande heeft deze methode
gebruikt samen met de Reid potentiaal om de samenstelling van dichte materie inclu-
sief hyperonen uit te rekenen zonder rekening te houden met de tensorcomponent van de
sterke kernkracht.
In dit proefschrift heb ik de LOCV berekeningsmethode gebruikt samen met een aantal
moderne Nijmegen potentialen om de samenstelling van dichte materie inclusief hype-
ronen te berekenen. Dit blijkt nogal problematisch te zijn omdat de moderne Nijmegen
potentialen een minder afstotende sterke kernkracht geven voor hele kleine afstanden dan
de Reid potentiaal. Dit heeft tot gevolg dat bij een (relatieve) hoge dichtheid de totale
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energie van de dichte materie laag is. Daardoor verschijnen er geen hyperonen. Ster-
ker nog, wanneer de dichtheid ver genoeg stijgt, blijven er alleen maar neutronen over.
De Nijmegen potentialen zijn helaas niet geschikt om in een LOCV berekening te ge-
bruiken. In hoeverre dit aan de berekeningsmethode ligt of aan de potentiaal is moeilijk
aan te geven. Met de Reid potentiaal inclusief de volledige tensorcomponent heb ik de
samenstelling van dichte materie berekend.
Als de samenstelling van dichte materie bij verschillende dichtheden bekend is kan de
Equation of State (EoS) de toestandsvergelijking worden berekend. De toestandsverge-
lijking geeft aan hoe de druk van een gas/vloeistof veranderd als functie van de ener-
giedichtheid. Deze toestandsvergelijking in combinatie met de centrale dichtheid van
de neutronenster (=dichtheid in het centrum van de neutronenster), bepalen de massa en
straal van een neutronenster. Voor drie verschillende situaties heb ik de straal en massa
van een neutronenster berekend. De eerste situatie is een neutronenster die volledig uit
neutronen bestaat. De tweede situatie is een neutronen ster die uit neutronen, protonen,
elektronen en muonen bestaat. Een muon is het zwaardere broertje van het elektron. In de
derde situatie staat een neutronenster centraal die naast neutronen, protonen, elektronen
en muonen ook nog hyperonen bevat. In elk van de drie gevallen heb ik de maximummas-
sa van de bijbehorende neutronenster uitgerekend. Deze zijn uitgedrukt in zonsmassa’s.
De massa van de zon is 2 × 1030 = 2000000000000000000000000000000 kilogram De
respectievelijke massa’s zijn 1.78, 2.40, 1.80.
Jarenlang waren de massa’s van alle bekende neutronensterren ongeveer 1.4 zonsmas-
sa’s. Daarom is lang gedacht dat de maximum massa van een neutronenster ook 1.4 is.
Meer recentelijk zijn er echter neutronensterren gevonden waarvan de massa op 1.8 of
zelfs 2.1 zonsmassa wordt geschat. Dit is in overeenstemming met de resultaten van de
berekeningen in dit proefschrift.
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Appendix A
Matrix elements on LSJM -basis





P1 = 1, P2 = σ1 · σ2,
P3 = S12 = 3(σ1 · rˆ)(σ2 · rˆ)− (σ1 · σ2), P4 = L · S, (A.2)
P5 = Q12 =
1
2
[(σ1 · L)(σ2 · L) + (σ2 · L)(σ1 · L)], P6 = 1
2
(σ1 − σ2) · L.
On a partial wave basis one can write the twobody-potential in configuration space as
VLSJT (r) = V
C(r, p2)LSJT + V
S(r)LSJTσ1 · σ2 + V T (r)LSJTS12




(σ1 − σ2) · L. (A.3)
Here we will ignore the non local part of the potential (the p2-dependence) The matrix
elements of the various operators which appear in the potential on a |LSJM〉 basis are
given in table Table A.1. The first column gives the operator, the second column the
L = J returns the uncoupled partial wave matrix elements, where in the matrix the left
upper position is the S = 0, S ′ = 0matrix element, and the right down position is the S =
1, S ′ = 1 matrix element. Finally the third column gives the coupled + 3P0 partial wave
matrix elements, where here the left upper position in the matrix is the L = J − 1, L′ =
J−1 matrix element, and the right down position gives the L = J +1, L′ = J +1 matrix
element. When we ignore the anti-symmetric Spin-orbit potential the total potential per
partial wave is given in Table A.2.
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Appendix B
F (k)-integral
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When in (Eq. (B.6)) one takes limR→∞ and lim→0, then the last integral becomes equal






















































(n− 1)! . (B.8)
Similarly when the argument of the exponential is negative one has to take a closed con-






















(n− 1)! . (B.10)
end Intermezzo
Back to (Eq. (B.1)), the advantage in going over to the principal-value integrals is that
each individual term can be evaluated separately by contour-integration. Using Eq. (B.10)
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+ sgn(q − p + k)
[(q − p + k)4
pq4!




(q − p + k)3
q3!





[(−p− q + k)4
pq4!
+
(−p− q + k)3
p3!
+
(−p− q + k)3
q3!
+





















(sgn(p− q + k) + sgn(q − p + k))
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. (B.11)
























|p− q| < k < |p + q|
,





16p3 − 12p2k + k3
}
, 0 < k < 2p. (B.12)
For same species particles with p = q = 1
2















, 0 < k < kF . (B.13)




























|p− q| < k < |p + q|
0 k > |p + q| .
(B.14)
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For (i, j = n, p) π3 × Fij(k) is equal to PMT (q) in equation (86) from [109]. For the
simple case where i = j one has p = q = 1
2















, 0 < k < kF . (B.15)
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Appendix C
k-integral
C.1 Spherical bessel functions
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Where jn(z) the spherical bessel functions of the first kind are defined in equation 10.1.1














2!(2n + 3)(2n + 5)
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. (C.2)
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3, q3), b−1 = 3




3 + q3), b1 = (p + q)(−6(p2 + q2)),
b3 = (p + q)
3. (C.6)
Now using Eq. (C.2) one can write the power series expansions of the square of the first





























(n + 2)(n + 3)(n + 4)
x2nz2n. (C.7)
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, b0n = b−1(−1)n
22n+1





, d0n = b1(−1)n
22n+1
(2n + 4)(2n + 2)!
,
en = b3(−1)n 2
2n+1
(2n + 6)(2n + 2)!
, (C.11)
where












(n + 2)(n + 3)(n + 4)
f 0n,
(C.12)
where f is a, b, c, d or e. Writing this in terms of p, q, r this becomes
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, with




(n + 2)(n + 3)
, o3(n) = − (n− 2)(n− 1)n
(n + 2)(n + 3)(n + 4)
.
(C.15)













IL1 (p, q, r) + I
L
2 (p, q, r)
}
. (C.16)
For the chemical potential the derivatives of IL1 , I
L
2 with respect to p are also needed.
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(p + q)2n+3 − |p− q|2n+3]+
(2n + 3)(p3 + q3)
[






(p + q)2n+4 − (p− q)2n+4]+
(2n + 4)(p2 + q2)
[
(p + q)2n+3 − (p− q)2n+3])+
[
(p + q)2n+5 − (p− q)2n+5]}. (C.18)
Note that for a partial wave with angular momentum L the leading term for small x is of
order o(x2L).
C.2 Equal species
For the case where species are equal (α = β) things simplify considerably. First of all
p = q = 1
2
kF α. Therefor y = 0 and IL1 (x) = 0.
b−1 = 0, b0 = 2k3F α, b1 = −3k3F α, b3 = k3F α. (C.19)







































(n + 2)(n + 3)(n + 4)
g0n. (C.22)
























(2n + 3)(2n + 4)(2n + 6)
, (C.23)
which can be compared to the exact analytical expression in Eq. (3.99). Calculating a
power series expansion of Eq. (3.99) results in Eq. (C.23).
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Heit, Mem en Ietje & Henk: ”It sil heve!”. Het heeft wat langer geduurd dan gedacht en
jullie zullen wel eens gewanhoopt hebben of het ooit nog zou gebeuren, maar nu is het
zover. Bedankt voor alle morele steun en het besef dat het soms beter is om er niet naar
te vragen. Peter, Tiny, Omi en Ilona & Alwin: bedankt voor jullie aanhoudende support.
Marcia, in zekere zin vervulde mijn promotie een belangrijke rol in de totstandkoming
van onze relatie. Jij was de eerste persoon die ik belde toen ik een half jaar verlenging
van mijn promotie had gekregen, wat leidde tot onze eerste date. Niet alleen jij bleef,
maar ook jouw belangstelling. Bedankt dat je me soms richting computer sleurde, terwijl
jij ook veel liever samen wat leuks wilde doen. Daarmee heb jij er met je niet-aflatende
enthousiasme voor gezorgd dat dit proefschrift werkelijkheid is geworden.

