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1. Introduction. Deconvolution problems occur in many areas such as re ection seismology, telecommunications, medical applications 5, 20, 3, 11] ,... to name just a few. In this paper we develop a fast algorithm for the basic deconvolution problem. The latter problem is depicted in gure 1.1, where u(k) represents the input and y(k) the output at time k; u(k) and y(k) are i.i.d. white Gaussian measurement noise added respectively to the input and to the output. The system, represented by its transfer function X(z), is a linear time-invariant system with impulse response x 2 R n 1 . The basic deconvolution problem can now be formulated as follows:
Given the measurements u(k) + u(k); k = 1; : : : ; m and y(k) + y(k); k = 1; : : : ; m; of a system, nd a Maximum Likelihood (ML) estimate for the system impulse response x(i); i = 1; : : : ; n:
In the next section we show that the ML estimator for the basic deconvolution problem is a so-called structured Total Least Squares (sTLS) problem. The sTLS problem is an extension of the ordinary Total Least Squares (TLS) problem. The ordinary TLS problem can be formulated as follows: min In recent years many problem formulations and associated solution methods have been devised for the sTLS problem: the Structured Total Least Norm (STLN) approach 21, 22, 27] , the Constrained Total Least Squares (CTLS) approach 1, 2] and the Structured Total Least Squares (STLS) approach 6]. We will use the straightforward optimization approach adopted in the STLN framework, since the other approaches either do not have e cient algorithms to solve them (e.g. STLS approach) or introduce numerical inaccuracies by forming products involving the data matrix A b] and its transpose (e.g. CTLS approach). Section 3 describes a fast algorithm for solving the kernel problem of the STLN approach applied to the basic deconvolution problem: a Least Squares (LS) problem involving structured matrices. As will be shown, the algorithm is based on the low displacement rank of the involved matrices. Section 4 describes an example of a typical deconvolution problem. A simulation experiment based on a medical application in renography is described. This example is used to demonstrate the improved e ciency of the new algorithm compared to other algorithms for solving this type of sTLS problem. By means of a Monte-Carlo simulation, using several noise levels, we show the improved statistical accuracy of the deconvolution results obtained with the sTLS estimator as compared to other estimators such as the TLS estimator that do not impose a structure on the correction matrix A b].
2. The basic deconvolution problem. Starting from the problem formulation of the basic deconvolution problem in section 1, it is straightforward to show that a ML estimate can be found as the solution of the following problem (for a proof, see 2]): 2 R m n ;
= (A + E)x ? y 2 R m 1 with E the correction applied to A, the correction applied to y, y 2 R m 1 the output and x 2 R n 1 the impulse response. Problem (2.1) is a structured TLS problem, since corrections can be applied to the left hand side matrix A of the constraints in (2.1) (implying that it is a Total Least Squares type problem) and in addition the corresponding correction matrix E is structured (implying that we have to deal with a structured TLS problem). As already mentioned in the introduction, we will apply the STLN approach, implying that we solve (2.1) as an optimization problem. Using the zeroth and rst order terms of the Taylor series expansion of = (A + E( ))x ? y (where we use the notation E( ) to denote the dependence of E on ) around T x T ] T , we obtain the Gauss-Newton method for solving (2.1) (for a proof see
22]
). The outline of the basic deconvolution algorithm is then as follows:
Basic Deconvolution Algorithm Input: extended data matrix A b] 2 R m (n+1) (m > n) of full rank n + 1. Output: correction vector and parameter vector x s.t. T + T is as small as possible and = (A + E( ))x ? y.
Step 1: 0 x Anb
Step 2: while stop criterion not satis ed
Step x(n) x(n ? 1) x(1) 0 0 0 x(n) x(n ? 1) x (1) Note that Anb in Step 1 is a shorthand notation for the LS solution of the overdetermined system of equations Ax b. As described in 15], more advanced initialization steps are possible. They yield better starting values in the sense that convergence takes place in fewer iterations and to a better local minimum. However the price to be paid is an increase in computational complexity of the initialization. Due to the nature of the problem we consider, the simple LS estimate will turn out to be su cient in the considered application. We use the following stop criterion in our implementation of the algorithm: The following lemma holds 7].
Lemma 3.1. For an arbitrary matrix A 2 R k k ;
The matrix pair G^ ( 
Given a displacement representation of M T M, it is possible to construct a factorization procedure with a computational complexity proportional to the displace- 
Proof. Construct M T M and ZM T MZ T ; then straightforward manipulations shows that M T M ? ZM T MZ T can be expressed as a sum of 5 rank one matrices.
Following the technique described in 7, 19] we can easily construct an algorithm for the computation of R that requires only O(m 2 + mn + n 2 ) ops.
In the following section we consider an algorithm with computational complexity of O(mn + n 2 ) taking into account the \sparsity" of the vectors x i ; i = 1; : : : ; 5: 3.2. Description of the algorithm. Starting from the vectors x i ; i = 1; : : : ; 5; and following the same steps of the method proposed in 7, 19] , (see also the Appendix), we transform these vectors in the following way,
where Q is either a Givens rotation (updating) if L(x i ) and L(x j ) have the same sign in the sum (3.1) or a hyperbolic rotation (downdating) if these terms have opposite sign in the sum (3.1). We perform the downdating step by means of stabilized hyperbolic rotation 24], since the latter is more stable. Furthermore, at the kth iteration, the matrix Q is chosen to annihilate the kth entry of the resulting vector x j : At the end of the kth iteration, we have x j (k) = 0; j 6 = 1: Then x 1 (k : m + 2n ? 1) is the kth row of R and we set x 1 (k + 1 : m + 2n ? 1) := x 1 (k : m + 2n ? 2):
We divide the algorithm in 4 phases: The number of ops for this phase is 4n: To explain this computation, we describe the iteration for i = 2; recalling that the vectors x (1) 3 and x (1) 4 are equal, except for the (m + n)th element (the entries of these vectors are generally di erent from 0). Let (2) u (1) 2 R m n :
By consequence, X becomes (remember that X is de ned by X = Ex): X = 2 6 6 6 6 6 6 6 6 6 4
x (1) x (2) x(1) . x(n) x(n ? 1) x(1) 
10 Also in this case, taking into account the sparsity of the vectors, x 1 ; x 4 ; x 5 ; and since x 2 and x 3 di er only in the (m + 1)th entry, following the same technique described in section 3.2, it is possible to construct an algorithm for the fast triangularization of M with the same computational complexity as the previous one (O(mn + n 2 )).
We omit the description of the algorithm for the sake of brevity and summarize the computations into the following Matlab function. . Numerical experiments. In this section we illustrate, by means of a deconvolution problem that occurs in renography 8], the e ciency of the algorithm described in section 3 and the increased statistical accuracy by using the sTLS estimator as compared to the TLS estimator used previously in 29]. The goal is to determine via deconvolution the so-called renal retention function of the kidney, which in system theoretic terms corresponds to the impulse response x of the system in gure 1.1. This retention function visualizes the mean whole kidney transit time of one unit of a tracer, injected into the patient and enables a physician to evaluate the renal function and renal dysfunction severity after transplantation. In order to obtain this impulse response, the following experiment is conducted. A radioactive tracer is injected in an artery of the patient. The input of the system (u in gure 1.1) is the arterial concentration of the radioactive tracer as a function of time. This concentration is measured by means of a gamma camera and thus in discretized time u(k) represents the number of counts registered in the vascular region at the entrance of the kidney under study during the kth sampling interval. The output y(k) (the so-called renogram) represents the number of counts registered in the whole kidney region by the gamma camera in the kth sampling interval. Deconvolution analysis of the renogram is based on modelling the kidney as a linear time-invariant system with zero-initial state. This is why we consider the modi ed problem, described in section 3.4. In a rst subsection we will compare the e ciency of the new algorithm with that of the standard STLN approach (which does not exploit the low displacement rank structure of the kernel LS problem) and the improved version presented in 21]. A second subsection shows the better statistical accuracy of the sTLS estimator as compared to the other estimators. Since we want to evaluate some statistical properties of the sTLS estimator, we will use the same simulation example as described in 29] . The noiseless input is described as follows: u 0 (k + 1) = Ae (?a1k t) + Be (?a2k t) + Ce (?a3k t) ; k = 0; 1; 2; : : :; (t obs = t) ? 1 12 with A = 40:3, B = 45:2, C = 15:2, a 1 = 1:8, a 2 = 0:43 and a 3 = 0:035. t represents the sampling interval, expressed in minutes, and t obs is the total observation time.
The exact impulse response is characterized by the following function:
x 0 (k + 1) = 1 k = 0; 1; 2; : : :; ( 2 R m n :
For t = 1=3 minutes, we have that m 3t obs = 60 and n 3t 2 = 15. As described in 9], these functions and constants are a realistic simulation of real in-vivo measurements.
4.1. E ciency. In this subsection we give the computational cost of the deconvolution algorithm for the modi ed problem described in section 3.4. Given the iterative nature of the algorithm, the total number of oating point operations ( ops) is a multiple of the ops necessary to execute Step 2.1 of the basic deconvolution algorithm. Therefore, we will analyze this step in further detail and see how it compares to standard algorithms for solving Step 2. We consider 3 di erent cases. The rst case is the simulation example we already described: m = 60 and n = 15. For the second case, we consider t obs = 60 minutes and t 2 = 5 minutes, and obtain a data matrix A 2 R m n , with m = 180 and n = 15.
The third case results from taking t obs = 20 and t 2 = 10 minutes, yielding a data matrix A 2 R m n , with m = 60 and n = 30. In table 4.1 we give the number of ops 13 of the di erent parts of Step 2.1, as well as their sum. Flops are calculated using the Matlab command ops. From the table we clearly can see that the computational cost of Step 2.1 is O(mn). To illustrate the better computational e ciency of the newly presented STLN algorithm (referred to as alg 1 ), we compare its e ciency with that of the standard STLN approach 22, 27] (referred to as alg 2 ) and the faster STLN algorithm for Toeplitz structured TLS problems described in 21] (referred to as alg 3 ). As example we take the basic deconvolution problem considered in 27]. We use an example di erent from the previous paragraph since the algorithm alg 3 solves the basic deconvolution problem and not the modi ed one. As a consequence alg 1 is the algorithm described in section 3.2. Table 4 .2 clearly shows the computational advantage of alg 1 over alg 2 and alg 3 , for di erent sizes m n of the matrix A. This table shows the following ratios: total number of ops of alg 2 w.r.t. total number of ops of alg 1 (flops alg 2 =flops alg 1 ) and total number of ops of alg 3 w.r.t. total number of ops of alg 1 (flops alg 3 =flops alg 1 ), for matrices A of dimension m n. The number of ops is measured in Matlab using the ops command. To this end, we perform for each noise standard deviation a Monte-Carlo simulation consisting of 100 runs. In every run, we add a di erent realization of i.i.d. white Gaussian noise with standard deviation to the noiseless input u 0 and the noiseless output y 0 of the previously described medical simulation example. The obtained noisy vectors u and y are used as input to the modi ed deconvolution algorithm described at the beginning of section 3.4. To compare the performance of both estimators at a noise level , we average for both estimators the following relative error kx?x0k2 kx0k2 over the di erent runs. Table 4 .3 shows that in the case of the sTLS estimator, the relative errors are 9% to 14% lower than in the case of the TLS estimator, con rming the statistical superior performance of the sTLS estimator.
5. Conclusions. We have proposed a new algorithm for solving the basic deconvolution problem in a ML sense. The algorithm solves the corresponding sTLS By means of a deconvolution example, we illustrated the improved e ciency of our algorithm as compared to other algorithms for solving this type of sTLS problem. We use a medical example in renography to illustrate the superior statistical performance of the sTLS estimator as compared to other estimators.
