In dynamical systems with distinct time scales the time evolution in phase space may be influenced strongly by slow manifolds. Orbits then typically follow the slow manifold, which hence act as a transient attractor, performing in addition rapid transitions between distinct branches of the slow manifold on the time scales of the fast variables. These intermittent transitions correspond to state switching within transient state dynamics. A full characterization of slow manifolds is often difficult, e. g. in neural networks with a large number of dynamical variables, due to the generically complex shape. We therefore introduce here the concept of locally attracting points, the target points. The set of target points is, by definition, the subsets of the slow manifold guiding the time evolution of a given trajectory. The motion of the target points, also called attractor metadynamics, by definition takes place on the slow manifold guiding the time evolution of a given trajectory.
I. INTRODUCTION
In the traditional view cognitive processing is based on coexisting fixpoint attractors [1] that determine the brain dynamics. Although there are phenomena, like associative memory [2] , that can be modeled in this way, the consequence of an attractor based model is close at hand: it needs an external stimulus, e. g. input from the visual system, to reset the dynamics. However, recent experimental observations in the olfactory system of zebrafish [3] or the gustatory cortex [4] found that neural activity is characterized by transitions between multiple meta-stable attractors. Resting-state brain networks also show complex spatiotemporal structures, with different connections consistently transitioning between high and low levels of connectivity, which resembles transiently existing attractor structures [5] . Such state dependent fluctuations may play an important role in general or taskrelated brain computations [6] .
This gives rise to a new theoretical description of brain dynamics: neural dynamics might be guided by transiently attracting states that emerge from stable fixed points being destroyed by noise or superposition with an additional slow process. Thus the attracting set is not asymptotically stable but rather transiently attracting. Noise driven exploration of the attractor landscape can take advantage of the coexistence of stable attractors, visiting them transiently at the edge of multistability [7] . This transient state dynamics [8] is also found in resting state networks [9] , where even in the complete absence of any external stimulus it enables processes that are associated with cognitive tasks [9, 10] .
The concept of destroyed fixpoints shaping the dynamics of a system can be found in literature under various names such as attractor ruins or relics [11, 12] , transient attractors [12] , sometimes also named ghosts within the more general concept of slow points [13] in dynamical systems. It is known that transient attractors are present in slow-fast systems [14] [15] [16] , i. e. dynamical systems with distinct time scales. There the fixpoints of the fast subsystem, termed here as adiabatic fixpoints, being formally destroyed by an additional slower subsystem, form slow manifolds [14] , also called cortical manifolds [15] . These manifolds of transiently stable states have a pronounced influence on the overall dynamics, which mostly takes place in a close vicinity to the slow manifold. Such behavior is addressed by the field of singular perturbation theory [17] . It has been investigated for a number of lowdimensional relaxation oscillators [18] , e. g. the van-derPol oscillator and the FitzHugh-Nagumo oscillator [19] , which are also used to approximate neural dynamics, as well as for small Hopfield-type neural networks [20] . Besides the analysis of motion on the slow manifold [21] and studies on the detailed influence of different time scales [22] , also the scaling behavior at bifurcations in slow-fast systems [23, 24] has been examined.
It is generally accepted that a complete hierarchy of time scales [25] is necessary to describe the different arXiv:1611.00174v2 [cond-mat.dis-nn] 4 Nov 2016 tasks and activity levels in the brain. To incorporate the whole range of memory, i. e. working memory, short-term and long-term memory, a range of distinct time scales is needed to model different types of plasticity [26] . Functional hierarchy in recurrent neural networks for motion task [27] is another phenomenon that emerges from a separation of the time scales involved.
In this study we investigate the effect of slow manifolds on the dynamics of a recurrent neural network, which is modelled by a slow-fast dynamical system with two distinct time scales. Introducing in the first part the concept of target points, we focus on the subset of points on the slow manifold, which effectively controls a given trajectory. We aim thus to characterize the transient state dynamics by the effectively attracting transient attractors. As we are mainly interested in the impact on the intrinsic dynamics of the network, we restrict ourselves to autonomously active networks, i. e. networks without external input.
Futher we apply the theoretical results to a small example network and investigate the resulting dynamics when varying the separation of time scales. Here we use the distance as a Euclidean measure to quantify the influence of adiabatic fixed points on the current state, describing two contrary regimes:
• the adiabatic regime, where a change in the relative time scale between fast and slow subsystem results in a change of the average distance to the targets
• the non-adiabatic regime, where the distance to the targets is quasi invariant under a change of the relative time scale
We first examine the transition between these two regimes within the limit of a symmetry protected network structure, generalizing it afterwards. We investigate the shape of the target point manifold, which reveals the metadynamics [12] of the transient attractors.
To conclude the investigation of the explicit network, we present an example of chaotic motion in the network and compute the corresponding target points.
II. ATTRACTOR METADYNAMICS IN SLOW-FAST DYNAMICAL SYSTEMS
We consider N + M dimensional slow-fast dynamical systems:
denoting with x = x(t) = {x i (t)} 1≤i≤N the fast variables, with b = b(t) = {b j (t)} 1≤j≤M the slow variables, and with b the rate of the slow time scale. The invariant manifold of fixed points in the fast subsystem, i. e. dx/dt = 0 for given and fixed b, is of special interest for the analysis of slow-fast dynamical systems. The entirety of these points, which are the intersections of the nullclines dx i /dt = 0 of the fast subsystem [28] , are generally termed slow manifolds [14] or critical manifolds [15] . In the literature these points appear also under various names such as ghosts [13] or attractor ruins [11] , with sometimes contradicting definitions. For our study we constrain ourselves to a fast subsystem, for which every state of the full system {x, b} is in the basin of attraction of a fixed point of the fast subsystem. The slow manifolds are therefore exclusively composed of isolated fixed points of the fast subsystem.
A. Adiabatic fixed points (AFP) and target points
In physics terminology the limit b → 0 of a stationary subsystem is termed the adiabatic limit and finds application, e. g. in the Born-Oppenheimer approximation [29] , where the slow movement of the atomic nuclei can be neglected when addressing the comparably fast dynamics of the electrons. We will hence use the term adiabatic fixpoint (AFP) for the fixpoints of the fast subsystem, as illustrated in Fig. 1 (a) . Correspondingly to normal fixpoints adiabatic fixed points may generically be either stable, unstable or saddle type. Our main focus of interest in this study is, in this context, to examine to which extend adiabatic fixpoints influence the dynamics of the overall system {x, b} upon changing the time scale of the slow variables.
Out of the possible many stable AFP, for the same configuration b in the slow subsystem, only one will influence effectively the motion of the full system. Considering a generic dynamical state {x 0 , b 0 } we term the stable AFP that the fast subsystem starting from x 0 converges to for fixed b 0 a target point corresponding to the given state. More precisely we define with the mapping
the target point {x T (x 0 , b 0 ), b 0 } that corresponds to the system's state {x 0 , b 0 }. Here we have used x 0 = x(t 0 ) and b 0 = b(t 0 ). Simply put, the target point is the fixpoint of the fast subsystem one reaches in the fast subsystem when starting from a given point {x 0 , b 0 }. The manifold of target points is therefore a subset of the manifold of stable AFP. A concise pseudo-code description of the numerical computation of AFP and target points is presented in Table I (cf. Appendix A).
B. Adiabatic attractor landscape
In principal one can compute the AFP for every possible configuration of slow variables b, but with an increasing number of dimensions this becomes pointless. Here we are more interested in the AFP, which effectively influence a dynamical state, i. e. the target points. Target points are considered important in the neurosciences,
Sketch of the effect of target points on a trajectory. (a) The target manifold (red line) is a subset of the slow manifold (blue surface), which is equivalent to the manifold of stable adiabatic fixed points (AFP). The trajectory (green line) is effectively influenced by the target points, which it follows slightly delayed. (b) At every point {x0, b0} on the trajectory (green bullets) the fast subsystem x(t) is attracted by the corresponding target point {xT(x0, b0), b0} (red bullets). In the adiabatic limit b → 0 the system would converge (dashed lines) to the target point. For a finite flow in the slow subsystem b(t), viz when b > 0, the system evolves, on the other side, along the tangent vector (green arrow) of the trajectory. The entirety of target points corresponding to a trajectory forms the target manifold {xT(t), b(t)} (red curve), which corresponds to a map of the trajectory {x(t), b(t)} (green curve) to the slow manifold.
corresponding to the attracting states guiding decision making and to store memories in recall or recognition tasks. In this setting one is not interested in the complete mapping x T (x 0 , b 0 ), but in the evolution
where {x(t), b(t)} is an actual trajectory of the overall system. As this describes the evolution of a transient attractor guiding the trajectory of a system, it is termed attractor metadynamics [12] . A target points always corresponds to a certain dynamical state in phase space. Thus even for high dimensional systems the manifold of target points, which corresponds to the trajectory of a system, has dimension one and is easily treatable. From this perspective one may regard {x T (t), b(t)} as an adiabatically evolving attractor landscape. The attractors of the fast system have, in many applications, well defined physical or neurobiological meanings [9] . Following the evolution of the adiabatic attractor landscape would then, possibly, allow for an improved understanding of the underlying processes. In the following we examine a small reference neural network with the aim to clarify, to which extend the target points can be considered as guidance for the overall dynamics. The effect of target points is sketched in Fig. 1 (b): a dynamical state (green bullet) evolves along the system's trajectory (green curve) with the indicated tangent vector (green arrow). At every point on the trajectory there is a corresponding target point (red bullet) on the manifold of target points (red curve) that the fast subsystem is attracted to. Without an evolution in the slow dimensions, i. e. b = 0, the trajectory would converge on the adiabatic path (dashed line). Target points that correspond to a certain trajectory in phase space can form a piece-wise continuous manifold.
C. Speed in phase space and distance to targets
For computing the target points one simply evolves the equations of motion of the fast subsystem fixing the other dimension. Hence finding all AFP for a given configuration b is more challenging as unstable or saddle AFP do not attract the flow in the subsystem. A straightforward Euclidean measure [13] of the flow is the speed of the fast subsystem
which vanishes, q x = 0, at any fixed point of the subsystem, independently of its stability. Starting from different initial conditions in the fast subsystem, one finds the AFP, including saddles and unstable adiabatic fixed points, by minimizing q x . Besides fixpoints, there may be so-called slow points in phase space, where the flow slows down and the speed has a non-zero local minimum q x > 0. This is typically the case close to a bifurcation or to attractor ruins [8, 30] . However, one needs to bear in mind that generally slow points of the full system are defined [13] as the local minima of the speed of the full system (ẋ 2 +ḃ 2 )/2. Adiabatic fixed points and slow points of the fast subsystem are hence not necessary slow points of the full system. Target points will generally influence the dynamics whenever an orbit comes close. We will consider in this context the simple Euclidean distance d(t),
of the trajectory x(t) to the current target point x T (t), see Eq. (3), and its time-average d over a limit cycle of
Scheme of the three-neuron system. The second neuron (top) is exciting the other two neurons (solid arrows) and vice versa. The first and the third neuron (bottom) are coupled by an inhibitory connection w13 < 0 (dashed arrow).
period τ , when present. Note that the value b(t) of the slow subsystem does not change when following the fast flow from x(t) to the target point.
In the adiabatic limit b → 0 the trajectory x(t) converges generically to the target points x T . The average distance d , hence vanishes for b → 0.
III. THREE-NEURON SYSTEM
To investigate the effect of target points on the overall dynamics we consider for this study a neural network of rate-encoding continuous time neurons [31] , with the membrane potential x i = x i (t) as the fast variable. The corresponding firing rate
is a sigmoidal function of the input x i . The gain a i = a = 6 is considered constant, with the threshold, also denoted bias, b i = b i (t) slowly adapting. The state of a neuron is hence described by the tuple (x i (t), b i (t)). We choose the neurons as leaky integrators:
with w ji > 0 (w ji < 0) denoting the excitatory (inhibitory) connection between neurons i → j. For the three-neuron system as sketched in the left panel of Fig. 2 the dynamics of the fast variables x i is given by [11] x 1 = −x 1 + y 2 + w 13 y 3
with the thresholds b i (t) adapting on extended time scales 1/ b 1 via [32] 
which results in a long-time average activity y i ≈ 1/2. We assume bidirectional connections w ij = w ji . In Eq. (8) we have set the excitatory links ( from and to the second neuron) to unity, keeping the inhibitory weight w 13 < 0 as a free parameter. In the adiabatic limit, which is recovered for b → 0, Eqs. (8) and (9) lead to y i → 1/2 (cf. Appendix B).
For the results presented here we computed the numerical solution of the ODE system Eqs. (8) and (9) performing a fourth order Runge-Kutta-Fehlberg [33] integration method with step size dt = 10 −2 . For computing the AFP we used a minimization algorithm with a BFGS strategy [34, 35] provided by the dlib optimization library [36] for the C++ programming language.
A. Symmetries
The network shown in Fig. 2 is symmetric under the exchange 1 ↔ 3, a reflection symmetry. For the special case w 13 = −1 the additional C3 rotational symmetry x →x and b →b, with
is present. Eq. (10) can be verified by inspecting (8) and (9) . This leads tõ
Applying this iteration three times yields the identity transformation, Eq. (10) is hence equivalent to a C3 symmetry.
B. Dynamics of the three-neuron system
C3 symmetry
Due to the C3 symmetry of the three-neuron system for w 13 = −1 discussed in Sect. III A, we find a travelling waves solution, where all neurons show the same activity with period τ shifted by τ /6. We can prove that this type of motion is always an exact solution in the case of w 13 = −1 (cf. Appendix C). In the top panel of Fig. 3 we show an example of the travelling waves solution for
. For a further quantification we define the dimensionless relative phase shift
between the first and the third neuron, where ∆T 13 is the time difference of two consecutive intersections of y 1 and y 3 with the Poincaré plain y i = 1/2,ẏ i < 0 (cf. top panel of Fig. 3 ). The travelling waves solution is characterized hence by ∆ 13 = 1/3. Although the travelling waves motion is a possible solution, it is not stable for all values of the adaption rate in the C3 symmetric case w13 = −1 over rescaled time. (top) Green/violet/yellow denote y1/y2/y3; the relative phase shift ∆13 = ∆T13/τ = 1/3 is the ratio of the time shift ∆T13 between two consecutive Poincaré sections yi = 1/2,ẏi < 0 of first and third neuron, and the oscillation period τ . (bottom) y1-component of the AFP and target points with green denoting y1 and red denoting target points, the arrows indicating the behavior of the system in the adiabatic limit b → 0 (cf. Fig. 1 ).
b . For lower values b < 6 · 10 −5 we find a different type of solution to be dominant. In the top panel of Fig. 4 we show an example of that motion for w 13 = −1,
−5 with green/violet/yellow encoding y 1 /y 2 /y 3 over time rescaled by the adaption rate b . The first and the third neuron being mutually either in close to full activity y i ∼ 1 or in a low activity state y i ∼ 0, while the second neurons stays mostly at y 2 ≈ 1/2 (half active), with a maximal relative phase shift of ∆ 13 = 1/2. The system thus flips between the two states y = (y 1 , y 2 , y 3 ) ∼ (0, 1/2, 1) and y ∼ (1, 1/2, 0). The flipping time scales inversely with the adaption rate b .
No C3 symmetry
In Fig. 5 we outline the distinct dynamical regimes observed for the general case w 13 = −1, viz C3 symmetry is not present. The relative phase shift ∆ 13 is color coded and shown a as a function of the adaption rate b and of the inhibitory weight w 13 .
On the horizontal center axis w 13 = −1, which represents the case of a C3 symmetric system, the travelling waves solution in the C3 symmetric case w13 = −1 over rescaled time with (top) green/violet/yellow denoting y1/y2/y3, and (bottom) y1-component of the AFP and target points, with green denoting y1 and red dots indicating selected target points. The system performs an anti-phase flip-flop oscillation of the first and the third neuron, ∆13 = 1/2. During the almost constant intervals, the system is close to one branch of target points until the branch disappears and the other branch becomes the effectively attracting one.
in Fig. 3 and 4 can be found. Far off that symmetric axis only two possible states exist: either the system performs a flip-flop oscillation ∆ 13 = 1/2 for w 13 < −1.15 or an in-phase oscillation characterized by ∆ 13 = 0 for w 13 > −0.85. In the latter case all three neurons fire synchronously and switch between a state y ∼ (1, 1, 1) of high activity and a state y ∼ (0, 0, 0) of low activity.
The preference for the respective type of motion is evident from the symmetry of the system (cf. Fig. 2 ). For strong inhibition w 13 < −1 the first and the third neuron suppress each other mutually and cannot be active at the same time. Thus a dominance of inhibition leads to a flip-flop oscillation. On the other hand weak inhibition w 13 > −0.85 enables that both the first and the third neuron can be active at the same time and therefore the second neuron also has to be synchronously active, leading to an in-phase oscillation of all three neurons.
This rule of thumb holds only partially for the parameter region −1.15 < w 13 < −0.85, where inhibitory and excitatory weights have almost the same absolute value. In that region and specially with increasing adaption rates b > 6 · 10 −5 there occur solutions that have a relative phase shift ∆ 13 ∈ [0, 1/2] between the extreme cases (cf. Fig. 5 ) resembling a detuned version of the travelling waves solution discussed above. For further illustration in Fig. 10 we provide an additional phase diagram for 
IV. TRANSIENT ATTRACTORS IN THE THREE-NEURON SYSTEM
After having described the possible dynamics of the three-neuron system, we now want to show, how the transient attractors are related to these. Therefore we present in the bottom panels of Figs. 3 and 4 the firing rate y 1 of the first neuron (green) and the corresponding target points (red bullets). In order to visualize the effect of the target points on the trajectory and to relate the figure to the sketch in Fig. 1 (b) , we plotted in Fig. 3 additionally the complete target branches (thin red line) and the adiabatic evolution in y 1 (black arrows). The latter describe the reaction of the system in the adiabatic limit b → 0.
We find that for b = 8 · 10 −4 the system is influenced by six branches of target points (cf. Fig. 3 ) covering large parts of the possible spectrum y 1 ∈ [0, 1]. The shape of the trajectory reflects the shape of the target branches, keeping however a rather large distance to the target points during most of the oscillation. The dynamical state differs therefore significantly from the adiabatic limit b → 0.
In comparison we only see two target branches for the lower adaption rate b = 10 −5 (cf. Fig. 4) , where one branch represents high activity y 1 ∼ 1 and the other represents low activity y 1 ∼ 0. The trajectory stays, as evident from Fig. 4 , most of the time close to one of the branches. After one branch disappeared we observe a short period of delay in the system before it jumps abruptly to the other branch. The delay is a typical phenomenon occurring in systems with multiple time scales [23] , here being enhanced by the presence of saddle AFP (cf. Fig. 6 (i) ). Except for the time of the delay and the jump, the system's dynamics is guided by the target points, and the flip-flop oscillation (or on-off behavior of the first and third neuron) is forced by the system jumping between the two transient attractors. Therefore we term this dynamical regime the adiabatic regime. On the contrary we classify the type of motion we find in Fig. 3 to be in the non-adiabatic regime.
In the detailed phase plot presented in Fig. 6 for w 13 = −1 we have included all adiabatic fixpoints present. Each of the five insets shows a sketch of the trajectory (green), target points (red), other stable AFP (blue) and saddle AFP (grey) in the activity y 1 of the first neuron (cf. bottom panes of Figs 3, 4) . Panels (ii) to (v) show cases of non-adiabatic motion, which can be distinguished by the stability and shape of the AFP (ranges indicated by grey bars in the center). While the solution (i) in the adiabatic regime performs a flip-flop oscillation ∆ 13 = 1/2, all of the non-adiabatic solutions are of the travelling waves type ∆ 13 = 1/3. The transition between the two regimes occurs at remarkably low values of the adaption rate b ∼ 6 · 10 −5 . With decreasing adaption rate b we observe occurrence of stable adiabatic fixpoint fixpoints (blue), which do not attract the trajectory of the full system. The transition between the adiabatic (colored brown) and nonadiabatic regime (colored yellow) is furthermore characterized by hysteresis (brown/yellow shaded).
A. Distance to transient attractors
For a more precise description of different dynamical states we compute the distance d between a dynamical trajectory and target points as defined by Eq. (5). In case of a limit cycle the distance d(t) as a function of time is a periodic quantity oscillating with the period of the attractor. Therefore we use the average distance d (see also Eq. (5)) to classify the dynamical regime of a solution. Fig. 7 shows the average distance d of the trajectory to the target points, averaged over four periods, as a function of the adaption rate b for three different values of inhibition w 13 ∈ {−1.1, −1, −0.92}. For larger values of adaption b > 10 −3 the distance changes very little with adaption and stays d ∼ 1 close to unity for all three examples.
The non-adiabatic behavior may hence be characterized by the overall distance between the trajectory and the respective adiabatic target points being compara- FIG. 6 . Phase diagram of the three-neuron system, as a function of the adaption rate b . Here w13 = −1. The five phases displayed by the corresponding trajectory-AFP-plots in y1 (cf. Fig. 3 and 4 bottom row) differ with respect to the stability and to the shape of the AFP. Green/red/blue/gray denotes the trajectory/target points and other stable AFP/unstable AFP respectively. For high adaption (i) there are only stable AFP, acting as the target points. Decreasing b saddle AFP and non-target stable AFP occur (ii − liv). Each colored bar represents the parameter range of one phase, with the brown/yellow areas denoting the adiabatic behavior and the non-adiabatic regimes respectively. Hysteresis is observed in the striped area.
bly large and essentially not affected by changes in the time scale of the slow dimension. As mentioned above, this state is preserved over a wide range of adaption in the symmetric case w 13 = −1 (yellow). At around This transition also occurs for w 13 = −1 off the symmetric case. The case of weaker inhibition w 13 = −0.92 (brown) also shows a rapid transition from the nonadiabatic to the adiabatic regime. In the case of stronger inhibition w 13 = −1.1 (gray) the adiabatic effect on the average distance is most pronounced. After a smooth transition to the adiabatic regime, the average distance decreases continuously over almost two orders of magnitude in the adaption, reaching a distance of d ∼ 0.1 in the limit of large small rates b . Overall, the dynamic regime is not so much characterized by the actual size of the distance to the target points of a single attractor, but the scaling with b .
For further characterization of the dynamical regime, viz being adiabatic vs. non-adiabatic, we have evaluated the cumulative probability distribution P (d) of the distance d between the trajectory and the corresponding target points as presented in Fig. 8 (for the same parameters as used in Figs 3 and 4) .
For cumulative distribution we first compute numerically the relative frequency ρ(d) of a certain distance d averaged on a single attractor over ten periods and binned to 400 bins on the logarithmic range d ∈ [10 −5 , 2]. Then the cumulative distribution P (d) can be calculated as the integral
As expected, for the non-adiabatic case (magenta) we find that there are only contributions in a narrow region d ∈ [0.7, 1.0] close to unity, resulting in turn from small residual variations of distance. For the adiabatic case (cyan) we also observe substantial contributions close to unity, reflecting the jumps between different target branches. However, we additionally find extended contributions for small distances d < 10 −2 resulting from the evolution close to the AFP manifold. This difference allows us to draw the distinction between adiabatic and non-adiabatic states.
B. Transient attractors of chaotic motion
For a small region in the adiabatic regime b < 2 · 10 −4 and near the symmetric case w 13 ∈ [−1, −0.95] we find patches in the parameter space that exhibit chaotic motion. In Fig. 9 one example of this chaotic motion for b = 10 −5 , w 13 = −0.9709 is presented. The left panel displays the time series of the firing rate y 1 (green) of the first neuron over rescaled time. Although the motion seems quasi-periodic, the phase space projection to the y 1 − y 2 plane (right panel) clearly shows chaotic motion. Applying a 0 − 1 test [37] for chaos based on the cross distance scaling of initially nearby trajectories, we find that the attractor shown above indeed classifies as chaotic attractor. The system is adiabatic, conversely, when the distance scales with b , which happens for the symmetric case w13 = −1 only for low adaption rates.
In Fig. 9 we additionally show the target points (red) corresponding to the chaotic trajectory. Except for some overshooting, the trajectory shows a similar behavior to the adiabatic motion presented above (cf . Fig. 4) ; the trajectory approaches the target point manifold and stays close to it as long as it is continuous.
The manifold of target points has a highly non-trivial structure for the chaotic motion, in contrast to the piecewise smooth structure observed for the case of limit cycle attractors, as observed, e.g., in Fig. 6 . A visual inspection indicates, however (see the inset in the right-hand panel of Fig. 9 ), that the phase space projection of the targets form a fractal structure. We did not attempt to directly compute the fractal dimension of the manifold of target points shown in Fig. 9 , as this is computationally highly demanding. Chaotic behavior, on the other hand, is typically linked to the presence of fractals in the dynamical behavior [38] .
Speaking in terms of transient attractors this means that in case of chaotic motion we cannot describe the motion as switching between two transient attractors of the same type. But rather we find that there must be infinitely many transient attractors forming a fractal set. Nevertheless, taking into account that we expect two symmetric transient attractors for w 13 > −1 weaker inhibition, we identify two fractal subsets y 2 ∼ 0 and y 2 ∼ 1 in the transient attractors, which appear close to the expected symmetric transient attractors.
In order to compare the chaotic motion more precisely to the adiabatic and the non-adiabatic regimes, we have included in Fig. 8 also the cumulative distribution (light green line) for the chaotic attractor. Besides the contribution close to unity due to the large distance jumps between different AFP branches, it reveals contributions at small distances d < 10 −2 , which are significant for the adiabatic case (cf. to cyan line). We can therefore state, that the chaotic attractor represents an adiabatic state and that is effectively influenced by the target points. However, we also find additional medium size contributions d ∼ 0.3 that result from the smaller jumps between different target branches.
V. DISCUSSION
Here we have pointed out how the dynamics of a slowfast dynamical system is affected by transient attractors presenting the results for a small recurrent neural network with distinct time scales. The continuous change of the currently attracting target points gives rise to an attractor metadynamics, which is piece-wise continuous for the case of an overall limit-cycle flow, becoming however chaotic whenever the generating flow is chaotic. We find generically that the manifold of target points guides the overall motion in the sense that the flow remains close to the flow most of the time. Close is here defined relatively, viz relative to the size of the attracting orbit.
For the case of transient state dynamics considered here, the flow makes rapid transitions from one branch of the set of the slow manifold to another, corresponding to state switching. We find, however, that a symmetry present in the system may inhibit the flow to ever approach the slow manifold. Symmetry protection is not absolute, as it will break down once the separation of time scales becomes too large. For our case we found that a surprising large separation of time scales, exceeding four orders of magnitudes, is needed to destabilized the symmetry protected state.
Measuring the distance between the system's state and the corresponding target points, we can directly estimate the influence of the transient attractors. In the cumulative distribution of the distances between the trajectory and the corresponding target points we only find significant contributions at low distances for adiabatic states. The distribution therefore is an indicator suitable for classifying adiabatic states.
In our network we find a chaotic region, in addition, allowing to access the structure of the target points for chaotic flow. We find that the target points form, on visual inspection, a fractal set of transient attractors. Fig. 5 ; the panels in Fig. 10 show the firing rates of all three neurons (cf. Fig. 3,  4 upper panel). For low adaption b = 10 −5 as shown in Fig. 10 (a) we only find adiabatic behaviour: either anti-phase oscillations (i, ii) or in-phase oscillations (iii). Close to the symmetric transition point w 13 = −1 both types of attractors can be found depending on the initial conditions. As mentioned before, the anti-phase oscillation corresponds to a switching between the two anti-symmetric transient attractors y ∼ {0, 1/2, 1} and y ∼ {1, 1/2, 0}. In the case of the in-phase oscillation this is a periodic switching between the symmetric transient attractors y ∼ {0, 0, 0} and y ∼ {1, 1, 1}. With a larger adaption b = 8 · 10 −4 in Fig. 10 (b) at the transition from strong inhibition to weak inhibition the travelling waves regime appears. The panels in Fig. 10 (b) depict five examples in the transition from anti-phase (i), via travelling waves (ii − iv), to in-phase oscillation (v). In the extreme cases of w 13 = −1.1 and w 13 = −0.9 we can guess once again that the firing rate is shaped by the anti-symmetric and the symmetric transient attractors respectively. 
