Network embedding aims to represent network structural and attributed information with low-dimensional vectors, which has been demonstrated to be beneficial for many network analysis tasks, such as link prediction, node classification and visualization. However, nodes in networks are commonly associated with rich contents, which are facilitated to characterize the properties of nodes. Most existing attributed network embedding algorithms tend to learn attribute representations separated from structure representations, which require a subsequent processing of combination. Besides, these traditional approaches ignore the potential high-order proximity introduced by attributes. Motivated by this, we investigate how structures and attributes can be captured simultaneously and introduce similarity measure to preserve highorder proximity in an attributed network. In this paper, we propose a novel attributed network embedding framework, Similarity Enhancing Attributed Network Embedding (SEANE), which jointly preserves structural and attributed information, and adopts similarity measure to enhance the node embedding. We evaluate our proposed framework by using four real-world datasets on link prediction, node classification and nearest nodes searching. The experimental results demonstrate the outperformance of SEANE on link prediction and node classification tasks.
I. INTRODUCTION
Networks ubiquitously exist in real world, such as social networks [1] , paper citation networks [2] , protein-protein interaction networks [3] , etc. Networks are generally sparse where only a small part of nodes are linked each other. The sparsity of networks demands effective and efficient algorithms on network analysis tasks. To alleviate the sparsity issues, network embedding (NE) is proposed to preserve the nodes proximity of network in low-dimensional vectors. Existing studies [4] , [5] of network embedding only focus on the topological structure of networks, which inevitable ignore the rich attributes contents. Furthermore, some extensively researches on attributed network embedding (ANE) [6] , [7] have been proposed. ANE takes full advantage of extra attributes of nodes to capture the implicit interaction of nodes, which can better interpret the relation of nodes, especially for high sparsity networks. These embedding representations can benefit a lot of data analysis tasks, such as node classification [8] , link
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Different NE algorithms have different strategies to preserve the similarities of nodes. Spectral decomposition is a typical approach in pioneer studies. For example, Locally Linear Embedding [12] supposes that node representation is approximately a linear combination of its neighbour node representations. Laplace Eigenmaps [13] assumes that pairwise nodes should be closer in their representation space and a punishment will be given if the distance between similar nodes is far. From the insights of Locally Linear Embedding and Laplace Eigenmaps, top-k eigenvalue vectors are calculated by spectral decomposition as node embedding. Some shallow neural networks based NE algorithms are proposed recently. Inspired by the natural language Skip-Gram, DeepWalk [4] learns network embedding by sampling a set of random walk paths from networks and maximizing the likelihood probabilities of random walk paths. Furthermore, Node2Vec [14] introduces the breadth-first search and the depth-first search into the random walk process. Considering the sparsity of networks, LINE [5] preserves local pairwise proximities as first-order proximity with the joint probability VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ distribution between two nodes. And the conditional distribution is used to model the similarity of co-neighbour as the second-order proximity when two nodes share same neighbour nodes. Considering the LINE only preserves the first-order and second-order proximities, GraRep [15] constructs a matrix where the elements represent the k-step random walk reachable probability, and reformulates the loss function as the matrix factorization problem. By applying Singular Value Decomposition (SVD) on each k-step loss function, the global representations of nodes can be obtained. TADW [16] takes content characteristics into account when learning the representations of nodes. It proves that Deep-Walk is equivalent to matrix decomposition and incorporates rich content information by the inductive matrix completion [17] . More recently, Gat2Vec [18] learns node embedding via structural graph and attributed bipartite graph, which regards all attributes in network as nodes in bipartite graph. The representations of nodes are learned in structural graph and attributed graph respectively, then the two parts of results are concatenated as the representations of nodes.
Despite the great success of the existing methods, NE algorithms still face many challenges. Most related works only focus on explicit relations of nodes in structural information. However, in many real-word networks, nodes with the same attributes contain plenty of semantic similarity. In this case, two papers are implicit similarity and it is difficult to preserve all the similarity of two papers if we only pay attention to the topology. Previous studies in [19] , [20] show that the incorporating of implicit relations and explicit relations can learn rewarding embedding representations. TADW introduces text information into network embedding models and has an excellent performance of DeepWalk. However, matrix factorization based methods have a high computational complexity that is not suitable for large-scale networks. In addition, for unweighed networks, links are generally assigned with the same value of 1 to flag edges in adjacency matrix. However, different neighbours have different effects on the center node, unweighed networks ignore the diversity of nodes.
Intuitively, node representations are high similarity if they are densely linked. Considering the ability of similarity can level the closeness of nodes, we propose Similarity Enhancing Attributed Network Embedding (SEANE) framework to enhance attributed network embedding. The attributes of nodes are translated to a special kind of nodes in networks, then the representations of nodes are learned by sampling structural and attributed information simultaneously. We measure the similarity of node representations to simulate the edge weights which assign different importances to neighbour nodes. Besides, nodes with similar attributes are in highorder proximity occasionally, so SEANE can also preserves high-order proximity. In this paper, the proposed framework enhances the network embedding by similarity measure. Our main contributions are summarized as follows.
• We convert attributes to a special kind of nodes in networks and propose a constrained random walk sampling model to retain the attributed information,.
• We enhance the effect of edge weight in attributed network embedding via similarity measure. Meanwhile, the node representations capture the low-order and highorder proximities.
• We evaluate our approach on link prediction, node classification, and a case study of the nearest nodes searching. The experimental results show the superior performance of SEANE on link prediction and node classification tasks. The remainder of the paper is organized as follows. Section II discusses the related works. We detail our SEANE framework completely in Section III. In Section IV, we describe the experimental setup and analyze the experimental results. Finally, we conclude our work in Section V.
II. RELATED WORKS
Network embedding represents the original network information in low-dimensional vectors, which can be facilitated in network analysis tasks such as link prediction, node classification and visualization. Matrix factorization, random walk and deep neural networks are three common methods in network embedding.
Matrix factorization based methods firstly construct an affinity matrix through adjacency relations or similarity between nodes. The original affinity matrix is a n order square matrix, where n represents the total number of nodes in a network, each row or each column vector can be regarded as the representation of a node. To obtain lowdimensional vector representations, we can utilize matrix factorization techniques to decompose the affinity matrix into low-dimensional vectors. Singular Value Decomposition (SVD) [21] is a commonly used matrix factorization network embedding method. Cao et al. [15] constructed a special affinity matrix to preserve the high-order proximity and adopted the SVD method to reduce the dimensionality of node representations. HOPE [22] preserves the high-order proximities of the network and extends SVD algorithm [23] . Therefore, the time complexity of HOPE is in the liner time which is largely reduced.
DeepWalk [4] adopts the random walk model to generate several paths for each node in a network. Inspired by the language model Skip-Gram [24] , the sampled paths are regarded as the corpus in language model. The goal of Skip-Gram is to estimate the likelihood of words frequency in corpus. In details, a sequence of v i can be formal as following with the observing node v i ,
In terms of the Skip-Gram model, the optimal of embedding representations can be derived by the following objective function.
where represents the embedding matrix and (v i ) is the embedding vector of node v i . Node2Vec [14] is an extension of DeepWalk algorithm and introduces the breadth-first search and the depth-first search random walk strategy to sample node sequences. Besides, PPNE [25] is also a random walk algorithm which limits the similarities of node embedding by the inequality constraint and the numeric constraint. The aforementioned random walk based approaches are all applied to homogeneous networks. Recently, Dong et al. [26] proposed a random walk model, Metapath2Vec, which generates node sequences in heterogeneous networks by metapath based random walks.
The methods mentioned above mainly adopt the shallow models, moreover, several deep learning models for network embedding are proposed [11] , [27] . SDNE [28] adopts the deep autoencoder to encode structural information, which obtains the first-order and second-order proximities jointly. ANE [29] is proposed to address the manifold fracturing issue in typical autoencoders. The autoencoder component is used to capture the global proximity and the adversarial component preserves the local proximity. Convolutional Neural Network (CNN) is another deep learning model which is widely adopted in network embedding. PSCN [30] makes use of labels in networks to select a fixed-length node sequence from the network and assembles neighbours of nodes to learn a neighbourhood representation with the CNN model.
However, the network embedding algorithms mentioned above cannot be applied to attributed network embedding directly since they don't take network contents into consideration. Attributed network embedding algorithms introduce rich attributed information which preserve more abundant characteristics in node representations. TADW [16] preserves rich text information by converting contents to a submatrix directly during matrix decomposition. CENE [31] adds contents (documents) nodes to networks and generates a special kind of link between structural nodes and contents, then models the relations from two types of link respectively. Li et al. [32] proposed a deep generative model to capture both contents and structure information. In this model, they feed the adjacency matrix and contents representations to the variation autoencoder. Zhang et al. [7] designed a neighbour enhancement autoencoder model and an attributed-aware Skip-Gram model. These two models share the middle layer of autoencoder to integrate the structural and the attributed information. GraphRNA [33] proposes a cooperative random walk mechanism called AttriWalk and designs a graph recurrent network (GRN) to learn network representations. AttriWalk regards node attributes as a bipartite network to promote the discretization of nodes. GRN keeps the interaction of nodes in the original attributed network. HetGNN [34] designs a heterogeneous graph neural network model. Specifically, it introduces random walks with restart strategy to extract strongly correlated heterogeneous neighbor for each node and group them according to the type of nodes. Then, the graph neural network aggregates the features sampled from the neighbor nodes.
Network embedding models are varied and the application scenarios of network representation are also diverse. IGE [35] takes advantages the rich edge information to predict which stocks the users will buy in the future. SNEA [36] integrates the positive or the negative sign to node representations that can push interest news for users more accurately. PCTADW [37] creates directed networks with text-associated and multi-labeled nodes and applies to the software package dependency networks.
III. METHODOLOGY
In this section, we present the details of the proposed framework SEANE. Firstly, we formally introduce the problem definition and notations in our work. Then we give a brief description of the whole framework. Finally, we detail each components of the framework.
A. PROBLEM DEFINITION AND NOTATIONS
The summary of notations is listed in Table 1 and the problem definitions on attributed networks are shown as follows.
. . , v n } denotes the set of structure nodes, E ⊆ V × V denotes the set of edges, and A ∈ {0, 1} n×s is node attributes matrix with the size of n * s. A ij = 1 represents that the node v i has the j-th attribute in networks, otherwise A ij = 0.
. . , v s n denotes the set of attribute nodes and E s ⊆ V ×V S denotes the set of edges between structure nodes and attribute nodes. Definition 3 (Attributed Network Embedding): Given an attributed network G = (V , E, A), the attributed network embedding aims to learn a node representation ϕ (v i ) ∈ R d for each node in a network, where d |V |.
B. SEANE FRAMEWORK
In this section, we introduce the proposed framework SEANE in two parts. The node sequences generation component converts attribute information to nodes in network and utilizes the random walk algorithm to sample node sequences. The network embedding component adopts the Skip-Gram model [24] to initialize the node embedding matrix and content embedding matrix . Subsequently, node representations are optimized and enhanced by the similarity measure.
1) NODE SEQUENCES GENERATION
Inspired by CENE [31] , we regard attributes as a kind special nodes in the network and build new edges between topology nodes and attributed nodes.
In attributed networks, we define a matrix A ∈ {0, 1} n×s to preserve node attributes. In order to convert attribute information to nodes in network, we generate nodes to represent all attributes that structural nodes contain. If A ij = 1, we generate a link between the topology node i and the attribute node j. Fig.1(a) shows a network graph which only contains structural information and Fig.1(b) shows a graph which contains both structure and attribute information. The attributed information is an invaluable constituent component in the case of topology information missing. For example, v 6 is an isolated node in Fig.1(a) , but it establishes a connection with v 3 via the attribute node d. In addition, the nodes of the same attributed node have high-order proximity. As shown in Fig.1(a) , v 2 and v 5 are reached through four walks at
the start node v i , the max random walk length λ, the number of random walks for each node µ Output: node sequences set S v i 1: for iter = 1:µ do 2: initialize random walk s v i for v i 3:
set v i as current node 4: for iter = 1:λ do 5: add directly neighbours in candidate nodes set 6: add reached node via an attribute node for current node in candidate nodes set 7: if candidate set has node then 8: calculate the similarity between current node and candidate nodes 9: if there is one most similar node v j then 10: select v j as next node 11: else 12: random select v j in the similar nodes as next node set current node as v j 13: else 14: backtrack the last node in the path as current node 15: return S v i least, but with the help of the attributed node a, they are two walks reachable. So we can obtain potential high-order approximations even if some nodes are not reachable in a finite number of steps.
The random walk strategy is updated in order to extract attributed information. The random walk algorithm generates a series of node sequences. To generate the next node of the random walk s v i , we list all of directly connected structure nodes and two-step reachable structural nodes via an attributed node as candidates for the next random walk node. Then the number of the same attributes between s j v i and candidate nodes are counted. The node with the most counts is selected as the next node s j+1 v i , and if there are more than one node gets the highest counts, the next node in sequences is selected randomly.
The generation of a random walk path stops until the length of s v i reaches the preset length λ or there are no eligible candidate nodes. Algorithm 1 describes the updated strategy of random walk for the start node v i in G a = (V , V s , E, E s ).
2) ATTRIBUTED NETWORK EMBEDDING
After collecting random walks for each node, we use the Skip-Gram model to initialize the embedding matrix and the content embedding matrix . The goal of Skip-Gram is to maximize the conditional probability via the extracted corpus. Following the idea of DeepWalk [4] , we consider node sequences extracted by random walk as the corpus. Then the initialization problem is to maximize the objective function shown in Eq. (3).
where S is the set of node sequences and c is a predefined window of the content. Given a center node v i , we select the context nodes in sequence for v i with the window of length 2c. p 1 v j |v i defines the probability of the content v j given the center node v i as follows:
After initializing the node embedding matrix and the content embedding matrix by Skip-Gram model, node representations are enhanced via similarity measure. To preserve first-order proximity in the iteration of enhancing node representations, we minimize the following objective function:
where w ij represents the edge weight between node v i and v j . Typically, edges share the same weights in undirected graphs. Otherwise, considering the different degree of node connections, the specific formula for the edge weight from node v i to v j is defined as follows:
where ϕ (v i ) and ϕ v j are the embedding of node v i and node v j . And p 2 v i , v j in Eq.(5) defines the joint probability between edge v i , v j .
To preserve the second-order proximity, LINE supposes that nodes sharing more connections are more similar. In this case, each node has two roles: a target node and a content node for other target node. The target node is equivalent to the center node in the Skip-Gram model. We adopt the following objective function to preserve second-order proximity:
Comparing the definition of w ij in Eq.(6), w ij can be defined as follows by using the content embedding matrix.
where ϕ (v i ) and ϕ v j represent the embedding of node v i and the embedding of content node v j . And p 3 v j |v i defines the probability of v j generated by v i as follows:
As mentioned in subsection III-B 1), node sequences that used to train the Skip-Gram model contain higher-order information, w ij and w ij also introduce the higher-order proximity.
3) OPTIMIZATION
To maximize the objective function O 1 , we maximize the following log-likelihood function and adopt negative sampling [38] to reduce computational complexity. The objective function can be defined as follows:
where c represents the context window size, neg{r} is the set of negative samples of the center node v i and p 1 v j |v i is redefined as follows:
Similarly, we also adopt negative sampling to accelerate the computation of conditional probability p 3 . Then the objective for each edge can be redefined as follows:
The first part models the observed edges and the second part models the negative edges. σ = 1/(1 + exp(−x)) is the sigmoid function. v l ∼ P n(v l ) denotes to sample a node v l ∈ V as a negative context of v i according to a probability P n (v l ). K is the number of negative edges. And we set P n(v l ) ∝ d 3/4 v as proposed in [38] , where d v is the out-degree of the node v l . Consequently, the first-order and second-order proximity objective functions are jointed with a trade-off parameter α as follows:
where is the embedding matrix and is the content embedding matrix. We adopt the asynchronous stochastic gradient algorithm (ASGD) [39] for optimizing the objective function in Eq. (14), where ϕ (v i ) and θ (v i ) can be updated by:
where η 1 and η 2 are learning rates. The complete optimization algorithm for network embedding is shown in Algorithm 2.
IV. EXPERIMENTS
In order to validate the effectiveness of the proposed framework SEANE, we conduct experiments on four public real-world datasets. The detailed description of datasets and baselines are shown in this section. Besides, we evaluate our framework with link prediction, node classification and a case study of the nearest nodes searching. We also investigate the parameters sensitivity in node classification task.
Algorithm 2 Optimization Algorithm for SEANE Input: An attributed network graph G a = (V , V s , E, E s ), the embedding dimension d, the max random walk length λ, the number of random walks for each node µ, the context window size c, the number of negative edges K Output: node embedding matrix , content embedding matrix 1: for v i ∈ E do 2: We evaluate our SEANE framework on four datasets, including three citation networks, Cora, Citeseer 1 and DBLP, 2 as well as a social network, Flickr. 3 Statistics of four datasets are listed in Table 2 .
• Cora is a paper citation network which is constructed by
McCallum et al. [40] . There are 2708 machine learning papers from seven categories and 5429 citation relations in the network. The attributes of a publication is described as a 1433-dimensional feature vector. The elements in the matrix indicate the absence/presence of the corresponding word from the vocabulary.
• Citeseer is also a paper citation network dataset which is constructed by McCallum et al. [40] . Citeseer consists of 3312 scientific publications from six categories and 4732 links to represent citation relations. There 3703 unique words in the dictionarty of Citeseer.
• Flickr is a social network where users are connected each other by sharing photos. It contains 7575 nodes and 12047 attributes. Each node represents a photo sharer, and edges indicate the following relationships among users in the network. The tags of images are regarded as attributed information.
• DBLP consists of bibliography data in computer science [41] . It contains 60744 papers and 52890 citation relations. The title of the paper constitutes the attributed information and all of these papers are selected from 4 research areas.
B. BASELINES
We employ the following network representation learning models as baselines. probabilities of random walk paths. DeepWalk only concerns about the structural information.
• Node2Vec [14] : It extends DeepWalk by introducing the breadth-first search (BFS) and the depthfirst search (DFS) to random walk for sampling node sequences. Node2Vec introduces two hyper parameters to control the breadth and the depth of the random walk algorithm.
• TriDNR-NoLabel: TriDNR [42] learns node representations that preserve the network structure, node content and label information respectively. The structural and the text embedding of the same node affect each other. TriDNR-NoLabel algorithm is used to learn node representations without label information for fairness.
• Gat2Vec: [18] It learns node embedding from the topology graph and the attributed bipartite graph. Gat2Vec learns structural and attributed information respectively and jointly learns representations from structural and attributed information of the network by a unified objective function. DeepWalk and Node2Vec are pioneer works that introduced the neural network to the network representation learning. TriDNR-NoLabel and Gat2Vec are designed for attributed networks which can capture both structural and attributed interactions of nodes.
C. EVALUATION METRICS AND EXPERIMENTAL SETTINGS
For link prediction, we employ the standard metric AUC to evaluate the performance. Specially, a random selected unobserved link is more likely to be predicted as an edge than the non-existent link. The formula definition of AUC is shown as follow: AUC = i∈pos rank i − n pos( n pos +1) 2 n pos n neg (17) where rank i represents the rank of the positive sample i according the prediction scores, n pos represents the number of positive samples and n neg represents the number of negative samples.
In node classification task, we adopt Micro − F1 and Macro−F1 as metrics to estimate the performance of SEANE on multi-class Classification. Micro−F1 calculates the global F1 score on all kind of labels, and Macro − F1 calculates the local F1 for each kind of labels. And the average of all local F1 scores are determined as the final Macro − F1 score. The formula definitions of Micro−F1 and Macro−F1 are shown as follows:
where TP(A), FP(A), FN (A) indicate the number of true positive, false positive and false negative instances which are predicted with the label A. L is the set of labels. Micro−F1(A) is the Micro − F1 score of nodes with the label A.
To compare our results with the above algorithms, we use the same parameter settings that are reported in [18] for all the algorithms. The specific value of parameters are set as follows. The context window size c = 5, the max length random walks λ = 80, and the number of random walks for each node µ = 10. Typically, the trade-off parameter α is tuned to adapt different datasets.
D. LINK PREDICTION
Link prediction task aims to predict the edges will be generated in the future time, which can demonstrate the predictability of network embedding algorithms. We randomly remove 50% of existing edges to evaluate the performance of SEANE in predicting the hidden edges. The removed links are considered as the positive samples. And we also randomly generate an equal number of edges which are non-existent as the negative samples. Giving an edge instance (v i , v j ), we utilize the embeddings ϕ (v i ) and ϕ v j to produce the edge representation. A logistic regression classifier is trained on positive and negative samples. The results of link prediction are shown in Fig.2 We can conclude that our algorithm performances better than other baselines on all three datasets. SEANE has an average improvement over the baselines by 7.1, 6.4 and 2.0 percentage points on Cora, Citeseer and Flickr datasets respectively. It demonstrates that our model can learn more latent links in networks and has a better capacity on link prediction task. Furthermore, we compare the experiment among the three networks. For the Flickr dataset, we observed that the AUC scores are apparently higher than the other two datasets. Thus, the Flickr has the highest Avg e in the three datasets. Avg e represents the tightness of a network, thus a network with high Avg e is dense connected. To summarize, all the above observations demonstrate that SEANE has a better performance on predicting the connections which will be built in the future time.
E. NODE CLASSIFICATION
In this section, we conduct multi-class classification on Cora, Citeseer, Flickr and DBLP data sets. We classify nodes by one-vs-rest logistic regression classifier LIBLINEAR [43] with default parameters (c = 1) for all the methods. The training ratio is ranged from 10% to 90% with a step of 10% and the rest of the nodes are used to evaluate the classification quality separately. For fairness in comparison, all baselines used the same training set for training the classifier. We repeat the process 10 times and report the average of Micro−F1 and Macro − F1 scores for each training ratio. Table 3 , Table 4 , Table 5 and Table 6 show the Micro − F1 and Macro − F1 scores and the standard deviation on Cora, Citeseer and DBLP datasets.
First and foremost, our algorithm achieves the best performance among all the methods with the metric of Micro − F1 and Macro − F1 scores on the Cora, Citeseer, Flickr and DBLP datasets. Our algorithm has a 1% − 19% improvement with the metric of Micro − F1 score and a 1% − 11% improvement with the metric of Macro − F1 on the DeepWalk and Node2Vec are pioneer works in network representation learning, both of them only focus on structural information. TriDNR-NoLabel and Gat2Vec methods learn attributed representations separated from structural representations, then combine the two part of representations as final embedding. Our approach sample structural and attributed information simultaneously, which can preserve more proximity relations of nodes. Therefore, SEANE outperforms baselines on the four datasets. Overall, SEANE achieves stable and significant improvements than its peers on all datasets.
F. PARAMETER SENSITIVITY
In this experiment, we take two parameters into consideration, the trade-off parameter α and the embedding dimension d. We fix all the parameters as described in section IV-C on Cora dataset in multi-class classification task. Fig.3(a) shows the Micro − F1 scores that the trade-off parameter α are varied from 0.1 to 0.9. We can observe that the performance of Micro − F1 increases when the α increases initially, then it is decreased. SEANE performs better when α = 0.3 with the training set TR = {0.3, 0.5, 0.7}, and it performs better when α = 0.4 with the training set TR = 0.9. Parameter α balances the effect of the first-order and the second-order proximity. The results showed in Fig.3(a) demonstrate how the first-order proximity impact on our model. Fig.3(b) demonstrates the effect of embedding dimension d which varies from 2 4 to 2 9 . The Micro − F1 score increases when d < 2 7 , the curve is saturated with the increasing of the embedding dimension d. The results illustrate that node representations can preserve more information with the increasing of the embedding dimension when d < 2 7 . However, no more useful information can be involved with the continuously increasing of the embedding dimension. And it will introduce noise if the embedding dimension increases continuously. The results showed in Fig. 3(b) suggest that selecting an appropriate embedding dimension for a network is important for the embedding results.
G. CASE STUDY
To demonstrate the effectiveness of the learned embedding vectors from SEANE, we retrieve the top 3 nearest nodes searching for a randomly selected paper on the Cora dataset.
We compute the top 3 nearest papers with consine distance based on the nodes representations learned by different algorithms. The number of common attributes can represent the proximity of content between nodes. Citation relationship represents the structural proximity between nodes. Table 7 lists the top 3 results of the number of common attributes and the citation relationship. As shown in Table 7 , the results of our methods have more common attributes and not all papers cite the selected paper. Apparently, our method balances the structural proximity and the attributed proximity in nodes representations.
V. CONCLUSION
To learn more informative representations for nodes in a network, it is crucial to characterize both the structural and the attributed information in network embedding. To this end, we proposed a novel SEANE framework to generate the network representations from the structural and the attributed information. Specifically, we convert attributes of nodes to a special kind of nodes in the network and build interactions between structural and attributed nodes. Then we employ the constrained random walk algorithm on the updated network to generate the node sequences. Thus, we uniformly model the structural and the attributed proximities. Besides, we introduce similarity measure to enhance the attributed network embedding. We evaluate SEANE on link prediction and node classification tasks. Experimental results on four datasets show significant improvements of SEANE compared to the baselines. In the future, we plan to extend our methods on dynamic networks. BIN 
