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Abstract  The characteristics of early outbreak signal which 
are weak and behaved under uncertainties has brought to the 
development of outbreak detection model based on dendrite cell 
algorithm. Although the algorithm is proven can improve 
detection performance, it relies on several parameters which need 
to be defined before mining. In this study, the most appropriate 
parameter setting for outbreak detection using dendrite cell 
algorithm is examined. The experiment includes four 
parameters; the number of cell cycle update, the number of 
dendrite cell allowed to be in population, weight, and migration 
threshold value. To achieve that, an anthrax disease outbreak is 
chosen as a case study. Two artificial anthrax datasets known as 
WSARE7 and WSARE58 are taken as experiment data.  The 
experiment is measured based on five metrics; detection rate, 
specificity, false alarm rate, accuracy, and time taken to produce 
result. Besides that, a comparison is made with Cumulative Sum, 
Exponentially-weighted Moving Average, and Multi Layer 
Perceptron.  From the experiment, the best parameter setting for 
anthrax outbreak using dendrite cell algorithm is identified 
whereby it proven can helps the model to produce a good 
detection result between detection rate and false alarm rate. 
Since each outbreak disease carries different outbreak 
characteristic, the parameter setting for different outbreak might 
be different. 
Keywords dendrite cell algorithm; disease outbreak; anthrax  
I. INTRODUCTION 
The motivation of outbreak detection model is to reduce 
mortality rate during outbreak. This is achieved through the 
monitoring process towards the progress of an outbreak type 
disease before it widely spreads to a wider geographic area. 
Based on early outbreak sign detection, the model will raise an 
alarm for health authorities to act timely and setup immediate 
plan. Up to recent years, there have been many proposals on 
outbreak detection model using different approach such 
statistic [1-3], artificial intelligent [4-6], and hybrid [7, 8] 
between both approaches. 
Modeling an outbreak requires an observation towards 
significant change inside health data as a basis [9]. During 
detection, it applies anomaly detection concept based on the 
assumption that outbreak inherits abnormal characteristic from 
previous activities. The primary concerns of the model are 
twice; to detect the onset of outbreak with high detection rate 
and to make sure outbreak can be detected early as possible. 
However, it difficult to achieve because of the early outbreak 
signal is weak and behave under uncertainties [7]. As the result 
of uncertainties, it causes the existing approaches produce 
imbalance result between detection rate (DR) and false alarm 
rate (FAR) [10]. For a detection model, it is necessary to obtain 
high DR while at the same time lower the FAR. High DR 
day as outbreak. Meanwhile low FAR indicates it generates 
less error in classifying normal day as outbreak. The imbalance 
between both criteria indicates the model fails to detect 
outbreak efficiently. 
This issue leads to the design of detection system inspired 
from artificial immune system (AIS)[6]. Relies on the concept 
of danger theory (DT) framework, the dendrite cell algorithm 
(DCA) is utilized for outbreak detection [11]. Based on DT, the 
recognition of outbreak is inspired from the danger signal 
released by a sick cell that unexpectedly dies due to pathogenic 
infection. From literature, DCA has been applied in various 
detection based problem such in intrusion, fraud, and fault 
detection. As a result, outstanding performances are reported 
where DCA able to generate a balance result between DR and 
FAR. While DCA is proven as a good detector, it involves 
several parameters definition that need to be determined before 
the mining starts [12]. Moreover, the parameter in DCA is a 
case based problem which need to be determined based on trial 
and error experiment. 
In this paper, an experiment is conducted to examine the 
most appropriate DCA parameter setting for disease outbreak 
detection. We research the anthrax disease outbreak where two 
artificial anthrax outbreak datasets are selected as experiment. 
The experiment is measured based on five metrics; detection 
rate, specificity, false alarm rate, accuracy, and time taken to 
produce result.  
The result of the most appropriate parameter setting is taken 
as a guideline for future outbreak detection. At the end of 
experiment, the DCA with the best parameter setting is 
compared with other detection algorithm; the Cumulative Sum 
(CUSUM), Exponentially-weighted Moving Average 
(EWMA), and Multi Layer Perceptron (MLP). 
This paper is organized as follows. Section II introduces the 
concept of DT. It covers the biological immune system, how 
DCA functions, and the DCA parameter. It will be followed by 
a discussion on the experiment setup Section III. In Section IV, 
the experiment result will be presented while a case study will 
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be presented in Section V. The final sections conclude this 
work. 
II. DANGER THEORY 
In this section, the concept of DT is introduced. It will 
cover the biological immune system, DCA process, and 
parameters involved in DCA 
A. Biological Immune System 
DT is a new paradigm of AIS instead of the existing 
immune paradigm as applied in the classical clonal selection, 
immune network, and negative selection theory. Initiated by 
[13], DT states that immune system is triggered by a danger 
signal released by a necrotic cell which is unexpectedly die 
before time due to pathogenic infection. This idea is against the 
conventional theory that assumes the immune system relies on 
discrimination between self and non self cell by responding to 
the presence of foreign entities and does not respond to own 
body cell. 
Based on DT, when a cell injured, it establishes a danger 
zone around itself to mitigate. After that, the released signal is 
detected by a dendrite cell (DC) which initially born as 
immature cell in thymus. Throughout its life time in immature 
states, DC will collects information of the injured body cell 
term as antigen paired with their signals (PAMP, danger, safe). 
Based on the collected signals throughout its life span, DC able 
to decide the condition of the cell either safe or harm to the 
body. This situation occurs when DC starts to matured and 
ready to move into lymph node. There are two types of 
maturity; firstly semi-mature (represents as apoptosis death) 
and secondly mature state (represents as necrosis death).  The 
throughout the life span caused by a foreign antigen, wound, 
etc. If this happen, it indicates antigen has been detected and 
-m
the apoptosis death is seen as part of normal cell function and is 
tolerated to the presented antigen. Based on this process, 
several algorithms are proposed. One of them is DCA. 
B. Dendrite Cell Algorithm (DCA) 
DCA is initiated by [12] to detect intruder in computer 
network. It is a population based algorithm, which replicates 
DC maturation mechanism and the interaction between DC and 
body cell. During immune responses, DC appears in one of 
three different states of maturity; immature, semi-mature, or 
mature state. Starting as immature, DCA receives multi 
attributes as input where they are categorized into three types 
of signal; PAMP (IS1), danger (IS2), and safe (IS3). All input 
signals are transformed into three cumulative outputs signals; 
CSM (OS1), semi-mature (OS2), and mature (OS3) using the 
accumulative function as shown in Equation 1.  
 
                                             
 
 
where  is the weight matrix as shown in Table 1,  is the 
input signal,  is the output signal,  is the input signal 
categories,  is the output signal categories.  
Thought out the learning, DC samples antigen and input 
signal multiple times and it stops once the cell is ready to 
migrate. The output generated (OS1-OS3) represents the 
maturity level of DC. When OS1 reaches the migration 
threshold, it will be removed from the population for antigen 
presentation.  The output values of OS2 and OS3 are compared 
in order to derive a context for presented item. The antigen is 
term as mature if OS2>OS3 and vice versa. Then, the migrated 
cell is replaced with a new cell to restart sampling and return to 
population.  When learning end, antigens are appeared in 
different context. In the last step, the potential anomalous 
antigen is determined based on the collected context. Term as 
mature context antigen coefficient (MCAV), the anomalous 




Where   refers to the antigen type,   refers to 
the total number of mature antigen of antigen type , 
 is to the total number of mature antigen, and 
 refers to the total number of semi mature 
antigen. If the value of  is gather than anomaly 
threshold, than the antigen is categorized as anomalous antigen. 
C. Parameter in DCA 
In DCA, there are several parameter need to be determined 
before mining starts. Fig. 1 shows the DCA parameters and 
their arrangement according to according to DCA process. 
1) Total cycle cell update: Cell cycle update refers to the 
process where DC retrieves signal and antigen from tissue data 
structure. In this process, every DC will be updated with new 
signal values and antigen. The number of cell cycle update 
allows DC to collect more experience by sampling different 
antigen presentation. When cycling end, the aggregation stage 
is initiated such that all collected antigen are analyzed and 
MCAV per antigen is derived. 
2) Weight: Weight is applied in signal processing to 
transform the input signals into output signals. The weight is 
formalized based on immunological data where the 
interrelationship between weights carries relative information 
for DC maturation. The weight equation as applied in 
Equation 1 is presented in Table I. The weight value is a user 
defined however the relative interaction between the input 
signals and output signal must be remain constant. 
TABLE I.  THE WEIGHT, W [11] 
WIJ PAMP (I=1) DANGER 
(I=2) 
SAFE    (I=3) 
CSM (J=1) W1 W1/2 W1 
SEMI (J=2) 0 0 1 
MATURE (J=3) W2 * (1.5) W2/2 W2 * (-1.5) 
 
Based on Table I, the basis for other weights creation is 
based on the PAMP weights. W1 is a weight to transform 
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PAMP signal to CSM output signal while W2 to transform 
PAMP signal to mature output signal. Meanwhile the values of 
danger and safe signal are relatively followed the W1 and W2. 
3) Migration Treshold: Migration threshold (MT) is a 
measurement to determine whether a DC is ready to migrate to 
lymph node. Once migration occurs, it indicates DC has 
matured and antigen sampled by DC is ready to be assigned a 
context value either as mature or semi-mature. Open its 
creation, DC is assigned a MT and the value can be in a 
random scale. One of the approaches to determine MT is 
based on the half of median value of total input signal 





where max(ISij) is the maximum observed level of input 
signals and wij is the corresponding transformed weight from 
input to output signal. In general, there are two types of MT; 
constant and variable MT. 
4) Number of DC Population: This parameter refers to the 
number of DC allowed to be in a population. In a cell cycle 
update, there is a population of DC whereby its member 
consists of randomly selected DC.  For this study, there are 
100 DC to be selected into population. Once DC is selected, it 
will collects antigen plus with their signal for signal 
processing. DC remains in the population until reach the MT. 
5) Anomaly Treshold: Anomaly threshold (AT) is used as 
final step to decide wheatear an antigen is anomalous or 
normal. In this case, the MCAV is compared with AT. If the 
value exceeds the AT, it will results in the classification of an 
form of data distribution between classes otherwise is within a 
range of anomaly threshold. AT is different among domain 
problem. 
 
For outbreak detection, AT is known as an outbreak 
baseline. It acts as a default value before DCA can raise an 
alarm.  
To determine this value, the previous outbreak dataset from 





Where AT Outbreak Cases refers to 
the total case All Cases refers to 
the total cases classified as outbreak and non-outbreak. 
 
 
Fig. 1. DCA parameters and their function according to DCA process. 
III. EXPERIMENT SETUP 
This section explains the experiment data, evaluation 
metrics, and the experiment steps applied in this experiment. 
Firstly is the experiment data. The anthrax outbreak dataset 
known as WSARE is chosen as an experimental data [7]. The 
data set has 100 set of artificial anthrax outbreak datasets with 
different outbreak release date. For this study, WSARE7 has 
been selected for experiment. The original dataset consist of 
24,635 records from 2002 until 2003 and the record in year 
2003 is chosen for monitoring. WSARE has 12 attributes 
where all of them are categorical. After the best parameter 
setting has been determined, WSARE58 is chosen for testing. 
Both dataset carry different outbreak pattern since anthrax virus 
is released on different day. Outbreak released day for 
WSARE7 is on 16/12/2003 while WSARE58 is on 28/11/2013 
as shown in Fig 2. For this study, the outbreak will be 
remaining in the community for 14 days. 
The information in Fig. 3 indicates the experiment steps for 
selecting the best parameter for outbreak detection model using 
DCA. The steps include data preparation, parameter setting, 
and testing.  
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Fig. 3. The experiment steps. It includes data preparation, parameter setting, 
and testing 
Data preparation involves several tasks. Firstly, is cleaning 
the experiment data. Since attributes in WSARE is a 
categorical data type, it is necessarily to transform them into 
numerical data type since DCA only functions in the numerical 
form. For transformation, the categorical value of an attribute is 
replaced with the total reported cases in a day. After that, 
suitable attributes are selected for mining and they are assigned 
into appropriate DCA signal; PAMP, Danger, or Safe. In this 
study, the reported symptom attribute that consist of total case 
of nausea, rash, and respiratory cases are assigned as PAMP 
signal. Otherwise, the emergency visit statistic according to 
winter, fall, summer, and spring session is assigned as danger 
and safe signal. The selection of attribute is based on expert 
suggestion. The last step is to normalize the input data 
according to outbreak characteristic and DCA as proposed in 
[6] . 
In the next step, data is presented into DCA. There are four 
parameters to be experimented; determine the number of cell 
cycle, setting the best weight, and examine the best migration 
threshold, and number of DC in a population.  For this study, 
the total number of DC is set to 100. The AT is pre-determined 
before experiment. Based on Equation 4, AT is set to 0.055.  
To measure the best parameter setting, the model is 
evaluated based on four performance metrics; the detection rate 
(DR), specificity (SPS), false alarm rate (FAR), and accuracy 
(%). Beside that the time taken (TM) to generate result is also 
counted in all experiments.  DR shows the model accurateness 
to detect outbreak as an outbreak while the ability of the model 
to detect non-outbreak as non-outbreak is evaluated as SPS. 
Contradict to SPS; FAR measures how much false detection 
occurs while detecting non-outbreak case as outbreak. Lastly, 
the % is to check the accurateness of the model to classify both 
classes correctly. To make sure the model generates a 
consistent result, each experiment is iterated 50 times and the 
result is summarized into average and standard deviation. The 
selection of the best parameter is based on the lowest FAR 
score and highest DR and SPS.     
Finally is the testing phase. Considered as case study, the 
WSARE58 dataset is mined with the best parameter setting 
found in the previous experiment. 
IV. EXPERIEMNT RESULT 
In this section, the experiment result is presented. The 
explanation is separated according to parameter 
A. Number of cell update cycle 
The aim of this experiment is to investigate does the 
number of cell cycle effect the detection performance. To 
achieve that, six different cell cycles are tested; 1, 5, 10, 15, 20, 
and 30. Since each DC is set to sample up to 10 antigens at one 
cycle, it allows DC to collect more experience by sampling 
different antigen presentation. For example in 20 cycles and 
365 antigens (total WSARE data), there are 3650 antigen 
presentation in one cycle yielding 43,800 presentation in total. 
Table II shows the result of different cell cycle setting for 
WSARE7 dataset.  
TABLE II.  THE RESULT OF DIFFERENT CELL CYCLE SETTING FOR 
WSARE7 
CYCLE DR SPS FAR % TM 
1 0.381 0.883 0.117 0.863 0.081 
5 0.820 0.813 0.187 0.813 0.283 
10 0.890 0.839 0.161 0.841 0.555 
15 0.931 0.845 0.155 0.849 0.845 
20 0.947 0.851 0.149 0.855 1.220 
30 0.977 0.849 0.151 0.854 1.914 
40 0.976 0.846 0.154 0.852 2.497 
 
Based on the table, it clearly shows that the cell cycle 
number could affect the performance. The result indicates a 
better DR result when more cell cycles are allocated for DC 
such in 5 cycles until 30 cycles. The DR turns worst when 
DCA is given only 1 cycle to sample antigen. Besides that, 
when more cycle involves, it slightly increased the time 
consumed (TM) until the learning stop but it is not an issue 
since DCA able to generate faster result for higher cell cycle 
number. Apart from DR and TM, the results of other metrics 
are not significantly differing too much.  
Based on this experiment, the best cell cycle setting is 
chosen between 20 and 30 which indicate DC has appropriate 
space and time for learning. In this range, the model generates 
Nov Dec 16/12 30/12 
WSARE7 Outbreak week 
(Release date) (End date) 
Nov Dec 11/12 28/11 
WSARE58 Outbreak week 
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a high DR, FAR, and % with a balance FAR. If the cycle is set 
to more than 30, the learning outcome does not indicate any 
significant improvement although more time is consumed for 
learning.  
B. Weight 
The experiment of the most appropriate weight for outbreak 
is based on the formula in Table I. There are two variables, W1 
and W2; where both values are used to transform PAMP signal 
into CSM and mature output signal. While for danger and safe 
signal are correspond to W1 and W2 value. For this study, the 
formulation of weight is set into four combinations (W_1, 
W_2, W_3, and W_4) as shown in Table III. 
TABLE III.  THE WEIGHT FORMULATION 
WEIGHT W1 W2 
W_1 1 1 
W_2 1 2 
W_3 2 2 
W_4 2 1 
 
The result of weight experiment is depicted in Table IV.  
From the published result, the W_1 and W_2 show a good 
detection result in all performance metrics. In detail, W_1 
overcomes W_2 in term of DR, SPS, FAR, and % however 
their result are not significantly different. For W_3 and W_4, 
they indicate the poor combination when generate worst 
detection performance mainly at the DR. Although their score 
of SPS, FAR, %, and TM indicate better than W_1 and W_2, 
the weight combination of W_3 and W_4 are considered fail 
when the ability to detect true outbreak is low.   
TABLE IV.  THE WEIGHT EXPERIMENT RESULT 
WT DR SPS FAR % TM 
W_1 0.977 0.849 0.151 0.854 1.914 
W_2 0.971 0.842 0.158 0.847 1.753 
W_3 0.069 0.964 0.036 0.929 1.298 
W_4 0.083 0.958 0.042 0.924 1.265 
 
Since W_1 and W_2 generate comparable result, the 
standard deviations of both models are compared. The 
information Table 6 depicts their standard deviation. From the 
table, W_2 seems generates a consistent result from 50 times 
experiments except for DR. Therefore, in this case, the 
combination of W_2 is chosen as the weight for outbreak 
detection model. 
TABLE V.  THE STANDARD DEVIATION BETWEEN W_1 AND W_2 OVER 
50 EXPERIMENTS 
WT DR SPS FAR % TM 
W_1 0.037 0.031 0.031 0.030 0.155 
W_2 0.046 0.029 0.029 0.027 0.102 
C. Migration Treshold 
We examine two types of MT; constant and variable. A 
constant MT refers to each DC in population has similar MT 
otherwise a random value is given to them. In this experiment, 
the MT setting based on the formula published in [11] as 
shown in Equation 3. The MT represents 50% of median value 
of the total input signal maximum. The formula is represented 
in Equation 3. It is a constant MT.  
For variable MT, the constant MT is extended into a new 
range (+-1-3%). For example in WSARE7, the constant MT is 
calculated as 50. Therefore the MT allocation for 1% variable 
MT is MT= {49, 50, and 51}. Table VI shows the MT setting 
for this experiment. In general, a larger MT gives a longer time 
for DC to sample antigen.   
TABLE VI.  THE MT SETTING BASED ON WSARE7 
MT TYPE RANGE VALUE 
1 Constant 0% {50} 
2 Variable 1% {49,50,51} 
3 Variable 2% {48,49,50,51,52} 
4 Variable 5% {45,46,47,48,49,50,51,52,53,54,55} 
 
The experiment result over different MT is depicted in 
Table VII From the table, it indicates MT with a constant value 
(MT1) generates a better detection result in all performance 
metrics. Although the variable MT (MT2, MT3, MT4) able to 
detect all outbreak day as true outbreak better than MT1 
(DR=1.0000), they unable to maintain FAR when generates 
higher FAR. This indicates variable MT has less capability to 
detect normal day as true normal day. In MT1, a balance result 
between DR and FAR are recorded with higher SPS and %. 
Besides that, the TM in MT1 is also significantly shorter than 
others.  However, in term of a consistency, the variable MT 
seems performs better than constant MT as shown in Table 
VIII. From the table, M2-M3 generates lower standard 
deviation than MT1. However for outbreak detection, MT1 is 
selected as the best MT setting based on the consistency 
between DR and FAR 
TABLE VII.  THE MT EXPERIMENT RESULT 
MT DR SPS FAR % TM 
MT1 0.9714 0.8421 0.1579 0.847 1.76 
MT2 1.0000 0.7131 0.2869 0.724 18.57 
MT3 1.0000 0.7145 0.2855 0.725 18.57 
MT4 1.0000 0.7140 0.2860 0.725 18.38 
TABLE VIII.  THE STANDARD DEVIATION MT EXPERIMENT RESULT 
MT DR SPS FAR % TM 
1 0.0456 0.0286 0.0286 0.027 0.09 
2 0.0000 0.0061 0.0061 0.006 1.18 
3 0.0000 0.0066 0.0066 0.006 1.03 
4 0.0000 0.0077 0.0077 0.007 1.55 
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D. Number of DC Population 
The aim of this experiment is to investigate how the 
number of DC in a population could effects the outbreak 
detection. The result is depicted in Table IX. Based on Table 
IX, DCA is started to perform well when the number of DC 
being allowed in population is at least 10 DCs. The most 
accurate model in detecting outbreak day as true outbreak can 
be seen in the model with 15-40 DCs in a population. They 
able to detect all outbreak day accurately (DR=1.000). 
However, when considering the ability to classify non-outbreak 
day as normal day, their performance is found less performed 
compared to the second model; with 10 DCs in a population. 
The second model generates a consistent result between DR 
and FAR while at the same time generates good % and TM.  
The experiment reveals the most appropriate number of DC can 
be in a population is 10.  Fig. 4 shows the effect of different 
DC number allowed to be in a population towards MCAV  
TABLE IX.    THE RESULT OF DIFFERENT NUMBER OF DC IN A 
POPULATION TABLE TYPE STYLES 
NO DC DR SPS FAR % TM 
5 0.6671 0.7156 0.2844 0.71 0.68 
10 0.9657 0.8442 0.1558 0.85 1.70 
15 1.000 0.7257 0.2743 0.74 3.94 
20 1.000 0.7183 0.2817 0.73 7.81 
40 1.000 0.7256 0.2744 0.74 23.2 
 
 
Fig. 4. The effect of DC number allowed in a population towards MCAV. 
Figure 3(A)-5 DCs, 3(B)-10 DCs, 3(C)-15 DCs, and 3(D)-20 DCs 
TABLE X.  SUMMARIZATION OF THE BEST DCA PARAMETER FOR 
WSARE OUTBREAK  
PARAMETER VALUE 
Cycle No 20-30 
Weight W1=1, W2=2 
MT Constant, 50% of median value of total 
input signal maximum 
DC number in population  
10 
 
The information in table X summarizes the best parameter 
setting for outbreak detection particularly for WSARE data.  
Later in the next section this setting will be tested WSARE58 
dataset as a case study. 
V. CASE STUDY 
To test the parameter setting constructed from previous 
experiment, WSARE58 is chosen as case study. Using the 
parameter setting as presented in Table X, the information in 
Table X1 shows the full detection result over WSARE58 The 
experiment was run for 50 times and the average (AV), 
standard deviation (SD), min (MN), and max (MX) of the 
experiment is summarized at the end of Table XI. 
From the Table XI, DCA able to generate good detection 
result based on the parameter setting generated in previous 
experiments. Over 50 experiments, DCA produce a consistent 
result in all performance metrics based small SD. In term of 
detection capability, DCA is found to be able to differentiate 
between outbreak and normal day using the predefined 
parameter. This can be seen when high DR is recorded 
(average DR=0.944) while at the same time maintaining the 
FAR and DR. In certain experiment, DCA able to detect all 
outbreak day correctly (MX DR=1) and producing less error in 
classifying normal as outbreak day (MN FAR=0.242).  Besides 
that, in comparison between the average SPS and FAR scores, 
occurs due to the initial outbreak signal characteristics are 
different in both dataset.   
The information in Table XII indicates a comparison 
between DCA and other detection model over WSARE58; 
CUSUM, EWMA, and MLP. From the table, DCA able to 
produces a consistent result high between DR and lower FAR. 
This indicates DCA has ability to accurately detect outbreak 
day and normal day. In other approaches, they produced less 
error at classifying normal day as normal day (lower FAR) but 
failed to detect true outbreak day as outbreak day. 
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TABLE XI.  THE DETECTION RESULT OVER WSARE58 USING DCA   
ITR DR SPS FAR % TM 
1 1.000 0.667 0.333 0.679 2.56 
2 0.929 0.655 0.345 0.666 2.45 
3 0.857 0.732 0.268 0.737 2.53 
4 0.929 0.658 0.342 0.668 2.51 
5 1.000 0.712 0.288 0.723 2.52 
6 0.857 0.715 0.285 0.721 2.51 
7 0.857 0.701 0.299 0.707 2.66 
8 1.000 0.652 0.348 0.666 2.55 
9 1.000 0.664 0.336 0.677 2.54 
10 0.929 0.672 0.328 0.682 2.53 
11 1.000 0.655 0.345 0.668 2.65 
12 0.786 0.652 0.348 0.658 2.74 
13 0.929 0.684 0.316 0.693 3.00 
14 1.000 0.635 0.365 0.649 2.43 
15 0.929 0.655 0.345 0.666 2.47 
16 0.929 0.644 0.356 0.655 2.50 
17 0.857 0.735 0.265 0.740 2.63 
18 1.000 0.638 0.362 0.652 2.94 
19 1.000 0.650 0.350 0.663 3.65 
20 0.857 0.684 0.316 0.690 2.94 
21 0.857 0.647 0.353 0.655 3.12 
22 1.000 0.672 0.328 0.685 3.24 
23 1.000 0.650 0.350 0.663 3.11 
24 1.000 0.635 0.365 0.649 3.28 
25 0.857 0.672 0.328 0.679 3.17 
26 1.000 0.647 0.353 0.660 3.08 
27 1.000 0.624 0.376 0.638 3.15 
28 1.000 0.644 0.356 0.658 3.40 
29 0.929 0.689 0.311 0.699 2.74 
30 0.857 0.692 0.308 0.699 2.92 
31 1.000 0.712 0.288 0.723 2.74 
32 0.929 0.684 0.316 0.693 3.07 
33 0.929 0.718 0.282 0.726 2.66 
34 1.000 0.675 0.325 0.688 2.57 
35 1.000 0.687 0.313 0.699 3.06 
36 1.000 0.630 0.370 0.644 2.58 
37 0.857 0.741 0.259 0.745 2.90 
38 1.000 0.727 0.274 0.737 2.70 
39 0.929 0.684 0.316 0.693 2.56 
40 0.929 0.709 0.291 0.718 2.72 
41 1.000 0.650 0.350 0.663 2.51 
42 1.000 0.650 0.350 0.663 2.48 
43 1.000 0.758 0.242 0.767 2.52 
44 0.929 0.652 0.348 0.663 2.43 
45 0.857 0.712 0.288 0.718 2.60 
46 1.000 0.661 0.339 0.674 2.64 
47 0.857 0.681 0.319 0.688 2.46 
48 1.000 0.721 0.279 0.732 2.54 
49 0.857 0.684 0.316 0.690 2.66 
50 1.000 0.658 0.342 0.671 2.48 
AV 0.944 0.677 0.323 0.687 2.75 
SD 0.063 0.032 0.032 0.030 0.29 
MN 0.786 0.624 0.242 0.638 2.43 
MX 1 0.758 0.376 0.767 3.65 
TABLE XII.  THE COMPARISON RESULT BEWTEEN DCA, CUSUM, 
EWMA, AND MLP OVER WSARE58   
MODEL DR SPS FAR % 
DCA 0.944 0.677 0.323 0.687 
CUSUM 0.59 0.5527 0.4473 0.5507 
EWMA 0 0.9316 0.0684 0.8959 
MLP 0 1.00 0 0.79 
VI. CONCLUSION 
This study aims to examine the most appropriate DCA 
parameter setting for outbreak detection model mainly for 
anthrax outbreak. Several parameters such the number of cell 
cycle, combination of weight, migration threshold, number of 
DC in population, and anomaly threshold are among the 
important features in DCA. From this study, it is found that the 
parameter setting plays important roles to improve detection 
performance and produces a balance result between DR and 
FAR. Since each outbreak carries different outbreak 
characteristic, the parameter setting for different outbreak 
might be different. Therefore, further experiment on different 
type of outbreak is required which will be our next step to 
explore.    
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