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Abstract 
We develop techniques ofcomputing the asymptotics of the expected number of coupons that a collector has to buy in 
order to find all N existing different coupons, as N --* or. The probabilities (occurring frequencies) of the coupons can be 
quite arbitrary. 
Keywords: Sampling with replacement; Mean waiting time 
1. Introduction 
The Coupon-Collector Problem (CCP) can be briefly described as follows: Suppose there are 
a total of N objects (coupons), sampled independently with replacement. Let rc N = { P x, P2, . . . ,  PN } 
denote the sampling probabilities, where 
P l+P2+ "'" +PN =1,  p ,>0,  f0r l~<n~<N. 
An object that has been sampled at least once is said to have been detected. Let TN denote the 
number of trials it takes until all the objects are detected. The CCP is concerned with the study of 
the random variable T N. Applications of the CCP include learning models, analysis of probabilistic 
algorithms, and various other applications in biological sciences and engineering. 
The CCP has been studied for quite a while. In particular, it has been established that 
E[TN]  = E ( - -  1) k+~ ~ = 1 -- 1--I (1 - -e  -p"') dr. (1) 
k=l  l~n,<...<n~<~NPnl-t- "'" +P .~ o .=1 
The first part of (1) follows from the Inclusion-Exclusion Principle, and the second part is proved 
in I-7]. 
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Although (1) gives a closed form expression for the expected value of TN, it gives no insight on 
the behavior of E[TN] for large values of N. Furthermore, the expressions in (1) are computation- 
ally problematic (the first one is actually numerically intractable, whereas the second requires 
sophisticated numerical integration techniques). For this reason, asymptotic estimates of E [TN], as 
N ~ ~,  are of great importance. Some asymptotic results for the case of equal sampling probabilit- 
ies have been obtained by several authors (see for instance [2, 9-11]). Nevertheless, for unequal 
probabilities, asymptotic estimates of E [TN] have been obtained only for few specific ases of ztN. 
The most notable of such cases are: 
(i) p, = 2n/N(N + 1), n = 1, 2, ..., N, known as the linear case. Here 
EETN] ~ [(2x/x/~) - 3] N(N + 1), 
where cN "- dN means (as usual) that limN(cN/dN) = 1. This result was first established in [6, Ch. 14]. 
(ii) p, = 1/nHu, n = 1, 2, ..., N, where HN denotes the Nth harmonic number, namely 
HN = £ku=l 1/k. These {p,}'s are known as the Zipfdistribution. Here 
E[TN] ,,, NHN In N. 
This result was proved in [7]. 
Asymptotics for the class of distributions for which the ratio of any two sampling probabilities i
less than a given constant, have been derived in [5]. However, many important distributions do not 
satisfy this condition. 
In this paper we develop general methods of obtaining asymptotic estimates of E[TN] that 
can be applied to a wide range of distributions ~N. The results will pertain to the behavior of 
E[TN] for large N. Implementation of the results is illustrated by several examples, which 
include the linear and Zipf distributions as individual cases of more general families of distribu- 
tions. 
2. Preliminaries 
Let ~ = {an}n°°=1 be a sequences of strictly positive numbers. Then, for each N, we can create 
a probability measure rcN = {Pl, P2 . . . .  , PN} by taking 
N an 
P"=A-Nu' where AN= E a., (2) 
n=l  
and consider these p.'s as our sampling probabilities (notice that p. depends on N and ~). We 
denote 
N 1 
E~v= E ( -1 )  k+~ E 
k= l l~<nl< ..- < nk <<. N an l  "~- "'" "~- ank  
and 
sot: {sal,sa2, ...}, s~+.  
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Then 
N ~ 
and therefore by (1) and (2), 
E[TN] = r;~/AN = ANEW. (3) ~N 
Thus, the problem of estimating E[TN] can be treated as two separate problems, namely 
estimating AN and estimating E~v. Our analysis focuses on estimating E~. The estimation of AN will 
be considered an external matter which can be handled by known methods, as will be discussed 
later. 
Now, from (1) we have, 
fo[ " 1 ; [  I ax E} = 1 -  I-I (1 -  e -ant) dt = 1 -  I-I (1 -  x an) - -  (4) n=l  n -1  X " 
For convenience, we denote 
N 
f}(x)= H (1--xa"), O~<x<l .  
n=l  
The following properties of the functions f~v are immediate: 
(i) f~v(O) = 1, f~(1) = O; 
(ii) f} is monotone decreasing in x; 
(iii) fTv+ l(x) ~<f~(x), in particular limNf~(x) exists. 
Thus, by applying the Monotone Convergence Theorem in (4) we get 
fll = lm,  nN = 1 - (1 - x ~") . (5) 
N n=l  
Notice that L(~) > 0 for any ~ (since, for every x ~ [0, 1), f~(x) < 1 and decreases with N). 
However, we may have L(~) = oo. Therefore, we have the following dichotomy: 
(i) 0<L(a)< ~ or  (i i) L (a )= ~.  (6) 
These two cases will be treated separately in the next two sections. 
The outline below highlights the main results of this paper. 
Theorem 1 in Section 3 gives a general result regarding the asymptotic estimates of E [TN] in the 
case 0 < L(~) < ~.  
Theorem 3 (in the same section) gives a simple necessary and sufficient condition for L(~) to be 
finite. At the end of Section 3 we mention an upper bound for the error term. 
Theorem 4(in Section 4), which is the heaviest result of this paper, gives the asymptotic estimates 
of E[Ts]  for a large class of distributions with L(~) = ~.  
Theorem 6 shows how the result of Theorem 4 can be utilized in even larger classes of 
distributions. 
Several examples covering both cases in (6), are given in Section 5. 
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3. The case of L(~) < oo 
Theorem 1. I f  L(~) < oo, then 
E[TN] = ANL(~) [1 + o(1)], as N ~ ~,  
where A~ and L(~) are defined in (2) and (5) respectively. (Note that since E[TN] >~ N, L(a) < 
implies that limN AN = ~ ). 
(7) 
Proof. The formula follows immediately from (3) and (5). [] 
Theorem 1 states that if L(~) < ~,  then the asymptotics of E[TN] is essentially determined by 
the asymptotics of AN. As was mentioned in Section 2, asymptotic estimates of AN can be obtained 
by various known methods uch as the powerful Euler-Maclaurin sum formula (see [3, Section 
6.7]), or summation by parts. Both of these methods apply to a large variety of cases. Alternatively 
one can resort to specific features of ~. For instance, if ~t is of the type a, = e ~c", where c~ ~ ~,  then 
N 
AN = ~ a,'~ aN. (8) 
n=l  
Examples of such sequences are a~ = e ~r with r > 1, a~ = n ~ and a, = n !. 
We now present a necessary and sufficient condition for L(~) < ~.  This condition is easily 
applied. Before stating the condition, we need the following lemma: 
oo I oo , Lemma 2. Let {b,}~ = 1 be a sequence of real numbers uch that 0 <~ b, <~ 1,for all n. ~Y.~= 1 b~ < oo 
then 
b~- ~, bmb~l -  fi (1-b~)<. ~, b~. 
n=l  l<~m<n n=l  n=l  
(9) 
Proof. Induction and limit. [] 
We are now ready to present he condition. 
Theorem 3. L(~) < 
oo 
n=l  
if and only if there exists a ~ e (0, 1) such that 
(10) 
Proof. Assume first that there is a ~ ~ (0, 1) such that (10) is true. Then, by (5) and Lemma 2 we have 
q dx 
l ldx  - ln~. (11) L (oO ~ f : In~= l xa. l d__~ + f ~ [ l __ n~__ l ( l __ xa. )j ~ <~ f : [ ~___ l xa,, -
l 
Now, (lO) implies that ~a. ~ O, hence a. --. ~ .  Therefore 
min {a.} = a.o > O. 
n 
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Evaluating the integral in (11) gives 
L(oO~< ~ ~a---J--ln~<--~-I ~ ~"" - - ln~< ~,  
n = 1 an anon = 1 
where the last inequality is a consequence of (10). 
Conversely, if
L ~a. = OO for all ¢ e (0, 1], 
n=l  
then, by a known property of infinite products (see [12, p. 300]) 
i (1  - x an) = 0 for all x ~ (0, 1], 
n=l  
and hence (5) yields 
L(oO fl dx - - .=0(3 .  [] 
X 
Remarks. (a) If l ima.< ~,  then L(~)= oo. On the other hand, l ima.= oo does not 
~,. =( lnn)  p , imply that L(~) < oo, since we may have ¢"" ~ 0, but Y.,= t = oo. For example, if a. 
0 < p < 1, then l ima. = oo and L(~)= oo. However, if Y, .~ 1/a, < ~,  then by Tonelli's 
theorem 
= - -< O0 X . . . .  X " - - |  
n=l  X n=l  n=l  
x a" is finite for all x e (0, 1)), hence E.= 1 x" < ~,  for a.e. x e (0, 1) (which in turn implies that y f= 1 
therefore Theorem 3 implies that L(~) < ~.  
(b) Consider the error term, defined by 
fiN = L(~) -- E~r. 
Then 
~N : .UI  (1 -  Xa" ) I -- . = N + , f i  ( I -- x ) J -~-- 
n=N+l  X n=N+l  an 
(12) 
Thus, if E~=I 1/a, < oo (in which case L(~) < oo, as was shown in part (a)), then Yf=N+ 1 1/a. 
can serve as an upper bound for the error, but not necessarily a sharp one. Formula (12) also shows 
that the faster a. goes to oo, the faster is the convergence of E~ to L(ct). 
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4. The case of L(~) = 
The problem of determining the asymptotic behavior of E~ becomes more challenging in this 
case. By Theorem 3, L(~) = ~ means that 
X an= (~ or equivalently l~I (1-- xa") = 0, for all x e (0,1]. 
n=l  n=l  
For our further analysis, we write a, in the form 
1 
a, =f(n) '  
wheref(x) > 0 is a real function. 
For our main result we need to impose the following conditions on the limiting behavior off(x) 
as x --, ~:  
(i) f(x) / ~ ,  (ii) f'(x) f"(x)/f'(x) f -~  ',, 0 and (iii) ~ 0. (13) 
[ f '  (x)/f (x) ] In [ f '  (x)/f (x) ] 
Condition (iii) is merely technical. It is used in the proof of Lemma 5 (which itself is used in the 
proof of Theorem 4). If we introduce the function g(x)=f'(x)/f(x), namely the logarithmic 
derivative off, then condition (iii), given (ii), can be expressed in the simpler form 
0'(x) 0. 
9(x) z In g(x) 
The three conditions in (13) are satisfied by a variety of commonly used functions. For example, 
(i) f (x )=x  p, p>0,  (ii) f(x)=exp(xr), 0<r<l ,  
or linear combinations of products of such functions. 
The following theorem gives the main result of this section. 
Theorem 4. I f  o~ = {1/f(n)},% 1, where f satisfies (13), then 
E~ ... f (N) In F f (N) ] 
Lf,(N) 1, as N ~ ~.  
For the proof of this theorem, we need the following lemma. 
Lemma 5. Define 
F(x) clef _f (x) lnFf ' (x) l  
U(x) J" 
Then under the conditions in (13) 
(14) 
lim ~ In 1 - -e  :~">/= oo 
N n=l  
/ f s< 1, 
/f s/> 1. (15) 
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Proof of the lemma. The proof will proceed by first showing that the equality in (15) holds if the 
N exp[ - (f(N)/f(x))s] dx. Then showing that the integral can be sum is replaced by the integral S 1 
the sum Y~=I exp[ -  (F(N)/f(n))s], which in turn will lead to the assertion of the replaced by 
lemma. 
First, integration by parts gives 
FIN) s F(N)  s 
f~ v(,~__A), [f_(x,Ze-s(x, l N _ f~e-7-~ ff(x,2]' 
e s,x)dX=Ls--~-U)-- x=x sF(N)LT--;- A ox" (16) 
Now, 
[Ne-~'Vf(x) : ] 'dx = _2 ~sv f(x) e-7-C~'("'" dx--1 ~Nf"(x)If'(x) f(x) e_~ dx, 
31 ~ Ut(x) J  S .]1 F(N) s Jl f'(x)lf(x) F(N) 
thus the conditions (i)-(iii) in (13) and the definition of F give that, as N ~ oo, 
. F (N)  s 
I N e-77-~ Ff(x)z]'dx :o  e-,(~--i dx . 
,J, ~ L/'(x)l 
The role of condition (iii) in (13) was to control the term in whichf"(x) appears. Then, (16) implies 
F(N)  s 
e-e,~ dx  ~ s - -N - - ' - - - "  
Using again (14), i.e., the definition of F, we get 
fN v(N,s 1 r f_(N)] ' -s  (17) 
e -s(x--~ dx ~ sin [f(N)/f'(N)] [f-7~)j 
Since we assumed f(N)/f'(N) /" oo, (17) implies that 
f~ _,(N,s {O i f s< l ,  lim e e(x) dx -- (18) 
n if s>~l. 
But f is increasing, hence 
e s(,) dx <~ ~ e-s(,~ ~< e s(,) dx ~< e-7~ dx + e-s(x--5 , 
n=l 
which implies that the limit in (18) is valid for the sum as well, namely 
N F(N)s foo if s< 1, 
lim ~ e -7~ -- ) .O (19) 
N , :1 if s~<l. 
Eq. (15) now follows from (19), the fact that limN [F(N)/f(N)] = oo, and the Taylor expansion for 
the logarithm, namely ln(1 - x) ~ - x, as x -~ 0. [] 
Proof of Theorem 4. Since F(N) > 0, (4) can be written as 
E}=F(N) 1-exp  2 In 1 -e  z ( . ) j )  ds. 
\n= 1 
(20) 
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Using Lemma 5 we obtain that as N ~ oo, 
E~v = F(N)[1 + o(1)] + F(N)  1 - exp In 1 - e-s~.--S ds. 
n=l  
Now, by the Dominated Convergence Theorem 
(21) 
lim 1 -exp  ds =0,  
where CN - - f (N) / f ' (N)  -~ oo. Using (17) this implies that 
f:{ If; 1} lim 1 - exp - e-s(x--5 dx ds = O. N 
By similar inequalities as in the proof of the lemma we once again can argue that the limit is valid 
for the sum as well, namely 
[] 
(22) lim f~ {1-exp(n~x ln I l - -e  ~ ' l )}ds=0,  
and the assertion of the theorem follows immediately from (21). 
It is plausible that the result of Theorem 4 also applies to sequences {a,}~= 1 other than those 
satisfying the assumption (i)-(iii) in (13). For sequences to which the result of the theorem cannot be 
shown to apply, we can obtain upper and lower bounds of E~v (often sharp) by using the inequalities 
of Lemma 2. In particular, if e, = e-  o,., where COn ~ ~,  then by Lemma 2 
E~, ~ xa" --dx __ In es = ~ ~ + coN. (23) 
.=  l x an n=l  
In order to best utilize the estimate given in (23), we should find a sequence {con }no°-- 1with a growth 
rate such that 
N e - ~,Na. N 
- - -  Z e- lna"- to~a"-~-O(CON)"  (24) 
n=l  an n=l  
Such a sequence {co,},%1 would yield 
E~¢ = O(coN). (25) 
In many cases, we will even have 
N 
~. e -  1, a.- ~a. ,,~ C~oN for some C 4: 0. (26) 
n=l  
To illustrate this idea consider a sequence of the type an = e -no", where {c.}.% ~ is any nonde- 
creasing sequence of positive numbers. It is easy to see that such sequences {an}n% ~do not satisfy 
all the conditions in (13). However, it follows immediately that 
1 
O0 n ~--- - -  ~ e nc. 
an 
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satisfies (26). By using Lemma 2, it may be concluded that 
E~ ..~ Coo N = Ce N~ for some C ¢ 0. (27) 
A specific situation where (27) holds will be illustrated in Example 4 of the next section. 
We finish the section with a theorem that helps us obtain asymptotic estimates by comparison 
with sequences ~for which the asymptotic estimates of E~ are known (for instance, via Theorem 4). 
First, we recall the following notation. 
Suppose that {Sn}n~:l and {tn}~=~ are two sequences of nonnegative terms. The symbol Sn.~tn 
means that there are two constants C > c > 0 and an integer no > 0 such that 
ctn<.Sn<.Ctn for a l ln>/no ,  
i.e., sn = O(tn) and tn = O(sn). 
Theorem 6. Let ~ = {an},~=l and fl = {bn}~°=l be sequences of strictly positive terms such that 
l imNE~ = l imsE~ = ~" 
(i) if there exists an no such that an = bn,for all n >t no, then E~ - E~ is bounded; 
(ii) /fan = O(bn), then E~ = O(E~), as N ~ ~;  
(iii) /fan = o(bn), then E~ = o(E~), as N --* oo; 
(iv) if an~bn, then E~E~,  as N ~ ~;  
(v) if an "~ bn, then E~ ..~ E~, as N ~ oo. 
Proof. (i) follows easily from (4), whereas (ii)-(v) follow from (i) and (3). For  instance, to prove (v), 
we first fix an e > 0. Then (1 - e) bn ~< an ~< (1 + e) bn, for all n >/no(0. Thus, by part (i) there is an 
M = M(e) such that 
1 1 
~ E~ - M <~ E~ <~ I e E~ + M'  for allN>>.No(e). 1+~ 
If we divide by E~ and then let N ~ oo, we obtain (v) since e is arbitrary and limN Eft = oo. [] 
An illustration of the theorem for the case an = 1, for all n, is given along with Example 1 of the 
next section. 
5. Examples 
In this section we give several examples that illustrate the results of Section 3 and 4. The notation 
is consistent with the previous sections. 
Example 1. Consider a, = 1, for all n. Here the solution is explicit, namely E[TN]  = NHN, where 
HN = 1 + (1/2) + --. + (I/N) = In N + y + O(N-1),  where y = 0.5772 ... is Euler's constant. This 
case, apart from its simplicity, has the property that among all sequences, it is the one with the 
smallest E[TN]  (see [8]). 
The sequence {a, = 1}n°°_-1 can also provide us with an application of Theorem 6. 
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If fl = {b, },% 1 is a sequence such that 0 < l imb, ~< limb, < oo, then by part (iv) of Theorem 6, 
E~v~ln N. If, in addition, l imb, = b exists, then by part (v) of Theorem 6, E~ ~ b- 1 In N. 
Example 2. a, = n p, p > 0. In this case 
gpdefg(°o=fl I l - [ -[(1-xnP)]dx'= n=l  _] X 
(Notice that Lp decreases with p). By Theorem 3, 
Lp< o0. 
Now, in accordance with (3), we also need to estimate AN. In this case 
N Np+ 1 
As  = Z n p - -  [1 + O(N-1) ]  
.=1 p+l  
(see [1, Theorem 3.2] or [-3, Section 6.7]). The method presented in [3] gives the full asymptotic 
expansion of AN. Furthermore, if p is an integer, it gives AN explicitly. Therefore (3) implies 
Np+ 1 
E[-TN] = ANE} - Lp[1 + o(1)]. 
p+l  
The case p = 1 is of particular interest. From Euler's pentagonal-number fo mula, namely 
I~I (1 - x") = 1 + ~ ( - 1) k [x °'(k, + X°~(-k)], 
n=l  k=l  
where 
312 - 1 
o)(1)= 2 ' l=O,  +_-1, 4-2 . . . .  
(see [1, Theorem 14.3]) we have 
El =;i[~k=l (-- 1)k+l[xc°(k)+x°~(-k)]] d-f-Xx
12( -  1)k+l 4rt X//3 6 
k=l 9k 2 -- 1 3 
- -  - 
k=l  
(the last equality can be obtained by contour integration or by a Fourier series expansion). 
Furthermore we can derive an upper bound for the error 6N = L1 -E~,  as follows. For any 
2 ~ (0, 1), we have 
6N (1 x") (1 x") dx dx . . . . .  + I-I ( l - x " )  1 -  ( l -x " )  - -  
n=l  n=l  X 1 -N-~ n=l  n=N+l  X 
~< (1 - -x  " ) -1 -  ~ ( - -1 )  k[x °~(k)+x '°(-k)] dx 
n=l  k=l  X 
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+ ( 1) k [x~(k) -~- Xm(_k) ] dx dx 
k=N+l  X -N-a  X 
= (1 - x") - 1 - ~ ( - 1) k [-x '°(k) + x ° ' ( -k)]  + O(N-X) .  
n=l  k=l  
The integrand in the last integral is bounded by Nx N+ 1 (see the proof of Theorem 14.3 in [1]). 
Hence 
~N~<~ 1-  +O(N -x ) - -O(N -~) for any2•(0,1).  
Notice that the general error bound given in (12) does not cover this case. Furthermore, numerical 
evidence suggests that the order of the error 6N is even smaller than N-4, 2 < 1. In conclusion we 
have 
E[TN] =(2h i /~  3) N(N+I ) [1  +O(N-~)]  fo rany2< 1. (28) 
Note that p = 1 is the linear case, and indeed (28) is in agreement with the known result for the 
l i near  case  ment ioned in Sect ion  1. 
Example 3. a. = 1/n p, p > 0. In this case Theorem 3implies L(~) = oo. Iff(x) = x p, thenfsatisfies 
the assumptions (i)-(iii) of (13) and hence Theorem 4 applies. Therefore 
E~ ..~ NPlnN. 
On the other hand 
N 1 -p 
An~- -  i f0<p<l ,  
1 -p  
and 
An=HN' -~lnN i fp=l  
An~((p)  if p> 1, 
where ((p) denotes the Riemann zeta function (for a proof of these formulas ee [-1, Theorem 3.2]). 
Thus 
N 
E[TN] . . . - - lnN  i f0<p<l ,  
1 -p  
E[TN]~N( lnN)  2 i fp=l  
and 
E[TN] ".. ( (p)NPlnN ifp > 1. 
Note that p = 1 corresponds tothe Zipf distribution, and indeed the asymptotic estimate here is in 
agreement with the known result for the Zipf distribution mentioned in Section 1. 
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Example 4. a. = e"", b, = e -v", p > 0. For the sequence ~= {a,}~=0 we have, by Theorem 2, that 
L(~) < oo. Furthermore, by (12) 
e-P(N+ 1) 
6N= E~v-  L(oO <~ ~ e -p" - - 
n=N+ 1 1 -- e -p" 
Also, 
e p(N+D -- 1 
AN = 
e p -- 1 
Therefore, by (3) 
eP(N+ 1) 
E[TN]  - ep _ 1 L(~) + O(1). 
In the special case of a, = 2", we have (see [4]) 
f i  (1 -x  r )= ~ ( -1 )  ~(k,x k, 
n=0 k=O 
where ~(k) is the number of ones in the binary expansion of k. Therefore, by (5) 
L(~)=;E I - -k=O~ (--1)6(k)Xk] dx-x'=k=l~ ( - -1)6(k)- I  
(29) 
Now, for the sequence fl = {b,}~=o we have L(fl) = oo. Furthermoref(x)  = e -px does not satisfy 
conditions (ii) and (iii) of (13), thus we cannot use Theorem 4. However 
N 1 -- e -p(N+ 1) 
BN~ 2bn-  
n=O 1 -- e -p 
and 
~N = epN E~¢ = e pN [-L(~) + O(e-PN)] = ePNL(~) + O(1). 
Therefore, for the sequence fl, the estimate of E[TN]  will be the same as in (29). 
In fact, the sequences ~and fl produce the same coupon probabilities. This follows from the fact 
that for each N, if we let CN = e -pN,  then {a.: 0 ~< n ~< N} = {CNb,: 0 <~ n <~ N},  i.e., the elements of 
the two truncated sequences are proportional to each other. Therefore, ~ and fl lead to the same 
asymptotics. The sequence fl was mentioned in order to illustrate (27) and to exemplify a situation 
not covered by Theorem 3. 
Example 5. a, = n!. Here L(~) < oo and AN ~ N! ,  by (8). Hence 
E[TN]  ,,, N!L (~) .  
Example 6. a. = 1/n!. Notice thatf(x)  = F(x  + 1) does not satisfy the conditions in (13). However, 
(25) is valid with co. = n!, thus 
E~v = O(N!). 
If (27) is true, then E~ ~ CN! ,  in which case E[TN]  ,,~ CeN! .  
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