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Unsupervised Domain Adaptation: A Multi-task
Learning-based Method
Jing Zhang, Student Member, IEEE, Wanqing Li, Senior Member, IEEE,
and Philip Ogunbona, Senior Member, IEEE
Abstract—This paper presents a novel multi-task learning-
based method for unsupervised domain adaptation. Specifically,
the source and target domain classifiers are jointly learned by
considering the geometry of target domain and the divergence
between the source and target domains based on the concept
of multi-task learning. Two novel algorithms are proposed upon
the method using Regularized Least Squares and Support Vector
Machines respectively. Experiments on both synthetic and real
world cross domain recognition tasks have shown that the
proposed methods outperform several state-of-the-art domain
adaptation methods.
Index Terms—Unsupervised domain adaptation, transfer
learning, object recognition, digit recognition.
I. INTRODUCTION
IT is generally assumed that the training and test data aredrawn from the same distribution in statistical learning
theory. Unfortunately, this assumption does not hold in many
applications. A well studied strategy to address this issue
is domain adaptation [1], [2], [3] which employs previous
labelled source domain data to boost the task in a new target
domain with a few or even no labelled data.
In this paper, we focus on the problem of unsupervised
domain adaptation in which source data are labelled, but avail-
able data in the target domain are unlabelled. One approach
to this problem is referred to as feature transformation-based
domain adaptation [2], [4], [5], [6], [7], which transforms the
original feature into another space where the distributions of
the two domains would be similar. A classifier can then be
trained in the space for both source and target data. Another
approach [8], [3], referred to as classifier-based domain adap-
tation, aims at adapting a classifier directly by constraining the
standard learning framework on the source labelled data to the
unlabelled target data. However, there may not exist such a
classifier that could perform well on both domains, especially
when the domain shift is large. An alternative approach is to
jointly learn two classifiers, one is optimized for the source
domain and the other is optimized for the target domain. Yang
et al. [9] proposed a method to learn two classifiers for the
source and target domain respectively by assuming both the
source and target data are labelled (i.e. supervised domain
adaptation). Duan et al. [10] propose a multi source domain
adaptation method while the target domain labelled data are
also assumed to be available. How to jointly learn source
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and target classifiers for unsupervised domain adaptation is a
challenging problem despite the recent attempt in [11] based
on Residual Transfer Network (RTN).
This paper proposes a multi-task learning-based method for
classifier-based domain adaptation. It aims at jointly learning
the source and target classifiers without requiring labelled data
in the target domain. Specifically, the target task is treated
as an unsupervised clustering task by exploiting the intrinsic
structure of unlabelled target data. In the meantime, the class
information from the source domain is leveraged to assign
the right class labels to the target clusters by taking the class
distribution shift between the domains into consideration. The
proposed method has been evaluated through comprehensive
experiments on a synthetic dataset and real world cross domain
visual recognition tasks. The experimental results demonstrate
that the proposed method outperforms several state-of-the-art
domain adaptation methods.
II. PROPOSED METHOD
This section presents the multi-task learning-based Unsuper-
vised Domain Adaptation (mtUDA) method in detail. It begins
with the definitions of terminologies. The source domain data
denoted as Xs ∈ R
d×ns are draw from distribution Ps(Xs)
and the target domain data denoted as Xt ∈ R
d×nt are draw
from distribution Pt(Xt), where d is the dimension of the data
instance, ns and nt are number of samples in source and target
domain respectively. We focus on the unsupervised domain
adaptation problem which assumes that there are sufficient
labelled source domain data, Ds = {(x
s
i , yi)}
ns
i=1, x
s
i ∈ R
d,
and unlabelled target domain data, Dt = {(x
t
j)}
nt
j=1, x
t
j ∈ R
d,
in the training stage. The feature spaces and label spaces
between domains are assumed same: Xs = Xt and Ys = Yt.
However, due to the dataset shift, Ps(Xs) 6= Pt(Xt) and
Ps(Ys|Xs) 6= Pt(Yt|Xt).
A. Formulation
1) Regularized Risk Minimization: Suppose there is no
domain shift between source and target domains, the classifier
learnt on the labelled source data can be applied on the
target samples directly using the standard regularization based
supervised learning algorithm in a Reproducing Kernel Hilbert
Space (RKHS),
min
f∈HK
n∑
i=1
L(f(xi), yi) + γ‖f‖
2
K (1)
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where HK is an appropriately chosen RKHS, K is a Mercer
kernel, L denotes some loss functions, which can be squared
loss (yi − f(xi))
2 for RLS or hinge loss max[0, 1− yif(xi)]
for SVM, γ is the shrinkage regularization parameter to
regularize the complexity of learned model.
However, the source classifier is likely not optimal for the
target domain due to the existence of domain shit. Hence, two
different classifiers on source and target domain respectively
are to learned with additional regularization on the two clas-
sifiers in a similar way to multi-task learning.
2) Multi-task Learning: The key idea of multi-task learning
(MTL) is that the performances of the related tasks can be
boosted by learning them jointly. In general, the MTL is based
on the regularized risk minimization learning framework. In
the context of domain adaptation, source and target tasks are
two related tasks and the MTL formulation can be expressed
as follows,
min
f∈HK
1
ns
ns∑
i=1
L(fs(x
s
i ), yi) +
1
nt
nt∑
j=1
L(ft(x
t
j), yj)
+ γA(‖fs‖
2
K + ‖ft‖
2
K) + γMΩ(fs, ft)
(2)
where Ω is a regularization on the source and target classifiers,
γM is the classifier regularization parameter. In our problem,
the source and target tasks are the same, suggesting that
the label spaces between domains are identical. A simple
regularization is Ω(fs, ft) = ‖fs − ft‖
2
K .
The MTL formulation in Eq.(2) requires labelled data in
both domains. However, there are no labelled data in the target
domain. Eq.(2) cannot be solved directly. In this paper, it is
proposed to leverage the idea of manifold regularization [12]
to learn the intrinsic structure of the target domain to allow
that the target task is treated as an unsupervised clustering
task.
3) Multi-task Learning-based Unsupervised Domain Adap-
tation: Since there are no labelled data in the target domain,
the target risk minimization term in Eq.(2) is not computable.
This paper proposes to replace the risk minimization term with
an intrinsic regularization term to preserve the structure of the
target data. Eq.(2) becomes
min
f∈HK
1
ns
ns∑
i=1
L(fs(x
s
i ), yi) + γI‖ft‖
2
I
+ γA(‖fs‖
2
K + ‖ft‖
2
K) + γMΩ(fs, ft)
(3)
where ‖ft‖
2
I =
1
n2t
∑
i,j(ft(x
t
i)−ft(x
t
j))
2Wij =
1
n2t
tr(fTt Lft)
is the intrinsic manifold regularization for the target domain,
ft = [ft(x
t
1), ..., ft(x
t
nt
)]T , Wij are edge weights in the
adjacency graph (with p-nearest neighbours of each data point)
of the target data, L = D−W is the graph Laplacian, D is a
diagonal matrix given by Dii =
∑nt
i,j=1Wij , γI is a manifold
regularization parameter.
The use of multi-task regularization can remove additional
conditions, such as orthogonal constraint, to avoid degenerate
solutions as required in manifold regularization-based unsuper-
vised learning [12]. Note that the term ‖ft‖
2
I is different from
the manifold regularization term in [3]. It only regularizes the
manifold structure in the target domain rather than the cross
domain (all the data in source and target domains) as done
in [3], in order to reduce the distribution shift efficiently.
Eq.(3) has considered the source risk minimization, task
relatedness of the source and target domains, and target
domain intrinsic structure in a multi-task learning framework.
The target task here can be seen as an unsupervised clustering
task. However, the ultimate goal is to assign class labels to
target samples rather than just grouping them. Hence, the class
information from the source domain needs to be leveraged.
Since there is shift between the source and target domains and
the manifold structure across the domains is not regularized,
additional terms to reduce the class distribution shift are
required to make sure that the target clusters are assigned
with right class labels. In this paper, it is proposed to use
Maximum Mean Discrepancy (MMD) criterion to regularize
both the marginal and the conditional distribution shift [4],
[3].
The final objective function of the multi-task learning-based
Unsupervised Domain Adaptation (mtUDA) method is
min
fs,ft∈HK
1
ns
ns∑
i=1
L(fs(x
s
i ), yi) + γI‖ft‖
2
I + γA(‖fs‖
2
K + ‖ft‖
2
K)
+ γMΩ(fs, ft) + γDD(Ps, Pt)
(4)
where γD is the MMD regularization parameter,
D(Ps, Pt) = ‖
1
ns
ns∑
i=1
fs(x
s
i )−
1
nt
nt∑
j=1
ft(x
t
j)‖
2
F
+
C∑
c=1
‖
1
n
(c)
s
∑
x
s
i
∈X
(c)
s
fs(x
s
i )−
1
n
(c)
t
∑
x
t
j
∈X
(c)
t
ft(x
t
j)‖
2
F
= tr([fTs f
T
t ]M
[
fs
ft
]
)
(5)
is the MMD measure of joint distribution distance between
source and target domains, M = M0 +
∑C
c=1Mc, (M0)ij =
1/n2s if xi,xj ∈ Ds, (M0)ij = 1/n
2
t if xi,xj ∈ Dt, otherwise
(M0)ij = −1/nsnt,
(Mc)ij =


1
n
(c)
s n
(c)
s
if xi,xj ∈ D
(c)
s
1
n
(c)
t n
(c)
t
if xi,xj ∈ D
(c)
t
−1
n
(c)
s n
(c)
t
{
xi ∈ D
(c)
s ,xj ∈ D
(c)
t
xj ∈ D
(c)
s ,xi ∈ D
(c)
t
0 otherwise
,
fs = [fs(x1), ..., fs(xns)]
T . Since there is no labelled data
in the target domain, pseudo labels are obtained using some
base classifiers (e.g. NN) trained on the source domain data
in a similar way to [3]. Thus, the conditional distributions can
be compared. The pseudo labels are iteratively updated after
obtaining the adaptive classifier for the target data. It is worth
emphasizing that the source and target classifiers are distinct,
which is different from [3].
In the following, two mtUDA algorithms with two differ-
ent loss functions are presented, namely Regularized Least
Squares and Support Vector Machines.
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B. Regularized Least Squares Algorithm
The Regularized Least Squares algorithm (denoted as
mtUDA-RLS) can be expressed as,
min
fs,ft∈HK
1
ns
ns∑
i=1
(yi − fs(x
s
i ))
2 +
γI
n2t
tr(fTt Lft)
+ γA(‖fs‖
2
K + ‖ft‖
2
K) + γM‖fs − ft‖
2
K
+ γDtr([f
T
s f
T
t ]M
[
fs
ft
]
)
(6)
Based on the Representer Theorem, the solution is an expan-
sion of kernel functions over all the data:
f⋆s (x
s) =
ns+nt∑
i=1
α⋆siK(x
s,xi),
f⋆t (x
t) =
ns+nt∑
i=1
α⋆tiK(x
t,xi)
(7)
Substituting them into Eq.(6), the following objective function
can be obtained,
(α⋆s ,α
⋆
t ) = argmin
αs,αt∈R(ns+nt)×C
1
ns
tr((Ys −α
T
sK
T
s )(Ys −α
T
sK
T
s )
T )
+
γI
n2t
tr(αTt K
T
t LKtαt) + γAtr(α
T
s Kαs +α
T
t Kαt)
+ γM tr(α
T
s Kαs −α
T
s Kαt −α
T
t Kαs +α
T
t Kαt)
+ γDtr([α
T
s K
T
s α
T
t K
T
t ]M
[
Ksαs
Ktαt
]
)
(8)
where Ys ∈ R
C×ns is a label matrix, ycs = 1 if ys(x) = c,
otherwise ycs = 0 (mtUDA-RLS can be naturally applied to
multi-class classification problem directly with this form of
label matrix), K = Φ(X)TΦ(X), Ks = Φ(Xs)
TΦ(X), and
Kt = Φ(Xt)
TΦ(X) are the kernel matrices, X = [Xs, Xt]
denotes all the source and target training samples, Φ(X) =
[φ(x1), ..., φ(xns+nt)] is the feature mappings to a space of a
higher or even infinite dimension.
To simultaneously optimize αs and αt, we write [α
T
s α
T
t ]
as αT . The objective function (Eq.(8)) can be solved effi-
ciently in closed form. Following [12], each trade-off coef-
ficient is treated as a whole, e.g. γˆI =
γIns
n2t
, γˆA = γAns,
ˆγM = γMns, and γˆD = γDns, when tuning the parameters.
C. Support Vector Machines Algorithm
The Support Vector Machines algorithm (denoted as
mtUDA-SVM) can be formulated as,
min
fs,ft∈HK
1
ns
ns∑
i=1
max(0, 1− yifs(xi))+
γI
n2t
tr(fTt Lft)
+ γA(‖fs‖
2
K + ‖ft‖
2
K) + γM‖fs − ft‖
2
K
+ γDtr([f
T
s f
T
t ]M
[
fs
ft
]
)
(9)
which can be solved using any SVM solver. Similar to
mtUDA-RLS and [12], each trade-off coefficient is treated as
a whole, e.g. γˆI =
γI
n2t
, γˆA = γA, ˆγM = γM , and γˆD = γD.
For easily tuning the parameters, M and L matrices are
normalized.
III. EXPERIMENTS
A. Set-ups
a) Datasets: The proposed mtUDA methods were evalu-
ated on a synthetic dataset, real world digit recognition datasets
and object recognition datasets. The synthetic data has two
classes. The two classes of source data are generated by
sampling from Gaussians centered at (0,2), and (2,0), while
the two classes of target data are sampled from Gaussians
centered at (-1,-1), and (2,0).
For cross-domain hand-written digit recognition,
MNIST [13] and USPS [14] datasets were used. Data
released by [4], [3] were used to construct a pair of cross-
domain datasets USPS v.s. MNIST by randomly sampling
1,800 images in USPS and 2,000 images in MNIST. All
images were uniformly rescaled to size 16×16, and each
image is represented by a feature vector encoding the
gray-scale pixel values.
For object recognition, the methods were evaluated on two
different datasets. One is Office-31 dataset studied by Saenko
et al. [15], which contains three different domains: Amazon
(images downloaded from online merchants), Webcam (low-
resolution images by a web camera), DSLR (high-resolution
images by a digital SLR camera). There are 31 classes of
objects shared by the three domains, forming 6 pairs of
cross domain tasks. Decaf7 features [16]
1 were used. The
other object dataset is the Office-Caltech-10 dataset released
by Gong et al. [17]. This dataset is built upon the Office-
31 dataset and contains images from four different domains:
Amazon, Webcam, DSLR, and Caltech-256, where Caltech-
256 [18] contains 256 object classes downloaded from Google
images. Ten classes common to four datasets are selected to
form 12 pairs of datasets. Two types of features are considered:
Decaf7 features [16] and SURF descriptors
2.
b) Baselines and Settings: The proposed methods are
compared with the state-of-the-art unsupervised domain adap-
tation method, namely SA [19], JDA [4], JGSA [7], ARTL [3]
(includes ARRLS and ARSVM), and RTN [11]. SA, JDA, and
JGSA are feature transformation-based methods, ARTL is a
classifier-based method, and RTN is a joint feature adaptation
and classifier adaptation method. The proposed methods are
also compared with the No Adaptation baseline, which is the
results obtained by the Nearest Neighbour classifier on the
source domain data without adaptation. For all the compared
methods, the parameters recommended by the original papers
were used. For the proposed methods, ˆγM = 1, γˆA = 0.1,
γˆI = 1, p = 5, and 1) γˆD = 10 for Office-31; 2) γˆD = 1 for
other datasets. In fact, the proposed methods perform well on a
wide range of parameter values based on the empirical results.
The number of iterations is fixed to 10 since the algorithms
generally converge within 10 iterations. All algorithms were
evaluated in a fully transductive setup [20].
B. Results
Figure 1 shows the comparison between ARRLS [3] and
the proposed mtUDA-RLS methods with linear and Gaussian
1https://cs.stanford.edu/∼jhoffman/domainadapt/
2http://www-scf.usc.edu/∼boqinggo/domainadaptation.html
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Fig. 1: Comparisons of ARRLS and the proposed mtUDA-
RLS on the synthetic data.
kernels. The green shade represents the adaptive classifier.
The ARRLS method tries to learn a unified classifier that can
perform well in both domains, which does not exist or is hard
to find when the domain shift is large. Since the goal of the
adaptive classifier is to classify the target samples, it is not
necessary to perform well in both domains. By contrast, our
mtUDA-RLS method jointly learns two different but related
classifiers for source and target domain respectively. Without
the unified classifier constraint, the target domain adaptive
classifier obtained by our mtUDA-RLS method performs much
better than ARRLS on the target task.
TABLE I: Accuracy on the digit dataset.
Datasets MNIST→USPS USPS→MNIST Avg.
No Adaptation 65.9 44.7 55.3
SA [19] 67.8 48.8 58.3
JDA [4] 67.3 59.7 63.5
JGSA [7] 80.4 68.2 74.3
ARSVMlinear [3] 67.8 57.2 62.5
ARSVMGaussian [3] 88.2 64.4 76.3
ARRLSGaussian [3] 88.8 67.7 78.2
mtUDA-SVMlinear 75.7 62.6 69.2
mtUDA-SVMGaussian 88.3 68.0 78.1
mtUDA-RLSGaussian 89.2 71.9 80.5
TABLE II: Accuracy on the Office-31 dataset with decaf7
features.
Datasets A→WA→DW→AW→DD→AD→WAvg.
No Adaptation 55.6 59.2 41.8 98.2 44.9 93.1 65.5
SA [19] 55.4 58.4 44.0 98.6 46.5 92.7 65.9
JDA [4] 56.9 56.6 45.0 98.0 47.0 94.1 66.3
JGSA [7] 60.4 65.3 54.0 97.2 51.5 96.4 70.8
ARRLSlinear [3] 66.0 69.7 57.4 97.8 58.5 94.5 74.0
ARRLSGaussian [3] 68.3 70.3 60.2 98.4 61.5 95.2 75.6
RTN [11] 70.2 69.3 51.0 99.3 50.5 96.8 72.9
mtUDA-RLSlinear 69.2 72.9 58.0 98.4 61.4 95.4 75.9
mtUDA-RLSGaussian 70.4 73.1 58.8 98.4 63.1 96.0 76.6
For the real world datasets, the comparison results in
Tables I, II, III, IV show that the proposed method outperforms
the state-of-the-art domain adaptation methods on most of
the datasets. Based on the results, It is observed that all the
domain adaptation methods outperform the No Adaptation
results, which means that the domain shift indeed exists on
these datasets and both feature transformation-based methods
and classifier-based methods can reduce the shift to different
degrees. Secondly, the classifier-based methods perform better
than feature transformation-based methods in general on the
evaluated datasets, which verifies that the two-step solution
in the feature transformation-based methods may not be op-
timal. Thirdly, the proposed mtUDA methods outperforms
both ARTL and RTN methods. As analysed before, ARTL
assumes shared classifier between domains, which may not
exist. RTN is deep learning based method which rely on data
augmentation and carefully tuned parameters, and is prone
to local minima. Lastly, the comparison between the linear
and Gaussian kernel versions of the proposed algorithms have
shown that, for the digit recognition tasks, the Gaussian kernel
outperforms linear kernel to a large degree, but the differences
are not obvious on the object recognition tasks.
C. Parameter Sensitivity
Experiments were conducted on the C→W (Office-Caltech-
10 dataset with SURF descriptor), USPS→MNIST, and A→D
(Office-31 dataset with decaf7 feature) datasets to study the
sensitivity of the proposed algorithms to their parameters
(Figure 2). The solid lines are the accuracies obtained by
mtUDA-RLS with Gaussian kernel, and the dashed lines are
the results obtained by the best baseline methods on each
dataset. It can be seen that a wide range of values can be
chosen to obtain satisfactory performances. ˆγM regularizes the
similarity between source and target classifiers. If ˆγM is too
small, the source class information cannot be transferred to the
target domain, if ˆγM → ∞ the source and target classifiers
tend to be the same, which may not be desirable. γˆA controls
the complexity of the classifiers. A small γˆA would lead to
overfitting while a too large γˆA leads that the models cannot fit
the data. γˆD controls the degree of distribution shift. Though
the larger γˆD will lead to smaller distribution shift, a too large
value will cancel out other regularizations. γˆI regularizes the
geometry structure of target domain. If γˆI is too small, the
target domain structure is not preserved, but if γˆI is too large
the source class information is discarded.
IV. CONCLUSION
This paper presents a novel multi-task learning-based un-
supervised domain adaptation method. It relaxes the single
classifier assumption in the conventional classifier-based un-
supervised domain adaptation and proposes to jointly optimize
source and target classifiers by considering the manifold
structure of target domain and the distribution divergence
between the domains. Experimental results on both synthetic
and real world cross domain recognition datasets have shown
the effectiveness of the proposed method.
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