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THE CLASSIFICATION OF NICHOLS ALGEBRAS OVER
GROUPS WITH FINITE ROOT SYSTEM OF RANK TWO
I. HECKENBERGER AND L. VENDRAMIN
Abstract. We classify all groups G and all pairs (V,W ) of absolutely simple
Yetter-Drinfeld modules over G such that the support of V ⊕ W generates G,
cW,V cV,W 6= id, and the Nichols algebra of the direct sum of V and W admits a
finite root system. As a byproduct, we determine the dimensions of such Nichols
algebras, and several new families of finite-dimensional Nichols algebras are ob-
tained. Our main tool is the Weyl groupoid of pairs of absolutely simple Yetter-
Drinfeld modules over groups.
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Introduction
In the last years, Nichols algebras turned out to be important in many branches of
mathematics such as Hopf algebras and quantum groups [30], [7], [27], [32], [34, 35],
Schubert calculus [14], [11], and mathematical physics [28], [33]. Nichols algebras
appeared first in a work of Nichols [31], where he studies and classifies certain
pointed Hopf algebras. Pointed Hopf algebras have applications in conformal field
theory [15].
Let K be a field and let G be a group. The Lifting Method of Andruskiewitsch
and Schneider [6] (see also [7]) provides the best known approach to the classifi-
cation of finite-dimensional pointed Hopf algebras. At the first place, the method
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asks to determine all finite-dimensional Nichols algebras over G and to provide a
presentation by generators and relations. Whereas for abelian groups the situation
is understood to a great extent [19], [20], [8], [9, 10], less is known for non-abelian
groups.
One idea to approach the problem is to adapt the method applied for abelian
groups. The problem here is that the structure of the Nichols algebra of a sim-
ple Yetter-Drinfeld module over G is very complicated. Only few finite-dimensional
examples are known, [18], [21], and for the important examples of Fomin-Kirillov
algebras [14] it is not even known whether they are Nichols algebras or whether
they are finite-dimensional. Nevertheless, any direct sum of simple Yetter-Drinfeld
modules having a finite-dimensional Nichols algebra gives rise to the structure of
a Weyl groupoid [5], and surprisingly, the finiteness of the Weyl groupoid implies
strong restrictions on the direct summands. Therefore it is reasonable to attack the
classification of semi-simple Yetter-Drinfeld modules with finite-dimensional Nichols
algebras before looking at the simple objects. The situation is even more astonishing:
The functoriality of the Nichols algebra [7, Cor. 2.3] allows to look at Yetter-Drinfeld
submodules of simple objects, which are semi-simple with respect to a smaller group.
Then information in the semi-simple setting can be used for simple objects [2], [3, 4].
First ideas to analyze in detail the Nichols algebra of a semi-simple Yetter-
Drinfeld module were developed in [22]. That work is based on the notion of the
Weyl groupoid of tuples of simple Yetter-Drinfeld modules over arbitrary Hopf al-
gebras with bijective antipode [5], [23], [24]. Using the classification of finite Weyl
groupoids of rank two [12], a breakthrough in the approach was achieved in [26].
Recall that for any group G, a KG-module V is absolutely simple if L ⊗K V is
a simple LG-module for any field extension L of K. We say that a Yetter-Drinfeld
module V over a group algebra KG is absolutely simple, if L⊗KV is a simple Yetter-
Drinfeld module over LG for any field extension L of K. Recall from [22] that the
groups Γn are central extensions of dihedral groups, whereas the group T , defined
in [26], is a central extension of SL(2, 3).
Theorem. [26, Thm. 4.5]. Let G be a non-abelian group, and V and W be two
absolutely simple Yetter-Drinfeld modules over G such that G is generated by the
support of V ⊕W . Assume that the Nichols algebra of V ⊕W is finite-dimensional.
If cW,V cV,W 6= idV⊗W , then G is an epimorphic image of T or of Γn for n ∈ {2, 3, 4}.
We remark that if the square of the braiding between V and W is the identity,
then B(V ⊕W ) is isomorphic to B(V )⊗B(W ) as N0-graded objects in
G
GYD by [16,
Thm. 2.2]. On the other hand, the assumption that G is generated by supp (V ⊕W )
is natural since the braiding of V ⊕W , and hence the structure of B(V ⊕W ) as a
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braided Hopf algebra, depends only on the action and coaction of the subgroup of
G generated by supp (V ⊕W ).
Already in [22], Nichols algebras of pairs of simple Yetter-Drinfeld modules over
non-abelian epimorphic images of Γ2 were studied and new Nichols algebras of di-
mension 1296 over fields of characteristic 3 were found. In [25], the Nichols algebras
over non-abelian epimorphic images of T and Γ4 were studied and new Nichols
algebras of dimensions 80621568, 262144 (if charK 6= 2) and 1259712, 65536 (if
charK = 2) were found. The situation is more complicated when G is a non-abelian
epimorphic image of Γ3, and it is studied in this work. It is the first case where
one meets a finite-dimensional Nichols algebra not of diagonal type which has a
non-standard Weyl groupoid. We obtain several new families of Nichols algebras,
the ranks and dimensions of which can be read off from Table 1.
Table 1. Nichols algebras with finite root system of rank two
rank group dimension charK support reference
4 Γ2 64 Z
2,2
2 Example 1.2
4 Γ2 1296 3 Z
2,2
2 Example 1.3
4 Γ3 10368 6= 2, 3 Z
3,1
3 Thm. 8.2
4 Γ3 5184 2 Z
3,1
3 Thm. 8.2
4 Γ3 1152 3 Z
3,1
3 Thm. 8.2
4 Γ3 2239488 2 Z
3,1
3 Thms. 8.6, 8.8
5 Γ3 10368 6= 2, 3 Z
3,2
3 Thm. 8.1
5 Γ3 5184 2 Z
3,2
3 Thm. 8.1
5 Γ3 1152 3 Z
3,2
3 Thm. 8.1
5 Γ3 2304 Z
3,2
3 Thm. 8.3
5 Γ3 2304 Z
3,1
3 Thm. 8.4
5 Γ3 2239488 2 Z
3,2
3 Thm. 8.7
5 T 80621568 6= 2 Z4,1T Example 1.7
5 T 1259712 2 Z4,1T Example 1.7
6 Γ4 262144 6= 2 Z
4,2
4 Example 1.5
6 Γ4 65536 2 Z
4,2
4 Example 1.5
Having studied Nichols algebras over non-abelian epimorphic images of Γ2, Γ3,
Γ4, and T , we are able to classify all pairs (V,W ) of absolutely simple Yetter-Drinfeld
modules over a non-abelian group G such that the Nichols algebra of V ⊕W is finite-
dimensional. Moreover, we determine the Hilbert series and the decomposition of
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the Nichols algebra of V ⊕W into the tensor product of Nichols algebras of simple
Yetter-Drinfeld modules. The finite-dimensional Nichols algebras appearing in our
classification are listed in Table 1. The pairs (V,W ) of absolutely simple Yetter-
Drinfeld modules over G appear in Section 1. Our main theorem is the following.
Theorem. Let G be a non-abelian group and V and W be two absolutely simple
Yetter-Drinfeld modules over G such that G is generated by the support of V ⊕W .
Assume that (id−cW,V cV,W )(V ⊗W ) is non-zero and that the Nichols algebra B(V ⊕
W ) is finite-dimensional. Then B(V ⊕W ) is one of the Nichols algebras of Table 1.
See Theorem 2.1 for the more precise statement. Let us explain briefly how the
proof of Theorem 2.1 goes. We have to study in detail Nichols algebras over non-
abelian epimorphic images of the groups Γ2, Γ3, Γ4 and T . The analysis concerning
the group Γ2 was done in [22] and the groups Γ4 and T were studied in [25]. The
classification of finite-dimensional Nichols algebras associated with Γ3 is one of the
main results of this paper and requires several steps. We need to deal with three
different pairs (V,W ) of absolutely simple Yetter-Drinfeld modules over non-abelian
epimorphic images of Γ3. We first determine when (adV )
m(W ) and (adW )m(V ) are
absolutely simple or zero and then we compute the Cartan matrix of (V,W ). Then
we prove that these pairs are essentially the only pairs which we need to consider,
and the reflections of these pairs are computed. With this information we compute
the finite root systems of rank two associated with Nichols algebras over non-abelian
epimorphic images of Γ3. This information allows us to determine the structure of
such Nichols algebras.
The main result of our paper is expected to lead to powerful applications. We in-
tend to attack the classification of finite-dimensional Nichols algebras of finite direct
sums of absolutely simple Yetter-Drinfeld modules over groups. For this project it is
very useful that the reflections of the absolutely simple pairs are already calculated.
On the other hand, we are confident that our classification will be useful to study
Nichols algebras over simple Yetter-Drinfeld modules, as it was done for example in
[3, 4].
We do not know the defining relations of the Nichols algebras appearing in our
classification. In the spirit of [1, Question 5.9], one then has the following prob-
lem: Give a nice presentation by generators and relations of the Nichols algebras
appearing in Table 1. To attack this, the ideas of [9, 10] could be useful.
The paper is organized as follows. In Section 1 we list all the finite-dimensional
Nichols algebras appearing in our classification. In Section 2 we state the main result
of the paper, Theorem 2.1. This theorem classifies Nichols algebras of group type
over the sum of two absolutely simple Yetter-Drinfeld modules. Sections 3, 4, 5,
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6, 7 and 8 are devoted to understand the structure and the root systems of finite-
dimensional Nichols algebras over non-abelian epimorphic images of Γ3. Finally, in
Section 9, we prove our main result, Theorem 2.1.
1. The examples
Before stating our main result, we collect all the examples of Nichols algebras
with finite root systems obtained over non-abelian epimorphic images of Γ2, Γ3, Γ4
and T . These are the examples which appear in our classification in Theorem 2.1.
Recall from [22] that the group Γn for n ≥ 2 is the group given by generators
a, b, ν and relations
ba = νab, νa = aν−1, νb = bν, νn = 1,
and T is the group given by generators ζ, χ1, χ2 and relations
ζχ1 = χ1ζ, ζχ2 = χ2ζ, χ1χ2χ1 = χ2χ1χ2, χ
3
1 = χ
3
2.
Remark 1.1. The groups Γ2, Γ3, Γ4 and T are isomorphic to the enveloping groups
of the quandles Z2,22 , Z
3,1
3 , Z
3,2
3 , Z
4,2
4 and Z
4,1
T , see [26, §2] and [25] for an alternative
description of these quandles. An epimorphic image G of any of these enveloping
groups GX is non-abelian if and only if the restriction of the epimorphism GX → G
to the quandle X is injective.
By [22], the group Γ3 is isomorphic to the group given by generators ν, ζ and γ
and relations
γν = ν2γ, ζγ = γζ, ζν = νζ, ν3 = 1.
1.1. Epimorphic images of Γ2. In [22, §4], Nichols algebras over non-abelian
epimorphic images of Γ2 were studied. Let G be a non-abelian group. Let g, h, ǫ ∈ G,
and assume that there is a group epimorphism
Γ2 → G, a 7→ g, b 7→ h, ν 7→ ǫ.
Example 1.2. Let V,W ∈ GGYD. Assume that V ≃M(g, ρ), where ρ is a character
of Gg = 〈ǫ, g, h2〉, and W ≃ M(h, σ), where σ is a character of Gh = 〈ǫ, h, g2〉. Let
v ∈ Vg with v 6= 0. Then {v, hv} is a basis of V and the degrees of these basis vectors
are g and ǫg, respectively. Similarly, let w ∈ Wh with w 6= 0. Then {w, gw} is a basis
of W and the degrees of these vectors are h and ǫh, respectively. The action of G
on V and W is given by the following tables:
V v hv
ǫ ρ(ǫ)v ρ(ǫ)hv
h hv ρ(h2)v
g ρ(g)v ρ(ǫ)ρ(g)hv
W w gw
ǫ σ(ǫ)w σ(ǫ)gw
h σ(h)w σ(ǫ)σ(h)gw
g gw σ(g2)w
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Assume that
ρ(ǫh2)σ(ǫg2) = 1, ρ(g) = σ(h) = −1.
Then, by [22, Thm. 4.6], dimB(V ⊕W ) = 64 and the Hilbert series of the Nichols
algebra B(V ⊕W ) is
H(t1, t2) = (1 + t1)
2(1 + t1t2)
2(1 + t2)
2.
A special case of this example appeared first in [29, Example 6.5].
Example 1.3. Let V,W ∈ GGYD. Assume that V ≃M(g, ρ), where ρ is a character
of Gg = 〈ǫ, g, h2〉, and W ≃ M(h, σ), where σ is a character of Gh = 〈ǫ, h, g2〉.
Assume also that charK = 3 and that
ρ(ǫh2)σ(ǫg2) = 1, ρ(g) = 1, σ(h) = −1.(1.1)
Then, by [22, Thm. 4.7], dimB(V ⊕W ) = 1296 and the Hilbert series of the Nichols
algebra B(V ⊕W ) is
H(t1, t2) = (1 + t1 + t
2
1)
2(1 + t2)
2(1 + t1t2 + t
2
1t
2
2)
2(1 + t21t2)
2.
Remark 1.4. The braiding of the Yetter-Drinfeld modules of Examples 1.2 and 1.3
can be obtained from the following table:
v hv w gw
g ρ(g)v ρ(ǫg)hv gw σ(g2)w
ǫg ρ(ǫg)v ρ(g)hv σ(ǫ)gw σ(ǫg2)w
h hv ρ(h2)v σ(h)w σ(ǫh)gw
ǫh ρ(ǫ)hv ρ(ǫh2)v σ(ǫh)w σ(h)gw
1.2. Epimorphic images of Γ4. Finite-dimensional Nichols algebras over non-
abelian epimorphic images of Γ4 were computed in [25, §5]. Let G be a non-abelian
group and let g, h, ǫ ∈ G. Assume that there is a group epimorphism
Γ4 → G, a 7→ g, b 7→ h, ν 7→ ǫ
such that ǫ2 6= 1.
Example 1.5. Let V,W ∈ GGYD. Assume that V ≃ M(h, ρ), where ρ is a character
of the centralizer Gh = 〈ǫ, h, g2〉 with ρ(h) = −1. Let v ∈ Vh with v 6= 0. Then the
elements v, gv form a basis of V , and the degrees of these basis vectors are h and
ghg−1 = ǫ−1h, respectively. The action of G on V is given by the following table:
V v gv
ǫ ρ(ǫ)v ρ(ǫ)−1gv
h −v −ρ(ǫ)−1gv
g gv ρ(g2)v
Assume that W ≃ M(g, σ), where σ is a character of Gg = 〈ǫ2, ǫ−1h2, g〉 with
σ(g) = −1. Let w ∈ Wg with w 6= 0. The elements w, hw, ǫw, ǫhw form a basis of
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W . The degrees of these basis vectors are g, ǫg, ǫ2g and ǫ3g, respectively. The action
of G on W is given by the following table:
W w hw ǫw ǫhw
ǫ ǫw ǫhw σ(ǫ2)w σ(ǫ2)hw
h hw σ(ǫ−1h2)ǫw ǫhw σ(ǫh2)w
g −w −σ(ǫ2)ǫhw −σ(ǫ2)ǫw −σ(ǫ2)hw
Assume further that
ρ(ǫ) = ρ(g2)σ(ǫ−1h2), ρ(ǫ)2 = −1.
Then, by [25, Thm. 5.4],
H(t1, t2) = (1 + t2)
4(1 + t22)
2(1 + t1t2)
4(1 + t21t
2
2)
2q(t1t
2
2)q(t1),
where
q(t) =
{
(1 + t)2(1 + t2) if charK 6= 2,
(1 + t)2 if charK = 2.
In particular,
dimB(V ⊕W ) =
{
82642 = 262144 if charK 6= 2,
42642 = 65536 if charK = 2.
Remark 1.6. The braiding of the Yetter-Drinfeld module of Example 1.5 can be
obtained from the following table:
v gv w hw ǫw ǫhw
h −v −ρ(ǫ)−1gv hw σ(ǫ−1h2)ǫw ǫhw σ(ǫh2)w
ǫ3h −ρ(ǫ)3v −gv σ(ǫ2)ǫhw σ(ǫ−1h2)w hw σ(ǫ−1h2)ǫw
g gv ρ(g2)v −w −σ(ǫ2)ǫhw −σ(ǫ2)ǫw −σ(ǫ2)hw
ǫg ρ(ǫ3)gv ρ(ǫg2)v −ǫw −hw −w −σ(ǫ2)ǫhw
ǫ2g ρ(ǫ2)gv ρ(ǫ2g2)v −σ(ǫ2)w −ǫhw −ǫw −hw
ǫ3g ρ(ǫ)gv ρ(ǫ3g2)v −σ(ǫ2)ǫw −σ(ǫ2)hw −σ(ǫ2)w −ǫhw
1.3. Epimorphic images of T . Nichols algebras over non-abelian epimorphic im-
ages of the group T were studied in [25, §2]. Let G be a non-abelian group, and let
x1, x2, z ∈ G. Assume that there is a group epimorphism
T 7→ G, ζ 7→ z, χ1 7→ x1, χ2 7→ x2.
Clearly, z is a central element of G. Moreover, the elements
x1, x2, x3 := x2x1x
−1
2 , x4 := x1x2x
−1
1
form a conjugacy class of G.
Example 1.7. Let V,W ∈ GGYD. Assume that V ≃M(z, ρ), where ρ is a character
of the centralizer Gz = G, and W = M(x1, σ), where σ is a character of G
x1 =
8 I. HECKENBERGER AND L. VENDRAMIN
〈x1, x2x3, z〉 with σ(x1) = −1 and σ(x2x3) = 1. Let v ∈ Vz \ {0}. Then {v} is basis
of V . The action of G on V is given by
zv = ρ(z)v, xiv = ρ(x1)v for all i ∈ {1, 2, 3, 4}.
Let w1 ∈ Wx1 such that w1 6= 0. Then the vectors
w1, w2 := −x4w1, w3 := −x2w1, w4 := −x3w1
form a basis of W . The degrees of these vectors are x1, x2, x3 and x4, respectively.
The action of G on W is given by the following table:
W w1 w2 w3 w4
x1 −w1 −w4 −w2 −w3
x2 −w3 −w2 −w4 −w1
x3 −w4 −w1 −w3 −w2
x4 −w2 −w3 −w1 −w4
z σ(z)w1 σ(z)w2 σ(z)w3 σ(z)w4
Assume further that
(ρ(x1)σ(z))
2 − ρ(x1)σ(z) + 1 = 0, ρ(x1z)σ(z) = 1.
Then, by [25, Thm. 2.8], B(V ⊕W ) is finite-dimensional. If charK 6= 2, then
H(t1, t2) = (6)t1(6)t1t32(6)t21t32(2)
2
t2(3)t2(6)t2(2)
2
t1t2(3)t1t2(6)t1t2(2)
2
t1t22
(3)t1t22(6)t1t22
and dimB(V ⊕W ) = 63 723 = 80621568, and if charK = 2, then
H(t1, t2) = (3)t1(3)t1t32(3)t21t32(2)
2
t2(3)
2
t2(2)
2
t1t2(3)
2
t1t2(2)
2
t1t22
(3)2t1t22
and dimB(V ⊕W ) = 33 363 = 1259712.
Remark 1.8. The structure of the Yetter-Drinfeld module of Example 1.7 can be
read off the following table:
v w1 w2 w3 w4
z ρ(z)v σ(z)w1 σ(z)w2 σ(z)w3 σ(z)w4
x1 ρ(x1)v −w1 −w4 −w2 −w3
x2 ρ(x1)v −w3 −w2 −w4 −w1
x3 ρ(x1)v −w4 −w1 −w3 −w2
x4 ρ(x1)v −w2 −w3 −w1 −w4
1.4. Epimorphic images of Γ3. The results of this section will be proved in Section
8. Let G be a non-abelian group. Let g, ǫ, z ∈ G, and assume that there is a group
epimorphism
Γ3 → G, γ 7→ g, ν 7→ ǫ, ζ 7→ z.
Example 1.9. Let V ∈ GGYD. Assume that V ≃ M(g, ρ), where ρ is a character of
Gg = 〈g, z〉. Let v ∈ Vg with v 6= 0. The elements v, ǫv and ǫ
2v form a basis of V .
The degrees of these vectors are g, gǫ and gǫ2, respectively.
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Similarly, let W ∈ GGYD such that W ≃ M(ǫz, σ), where σ is a character of the
centralizer Gǫ = 〈ǫ, z, g2〉. Let w ∈ Wǫz with w 6= 0. Then w, gw is a basis of W .
The degrees of these basis vectors are ǫz and ǫ2z, respectively. The actions of G on
V and W are given in the following tables:
V v ǫv ǫ2v
ǫ ǫv ǫ2v v
z ρ(z)v ρ(z)ǫv ρ(z)ǫ2v
g ρ(g)v ρ(g)ǫ2v ρ(g)ǫv
W w gw
ǫ σ(ǫ)w σ(ǫ)2gw
z σ(z)w σ(z)gw
g gw σ(g2)w
If ρ(g) = σ(ǫz) = −1, ρ(z)2σ(ǫg2) = 1, and 1 + σ(ǫ) + σ(ǫ)2 = 0, then
dimB(V ⊕W ) =


10368 if charK 6∈ {2, 3},
5184 if charK = 2,
1152 if charK = 3,
and
H(t1, t2) = (2)t2(h
′
p)t2(2)
2
t1t2
(3)t1t2(hp)t21t2(2)
2
t1
(3)t1 ,
where p = charK, h2 = 3, h3 = 2, and hp = 6 for all p 6∈ {2, 3}, and h
′
3 = 2, h
′
p = 6
for all p 6= 3, by Theorem 8.1.
If ρ(g) = σ(ǫz) = −1, ρ(z)2σ(ǫg2) = σ(ǫ) = 1, and charK 6= 3, then
H(t1, t2) = (2)
2
t2(2)
2
t1t2(3)t1t2(2)
2
t21t2
(2)2t1(3)t1
and dimB(V ⊕W ) = 2304, by Theorem 8.3.
If charK = 2, ρ(g) = 1, (3)σ(ǫ) = 0, σ(z) = σ(ǫ), and ρ(z)
2σ(ǫg2) = 1, then
dimB(V ⊕W ) = 2239488 and
H(t1, t2) = (3)
2
t2(2)
2
t1t22
(3)t1t22(2)t21t32(3)t1t2(4)t1t2(6)t1t2(6)t21t22(2)t21t2(2)
2
t1(3)t1 ,
by Theorem 8.7.
Example 1.10. Let V ∈ GGYD. Assume that V ≃ M(g, ρ), where ρ is a character
of Gg = 〈g, z〉. Let v ∈ Vg with v 6= 0. The elements v, ǫv and ǫ
2v form a basis of V .
The degrees of these vectors are g, gǫ and gǫ2, respectively.
Let W ∈ GGYD such that W ≃ M(z, σ), where σ is a character of G. Let w ∈ Wz
with w 6= 0. Then w is a basis of W . The action of G on V can be obtained from
Example 1.9.
Let p = charK. If ρ(g) = −1, (3)−ρ(z)σ(g) = 0, and ρ(z)σ(gz) = 1, then
dimB(V ⊕W ) =


10368 if charK 6∈ {2, 3},
5184 if charK = 2,
1152 if charK = 3,
and
H(t1, t2) = (hp)t2(2)
2
t1t2(3)t1t2(2)t21t2(h
′
p)t21t2(2)
2
t1(3)t1
by Theorem 8.2, where hp and h
′
p are as in Example 1.9.
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If charK = 2, σ(z) = 1, (3)ρ(z)σ(g) = 0, and (ρ(g)− 1)(ρ(gz)σ(g)− 1) = 0, then
dimB(V ⊕W ) = 2239488, and
H(t1, t2) = (2)t2(3)t1t2(4)t1t2(6)t1t2(6)t21t22(2)t41t32(2)
2
t31t
2
2
(3)t31t22(3)
2
t21t2
(2)2t1(3)t1 ,
or
H(t1, t2) = (2)t2(2)
2
t1t2(3)t1t2(3)
2
t21t2
(2)2t31t2
(3)t31t2(2)t41t2(3)t1(4)t1(6)t1(6)t21 ,
by Theorems 8.6 and 8.8.
Example 1.11. Let V ∈ GGYD. Assume that V ≃ M(g, ρ), where ρ is a character
of Gg = 〈g, z〉. Let v ∈ Vg with v 6= 0. The elements v, ǫv and ǫ
2v form a basis of
V . The degrees of these vectors are g, gǫ and gǫ2, respectively. The action of G on
V can be obtained from Example 1.9.
Let W ∈ GGYD such that W ≃ M(z, σ), where σ is an absolutely irreducible
representation of G of degree ≥ 2. Then charK 6= 3, deg σ = 2, σ(1 + ǫ + ǫ2) = 0,
and the isomorphism class of W is uniquely determined by the constants σ(g2) and
σ(z), see Lemma 3.2.
Assume that ρ(g) = σ(z) = −1 and ρ(z2)σ(g2) = 1. Then
H(t1, t2) = (2)
2
t2(2)
2
t1t2(3)t1t2(2)
2
t21t2
(2)2t1(3)t1 ,
and dimB(V ⊕W ) = 2304 by Theorem 8.4.
Remark 1.12. The braidings of the Yetter-Drinfeld modules of Examples 1.9, 1.10,
and 1.11, respectively, can be obtained from the following tables:
v ǫv ǫ2v w gw
g ρ(g)v ρ(g)ǫ2v ρ(g)ǫv gw σ(g2)w
gǫ ρ(g)ǫ2v ρ(g)ǫv ρ(g)v σ(ǫ)gw σ(ǫ2g2)w
gǫ2 ρ(g)ǫv ρ(g)v ρ(g)ǫ2v σ(ǫ)2gw σ(ǫg2)w
ǫz ρ(z)ǫv ρ(z)ǫ2v ρ(z)v σ(ǫz)w σ(ǫ2z)gw
ǫ2z ρ(z)ǫ2v ρ(z)v ρ(z)ǫv σ(ǫ2z)w σ(ǫz)gw
v ǫv ǫ2v w
g ρ(g)v ρ(g)ǫ2v ρ(g)ǫv σ(g)w
gǫ ρ(g)ǫ2v ρ(g)ǫv ρ(g)v σ(gǫ)w
gǫ2 ρ(g)ǫv ρ(g)v ρ(g)ǫ2v σ(gǫ2)w
z ρ(z)v ρ(z)ǫv ρ(z)ǫ2v σ(z)w
v ǫv ǫ2v w gw
g ρ(g)v ρ(g)ǫ2v ρ(g)ǫv gw σ(g2)w
gǫ ρ(g)ǫ2v ρ(g)ǫv ρ(g)v λgw λ2σ(g2)w
gǫ2 ρ(g)ǫv ρ(g)v ρ(g)ǫ2v λ2gw λσ(g2)w
z ρ(z)v ρ(z)ǫv ρ(z)ǫ2v σ(z)w σ(z)gw
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2. The Classification Theorem
Now we state the main theorem of the paper. It provides the classification of a
class of finite-dimensional Nichols algebras of group type. We list important data of
these Nichols algebras in Table 1.
Theorem 2.1. Let G be a non-abelian group and V andW be two finite-dimensional
absolutely simple Yetter-Drinfeld modules over G. Assume that cW,V cV,W 6= idV⊗W
and that the support of V ⊕W generates the group G. Then the following are equiv-
alent:
(1) The Nichols algebra B(V ⊕W ) is finite-dimensional.
(2) The pair (V,W ) admits all reflections and the Weyl groupoid of (V,W ) is
finite.
(3) Up to permutation of its entries, the pair (V,W ) is one of the pairs of Ex-
amples 1.2, 1.3, 1.5, 1.7, 1.9, 1.10, and 1.11 of Section 1.
In this case, the rank and the dimension of B(V ⊕W ) appear in Table 1.
Theorem 2.1 will be proved in Section 9.
3. Preliminaries
Let us first state some useful results from [23, 22]. Recall that Sn ∈ End(V
⊗n),
where n ∈ N, denotes the quantum symmetrizer.
Lemma 3.1. [22, Thm. 1.1] Let V and W be Yetter-Drinfeld modules over a Hopf
algebra H with bijective antipode. Let ϕ0 = 0, X
V,W
0 = W , and
ϕm = id− cV ⊗(m−1)⊗W,V cV,V ⊗(m−1)⊗W + (id⊗ ϕm−1)c1,2 ∈ End(V
⊗m ⊗W ),
XV,Wm = ϕm(V ⊗Xm−1) ⊆ V
⊗m ⊗W
for all m ≥ 1. Then (adV )n(W ) ≃ XV,Wn for all n ∈ N0.
Now we collect information on Γ3 which will be needed in the paper. By [22, §3],
the center of Γ3 is Z(Γ3) = 〈ζ, γ
2〉, and the conjugacy classes of Γ3 are
δG = {δ}, (νδ)G = {νδ, ν2δ}, (γδ)G = {νjγδ | 0 ≤ j ≤ 2},(3.1)
where δ is running over all elements of Z(Γ3). In this section, let G be a group.
Assume that there exist g, ǫ, z ∈ G, ǫ 6= 1, such that there is a group epimorphism
Γ3 → G with γ 7→ g, ν 7→ ǫ and ζ 7→ z. Note that the condition ǫ 6= 1 just means
that G is non-abelian.
Lemma 3.2. Assume that K is algebraically closed. Let V be a simple KG-module
and let ρ : KG→ End(V ) be the corresponding representation of KG. Then dimV ≤
2. Moreover, if dimV = 2 then charK 6= 3, ρ(1 + ǫ+ ǫ2) = 0, and the isomorphism
class of V is uniquely determined by the scalars ρ(g2) and ρ(z).
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Proof. Let v ∈ V be an eigenvector of ρ(ǫ). Then V = Kv+Kgv and hence dimV ≤
2.
Assume that dimV = 2. Then gv /∈ Kv. If ǫv = 1, then ǫgv = gǫ2v = gv. Then
ρ(ǫ) = idV , and Kw for an eigenvector w of ρ(g) is a KG-invariant subspace of V .
This is a contradiction to the simplicity of V . Since ǫ3 = 1 and 1 + ǫ+ ǫ2 ∈ Z(KG),
we conclude that ρ(1 + ǫ + ǫ2) = 0 and charK 6= 3. Thus v, gv is a basis of V
consisting of eigenvectors of ρ(ǫ).
Let now W be a simple KG-module with dimW = 2, and let w ∈ W \ {0} and
λ ∈ K such that ǫv = λv, ǫw = λw. Assume that g2w = ρ(g2)w and zw = ρ(z)w.
Then the map f : V → W , v 7→ w, gv 7→ gw, is an isomorphism of KG-modules.
This proves the lemma. 
4. Reflections of the first pair
Let G be a non-abelian group, and let g, ǫ, z ∈ G. Assume that there is an
epimorphism Γ3 → G with γ 7→ g, ν 7→ ǫ, ζ 7→ z. Let V ∈
G
GYD such that
V ≃ M(g, ρ), where ρ is an absolutely irreducible representation of the centralizer
Gg = 〈z, g〉. Since this centralizer is abelian, deg ρ = 1. Let v ∈ Vg with v 6= 0. The
elements v, ǫv, ǫ2v form a basis of V . The degrees of these basis vectors are g, gǫ
and gǫ2, respectively.
Remark 4.1. The action of G on V is given by the following table:
M(g, ρ) v ǫv ǫ2v
ǫ ǫv ǫ2v v
z ρ(z)v ρ(z)ǫv ρ(z)ǫ2v
g ρ(g)v ρ(g)ǫ2v ρ(g)ǫv
Let W ∈ GGYD such that W ≃ M(ǫz, σ), where σ is an absolutely irreducible
representation of Gǫz = Gǫ = 〈ǫ, z, g2〉. Since Gǫ is abelian, deg σ = 1. Let w ∈ Wǫz
with w 6= 0. Then w, gw is a basis of W . The degrees of these basis vectors are ǫz
and ǫ2z, respectively.
Remark 4.2. The action of G on W is given by the following table:
W w gw
ǫ σ(ǫ)w σ(ǫ)2gw
z σ(z)w σ(z)gw
g gw σ(g2)w
In order to calculate R1(V,W ), we first compute the modules (adV )
n(W ) for
n ∈ N. For n ∈ N we write Xn = X
V,W
n and ϕn = ϕ
V,W
n .
Lemma 4.3. The Yetter-Drinfeld module XV,W1 is absolutely simple if and only
if ρ(z)2σ(ǫg2) = 1. In this case, XV,W1 ≃ M(gz, σ1), where σ1 is the character of
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Ggz = 〈g, z〉 with
σ1(g) = −ρ(gz
−1)σ(ǫ), σ1(z) = ρ(z)σ(z).
Let w′ = ϕ1(ǫ
2v ⊗ w). Then w′ ∈ (V ⊗W )gz is non-zero. Moreover, w
′, ǫw′ and
ǫ2w′ form a basis of XV,W1 . The degrees of these basis vectors are gz, gǫz and gǫ
2z,
respectively.
Proof. By [22, Lemma1.7], XV,W1 ≃ KGϕ1(ǫ
2v ⊗ w). Using the actions of G on V
and W we obtain that
(4.1) w′ = (id− cW,V cV,W )(ǫ
2v ⊗ w) = ǫ2v ⊗ w − ρ(z)σ(ǫ)2ǫv ⊗ gw,
and hence w′ ∈ (V ⊗W )gz is non-zero. We compute
gw′ = gǫ2v ⊗ gw − σ(ǫ)2ρ(z)gǫv ⊗ g2w
= ρ(g)ǫv ⊗ gw − σ(ǫ)2ρ(gz)σ(g2)ǫ2v ⊗ w.
Since V and W are absolutely simple and Ggz = 〈g〉Z(G), the Yetter-Drinfeld
moduleXV,W1 is absolutely simple if and only if gw
′ ∈ Kw′. By the above calculations,
this is equivalent to ρ(z)2σ(ǫg2) = 1, and in this case gw′ = −ρ(gz−1)σ(ǫ)w′. The
remaining claims are clear. 
Now we compute XV,W2 . Since (g, gz) and (gǫ
2, gz) represent the two orbits of
gG × (gz)G under the diagonal action of G, we conclude that
XV,W2 = ϕ2(V ⊗X
V,W
1 ) = KG{ϕ2(v ⊗ w
′), ϕ2(ǫ
2v ⊗ w′)}.(4.2)
For the computation of ϕ2(v ⊗ w
′) and ϕ2(ǫ
2v ⊗ w′) we need the following.
Lemma 4.4. Assume that ρ(z)2σ(ǫg2) = 1. Let w′ = ϕ1(ǫ
2v ⊗ w). Then
ϕ1(v ⊗ w) = σ(ǫ)
−1ǫw′,(4.3)
ϕ1(v ⊗ gw) = −ρ(z)
−1ǫ2w′,(4.4)
ϕ1(ǫ
2v ⊗ gw) = −ρ(z)−1σ(ǫ)−1ǫw′.(4.5)
Proof. We first prove Equation (4.3). Since
w′ = ϕ1(ǫ
2v ⊗ w) = ǫ2ϕ1(v ⊗ ǫw) = ǫ
2σ(ǫ)ϕ1(v ⊗ w),
Equation (4.3) holds. Now act with g on Equation (4.3) and use Lemma 4.3 to obtain
Equation (4.4). Finally, to obtain Equation (4.5) act with ǫ2 on Equation (4.4). 
Lemma 4.5. Assume that ρ(z)2σ(ǫg2) = 1. Then
ϕ2(ǫ
2v ⊗ w′) = (1 + ρ(g))(ǫ2v ⊗ w′ + ρ(g)σ(ǫ)v ⊗ ǫw′),(4.6)
ϕ2(v ⊗ w
′) = (1 + ρ(g)2σ(ǫ))v ⊗ w′ + ρ(g)σ(ǫ)2ǫv ⊗ ǫw′(4.7)
+ ρ(g)σ(ǫ)2ǫ2v ⊗ ǫ2w′.
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In particular, ϕ2(ǫ
2v⊗w′) = 0 if and only if ρ(g) = −1. Let w′′ = ϕ2(v⊗w
′). Then
w′′ ∈ (V ⊗ V ⊗W )g2z is non-zero.
Proof. Recall that ϕ2 = id − cXV,W1 ,V
cV,XV,W1
+ (id ⊗ ϕ1)c1,2. Thus Lemma 4.3 and
Equation (4.1) imply that
ϕ2(ǫ
2v ⊗ w′) = ǫ2v ⊗ w′ + ρ(g)2σ(ǫ)v ⊗ ǫw′
+ ρ(g)ǫ2v ⊗ ϕ1(ǫ
2v ⊗ w)− ρ(gz)σ(ǫ)2v ⊗ ϕ1(ǫ
2v ⊗ gw).
Hence Equation (4.6) follows from Lemma 4.4. Similarly, we compute
ϕ2(v ⊗ w
′) = (1 + ρ(g)2σ(ǫ))v ⊗ w′
+ ρ(g)ǫv ⊗ ϕ1(v ⊗ w)− ρ(gz)σ(ǫ)
2ǫ2v ⊗ ϕ1(v ⊗ gw),
and then use Lemma 4.4 to obtain Equation (4.7). From this the lemma follows. 
Lemma 4.6. Assume that ρ(z)2σ(ǫg2) = 1. Let w′′1 = ϕ2(v ⊗ w
′
1). Then X
V,W
2 is
absolutely simple if and only if ρ(g) = −1. In this case one of the following holds.
(1) If σ(ǫ)2 + σ(ǫ) + 1 = 0, then XV,W2 = Kw
′′
1 ≃ M(g
2z, σ2), where σ2 is the
character of G given by
σ2(g) = −ρ(z)
−1σ(ǫ), σ2(ǫ) = 1, σ2(z) = ρ(z)
2σ(z).
(2) If σ(ǫ) = 1 and charK 6= 3, then XV,W2 ≃ M(g
2z, σ2), where σ2 is the two-
dimensional absolutely irreducible representation of G with basis {w′′, ǫw′′}
and
gw′′ = −ρ(z)−1w′′, ǫ2w′′ = −w′′ − ǫw′′, zw′′ = ρ(z)2σ(z)w′′.
Proof. Since z ∈ Z(G), we conclude that zw′′ = ρ(z)2σ(z)w′′. Further,
gw′′ = ϕ2(gv ⊗ gw
′) = −ρ(g2z−1)σ(ǫ)w′′
by Lemma 4.3. Since g2z and ǫg2z are not conjugate in G, Equation (4.2) and
Lemma 4.5 imply that XV,W2 is absolutely simple if and only if ρ(g) = −1 and
KGw′′ is absolutely simple.
Assume that ρ(g) = −1. Since ǫ3 = 1 in G, we know that σ(ǫ)3 = 1. Hence
σ(ǫ)2 + σ(ǫ) + 1 = 0 or σ(ǫ) = 1. Using Equation (4.7) and Lemma 4.3 one directly
computes
(1− ǫ)w′′ = (1 + σ(ǫ) + σ(ǫ)2)(v ⊗ w′ − ǫv ⊗ ǫw′),(4.8)
and similarly
(4.9) (1 + ǫ+ ǫ2)w′′ = (1− σ(ǫ)2)2(1 + ǫ+ ǫ2)(v ⊗ w′).
Suppose first that σ(ǫ)2+σ(ǫ)+1 = 0. Then Equation (4.8) becomes (1−ǫ)w′′ = 0
and hence the claim follows.
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Suppose now that σ(ǫ) = 1 and charK 6= 3. Then {w′′, ǫw′′} is linearly indepen-
dent and (1 + ǫ+ ǫ2)w′′ = 0 by Equation (4.9). Hence the lemma follows. 
Lemma 4.7. Assume that ρ(z)2σ(ǫg2) = 1, ρ(g) = −1. Then XV,W3 = 0.
Proof. Lemma 4.6 implies thatXV,W3 = KGϕ3(ǫv⊗X
V,W
2 ). Now observe that ǫ
2g(ǫv⊗
w′′) ∈ Kǫv ⊗ ǫ2w′′, and hence it is enough to prove that ϕ3(ǫv ⊗ w
′′) = 0.
Since ρ(g) = −1, Equation (4.6) implies that ϕ2(ǫ
2v ⊗ w′) = 0. Act on this
equation by g and by ǫ2 and use Lemma 4.3 to conclude that ϕ2(ǫv ⊗ w
′) = 0 and
ϕ2(ǫv ⊗ ǫ
2w′) = 0. A direct calculation using Lemmas 4.5 and 4.6 then shows that
ϕ3(ǫv ⊗ w
′′) = ǫv ⊗ w′′ + σ(ǫ)ǫv ⊗ ǫ2w′′ + (1 + σ(ǫ))gǫv ⊗ ϕ2(ǫv ⊗ w
′)
− σ(ǫ)2gǫ2v ⊗ ϕ2(ǫv ⊗ ǫw
′)− σ(ǫ)2gv ⊗ ϕ2(ǫv ⊗ ǫ
2w′)
= ǫv ⊗ (w′′ + σ(ǫ)ǫ2w′′ + σ(ǫ)2ǫw′′).
By Lemma 4.6, if σ(ǫ)2 + σ(ǫ) + 1 = 0 then ǫw′′ = w′′, and otherwise σ(ǫ) = 1 and
(1 + ǫ+ ǫ2)w′′ = 0. Hence ϕ3(ǫv ⊗ w
′′) = 0. 
Now we compute the modules (adW )n(V ) for n ∈ N. For n ∈ N let ϕn = ϕ
W,V
n .
Let XW,V1 = ϕ1(W ⊗ V ). By [22, Lemma1.7], X
W,V
1 = KGϕ1(w ⊗ ǫv). Let v
′
1 =
ϕ1(w ⊗ ǫv). A direct calculation yields
(4.10) v′1 = w ⊗ ǫv − ρ(z)σ(ǫ
2)gw ⊗ ǫ2v.
Hence v′1 ∈ (W ⊗ V )gz is non-zero.
Lemma 4.8. Assume that ρ(z)2σ(ǫg2) = 1. Then XW,V1 is an absolutely simple
Yetter-Drinfeld module, and XW,V1 ≃ M(gz, ρ1), where ρ1 = σ1. Moreover, v
′
1, ǫv
′
1,
ǫ2v′1 is a basis of X
W,V
1 , and the degrees of these basis vectors are gz, gǫz, and gǫ
2z,
respectively.
Proof. Since XV,W1 ≃ X
W,V
1 via cV,W , the claim follows from Lemma 4.3. 
Lemma 4.9. Assume that ρ(z)2σ(ǫg2) = 1 and ρ(g) = −1. Then XW,V2 = 0 if and
only if σ(ǫz) = −1. Moreover, XW,V2 is absolutely simple if and only if σ(ǫz) 6= −1
and σ(ǫz2) = 1. In this case XW,V2 ≃ M(gz
2, ρ2), where ρ2 is the character of G
g
given by
ρ2(g) = −ρ(z)
−2σ(z)−1, ρ2(z) = ρ(z)σ(z)
2.
Proof. First we act with ǫ and ǫ2 on v′1 = ϕ1(w⊗ǫv) to obtain the following formulas:
ϕ1(w ⊗ ǫ
2v) = σ(ǫ)2ǫv′1, ϕ1(w ⊗ v) = σ(ǫ)ǫ
2v′1.(4.11)
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Since G acts transitively on (ǫz)G × (gz)G via the diagonal action, we obtain from
[22, Lemma1.7] that XW,V2 = KGϕ2(w ⊗ ǫv
′
1). We compute
ϕ2(w ⊗ ǫv
′
1) = w ⊗ ǫv
′
1 − ρ(z)σ(ǫ
2z2)gw ⊗ ǫ2v′1
+ σ(ǫ2z)w ⊗ ϕ1(w ⊗ ǫ
2v)− ρ(z)σ(z)gw ⊗ ϕ1(w ⊗ v).
Equations (4.11) imply that
ϕ2(w ⊗ ǫv
′
1) = (1 + σ(ǫz))(w ⊗ ǫv
′
1 − ρ(z)σ(ǫz)gw ⊗ ǫ
2v′1).(4.12)
Hence ϕ2(w ⊗ ǫv
′
1) = 0 if and only if σ(ǫz) = −1. Let
v′′1 = w ⊗ ǫv
′
1 − ρ(z)σ(ǫz)gw ⊗ ǫ
2v′1.
Then v′′1 ∈ (W ⊗X
W,V
1 )gz2 is non-zero. Since ρ(z)
2σ(ǫg2) = 1,
gv′′1 = gw ⊗ ǫ
2gv′1 − ρ(z)σ(ǫz)σ(g)
2w ⊗ ǫgv′1
= gw ⊗ ρ1(g)ǫ
2v′1 − ρ(z)
−1σ(z)ρ1(g)w ⊗ ǫv
′
1
= −ρ1(g)ρ(z)
−1σ(z)(w ⊗ ǫv′1 − ρ(z)σ(z)
−1gw ⊗ ǫ2v′1).
Thus XW,V2 is absolutely simple if and only if σ(ǫz) 6= 1 and gv
′′
1 ∈ Kv
′′
1 . This is
equivalent to σ(ǫz) 6= 1 and σ(ǫz2) = 1. Finally, the equation zv′1 = ρ(z)σ(z)
2v′1
follows from v′1 ∈ W ⊗W ⊗ V and z ∈ Z(G). 
Lemma 4.10. Assume that ρ(z)2σ(ǫg2) = 1, ρ(g) = −1, σ(ǫz) 6= −1 and σ(ǫz2) =
1. Define inductively y0 = v and
yn = w ⊗ ǫyn−1 − ρ(z)σ(z
3n−1)gw ⊗ ǫ2yn−1
for all n ≥ 1. Then yn ∈ (W
⊗n ⊗ V )gzn and
ϕn(w ⊗ ǫyn−1) = (1 + σ(z)
−1 · · ·+ σ(z)−n+1)yn(4.13)
for all n ≥ 1.
Proof. We proceed by induction on n. For n = 1 the claim holds by Equation (4.10)
and since σ(ǫ)2 = σ(ǫ)−1 = σ(z2). It is also clear that yn ∈ (W
⊗n ⊗ V )gzn for all
n ≥ 0.
Assume that Equation (4.13) holds for some n ≥ 1. Apply ǫ and ǫ2 to Equation
(4.13) to obtain
ϕn(w ⊗ ǫ
2yn−1) = (1 + σ(z)
−1 + · · ·+ σ(z)−n+1)σ(ǫ)2ǫyn,(4.14)
ϕn(w ⊗ yn−1) = (1 + σ(z)
−1 + · · ·+ σ(z)−n+1)σ(ǫ)ǫ2yn.(4.15)
Since σ(ǫz2) = 1,
ϕn+1(w ⊗ ǫyn) = w ⊗ ǫyn − ρ(z)σ(z)
2nσ(ǫ)2gw ⊗ ǫ2yn
+ σ(ǫ2z)w ⊗ ϕn(w ⊗ ǫ
2yn−1)− ρ(z)σ(z
3n−1)σ(ǫz)gw ⊗ ϕn(w ⊗ yn−1).
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Using Equations (4.14) and (4.15) and σ(ǫz2) = 1 one obtains
ϕn+1(w ⊗ ǫyn) = (1 + σ(z)
−1 + · · ·+ σ(z)−n)yn+1,
as desired. 
Lemma 4.11. Assume that ρ(z)2σ(ǫg2) = 1, ρ(g) = −1, σ(ǫz) 6= −1, and σ(ǫz2) =
1. Then XW,Vn ≃M(gz
n, ρn) for all n ≥ 1, where ρn is the character of G
g given by
ρn(g) = (−1)
n+1ρ(z)−nσ(z)(3n+5)n/2, ρn(z) = ρ(z)σ(z)
n.
Moreover, XW,Vn = 0 if and only if (n)
!
σ(z) = 0.
Proof. For all n ≥ 0 let yn be as in Lemma 4.10. Then zyn = ρ(z)σ(z)
nyn, since
yn ∈ W
⊗n⊗ V and z ∈ Z(G). To prove that gyn = ρn(g)yn for all n ≥ 1 we proceed
by induction. For n = 1 this equation holds by Lemmas 4.8 and 4.3. Suppose now
that gyn = ρn(g)yn for some n ≥ 1. Then
gyn+1 = gw ⊗ ǫ
2gyn − ρ(z)σ(z
3n+2)σ(g2)w ⊗ ǫgyn
= ρn(g)(gw ⊗ ǫ
2yn − ρ(z)σ(z
3n+2)σ(g2)w ⊗ ǫyn).
Since σ(ǫz2) = 1 and ρ(z)2σ(ǫg2) = 1, we conlude that the expression for ρn+1(g)
given in the claim can be written as
ρn+1(g) = −ρn(g)ρ(z)
−1σ(z3n−2).
This implies the claim.
To complete the proof of the lemma we observe that
XW,Vn = KGϕn(w ⊗ ǫyn)
and hence Equation (4.13) of Lemma 4.10 implies that XW,Vn = 0 if and only if
(k)σ(z) = 0 for some k ≤ n, which is equivalent to say that (n)
!
σ(z) = 0. 
We collect all the results of this section in the following proposition. We write
a
(V,W )
i,j for the entries of the Cartan matrix of the pair (V,W ).
Proposition 4.12. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character
of Gg, and W ≃M(ǫz, σ), where σ is a character of Gǫz. Then the following hold:
(1) (adV )m(W ) and (adW )m(V ) are absolutely simple or zero for all m ∈ N0 if
and only if
ρ(z)2σ(ǫg2) = 1, ρ(g) = −1, (σ(ǫz) + 1)(σ(ǫz2)− 1) = 0.
In particular, these equations imply that σ(z)6 = 1.
(2) Assume that the equations for ρ and σ in (1) hold. Then the Cartan matrix
of (V,W ) satisfies a
(V,W )
1,2 = −2 and X
V,W
2 ≃M(g
2z, σ2), where
(a) if 1+σ(ǫ)+σ(ǫ)2 = 0, then σ2 is the character of G given by σ2(ǫ) = 1,
σ2(g) = −ρ(z)
−1σ(ǫ), σ2(z) = ρ(z)
2σ(z), and
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(b) if σ(ǫ) = 1 and charK 6= 3, then σ2 is a two-dimensional absolutely irre-
ducible representation of G with σ2(g
2) = ρ(z)−2 and σ2(z) = ρ(z)
2σ(z).
Moreover,
a
(V,W )
2,1 =


−1 if σ(ǫz) = −1,
−2 if σ(z) = σ(ǫ) and (3)σ(ǫ) = 0,
−5 if σ(z) + σ(ǫ) = (3)σ(ǫ) = 0 and charK 6= 2, 3,
1− p if charK = p ≥ 5 and σ(ǫ) = σ(z) = 1,
and otherwise (adW )m(V ) 6= 0 for all m ∈ N0. In these cases X
W,V
m ≃
M(gzm, ρm) for m = −a
(V,W )
2,1 , where ρm is the character of G
g with ρ1(z) =
ρ(z)σ(z), ρ1(g) = ρ(z)
−1σ(ǫ) and
ρm(z) = ρ(z)σ(z)
m, ρm(g) = (−1)
m+1ρ(z)−mσ(z)(3m+5)m/2
for all m ≥ 2.
Proof. The first claim follows from Lemmas 4.3, 4.6, 4.7, 4.8, 4.9 and 4.11. Further,
Lemmas 4.6 and 4.7 yield the claim concerning a
(V,W )
1,2 . Now we prove the claim
concerning a
(V,W )
2,1 . Since (σ(ǫz) + 1)(σ(ǫz
2) − 1) = 0 and σ(ǫ)3 = 1, we need to
consider the following cases:
(1) σ(ǫz) = −1 and σ(ǫ)3 = 1,
(2) σ(ǫ) = σ(z) and σ(ǫ)2 + σ(ǫ) + 1 = 0,
(3) σ(ǫ) = σ(z) = 1 and charK = p ≥ 5,
(4) σ(ǫ) = σ(z) = 1 and charK = 0,
(5) σ(ǫ) = −σ(z), σ(ǫ)2 + σ(ǫ) + 1 = 0 and charK 6= 2, 3.
Using the equivalence between (adW )m(V ) = 0 and (m)!σ(z) = 0 of Lemma 4.11,
one easily obtains the second claim. 
Corollary 4.13. Let V,W ∈ GGYD with V ≃ M(g, ρ) and W ≃ M(ǫz, σ), where ρ
is a character of Gg and σ is a character of Gǫ. Assume that
ρ(g) = σ(ǫz) = −1, ρ(z)2σ(ǫg2) = 1, (3)σ(ǫ) = 0.
Let g′ = g−1, ǫ′ = ǫ, z′ = g2z, ρ′ be the representation of Gg
′
dual to ρ, and σ′ be the
character of G given by σ′(g) = −ρ(z)−1σ(ǫ), σ′(ǫ) = 1, σ′(z) = ρ(z)2σ(z). Then
a
(V,W )
1,2 = −2 and
R1(V,W ) =
(
V ∗, XV,W2
)
with V ∗ ≃M(g′, ρ′), XV,W2 ≃M(z
′, σ′) and
ρ′(g′) = −1, ρ′(z′)σ′(z′g′) = 1, 1− ρ′(z′)σ′(g′) + ρ′(z′)2σ′(g′)2 = 0.
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Proof. Using Proposition 4.12 one obtains that a
(V,W )
1,2 = −2 and hence the descrip-
tion of R1(V,W ) follows. It is clear that ρ
′(g′) = ρ(g) = −1. A direct calculation
yields
ρ′(z′)σ′(z′g′) = −σ(ǫz) = 1,
1− ρ′(z′)σ′(g′) + ρ′(z′)2σ′(g′)2 = 1 + σ(ǫ)−1 + σ(ǫ)−2 = 0.
This completes the proof. 
Corollary 4.14. Let V,W ∈ GGYD with V ≃ M(g, ρ) and W ≃ M(ǫz, σ), where ρ
is a character of Gg and σ is a character of Gǫ. Assume that
ρ(g) = σ(ǫz) = −1, ρ(z)2σ(ǫg2) = 1, (3)σ(ǫ) = 0.
Let g′′ = gz, ǫ′′ = ǫ−1, z′′ = z−1, ρ′′ be the character of Gg given by ρ′′(g) =
ρ(z)−1σ(ǫ) and ρ′′(z) = ρ(z)σ(z), and σ′′ be the representation of Gǫz dual to σ.
Then a
(V,W )
2,1 = −1 and
R2(V,W ) =
(
XW,V1 ,W
∗
)
with XW,V1 ≃M(g
′′, ρ′′), W ∗ ≃M(ǫ′′z′′, σ′′), and
ρ′′(g′′) = σ′′(ǫ′′z′′) = −1, ρ′′(z′′)2σ′′(ǫ′′g′′2) = 1, (3)σ′′(ǫ′′) = 0.
Proof. The assumptions on ρ and σ and Proposition 4.12 yield a
(V,W )
2,1 = −1 and
hence the description of R2(V,W ) follows. Then we compute
σ′′(ǫ′′z′′) = σ′′(ǫ−1z−1) = σ(ǫz) = −1,
ρ′′(g′′) = ρ′′(gz) = ρ′′(g)ρ′′(z) = −1,
1 + σ′′(ǫ′′) + σ′′(ǫ′′)2 = 1 + σ(ǫ) + σ(ǫ)2 = 0.
Using that g and z commute, we obtain that
ρ′′(z′′)2σ′′(ǫ′′g′′2) = ρ′′(z)−2σ′′(ǫ−1g2z2) = ρ(z)−2σ(ǫ)σ(g)−2σ(z)−4.
Since σ(ǫz) = −1 we obtain that σ(ǫz−4) = σ(ǫ)−1. Hence we conclude that
ρ′′(z′′)2σ′′(ǫ′′g′′2) = (ρ(z)2σ(ǫg2))−1 = 1.
This completes the proof. 
Corollary 4.15. Let V,W ∈ GGYD with V ≃ M(g, ρ) and W ≃ M(ǫz, σ), where ρ
is a character of Gg and σ is a character of Gǫ. Assume that charK 6= 3 and
ρ(g) = −1, ρ(z2)σ(ǫg2) = 1, σ(ǫ) = 1, σ(z) = −1.
Further, let g′ = g−1, ǫ′ = ǫ, z′ = g2z, let ρ′ be the irreducible representation of Gg
dual to ρ, and let σ′ be an absolutely irreducible representation of G with deg σ′ = 2,
σ′(g2) = ρ(z)−2, and σ′(z) = −ρ(z)2. Then a
(V,W )
1,2 = −2 and
R1(V,W ) =
(
V ∗, XV,W2
)
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with V ∗ ≃M(g′, ρ′), XV,W2 ≃M(z
′, σ′), and
ρ′(g′) = −1, ρ′(z′)2σ′(g′2) = 1, σ′(z′) = −1.
Proof. It is similar to the proof of Corollary 4.13. 
Corollary 4.16. Let V,W ∈ GGYD with V ≃ M(g, ρ) and W ≃ M(ǫz, σ), where ρ
is a character of Gg and σ is a character of Gǫ. Assume that charK 6= 3 and
ρ(g) = −1, ρ(z)2σ(ǫg2) = 1, σ(ǫ) = 1, σ(z) = −1.
Further, let g′′ = gz, ǫ′′ = ǫ−1, z′′ = z−1, let ρ′′ be the character of Gg given by
ρ′′(z) = −ρ(z) and ρ′′(g) = ρ(z)−1, and let σ′′ be the character of Gǫ dual to σ.
Then a
(V,W )
2,1 = −1 and
R2(V,W ) =
(
XW,V1 ,W
∗
)
with XW,V1 ≃M(g
′′, ρ′′), W ∗ ≃M(ǫ′′z′′, σ′′), and
ρ′′(g′′) = −1, ρ′′(z′′)2σ′′(ǫ′′g′′2) = 1, σ′′(ǫ′′) = 1, σ′′(z′′) = −1.
Proof. It is similar to the proof of Corollary 4.14. 
5. Reflections of the second pair
In this section we have to deal with an irreducible representation of G of degree
two. Therefore we assume that K is algebraically closed. This will not be relevant
for our classification of Nichols algebras.
Let G be a non-abelian group, and let g, ǫ, z ∈ G. Assume that there is an
epimorphism Γ3 → G with γ 7→ g, ν 7→ ǫ, ζ 7→ z. Let V,W ∈
G
GYD such that
V ≃ M(g, ρ) and W ≃ M(z, σ), where ρ is a character of Gg and σ is a two-
dimensional irreducible representation of G. Let λ be an eigenvalue of σ(ǫ) and let w
be a corresponding eigenvector. Then, by Lemma 3.2, charK 6= 3 and 1+λ+λ2 = 0.
Hence ǫgw = λ−1gw, λ−1 6= λ, and {w, gw} is a basis of Wz =W .
Remark 5.1. By the above discussion, we obtain the following table for the action
of G on W :
W w gw
ǫ λw λ2gw
z σ(z)w σ(z)gw
g gw σ(g2)w
Now we compute the modules (adV )m(W ) for m ∈ N. First we obtain that
XV,W1 = ϕ1(V ⊗W ) = KGϕ1(v ⊗ w) and
(5.1) ϕ1(v ⊗ w) = v ⊗ (w − ρ(z)gw).
Hence w′ := ϕ1(v ⊗ w) ∈ (V ⊗W )gz is non-zero.
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Lemma 5.2. The Yetter-Drinfeld module XV,W1 is simple if and only if ρ(z)
2σ(g2) =
1. In this case, XV,W1 ≃M(gz, σ1), where σ1 is the character of G
g with
σ1(z) = ρ(z)σ(z), σ1(g) = −ρ(gz
−1).
A basis for XV,W1 is given by {w
′, ǫw′, ǫ2w′}. The degrees of these basis vectors are
gz, gǫz and gǫ2z, respectively.
Proof. Since XV,W1 = KGw
′ and w′ ∈ (V ⊗ W )gz, X
V,W
1 is simple if and only if
gw′ = Kw′. Since
gw′ = gv ⊗ (gw − ρ(z)g2w) = ρ(g)v ⊗ (−ρ(z)σ(g2)w + gw),
the latter is equivalent to gw′ = −ρ(gz)σ(g2)w′, ρ(z)2σ(g2) = 1. From this the claim
follows. 
Remark 5.3. The action of G on XV,W1 can be displayed in a table similar to the
one in Remark 4.1, where v has to be replaced by w′ and ρ has to be replaced by
σ1.
Lemma 5.4. Assume that ρ(z)2σ(g2) = 1. Then XV,W2 6= 0, and X
V,W
2 is simple if
and only ρ(g) = −1. In this case, XV,W2 ≃M(ǫg
2z, σ2), where σ2 is the character of
Gǫ given by
σ2(ǫ) = 1, σ2(z) = ρ(z)
2σ(z), σ2(g
2) = ρ(z)−2.
The set {w′′, gw′′} is a basis of XV,W2 . The degrees of these vectors are ǫg
2z and
ǫ2g2z, respectively.
Proof. Observe that XV,W2 is the direct sum KGϕ2(v⊗w
′)⊕KGϕ2(ǫ
2v⊗w′) of two
Yetter-Drinfeld submodules. Acting with g on Equation (5.1) and using Lemma 5.2
we obtain that
(5.2) ϕ1(v ⊗ gw) = −ρ(z)
−1w′.
A direct computation shows that
ϕ2(v ⊗ w
′) = v ⊗ w′ + ρ(g2)v ⊗ w′
+ ρ(g)v ⊗ ϕ1(v ⊗ w)− ρ(gz)v ⊗ ϕ1(v ⊗ gw).
Then ϕ2(v ⊗ w
′) = (1 + ρ(g))2v ⊗ w′. To compute ϕ2(ǫ
2v ⊗ w′) we act with ǫ2 on
Equations (5.1) and (5.2) to obtain
ϕ1(ǫ
2v ⊗ w) = λǫ2w′, ϕ1(ǫ
2v ⊗ gw) = −λ2ρ(z)−1ǫ2w′.
Then one computes
ϕ2(ǫ
2v ⊗ w′) = ǫ2v ⊗ w′ + ρ(g)2v ⊗ ǫw′ + ρ(g)ǫv ⊗ ϕ1(ǫ
2v ⊗ w)
− ρ(z)ρ(g)ǫv ⊗ ϕ1(ǫ
2v ⊗ gw),
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and hence
ϕ2(ǫ
2v ⊗ w′) = ǫ2v ⊗ w′ + ρ(g2)v ⊗ ǫw′ − ρ(g)ǫv ⊗ ǫ2w′.(5.3)
Therefore w′′ := ϕ2(ǫ
2v ⊗ w′) ∈ (V ⊗ V ⊗ W )ǫg2z is non-zero. We conclude that
KGϕ2(v⊗w
′) = 0, that is, ρ(g) = −1. In this case one easily obtains from Equation
(5.3) that ǫw′′ = w′′. The equations g2w′′ = ρ(z)−2w′′ and zw′′ = ρ(z)2σ(z)w′′ are
clear since g2, z ∈ Z(G) and σ(g2) = ρ(z)−2. 
Lemma 5.5. Assume that ρ(z)2σ(g2) = 1 and ρ(g) = −1. Then XV,W3 = 0.
Proof. Act with ǫ and with gǫ on w′′ = ϕ2(ǫ
2v⊗w′) and use Lemmas 5.4 and 5.2 to
obtain that w′′ = ϕ2(v⊗ ǫw
′) and gw′′ = −ρ(z)−1ϕ2(v⊗ ǫ
2w′), respectively. Now we
calculate
ϕ3(v ⊗ w
′′) = v ⊗ w′′ − ρ(z)ǫ2v ⊗ gw′′ − ǫv ⊗ ϕ2(v ⊗ w
′)
− v ⊗ ϕ2(v ⊗ ǫw
′)− ǫ2v ⊗ ϕ2(v ⊗ ǫ
2w′),
and hence ϕ3(v ⊗ w
′′) = 0. Since XV,W3 = KGϕ3(v ⊗ w
′′), the proof of the lemma is
completed. 
Now we compute the modules (adW )n(V ) for n ∈ N. For n ∈ N we write
ϕn = ϕ
W,V
n .
First note that
XW,V1 = ϕ1(W ⊗ V ) = KGϕ1(w ⊗ v).
Further,
(5.4) v′1 := ϕ1(w ⊗ v) = (w − ρ(z)gw)⊗ v ∈ (W ⊗ V )gz
is non-zero.
Lemma 5.6. Assume that ρ(z)2σ(g2) = 1. Then XW,V1 is simple and X
W,V
1 ≃
M(gz, ρ1), where ρ1 is the character of G
gz defined by
ρ1(g) = −ρ(gz
−1), ρ1(z) = ρ(z)σ(z).
The set {v′1, ǫv
′
1, ǫ
2v′1} is a basis of X
W,V
1 . The degrees of these basis vectors are gz,
gǫz, and gǫ2z, respectively.
Proof. This follows from Lemma 5.2. 
Lemma 5.7. Assume that ρ(z)2σ(g2) = 1 and ρ(g) = −1. Then the following hold:
(1) XW,V2 = 0 if and only if σ(z) = −1.
(2) XW,V2 is simple if and only if σ(z) = 1 and σ(z) 6= −1. In this case, X
W,V
2 ≃
M(gz2, ρ2), where ρ2 is the character of G
g with
ρ2(g) = −ρ(z)
−2, ρ2(z) = ρ(z).
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Proof. SinceXW,V2 = ϕ2(W⊗X
W,V
1 ) = KGϕ2(w⊗v
′
1), we need to compute ϕ2(w⊗v
′
1).
Using Equation (5.4) we obtain that
ϕ2(w ⊗ v
′
1) = w ⊗ v
′
1 − cXW,V1 ,W
cW,XW,V1
(w ⊗ v′1) + (id⊗ ϕ1)c1,2(w ⊗ v
′
1)
= (1 + σ(z))(w ⊗ v′1 − ρ(z)σ(z)gw ⊗ v
′
1),
and hence the first claim follows. Now assume that σ(z) 6= −1 and let v′′1 := (w −
ρ(z)σ(z)gw) ⊗ v′1. Then v
′′
1 ∈ (X
W,V
2 )gz2 is non-zero. Further, using Lemma 5.6 we
obtain that
gv′′1 = (gw − ρ(z)σ(z)g
2w)⊗ gv′1 = ρ(z)
−1(gw − ρ(z)σ(g2z)w)⊗ v′1.
Observe that gv′′1 = Kv
′′
1 if and only if σ(z
2) = 1, and then gv′′1 = −σ(g
2z)v′′1 . Thus
XW,V2 is simple if and only if σ(z) 6= −1 and σ(z) = 1. In this case, since σ(z) = 1,
we conclude that XW,V2 ≃M(gz
2, ρ2), where ρ2(z) = ρ(z) and ρ2(g) = −ρ(z)
−2. 
Now we define yn = (w − ρ(z)gw)
⊗n ⊗ v for all n ≥ 0.
Lemma 5.8. Assume that ρ(z)2σ(g2) = 1, ρ(g) = −1, σ(z) = 1, and σ(z) 6= −1.
Let n ≥ 1. Then ϕn(w⊗yn−1) = nyn and X
W,V
n = n!KGyn. Moreover, if n! 6= 0 then
XW,Vn ≃M(gz
n, ρn), where ρn is the character on G
g given by
ρn(g) = (−1)
n+1ρ(z)−n, ρn(z) = ρ(z).
Proof. It is clear that yn ∈ (W
⊗n ⊗ V )gzn for all n ∈ N. Moreover,
g(w − ρ(z)gw) = gw − ρ(z)−1w = −ρ(z)−1(w − ρ(z)gw),
and hence gyn = (−1)
n+1ρ(z)−nyn for all n ∈ N. To prove the other claims we
proceed by induction on n. For n = 1 the claim holds by Lemma 5.6. So assume
that the claim is valid for some n ≥ 1. Then
XW,Vn+1 = ϕn+1(w ⊗X
W,V
n ) = ϕn+1(w ⊗ n!yn).
Since σ(z) = 1, we obtain that
ϕn+1(w ⊗ yn) = w ⊗ yn − ρ(z)gw ⊗ yn + (w − ρ(z)gw)⊗ ϕn(w ⊗ yn−1).
Since ϕn(w⊗ yn−1) = nyn by induction hypothesis, the latter equation implies that
ϕn+1(w ⊗ yn) = (n + 1)yn+1. Therefore X
W,V
n+1 = (n + 1)!KGyn+1. The remaining
claims are clear. 
In the remaining part of this section we do not need and do not use any assump-
tion on the field K.
Proposition 5.9. Let V,W ∈ GGYD such that V ≃M(g, ρ), where ρ is a character
of Gg, and W ≃ M(z, σ), where σ is an absolutely irreducible representation of G
of degree two. Then charK 6= 3 and the following hold:
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(1) (adV )m(W ) and (adW )m(V ) are absolutely simple or zero for all m ∈ N0 if
and only if
ρ(z)2σ(g2) = 1, ρ(g) = −1, σ(z)2 = 1.
(2) Assume that the conditions on ρ, σ in (1) hold. Then the Cartan matrix
of (V,W ) satisfies a
(V,W )
1,2 = −2 and X
V,W
2 ≃ M(ǫg
2z, σ2), where σ2 is the
character of Gǫ given by
σ2(ǫ) = 1, σ2(z) = ρ(z)
2σ(z), σ2(g
2) = σ(g2).
Moreover,
a
(V,W )
2,1 =
{
−1 if σ(z) = −1,
1− p if σ(z) = 1 and charK = p ≥ 5,
and XW,Vm ≃M(gz
n, ρm), where m = −a
(V,W )
2,1 and ρm is the character of G
g
given by
ρm(g) = (−1)
m+1ρ(z)−m, ρm(z) = ρ(z)σ(z).
Proof. SinceW is absolutely simple and z ∈ Z(G), the representation σ is absolutely
irreducible. Hence charK 6= 3 and σ(1 + ǫ+ ǫ2) = 0 by Lemma 3.2.
Since (ad (L ⊗K V ))
m(L ⊗K W ) ≃ L ⊗K (adV )
m(W ) for all m ∈ N and all field
extensions L of K, for (1) we may assume that K is algebraically closed. Thus (1)
follows from Lemmas 5.2, 5.4, 5.5, 5.6, 5.7, and 5.8. Further, under the conditions on
ρ and σ in (1) we obtain that a
(V,W )
12 = −2 by Lemmas 5.4 and 5.5, and the structure
of XV,W2 is given by Lemma 5.4. Similarly, the value of a
(V,W )
21 and the structure of
XW,Vm are obtained from Lemmas 5.7 and 5.8. 
Corollary 5.10. Assume that charK 6= 3. Let V,W ∈ GGYD such that V ≃M(g, ρ)
and W ≃ M(z, σ), where ρ is a character of Gg, and σ is an absolutely irreducible
representation of G of degree two. Assume that
ρ(z)2σ(g2) = 1, ρ(g) = −1, σ(z) = −1.
Further, let g′ = g−1, ǫ′ = ǫ, z′ = g2z, ρ′ be the character of Gg
′
= Gg dual to ρ, and
σ′ be the character of Gǫ given by σ′(ǫ) = 1, σ′(z) = −ρ(z)2, σ′(g2) = σ(g2). Then
a
(V,W )
1,2 = −2 and
R1(V,W ) =
(
V ∗, XV,W2
)
with V ∗ ≃M(g′, ρ′), XV,W2 ≃M(ǫ
′z′, σ′), and
ρ′(g′) = −1, σ′(z′) = −1, ρ′(z′)2σ′(ǫ′g′2) = 1, σ′(ǫ′) = 1.
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Proof. By Proposition 5.9 we obtain that a
(V,W )
1,2 = −2 and hence the description of
R1(V,W ) follows. Then
σ′(z′) = σ′(g2)σ′(z) = −σ(g2)ρ(z2) = −1.
Similarly one proves the other formulas. 
Corollary 5.11. Assume that charK 6= 3. Let V,W ∈ GGYD such that V ≃M(g, ρ)
and W ≃ M(z, σ), where ρ is a character of Gg, and σ is an absolutely irreducible
representation of G of degree two. Assume that
ρ(z)2σ(g2) = 1, ρ(g) = −1, σ(z) = −1.
Let g′′ = gz, ǫ′′ = ǫ−1, z′′ = z−1, ρ′′ be the character of Gg given by ρ′′(g) = ρ(z)−1
and ρ′′(z) = −ρ(z), and σ′′ be the degree two representation of G dual to σ. Then
a
(V,W )
2,1 = −1 and
R2(V,W ) =
(
XW,V1 ,W
∗
)
with XW,V1 ≃M(g
′′, ρ′′), W ∗ ≃M(z′′, σ′′), and
ρ′′(z′′)2σ′′(g′′2) = 1, ρ′′(g′′) = −1, σ′′(z′′) = −1.
Proof. It is similar to the proof of Corollary 5.10. 
6. Reflections of the third pair
Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of G
g, and
W ≃M(z, σ), where σ is a character of G. Let w ∈ W = Wz with w 6= 0. Then {w}
is a basis of W . Since gǫ = ǫ−1g and ǫ3 = 1, we obtain that
gw = σ(g)w, ǫw = w, zw = σ(z)w.
We first compute the modules (adV )m(W ) for m ∈ N.
Lemma 6.1. The Yetter-Drinfeld module XV,W1 is non-zero if and only if ρ(z)σ(g) 6=
1. In this case, XV,W1 is absolutely simple and X
V,W
1 ≃ M(gz, σ1), where σ1 is the
character of Gg given by
σ1(g) = ρ(g)σ(g), σ1(z) = ρ(z)σ(z).
Let w′ = v ⊗ w. Then {w′, ǫw′, ǫ2w′} is a basis of XV,W1 . The degrees of these basis
vectors are gz, gǫz, and gǫ2z, respectively.
Again, the action of G on XV,W1 can be displayed in a table similar to the one in
Remark 4.1, where v has to be replaced by w′ and ρ has to be replaced by σ1.
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Proof. Write XV,W1 = ϕ1(V ⊗W ) = KGϕ1(v ⊗ w) and compute
ϕ1(v ⊗ w) = v ⊗ w − cW,V cV,W (v ⊗ w) = (1− ρ(z)σ(g))v ⊗ w.
Then w′ = v⊗w ∈ (V ⊗W )gz is non-zero and X
V,W
1 = 0 if and only if ρ(z)σ(g) = 1.
Assume that ρ(z)σ(g) 6= 1. Then
gw′ = ρ(g)σ(g)w′, zw′ = ρ(z)σ(z)w′.
Hence XV,W1 = KGw
′ ≃M(gz, σ1), and the lemma follows. 
Lemma 6.2. Assume that ρ(z)σ(g) 6= 1. Then XV,W2 6= 0. Moreover, X
V,W
2 is
absolutely simple if and only if
ρ(g) = −1, (3)−ρ(z)σ(g) = 0 or ρ(gz)σ(g) = 1, (3)−ρ(g) = 0.
In both cases, XV,W2 ≃ M(ǫg
2z, σ2), where σ2 is the character of G
ǫ with
σ2(ǫ) = ρ(g)(1− ρ(z)σ(g)), σ2(g
2) = ρ(g4)σ(g2), σ2(z) = ρ(z
2)σ(z).
Let w′′ = ϕ2(ǫ
2v ⊗ w′). Then a basis of XV,W2 is given by {w
′′, gw′′}. The degrees of
these basis vectors are ǫg2z and ǫ2g2z respectively.
Proof. Write XV,W2 = KGϕ2(v ⊗ w
′)⊕KGϕ2(ǫ
2v ⊗ w′). Then compute
ϕ2(v ⊗ w
′) = (id− cXV,W1 ,V
cV,XV,W1
)(v ⊗ w′) + (id⊗ ϕ1)c1,2(v ⊗ v ⊗ w)
= (1 + ρ(g))(1− ρ(gz)σ(g))v ⊗ w′,
and, using ϕ1(ǫ
2v ⊗ w) = (1− ρ(z)σ(g))ǫ2w′,
w′′ = ϕ2(ǫ
2v ⊗ w′)
= (id− cXV,W1 ,V
cV,XV,W1
)(ǫ2v ⊗ w′) + (id⊗ ϕ1)c1,2(ǫ
2v ⊗ v ⊗ w)
= ǫ2v ⊗ w′ − ρ(g2z)σ(g)v ⊗ ǫw′ + ρ(g)(1− ρ(z)σ(g))ǫv ⊗ ǫ2w′.
Hence w′′ ∈ (V ⊗ XV,W1 )ǫg2z is non-zero. Therefore w
′′ is absolutely simple if and
only if (1 + ρ(g))(1− ρ(gz)σ(g)) = 0 and ǫw′′ = Kw′′. Since
ǫw′′ = v ⊗ ǫw′ − ρ(g2z)σ(g)ǫv ⊗ ǫ2w′ + ρ(g)(1− ρ(z)σ(g))ǫ2v ⊗ w′,
in the case ρ(g) = −1 we have ǫw′′ = Kw′′ if and only if (3)−ρ(z)σ(g) = 0, and then
ǫw′′ = (ρ(z)σ(g)− 1)w′′. Similarly, if ρ(gz)σ(g) = 1, then ǫw′′ = Kw′′ if and only if
(3)−ρ(g) = 0, and then ǫw
′′ = ρ(g)(1− ρ(z)σ(g))w′′. The rest is clear. 
Lemma 6.3. Assume that ρ(z)σ(g) 6= 1 and that XV,W2 is absolutely simple. Then
XV,W3 6= 0 if and only if ρ(g) 6= −1. In this case, charK 6= 3, ρ(gz)σ(g) = 1,
(3)−ρ(g) = 0, the Yetter-Drinfeld module X
V,W
3 is absolutely simple, and X
V,W
3 ≃
M(g3z, σ3), where
σ3(g) = σ(g), σ3(z) = ρ(z)
3σ(z).
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Proof. Acting with ǫg on w′′ = ϕ2(ǫ
2v ⊗ w′) we obtain that
ϕ2(ǫ
2v ⊗ ǫw′) = σ(g)−1(1− ρ(z)σ(g))2gw′′.
Further, ϕ2(ǫ
2v⊗ǫ2w′) = ǫ2ϕ2(v⊗w
′) = 0. A direct calculation using these formulas
and the expression for w′′ yields
ϕ3(ǫ
2v ⊗ w′′) = (1 + ρ(g))(ǫ2v ⊗ w′′ − ρ(g3z)(1 − ρ(z)σ(g))2ǫv ⊗ gw′′).
Thus XV,W3 = 0 if and only if ρ(g) = −1. Assume now that ρ(g) 6= −1. Since X
V,W
2
is absolutely simple, Lemma 6.2 implies that ρ(gz)σ(g) = 1 and (3)−ρ(g) = 0. Then
charK 6= 3, since otherwise (1 + ρ(g))2 = 0, a contradiction to ρ(g) 6= −1. Let
w′′′ = (1 + ρ(g))−1ϕ3(ǫ
2v ⊗ w′′). Then
w′′′ = ǫ2v ⊗ w′′ + ρ(g2z)ǫv ⊗ gw′′,
and hence w′′′ ∈ (V ⊗ XV,W2 )g3z is non-zero, X
V,W
3 = KGw
′′′, gw′′′ = σ(g)w′′′, and
zw′′′ = ρ(z)3σ(z)w′′′. Therefore XV,W3 ≃M(g
3z, σ3), where σ3 is the character of G
g
with σ3(g) = σ(g) and σ3(z) = ρ(z)
3σ(z). 
Lemma 6.4. Assume that charK 6= 3, ρ(gz)σ(g) = 1, and (3)−ρ(g) = 0. Then
XV,W4 6= 0, and X
V,W
4 is absolutely simple if and only if charK = 2. In this case,
XV,W4 ≃M(g
4z, σ4), where σ4 is the character of G given by
σ4(g) = ρ(g)σ(g), σ4(ǫ) = 1, σ4(z) = ρ(z)
4σ(z),
and XV,W5 = 0.
Proof. The assumptions imply that ρ(z)σ(g) = ρ(g)−1 6= 1, and ρ(g) 6= −1 since
charK 6= 3. Therefore XV,Wn is absolutely simple for all n ∈ {1, 2, 3} by Lemmas 6.1,
6.2, and 6.3. By looking at the support of V ⊗ XV,W3 we also know that X
V,W
4 =
KGϕ4(ǫ
2v ⊗ w′′′)⊕KGϕ4(v ⊗ w
′′′).
We first obtain that
ϕ4(v ⊗ w
′′′) = v ⊗ w′′′ − cX3,V cV,X3(v ⊗ w
′′′) + ρ(g)ǫv ⊗ ϕ3(v ⊗ w
′′)
+ ρ(g3z)ǫ2v ⊗ ϕ3(v ⊗ gw
′′).
Now act with ǫ and gǫ on
(6.1) ϕ3(ǫ
2v ⊗ w′′) = (1 + ρ(g))w′′′
to obtain that
ϕ3(v ⊗ w
′′) = ρ(g)−2(1 + ρ(g))ǫw′′′,
ϕ3(v ⊗ gw
′′) = ρ(g)−3(1 + ρ(g))σ(g)ǫ2w′′′,
respectively. Then
ϕ4(v ⊗ w
′′′) = (1 + ρ(g)−1)(v ⊗ w′′′ + ǫv ⊗ ǫw′′′ + ǫ2v ⊗ ǫ2w′′′)(6.2)
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and hence ϕ4(v ⊗ w
′′′) ∈ (V ⊗XV,W3 )g4z is non-zero.
Act with ǫg on Equation (6.1) and use that σ2(ǫ) = ρ(g
2). Thus
ϕ3(ǫ
2v ⊗ gw′′) = (1 + ρ(g))ρ(g)σ(g)ǫw′′′.
Now compute
ϕ4(ǫ
2v ⊗ w′′′) = ǫ2v ⊗ w′′′ − ρ(g2)v ⊗ ǫw′′′
+ ρ(g)ǫ2v ⊗ ϕ3(ǫ
2v ⊗ w′′)− ρ(z)v ⊗ ϕ3(ǫ
2v ⊗ gw′′)
= (1 + ρ(g) + ρ(g)2)(ǫ2v ⊗ w′′′ − v ⊗ ǫw′′′).
Thus XV,W4 is absolutely simple if and only if (3)ρ(g) = 0 (in which case charK = 2)
and KGϕ4(v ⊗ w
′′′) is absolutely simple. Let
w′′′′ = v ⊗ w′′′ + ǫv ⊗ ǫw′′′ + ǫ2v ⊗ ǫ2w′′′.
Then ϕ4(v ⊗ w
′′′) = (1 + ρ(g)−1)w′′′′ by Equation (6.2), gw′′′′ = ρ(g)σ(g)w′′′′, and
hence XV,W4 ≃ M(g
4z, σ4), where σ4 is the character of G given by σ4(ǫ) = 1,
σ4(g) = ρ(g)σ(g), and σ4(z) = ρ(z)
4σ(z).
Now we prove that XV,W5 = 0. Observe that
XV,W5 = ϕ5(V ⊗X
V,W
4 ) = KGϕ5(v ⊗ w
′′′′).
By acting with ǫ and gǫ on ϕ4(ǫ
2v ⊗ w′′′) = 0 we obtain that ϕ4(v ⊗ ǫw
′′′) = 0 and
ϕ4(v ⊗ ǫ
2w′′′) = 0, respectively. A direct calculation yields that
ϕ5(v ⊗ w
′′′′) = (1 + ρ(g))v ⊗ w′′′′ + ρ(g)v ⊗ ϕ4(v ⊗ w
′′′) = 0,
which proves the claim. 
Now we compute the modules (adW )m(V ) for m ≥ 1. As before, we write ϕn =
ϕW,Vn .
Lemma 6.5. Let y0 = v and let yn = w⊗yn−1 for all n ≥ 1. Then yn ∈ (W
⊗n⊗V )gzn
and KGyn ≃M(gz
n, ρn), where ρn is the character of G
g given by
ρn(g) = ρ(g)σ(g)
n, ρn(z) = ρ(z)σ(z)
n,
and ϕn(w ⊗ yn−1) = γnyn for all n ∈ N, where
γn = (n)σ(z)(1− ρ(z)σ(gz
n−1)).
Moreover,
XW,Vn ≃ KG((γ1 · · · γn)yn)
for all n ∈ N0.
Proof. We prove by induction on n that ϕn(w ⊗ yn−1) = γnyn for all n ≥ 1. The
remaining claims are then easily shown.
NICHOLS ALGEBRAS WITH FINITE ROOT SYSTEM OF RANK TWO 29
It is clear that ϕ1(w⊗ v) = w⊗ v− gw⊗ zv = (1− ρ(z)σ(g))y1. Let now n ≥ 1.
Then
ϕn+1(w ⊗ yn) = w ⊗ yn − gz
nw ⊗ zyn + σ(z)w ⊗ ϕn(w ⊗ yn−1),
and hence induction hypothesis implies that
ϕn+1(w ⊗ yn) = (n+ 1)σ(z)(1− ρ(z)σ(gz
n))yn+1.
This proves the claimed formula. 
Proposition 6.6. Let V,W ∈ GGYD such that V ≃M(g, ρ), where ρ is a character
of Gg, and W ≃M(z, σ), where σ is a character of G. Then the following hold:
(1) (adV )m(W ) and (adW )m(V ) are absolutely simple or zero for all m ∈ N0 if
and only if
(a) ρ(z)σ(g) = 1, or
(b) ρ(g) = −1 and (3)−ρ(z)σ(g) = 0, or
(c) ρ(gz)σ(g) = 1, (3)ρ(g) = 0, and charK = 2.
(2) Assume that the equations in one of (1a), (1b), (1c) hold. Then the Cartan
matrix of the pair (V,W ) satisfies
a
(V,W )
1,2 =


0 in the case (1a),
−2 in the case (1b),
−4 in the case (1c).
Moreover,
(a) if a
(V,W )
1,2 = −2 then X
V,W
2 ≃M(ǫg
2z, σ2), where σ2 is the character of G
ǫ
given by σ2(ǫ) = −ρ(z)
−1σ(g)−1, σ2(z) = ρ(z)
2σ(z) and σ2(g
2) = σ(g2),
(b) if a
(V,W )
1,2 = −4 then X
V,W
4 ≃M(g
4z, σ4), where σ4 is the character of G
given by σ4(g) = ρ(g)σ(g), σ4(ǫ) = 1, and σ4(z) = ρ(z)
4σ(z).
(3) Assume that the equations in one of (1a), (1b), (1c) hold and let m ∈ N0.
Then a
(V,W )
2,1 = −m if and only if γm+1 = 0 and γ1 · · · γm 6= 0, where
γk = (k)σ(z)(1− ρ(z)σ(gz
k−1))
for all k ∈ N0. In this case, X
W,V
m ≃M(gz
m, ρm), where ρm is the character
of Gg given by
ρm(g) = ρ(g)σ(g)
m, ρm(z) = ρ(z)σ(z)
m.
Proof. By Lemmas 6.1, 6.2, 6.3, and 6.4, (adV )m(W ) is absolutely simple or zero for
allm ∈ N if and only if ρ(z)σ(g) = 1 or ρ(g) = −1, (3)−ρ(z)σ(g) = 0, or ρ(gz)σ(g) = 1,
(3)−ρ(g) = 0, charK 6= 3, charK = 2. By Lemma 6.5 the Yetter-Drinfeld modules
(adW )m(V ) for m ≥ 0 are absolutely simple or zero. This proves (1). Then (2) is
easy to get from the same lemmas. 
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Corollary 6.7. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃M(z, σ), where σ is a character of G, and
ρ(g) = −1, ρ(z)σ(gz) = 1, 1− ρ(z)σ(g) + ρ(z2)σ(g2) = 0.
Further, let g′ = g−1, ǫ′ = ǫ, z′ = g2z, ρ′ be the character of Gg dual to ρ, and σ′ the
character of Gǫ given by σ′(ǫ) = −ρ(z)−1σ(g)−1, σ′(z) = ρ(z)2σ(z), σ′(g2) = σ(g2).
Then a
(V,W )
1,2 = −2 and
R1(V,W ) =
(
V ∗, XV,W2
)
,
with V ∗ ≃M(g′, ρ′), XV,W2 ≃M(ǫ
′z′, σ′), and
ρ′(g′) = σ′(ǫ′z′) = −1, ρ′(z′)2σ′(ǫ′g′2) = 1, 1 + σ′(ǫ′) + σ′(ǫ′)2 = 0.
Proof. Using Proposition 6.6 one obtains that a
(V,W )
1,2 = −2. The rest of the proof is
similar to the proof of Corollary 4.13. 
Corollary 6.8. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃M(z, σ), where σ is a character of G, and
ρ(g) = −1, ρ(z)σ(gz) = 1, 1− ρ(z)σ(g) + ρ(z2)σ(g2) = 0.
Let g′′ = gz. ǫ′′ = ǫ−1, z′′ = z−1, ρ′′ be the character of Gg given by ρ′′(g) = −σ(g),
ρ′′(z) = ρ(z)σ(z), and σ′′ be the character of G dual to σ. Then a
(V,W )
2,1 = −1 and
R2(V,W ) =
(
XW,V1 ,W
∗
)
,
with XW,V1 ≃M(g
′′, ρ′′), W ∗ ≃M(z′′, σ′′), and
ρ′′(g′′) = −1, ρ′′(z′′)σ′′(g′′z′′) = 1, (3)−ρ′′(z′′)σ′′(g′′) = 0.
Proof. Since ρ(z)σ(g) 6= 1, Proposition 6.6 implies that a
(V,W )
2,1 = −1. The rest of the
proof is similar to the proof of Corollary 4.14. 
7. Computing the reflections
7.1. Pairs of Yetter-Drinfeld modules. Let G be a non-abelian epimorphic im-
age of Γ3. We first identify pairs (V,W ) of Yetter-Drinfeld modules over G with a
Cartan matrix of finite type. More precisely, we define classes ℘i, where 1 ≤ i ≤ 6,
of pairs of absolutely simple Yetter-Drinfeld modules over G, such that all pairs in
these classes can be treated simultaneously with respect to reflections.
Definition 7.1. (The classes ℘i for 1 ≤ i ≤ 6 of pairs of Yetter-Drinfeld modules)
Let V and W be Yetter-Drinfeld modules over G and let i ∈ N with 1 ≤ i ≤ 6. We
say that (V,W ) ∈ ℘i, if there exist g, ǫ, z ∈ G such that the following hold.
(1) There is a group epimorphism
Γ3 → G, γ 7→ g, ν 7→ ǫ, ζ 7→ z.
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(2) V ≃ M(g, ρ) for some character ρ of G, and either W ≃ M(ǫz, σ) for some
character σ of Gǫ or W ≃ M(z, σ) for some absolutely irreducible represen-
tation σ of G.
(3) W , ρ, σ, and K satisfy the conditions in the i-th row of Table 2.
Table 2. Conditions on the classes ℘i, 1 ≤ i ≤ 6
[W ] Conditions on ρ and σ charK
℘1 M(ǫz, σ) ρ(g) = σ(ǫz) = −1
ρ(z2)σ(ǫg2) = 1, (3)σ(ǫ) = 0
℘2 M(ǫz, σ) ρ(g) = σ(z) = −1 6= 3
ρ(z2)σ(ǫg2) = σ(ǫ)=1
℘3 M(z, σ) ρ(g) = σ(z) = −1 6= 3
ρ(z2)σ(g2) = 1, deg σ = 2
℘4 M(z, σ) ρ(g) = −1, ρ(z)σ(gz) = 1
(3)−ρ(z)σ(g) = 0, deg σ = 1
℘5 M(z, σ) ρ(g) = σ(z) = 1, (3)ρ(z)σ(g) = 0 2
deg σ = 1
℘6 M(z, σ) ρ(g) = σ(z) = −1, (3)−ρ(z)σ(g) = 0 6= 2, 3
deg σ = 1
Proposition 7.2. Let V,W be absolutely simple Yetter-Drinfeld modules over G.
Suppose that cW,V cV,W 6= idV⊗W , the pair (V,W ) admits all reflections, the Weyl
groupoid of (V,W ) is finite, and |suppV | ≥ |suppW |. Then the Cartan matrix of
(V,W ) is of finite type if and only if (V,W ) belongs to one of the classes ℘i for
1 ≤ i ≤ 5 in Table 2. In this case a
(V,W )
1,2 = −2 and a
(V,W )
2,1 = −1.
Proof. From [25, Thm. 7.3] we know that the quandle supp (V ⊕W ) is isomorphic
to Z3,13 or Z
3,2
3 . Since |suppV | ≥ |suppW |, we conclude that |suppV | = 3 and
|suppW | ≤ 2. Let g, g′ ∈ supp V with g′ 6= g and let ǫ = g′−1g. Then ǫ 6= 1 and
ǫ3 = 1 by (3.1). Since V is absolutely simple, there exists a character ρ of G such
that V ≃ M(g, ρ). Since W is absolutely simple and supp (V ⊕ W ) generates G,
there exists z ∈ Z(G) such that either W ≃ M(ǫz, σ) for a character σ of Gǫ, or
W ≃M(z, σ) for some absolutely irreducible representation σ of G. Then deg σ ≤ 2
by Lemma 3.2.
Since the pair (V,W ) admits all reflections and the Weyl groupoid of (V,W )
is finite, we conclude from [22, Theorem2.5] that (adV )m(W ) and (adW )m(V ) are
absolutely simple or zero for all m ≥ 1. The condition cW,V cV,W 6= idV⊗W just means
that the Cartan matrix of (V,W ) is not of type A1×A1. Propositions 4.12, 5.9, and
6.6 imply that the Cartan matrix of (V,W ) is of finite type if and only if (V,W )
belongs to one of the classes ℘i for 1 ≤ i ≤ 6 in Table 2. Moreover, in this case
a
(V,W )
1,2 = −2 and a
(V,W )
2,1 = −1.
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We have to exclude the class ℘6. To do so, it suffices to prove that if (V,W ) ∈ ℘6
then not all assumptions of the proposition are fulfilled.
Assume that (V,W ) belongs to ℘6. By Proposition 6.6,
R2(V,W ) = ((adW )(V ),W
∗) ≃ (M(gz, ρ1),M(z
−1, σ−1)),
where ρ1 is the character of G
g with ρ1(g) = ρ(g)σ(g) and ρ1(z) = ρ(z)σ(z).
Let (V ′,W ′) = R2(V,W ). We obtain that ρ1(gz) = ρ(z)σ(g) /∈ {1,−1}, since
(3)−ρ(z)σ(g) = 0 and charK 6= 3. Since also charK 6= 2 by assumption on ℘6, Propo-
sition 6.6 implies that not all of (adV ′)m(W ′) and (adW ′)m(V ′) for m ≥ 1 are
absolutely simple or zero. This is a contradiction to the assumption that (V,W )
admits all reflections and the Weyl groupoid of (V,W ) is finite. 
Let (V,W ) be a pair of Yetter-Drinfeld modules over G. If (V,W ) ∈ ℘1, then
R1(V,W ) ∈ ℘4 and R2(V,W ) ∈ ℘1 by Corollaries 4.13 and 4.14. On the other hand,
if (V,W ) ∈ ℘4, then R1(V,W ) ∈ ℘1 and R2(V,W ) ∈ ℘4 by Corollaries 6.7 and 6.8.
We display this fact in the following graph:
(7.1) ℘1
R1
℘4
We omit R2 in the graph, since it fixes the classes ℘1 and ℘4. Since the Cartan
matrices of (V,W ) are the same for all reflections of (V,W ) in the classes ℘1 and
℘4, we conclude the following.
Lemma 7.3. Let (V,W ) be a pair in ℘1 or ℘4. Then (V,W ) admits all reflections
and the Weyl groupoid of (V,W ) is standard of type B2.
Similarly to the previous paragraph, Corollaries 4.15, 4.16, 5.10, and 5.11 imply
that the reflections of the pairs (V,W ) in ℘2 and ℘3 can be displayed in the following
graph:
(7.2) ℘2
R1
℘3
Lemma 7.4. Let (V,W ) be a pair in ℘2 or ℘3. Then (V,W ) admits all reflections
and the Weyl groupoid of (V,W ) is standard of type B2.
The reflections of the pairs (V,W ) ∈ ℘5 show a more complicated pattern.
Let us assume that charK = 2. Lemmas 7.5, 7.8, 7.6, 7.9, 7.7, and 7.10 below
imply that the reflections of the pairs (V,W ) in ℘5 can be displayed in the following
graph:
(7.3) ℘′5
R1
℘5
R2
℘′′5
The classes ℘′5 and ℘
′′
5 are defined in the same way as ℘5 in Definition 7.1, except
that in the last line one refers to the conditions in Table 3. Since the class ℘5 is
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non-empty only if charK = 2, in the definitions of ℘′5 and ℘
′′
5 we also assume that
charK = 2.
Table 3. Conditions on the classes ℘5, ℘
′
5, ℘
′′
5
[W ] Conditions on ρ and σ
℘5 M(z, σ) ρ(g) = σ(z) = 1, (3)ρ(z)σ(g) = 0, deg σ = 1
℘′5 M(ǫz, σ) (3)σ(ǫ) = 0, σ(z) = σ(ǫ), ρ(z
2)σ(ǫg2) = 1, ρ(g) = 1
℘′′5 M(z, σ) (3)ρ(g) = 0, σ(z) = 1, ρ(gz)σ(g) = 1, deg σ = 1
Lemma 7.5. Let (V,W ) ∈ ℘5 and g, ǫ, z, ρ, σ as in Definition 7.1 such that V ≃
M(g, ρ) and W ≃ M(z, σ). Let g′ = g−1, ǫ′ = ǫ, z′ = g2z, ρ′ be the character
of Gg dual to ρ, and σ′ be the character of Gǫ given by σ′(ǫ) = −ρ(z)−1σ(g)−1,
σ′(z) = ρ(z)2, σ′(g2) = σ(g2). Then a
(V,W )
1,2 = −2 and
R1(V,W ) =
(
V ∗, XV,W2
)
with V ∗ ≃M(g′, ρ′), XV,W2 ≃M(ǫ
′z′, σ′), and
ρ′(g′) = 1, ρ′(z′2)σ′(ǫ′g′2) = 1, σ′(z′) = σ′(ǫ′), (3)σ′(ǫ′) = 0.
In particular, R1(V,W ) ∈ ℘
′
5.
Proof. Using Proposition 6.6 we obtain that a
(V,W )
1,2 = −2 and hence the description
of R1(V,W ) together with the isomorphisms regarding V
∗ and XV,W2 follow from
the same Proposition. The remaining claims are easy to check. 
Lemma 7.6. Let (V,W ) ∈ ℘′5 and g, ǫ, z, ρ, σ as in Definition 7.1 such that V ≃
M(g, ρ) and W ≃ M(ǫz, σ). Let g′ = g−1, ǫ′ = ǫ, z′ = g2z, ρ′ be the character of
Gg dual to ρ, and σ′ be the character of G given by σ′(ǫ) = 1, σ′(g) = ρ(z)−1σ(ǫ),
σ′(z) = ρ(z)2σ(z). Then a
(V,W )
1,2 = −2 and
R1(V,W ) =
(
V ∗, XV,W2
)
with V ∗ ≃M(g′, ρ′), XV,W2 ≃M(z
′, σ′), and
ρ′(g′) = σ′(z′) = 1, 1 + ρ′(z′)σ′(g′) + (ρ′(z′)σ′(g′))2 = 0.
In particular, R1(V,W ) ∈ ℘5.
Proof. It is similar to the proof of Lemma 7.5, but one needs Proposition 4.12. 
Lemma 7.7. Let (V,W ) ∈ ℘′′5 and g, ǫ, z, ρ, σ as in Definition 7.1 such that V ≃
M(g, ρ) and W ≃ M(z, σ). Let g′ = g−1, ǫ′ = ǫ, z′ = g4z, ρ′ be the character of Gg
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dual to ρ, and σ′ be the character of G given by σ′(g) = ρ(g)σ(g), σ′(z) = ρ(z)4σ(z),
σ′(ǫ) = 1. Then a
(V,W )
1,2 = −4 and
R1(V,W ) =
(
V ∗, XV,W4
)
with V ∗ ≃M(g′, ρ′), XV,W4 ≃M(z
′, σ′), and
ρ′(g′z′)σ′(g′) = 1, 1 + ρ′(g′) + ρ′(g′)2 = 0, σ′(z′) = 1.
In particular, R1(V,W ) ∈ ℘
′′
5.
Proof. It is similar to the proof of Lemma 7.5. 
Lemma 7.8. Let (V,W ) ∈ ℘5 and g, ǫ, z, ρ, σ as in Definition 7.1 such that V ≃
M(g, ρ) and W ≃ M(z, σ). Let g′′ = gz, ǫ′′ = ǫ−1, z′′ = z−1, ρ′′ be the character
of Gg given by ρ′′(g) = σ(g), ρ′′(z) = ρ(z), and σ′′ be the character of G dual to σ.
Then aV,W2,1 = −1 and
R2(V,W ) =
(
XW,V1 ,W
∗
)
with XW,V1 ≃M(g
′′, ρ′′), W ∗ ≃M(z′′, σ′′), and
ρ′′(g′′z′′)σ′′(g′′) = 1, 1 + ρ′′(g′′) + ρ′′(g′′)2 = 0, σ′′(z′′) = 1.
In particular, R2(V,W ) ∈ ℘
′′
5.
Proof. It is similar to the proof of Lemma 7.5. 
Lemma 7.9. Let (V,W ) ∈ ℘′5 and g, ǫ, z, ρ, σ as in Definition 7.1 such that V ≃
M(g, ρ) and W ≃ M(ǫz, σ). Let g′′ = gz2, ǫ′′ = ǫ−1, z′′ = z−1, ρ′′ be the character
of Gg given by ρ′′(g) = ρ(z)−2σ(z)−1, ρ′′(z) = ρ(z)σ(z)2, and σ′′ be the character of
G dual to σ. Then a
(V,W )
2,1 = −2 and
R2(V,W ) =
(
XW,V2 ,W
∗
)
with XW,V2 ≃M(g
′′, ρ′′), W ∗ ≃M(z′′, σ′′), and
ρ′′(g′′) = 1, ρ′′(z′′2)σ′′(ǫ′′g′′2) = 1, σ′′(z′′) = σ′′(ǫ′′), (3)σ′′(ǫ′′) = 0.
In particular, R2(V,W ) ∈ ℘
′
5.
Proof. It is similar to the proof of Lemma 7.6. 
Lemma 7.10. Let (V,W ) ∈ ℘′′5 and g, ǫ, z, ρ, σ as in Definition 7.1 such that V ≃
M(g, ρ) and W ≃ M(z, σ). Let g′′ = gz, ǫ′′ = ǫ−1, z′′ = z−1, ρ′′ be the character of
Gg given by ρ′′(g) = ρ(g)σ(g), ρ′′(z) = ρ(z)σ(z), and σ′′ be the character of G dual
to σ. Then a
(V,W )
2,1 = −1 and
R2(V,W ) =
(
XW,V1 ,W
∗
)
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Table 4. Classes of Yetter-Drinfeld modules
x τ charK Hilbert series Ref.
Y1 g τ(g) = −1 (2)
2
t (3)t [29]
Y2 g (3)τ(g) = 0 2 (3)t(4)t(6)t(6)t2 [21, Prop. 32]
Y3 z deg τ = 1, τ(z) = −1 (2)t [31, §3.4]
Y4 z deg τ = 1, (3)−τ(z) = 0 p ∈ P (hp)t [31, §3.4]
Y5 z deg τ = 2, τ(z) = −1 (2)
2
t [31, §3.4]
Y6 ǫz τ(z) = τ(ǫ), (3)τ(ǫ) = 0 (3)
2
t [31, §3.4]
Y7 ǫz τ(ǫ) = 1, τ(z) = −1 (2)
2
t [31, §3.4]
Y8 ǫz τ(ǫz) = −1, (3)τ(ǫ) = 0 p ∈ P (2)t(h
′
p)t [17, Prop. 2.11]
with XW,V1 ≃M(g
′′, ρ′′), W ∗ ≃M(z′′, σ′′), and
ρ′′(g′′) = σ′′(z′′) = 1, (3)ρ′′(z′′)σ′′(g′′) = 0.
In particular, R2(V,W ) ∈ ℘5.
Proof. It is similar to the proof of Lemma 7.5. 
8. Nichols algebras over Γ3
8.1. Simple Yetter-Drinfeld modules. In this section, let G be a non-abelian
epimorphic image of Γ3 and let g, ǫ, z ∈ G such that the group epimorphism Γ3 → G
maps γ 7→ g, ν 7→ ǫ and ζ 7→ z.
Let P = {0} ∪ {p ∈ N | p is prime}. Let h2 = 3, h3 = 2 and hp = 6 for all
p ∈ P \ {2, 3}, and h′3 = 2, h
′
p = 6 for all p ∈ P \ {3}. For all 1 ≤ i ≤ 8 let Yi be
the class of Yetter-Drinfeld modules U over G such that there exist x, g, ǫ, z ∈ G
and an absolutely irreducible representation τ of Gx such that U ≃ M(x, τ) and x,
τ , and K satisfy the conditions in Table 4. In Table 4 we also provide the Hilbert
series of the Nichols algebras of the Yetter-Drinfeld modules in the classes Yi for all
1 ≤ i ≤ 8 and the references to these Hilbert series.
8.2. In this subsection we collect the examples of Nichols algebras related to the
graph
℘1
R1
℘4
Theorem 8.1. Let p = charK. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ
is a character of Gg, and W ≃M(ǫz, σ), where σ is a character of Gǫ. Assume that
(V,W ) ∈ ℘1, that is,
ρ(g) = −1, ρ(z2)σ(ǫg2) = 1, 1 + σ(ǫ) + σ(ǫ)2 = 0, σ(ǫz) = −1.
Then W ∈ Y8, (adV )(W ) ∈ Y1, (adV )
2(W ) ∈ Y4, V ∈ Y1, and
B(V ⊕W ) ≃ B(W )⊗B ((adV )(W ))⊗B
(
(adV )2(W )
)
⊗B(V )
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as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (2)t2(h
′
p)t2(2)
2
t1t2
(3)t1t2(hp)t21t2(2)
2
t1
(3)t1
and
dimB(V ⊕W ) =


10368 if charK 6∈ {2, 3},
5184 if charK = 2,
1152 if charK = 3.
Proof. The Cartan scheme of (V,W ) is standard of type B2 by Lemma 7.3. The
Yetter-Drinfeld modules (adV )(W ) and (adV )2(W ) are in the claimed classes be-
cause of Lemmas 4.3 and 4.6. Then the claims concerning the decomposition and
the Hilbert series of B(V ⊕ W ) follow from [22, Cor. 2.7(2)], [22, Thm. 2.6] and
Table 4. 
Theorem 8.2. Let p = charK. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ
is a character of Gg, and W ≃ M(z, σ), where σ is a character of G. Assume that
(V,W ) ∈ ℘4, that is,
ρ(g) = −1, ρ(z)σ(gz) = 1, 1− ρ(z)σ(g) + (ρ(z)σ(g))2 = 0.
Then W ∈ Y4, (adV )(W ) ∈ Y1, (adV )
2(W ) ∈ Y8, V ∈ Y1, and
B(V ⊕W ) ≃ B(W )⊗B ((adV )(W ))⊗B
(
(adV )2(W )
)
⊗B(V )
as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (hp)t2(2)
2
t1t2(3)t1t2(2)t21t2(h
′
p)t21t2(2)
2
t1(3)t1
and
dimB(V ⊕W ) =


10368 if charK 6∈ {2, 3},
5184 if charK = 2,
1152 if charK = 3.
Proof. It is similar to the proof of Theorem 8.1. For the structure of (adV )m(W )
for m = 1, 2 see Lemmas 6.1 and 6.2. Alternatively, one can deduce the claim from
Theorem 8.1 since R1(V,W ) ∈ ℘1 and R
2
1(V,W ) ≃ (V,W ). 
8.3. Now we list the examples of Nichols algebras related to the graph
℘2
R1
℘3
Theorem 8.3. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃ M(ǫz, σ), where σ is a character of Gǫ. Assume that charK 6= 3 and
(V,W ) ∈ ℘2, that is,
ρ(g) = σ(z) = −1, ρ(z2)σ(ǫg2) = σ(ǫ) = 1.
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Then W ∈ Y7, (adV )(W ) ∈ Y1, (adV )
2(W ) ∈ Y5, V ∈ Y1, and
B(V ⊕W ) ≃ B(W )⊗B ((adV )(W ))⊗B
(
(adV )2(W )
)
⊗B(V )
as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (2)
2
t2(2)
2
t1t2(3)t1t2(2)
2
t21t2
(2)2t1(3)t1
and dimB(V ⊕W ) = 2832 = 2304.
Proof. The Cartan scheme of (V,W ) is standard of type B2 by Lemma 7.4 and the
decomposition of B(V ⊕W ) follows from [22, Cor. 2.7(2) and Thm. 2.6]. It is clear
that V ∈ Y1 andW ∈ Y7. Using Lemmas 4.3 and 4.6 we obtain that (adV )(W ) ∈ Y1
and (adV )2(W ) ∈ Y5. Now a direct calculation using Table 4 yields the Hilbert series
of B(V ⊕W ). 
Theorem 8.4. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃ M(z, σ), where σ is an absolutely irreducible representation of G of
degree two. Assume that charK 6= 3 and (V,W ) ∈ ℘3, that is,
ρ(g) = σ(z) = −1, ρ(z2)σ(g2) = 1.
Then W ∈ Y5, (adV )(W ) ∈ Y1, (adV )
2(W ) ∈ Y7, V ∈ Y1, and
B(V ⊕W ) ≃ B(W )⊗B ((adV )(W ))⊗B
(
(adV )2(W )
)
⊗B(V )
as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (2)
2
t2
(2)2t1t2(3)t1t2(2)
2
t21t2
(2)2t1(3)t1
and dimB(V ⊕W ) = 2832 = 2304.
Proof. It is similar to the proof of Theorem 8.3. Here one has to use Lemmas 5.2 and
5.4. Alternatively, one can deduce the claim from Theorem 8.3 since R1(V,W ) ∈ ℘2
and R21(V,W ) ≃ (V,W ). 
8.4. Now we list the examples related to the following graph:
℘′5
R1
℘5
R2
℘′′5
Lemma 8.5. Let I = {1, 2}, X = {a, b, c}, r1 = (a b) ∈ SX , r2 = (b c) ∈ SX ,
Aa =
(
2 −2
−2 2
)
, Ab =
(
2 −2
−1 2
)
, Ac =
(
2 −4
−1 2
)
.
Then the following hold:
(1) C = C(I,X , (ri)i∈I , (A
X)X∈X ) is a Cartan scheme.
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(2)
(
∆reX
)
X∈X
forms a finite irreducible root system of type C, and
∆re a+ = {α1, α2, α1 + α2, 2α1 + α2, α1 + 2α2, 2α1 + 3α2},
∆re b+ = {α1, α2, α1 + α2, 2α1 + α2, 3α1 + 2α2, 4α1 + 3α2},
∆re c+ = {α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 4α1 + α2}.
Proof. Both claims follow from the definitions. The Cartan scheme C appeared al-
ready in [13, Thm. 6.1]. 
Theorem 8.6. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃ M(z, σ), where σ is a character of G. Assume that charK = 2 and
(V,W ) ∈ ℘5, that is,
ρ(g) = σ(z) = 1, 1 + ρ(z)σ(g) + ρ(z)2σ(g)2 = 0.
Then there exist Yetter-Drinfeld submodules W1 ∈ Y1, W2 ∈ Y6, W3 ∈ Y1, W4 ∈ Y3,
W5 ∈ Y2, and W6 ∈ Y3 of B(V ⊕W ) of degrees α1, 2α1+α2, 3α1+2α2, 4α1+3α2,
α1 + α2, and α2, respectively, such that
B(V ⊕W ) ≃ B(W6)⊗B(W5)⊗ · · · ⊗B(W1)
as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (2)t2(3)t1t2(4)t1t2(6)t1t2(6)t21t22(2)t41t32(2)
2
t31t
2
2
(3)t31t22(3)
2
t21t2
(2)2t1(3)t1
and dimB(V ⊕W ) = 21037 = 2239488.
Proof. Let V ′,W ′ be Yetter-Drinfeld modules over G. If (V ′,W ′) ∈ ℘5, then V
′ ∈ Y1
and W ′ ∈ Y3 by Tables 3 and 4. Similarly, if (V
′,W ′) ∈ ℘′5, then V
′ ∈ Y1 and
W ′ ∈ Y6, and if (V
′,W ′) ∈ ℘′′5, then V
′ ∈ Y2 and W
′ ∈ Y3.
By assumption, (V,W ) ∈ ℘5. Lemmas 7.5–7.10 and Lemma 8.5 imply that the
pair (V,W ) admits all reflections and that the set of real roots ∆re (V,W ) is finite.
More precisely, |∆
re (V,W )
+ | = 6. Hence, by [24, Cor. 6.16], there exist absolutely simple
Yetter-Drinfeld submodules Wi ∈
G
GYD of B(V ⊕W ) with 1 ≤ i ≤ 6, such that
B(V ⊕W ) ≃ B(W6)⊗B(W5)⊗ · · · ⊗B(W1).
By the same reference, we may also assume that
degW2i+1 = (s1s2)
i(α1) and degW2i+2 = (s1s2)
is1(α2)
for all 0 ≤ i ≤ 2, and if 1 ≤ k ≤ 6 and degWk = si1 · · · sim(αj) for some m ≥
0 and i1, . . . , im, j ∈ {1, 2}, then Wk is isomorphic in
G
GYD to the j-th entry of
Rim · · ·Ri1(V,W ). Since ∆
re (V,W )
+ consists of the roots
s1(α2) = 2α1 + α2, s1s2(α1) = 3α1 + 2α2, s1s2s1(α2) = 4α1 + 3α2,
s1s2s1s2(α1) = α1 + α2, s1s2s1s2s1(α2) = α2, and α1,
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and since
R1(V,W ) ∈ ℘
′
5, R2R1(V,W ) ∈ ℘
′
5, R1R2R1(V,W ) ∈ ℘5,
R2R1R2R1(V,W ) ∈ ℘
′′
5, R1R2R1R2R1(V,W ) ∈ ℘
′′
5,
the first paragraph of the proof implies that W1 ∈ Y1, W2 ∈ Y6, W3 ∈ Y1, W4 ∈ Y3,
W5 ∈ Y2, W6 ∈ Y3. Finally, a direct calculation using Table 4 yields the Hilbert
series of B(V ⊕W ). 
With similar proofs, or by applying the reflections R1 and R2 to pairs in ℘5,
one obtains also the following two theorems on Nichols algebras of V ⊕W , where
(V,W ) ∈ ℘′5 or (V,W ) ∈ ℘
′′
5.
Theorem 8.7. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃ M(ǫz, σ), where σ is a character of Gǫ. Assume that charK = 2 and
(V,W ) ∈ ℘′5, that is,
ρ(g) = 1, σ(z) = σ(ǫ), (3)σ(ǫ) = 0, ρ(z
2)σ(ǫg2) = 1.
Then there exist Yetter-Drinfeld submodules W1 ∈ Y1, W2 ∈ Y3, W3 ∈ Y2, W4 ∈ Y3,
W5 ∈ Y1, and W6 ∈ Y6 of B(V ⊕W ) of degrees α1, 2α1 + α2, α1 + α2, 2α1 + 3α2,
α1 + 2α2, and α2, respectively, such that
B(V ⊕W ) ≃ B(W6)⊗B(W5)⊗ · · · ⊗B(W1)
as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (3)
2
t2
(2)2t1t22
(3)t1t22(2)t21t32(3)t1t2(4)t1t2(6)t1t2(6)t21t22(2)t21t2(2)
2
t1
(3)t1
and dimB(V ⊕W ) = 21037 = 2239488.
Theorem 8.8. Let V,W ∈ GGYD such that V ≃ M(g, ρ), where ρ is a character of
Gg, and W ≃ M(z, σ), where σ is a character of G. Assume that charK = 2 and
(V,W ) ∈ ℘′′5, that is,
(3)ρ(g) = 0, σ(z) = 1, ρ(gz)σ(g) = 1.
Then there exist Yetter-Drinfeld submodules W1 ∈ Y2, W2 ∈ Y3, W3 ∈ Y1, W4 ∈ Y6,
W5 ∈ Y1, and W6 ∈ Y3 of B(V ⊕W ) of degrees α1, 4α1 + α2, 3α1 + α2, 2α1 + α2,
α1 + α2, and α2, respectively, such that
B(V ⊕W ) ≃ B(W6)⊗B(W5)⊗ · · · ⊗B(W1)
as N20-graded vector spaces in
G
GYD. In particular, the Hilbert series of B(V ⊕W ) is
H(t1, t2) = (2)t2(2)
2
t1t2(3)t1t2(3)
2
t21t2
(2)2t31t2
(3)t31t2(2)t41t2(3)t1(4)t1(6)t1(6)t21
and dimB(V ⊕W ) = 21037 = 2239488.
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9. Proof of Theorem 2.1
Here we prove the main result of the paper, which is Theorem 2.1.
First we prove (1)⇒ (2). Since dimB(V ⊕W ) <∞, the pair (V,W ) admits all
reflections by [5, Cor. 3.18] and the Weyl groupoid is finite by [5, Prop. 3.23].
Now we prove simultaneously (2) ⇒ (3) and (3) ⇒ (1). By [25, Thm. 7.3], the
quandle supp (V ⊕W ) is isomorphic to
Z2,22 , Z
3,1
3 , Z
3,2
3 , Z
4,2
4 or Z
4,1
T
and G is a non-abelian epimorphic image of its enveloping group:
Quandle Z4,1T Z
2,2
2 Z
3,1
3 Z
3,2
3 Z
4,2
4
Enveloping group T Γ2 Γ3 Γ3 Γ4
We consider each case separately. Suppose first that G is an epimorphic image of Γ2
and supp (V ⊕W ) ≃ Z2,22 . Hence, by [22, §4], we may assume that V ≃M(g, ρ) and
W ≃M(h, σ). Now the claim follows from [22, Thm. 4.9].
Now assume that G is a non-abelian epimorphic image of Γ3. We first prove
that (2) implies (3). By [26, Prop. 4.3], there is a pair (V ′,W ′) of absolutely simple
Yetter-Drinfeld modules over G, which represents an object of the Weyl groupoid of
(V,W ), such that the Cartan matrix of (V ′,W ′) is of finite type. The list of examples
in Subsection 1.4 contains precisely the pairs in the classes ℘i for 1 ≤ i ≤ 5 and
℘′5, ℘
′′
5. Hence this list is stable under reflections by Lemmas 7.3, 7.4, and 7.5–7.10.
Thus we may assume that the Cartan matrix of (V,W ) is of finite type. Now (3)
follows from Proposition 7.2.
The implication (3)⇒(1) follows from Theorems 8.1, 8.2, 8.3, 8.4, 8.6, 8.7, and
8.8.
Assume now that G is a non-abelian epimorphic image of Γ4, but not of Γ2,
and that supp (V ⊕ W ) ≃ Z4,24 . Without loss of generality we may assume that
|suppV | = 2 and |suppW | = 4. Let h ∈ supp V , g ∈ suppW , and ǫ = hgh−1g−1.
Then gG = {g, ǫg, ǫ2g, ǫ3g} and hG = {h, ǫ−1h}. Since supp (V ⊕W ) generates G,
we conclude that G is generated by g and h, and V ≃ M(h, ρ) and W ≃M(g, σ) for
some character ρ of Gh and some character σ of Gg. Then the implications (2)⇒(3)
and (3)⇒(1) follow from [25, Thm. 5.4].
Finally, suppose that G is an epimorphic image of T and supp (V ⊕W ) ≃ Z4,1T . We
may assume that |suppV | = 1 and |suppW | = 4. Let z ∈ supp V and x1 ∈ suppW .
Then z and xG1 generate G. Choose x2 ∈ x
G
1 \{x1}. Then T → G, χ1 7→ x1, χ2 7→ x2,
ζ 7→ z is an epimorphism of groups, and V ≃ M(z, ρ) and W ≃ M(x1, σ) for some
absolutely irreducible representations ρ of G and σ of Gx1. Then the implications
(2)⇒(3) and (3)⇒(1) follow from [25, Thm. 2.8].
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