Abstract. In this paper, we are concerned with the compressible viscous magnetohydrodynamic system (MHD) and investigate the large time behavior of strong solutions near constant equilibrium (away from vacuum). In the eighties, Umeda, Kawashima & Shizuta [35] initiated the dissipative mechanism for a rather general class of symmetric hyperbolic-parabolic systems, which is
Reλ (iξ) ≤ −Cη (ξ) , η (ξ) = |ξ| Here λ = λ (iξ) is the characteristic root of linearized equations. From the point of view of dissipativity, Kawashima [25] in his doctoral dissertation established the optimal time-decay estimates of L q -L 2 (q ∈ [1, 2)) type for solutions to the MHD system. Here, by using Fourier analysis techniques, we shall improve Kawashima's efforts in [25] and give more precise description for the large-time asymptotic behavior of solutions, not only in extra Lebesgue spaces but also in a full family of Besov norms with the negative regularity index. Precisely, we show that the L p norm (the slightly strongerḂ 
Introduction
The present paper is devoted to the equations of magnetohydrodynamics which describe the motion of electrically conducting fluids in the presence of a magnetic field. It involves various topics such as the evolution and dynamics of astrophysical objects, thermonuclear fusion, metallurgy and semiconductor crystal growth, see for example [2, 28] . Precisely, the barotropic compressible viscous MHD system reads as T ) stands for the deformation tensor, and div is the divergence operator with respect to the space variable. The density-dependent functions λ and µ (the bulk and shear viscosities) are supposed to be smooth enough and to satisfy µ > 0 and λ + 2µ > 0. The constant ν > 0 is the resistivity acting as the magnetic diffusion coefficient of the magnetic field.
System (1.1) is supplemented with the initial data (1.2) (̺, u, B) | t=0 = (̺ 0 (x), u 0 (x), B 0 (x)) , x ∈ R d , and we focus on solutions that are close to some constant state (̺ ∞ , 0, B ∞ ) with ̺ ∞ > 0 and the nonzero vector B ∞ = B 1 ∞ , B 2 ∞ , · · · , B d ∞ ∈ R d , at infinity. Due to the physical importance and mathematical challenges, there are lots of works on the existence and uniqueness of (weak, strong or smooth) solutions, see [15, 20, 21, 22, 23, 24, 25, 27, 30] and references therein. Umeda, Kawashima & Shizuta [35] first considered a rather general class of symmetric hyperbolic-parabolic systems in the 80ies. By exploiting an energy method in Fourier spaces, they found the system is uniformly dissipative in the following sense Reλ (iξ) ≤ −Cη(ξ), η (ξ) = |ξ|
where λ = λ (iξ) is the characteristic root of linearized equations. Consequently, the dissipative mechanism indicates the optimal decay rates are just the same as that of heat kernel. As direct applications, they showed such decay property of solutions to the linearized form of (1.1)-(1.2) (near the equilibrium state (̺ ∞ , 0, B ∞ )). Subsequently, Kawashima [25] proved the global existence of smooth solutions to (1.1)-(1.2) by assuming the initial data are small in H 3 R 3 . Moreover, he obtained the following fundamental
with t 1 + t 2 .
Shortly after Kawashima, still for data with high Sobolev regularity, there are a number of works on that topic, see for example [8, 14, 29, 34] and references therein. Hu and Wang [21] established the existence and large-time behavior of global weak solutions with large data in a bounded domain. The global existence of large-weak solutions was also shown for full compressible magnetohydrodynamic flows where the viscosity coefficients and heat conductivity could depend on the temperature, see [22] . Suen and Hoff [30] obtained the global low-energy weak solutions where initial data are chosen to be small and initial densities are assumed to be nonnegative and essentially bounded. Hoff and Tsyganov [20] studied the uniqueness and continuous dependence of weak solutions in compressible magnetohydrodynamics. Hu and Wang [23] investigated the low-Mach-limit problem for isentropic MHD system in the framework of weak solutions, and Jiang et al. [24] obtained the low-Mach-limit for smooth solutions. The definite convergence order was shown by Li in [27] . The existence and stability of non-characteristic boundary layers for the compressible MHD equations were proved by Guès et al. [15] . On the other hand, notice that B ≡ 0, system (1.1) reduces to the usual compressible Navier-Stokes system for baratropic fluids. Inspired by those efforts on the incompressible Navier-Stokes equations [3, 13, 26] , Danchin [9] performed the scaling invariance and established the global existence of strong solutions when the initial data are small enough in L 2 critical homogeneous Besov space. Later, Charve & Danchin [5] , Chen, Miao & Zhang [7] independently extended that result to more general L p critical Besov spaces. In [17] , Haspot employed L p energy methods which is based on the use of Hoff's viscous effective flux in [19] , and got the essentially same results as in [5, 7] . Recently, Danchin and the second author [12] proved the large-time behavior of strong solutions in the L p critical regularity framework. To the best of our knowledge, there are few results (except for [18] ) for the magnetohydrodynamic system from the point of view of scaling invariance. In fact, observe that system (1.1) is obviously invariant for all l > 0 by the following transformation
up to a change of the pressure law P into l 2 P . Inspired by the scaling property, Hao [18] achieved the global existence of strong solutions to (1.1)-(1.2) in L 2 critical Besov spaces by using the compactness arguments. Recently, the authors in another paper studied the coupling effect arising from the magnetic field and established the global strong solutions in more general L p framework. Precisely, one has
Suppose that div B 0 = 0, P ′ (̺ ∞ ) > 0 and that (1.2) is satisfied. There exists a small positive constant c = c (p, µ, λ, ν, P, ̺ ∞ , B ∞ ) and a universal integer k 0 ∈ N such that
2,1 (with the notation z ℓ =Ṡ k 0 +1 z and z h = z − z ℓ ) with 
where we agree that C b R + ;Ḃ s q,1
for any t > 0, where
. (1.5) Remark 1.1. Condition (1.4) allows to the case p > d for which the regularity exponent d/p − 1 of (u, H) becomes negative in physical dimensions d = 2, 3, so our result holds for small data but large highly oscillating initial velocity and magnetic field. This is an essential and different point in comparison with L 2 results in [18] . On the other hand, the regularities of global solutions are reduced heavily in contrast with all previous works [25, 8, 14, 29, 34] and references therein.
The natural next step is to look for the large-time asymptotic description of the global solution. For that purpose, let's rewrite system (1.1) as the nonlinear perturbation form of constant equilibrium state (̺ ∞ , 0, B ∞ ), looking at the nonlinearities as source terms. To simplify the statement of main results, we assume that ̺ ∞ = 1, B ∞ = I (I is an arbitrary nonzero constant vector satisfying |I| = 1), P ′ (̺ ∞ ) = 1, ν = 1 and ν ∞ 2µ ∞ + λ ∞ = 1 (with λ ∞ λ (̺ ∞ ) and µ ∞ µ (̺ ∞ )). Consequently, in term of the new variables (a, u, H), system (1.1) becomes
Note that π 1 , π 2 , µ and λ are smooth functions satisfying
Motivated by the dissipative analysis due to Kawashima et al. in [35] , we aim at establishing the large-time behavior of strong solutions constructed in Theorem 1.1. The main result is stated as follows. 
then we have for all t ≥ 0,
, where the functional D p (t) is defined by
(1.9)
− ε for some sufficiently small ε > 0. Remark 1.2. If replacing (1.7) by the following slightly stronger condition:
then we can take ε = 0 in α, and the first term of D p (t) is correspondingly replaced by
.
In the case of high Sobolev regularity, see for example [25] , one usual get the optimal time-decay estimate L 1 -L 2 as in (1.3) by using the combination of linearized spectral analysis and Duhamel principle. Here let's state the major difficulty and the strategy to overcome it. More concrete speaking, by the rough spectral analysis in our recent paper [32] , we know system (1.6) has a parabolic smoothing effect on u, H as well as the low frequencies of a, and a damping effect on the high frequencies of a. Obviously, there is a loss of one derivative of density (see the convection term u · ∇a in the transport equation), but one cannot afford any loss of regularity for the high-frequency part of density. Consequently, Duhamel principle cannot remain valid in the critical regularity framework. To overcome the difficulty, we shall use the effective velocity (introduced by Haspot in [17] , which is another name for the viscous effective flux of Hoff [19] ) to get the estimates of high frequencies, which allows to afford the loss of one derivative coming from the density in the transport equation. On the other hand, due to the strong interaction between the magnetic fluid and the hydrodynamic motion, the spectral analysis becomes more complicated mathematically. In order to get L 2 decay estimates for the low frequency at lower price, alternatively, one may attempt to use the general theory of partially dissipative first-order symmetric systems initiated by Godunov [16] , then well developed by Kawashima et al. [31] . Although the current proofs are in spirit of the joint work with Danchin for compressible Navier-Stokes equations (see [12] ), the strong coupling between the magnetic field and fluid dynamics need to be handled with. In particular, due to non-zero equilibrium of magnetic field in comparison with [8, 14, 29, 34] , we take care of extra linear coupling terms (see (1.6)) in energy approaches.
In addition, we give some consequences of Theorem 1.2.
where the pseudo differential operator Λ ℓ is defined by
and s = 0 in Corollary 1.1 leads back to the standard optimal L 1 -L 2 decay rate of (̺ − 1, u, B − I), which was firstly shown by [25] and developed by [8, 14, 29, 34] etc.. The harmonic analysis allows us to establish the optimal decay estimates in lower regularity framework. Moreover, it is observed that the derivative exponent s can take values in some interval, and hence there is no derivative loss for those decay estimates.
One can get more L q -L r decay estimates with aid of Gagliardo-Nirenberg interpolation inequalities which parallel the work of Sohinger and Strain [33] (see also [1] , Chap. 2 or [36, 37] ). Corollary 1.2. Let the assumptions of Theorem 1.2 be satisfied with p = 2. Then the corresponding solution (̺, u, B) fulfills
The rest of the paper unfolds as follows: In section 2, we briefly recall LittlewoodPaley decomposition, Besov spaces and related analysis tools. Section 3 is devoted to the proofs of Theorem 1.2 and Corollaries 1.1-1.2.
Preliminary
Throughout the paper, C > 0 stands for a harmless "constant". For brevity, we sometime write f g instead of f ≤ Cg. The notation f ≈ g means that f g and g f . For any Banach space X and f, g ∈ X, we agree that (f,
To make the paper self-contained, let us briefly recall Littlewood-Paley decomposition, Besov spaces and related analysis tools. More details may be found for example in Chap. 2 and Chap. 3 of [1] . Firstly, we introduce a homogeneous Littlewood-Paley decomposition. To do this, we fix some smooth radial non increasing function χ with Supp χ ⊂ B 0,
Then homogeneous dyadic blocks∆ k are defined bẏ
Therefore, one has the following homogeneous decomposition of a tempered distribution
As it holds only modulo polynomials, it is convenient to consider the subspace of those tempered distributions f such that 
When studying the evolution PDEs, a class of mixed space-time Besov spaces are also used, which was first introduced by J.-Y. Chemin and N. Lerner [6] (see also [4] for the particular case of Sobolev spaces).
For notational simplicity, index T is omitted if T = +∞. We also use the following functional space: 
Restricting the above norms (2.3) and (2.4) to the low or high frequencies parts of distributions will be fundamental in our approach. For example, let us fix some integer k 0 (the value of which will follow from the proof of the main theorem) and put
and f
We often use the following classical properties (see [1] ):
• Scaling invariance: For any s ∈ R and (p, r) ∈ [1, ∞] 2 , there exists a constant C = C(s, p, r, d) such that for all λ > 0 and f ∈Ḃ s p,r , we have
f Ḃs p,r .
• Completeness:Ḃ s p,r is a Banach space whenever s < • Interpolation: The following inequalities are satisfied for 1 ≤ p, r 1 , r 2 , r ≤ ∞, s 1 = s 2 and θ ∈ (0, 1):
•
• The spaceḂ d p p,1 is continuously embedded in the set of bounded continuous functions (going to zero at infinity if, additionally, p < ∞).
The following product estimates in Besov spaces play a fundamental role in our analysis of the bilinear terms of (1.6).
Let the real numbers σ 1 , σ 2 , p 1 and p 2 be such that
Then we have
Proposition 2.2 is not enough to bound the possible case p > d in the proof of Theorem 1.2, so we have the following non-classical product estimates.
There exists a universal integer N 0 such that for any 2 ≤ p ≤ 4 and σ > 0, we have System (1.6) also involves compositions of functions (through π 1 (a), π 2 (a), λ(a) and µ(a)) and they are bounded according to the following conclusion.
Proposition 2.4. Let F : R → R be smooth with F (0) = 0. For all 1 ≤ p, r ≤ ∞ and σ > 0 we have
with C depending only on f L ∞ , F ′ (and higher derivatives), σ, p and d.
In the case σ > − min
p,1 , and we have
Let us now recall the following classical Bernstein inequality:
that holds for all function f such that Supp Ff ⊂ ξ ∈ R d : |ξ| ≤ Rλ for some R > 0 and λ > 0, if k ∈ N and 1 ≤ a ≤ b ≤ ∞.
More generally, if we assume f to satisfy Supp Ff ⊂ ξ ∈ R d : R 1 λ ≤ |ξ| ≤ R 2 λ for some 0 < R 1 < R 2 and λ > 0, then for any smooth homogeneous of degree m function A on R d \ {0} and 1 ≤ a ≤ ∞, we have (see e.g. Lemma 2.2 in [1]):
An obvious consequence of (2.7) and (2.8) is that D k f Ḃs p,r ≈ f Ḃ s+k p,r for all k ∈ N.
We also need the following nonlinear generalization of (2.8) (see Lemma 8 in [11] ):
Proposition 2.5. If Supp Ff ⊂ ξ ∈ R d : R 1 λ ≤ |ξ| ≤ R 2 λ then there exists c depending only on d, R 1 and R 2 so that for all 1 < p < ∞,
A time-dependent version of the following commutator estimate has been used in the second step of the proof of Theorem 1.2.
There exists a constant C > 0 depending only on σ such that for all k ∈ Z and ℓ ∈ {1, · · · , d}, we have
, where the commutator [·, ·] is defined by [f, g] = f g − gf and (c k ) k∈Z denotes a sequence such that (c k ) ℓ 1 ≤ 1.
Let us finally recall the following parabolic regularity estimate for the heat equation to end this section.
Then for all T > 0 the following a priori estimate is fulfilled:
Remark 2.2. The solutions to the following Lamé system (2.10)
where λ and µ are constant coefficients such that µ > 0 and λ + 2µ > 0, also fulfill (2.9) (up to the dependence w.r.t. the viscosity). Indeed: both Pu and Qu satisfy a heat equation, as may be easily observed by applying P and Q to (2.10).
The proof of time-decay estimates
This section is devoted to the proofs of main results taking for granted the global-intime existence result of Theorem 1.1. Regarding Theorem 1.2, we shall follow from the fashion of joint work with Danchin [12] and proceed the proof in three steps, according to three terms of the time-weighted functional D p . In the present paper, we deal with the strong coupling between the magnetic field and fluid dynamics. Precisely, the first step is dedicated to the proof of decay estimates for the low frequency part of (a, u, H). By using the energy approaches for partially dissipative first-order symmetric systems, which was initiated by Godunov [16] and developed by Kawashima et al. [31] (see also the survey paper [10] due to Danchin), we construct the low frequency decay properties of semi-group defined by the left-hand side of system (1.6), which enables us to pay less attention on the spectral analysis on the linearized MHD. Then we deduce the decay estimate of the first term of functional D p with aid of the frequencylocalization Duhamel principle. Having assumption (1.7), we work on theḂ
, the low frequency part of nonlinear terms need not to be L p/2 . Consequently, some non so-classical product estimates in Besov spaces (see Propositions 2.2-2.3) will be used.
In the second step, we are concerned with the time decay of the high frequencies part of the solution. In the case of higher Sobolev regularity, Duhamel principle always remains valid accepting loss of derivatives as the case may be. In our critical regularity framework however, one cannot afford any loss of regularity for the high frequency of the solution (for instance, like u · ∇a induces a loss of one derivative as one cannot expect any smoothing for a, solution of a transport equation), so the usual Duhamel principle is now no longer valid. To get around the difficulty, we introduce the effective velocity (see for example [17] )
Up to some low-order terms, we see that H, w and the divergence free part Pu of u all fulfill the ordinary heat equation, and a satisfies a damped transport equation. Thanks to the spectral-localization energy approach of L p , we can achieve the desired high-frequency estimate for the second term of D p . In the last step, we establish gain of regularity and decay altogether for the high frequencies of the velocity and magnetic field, due to the parabolic smooth effect (see Proposition 2.7 and Remark 2.
2).
In what follows, we shall use repeatedly that for 0 ≤ s 1 ≤ s 2 with s 2 > 1, we have
and that the global solution (a, u, H) given by Theorem 1.1 satisfies
≤ c ≪ 1 for all t ≥ 0.
3.1. First step: Bounds for the Low Frequencies. Let (G(t)) t≥0 be the semigroup associated with the left-hand side of system (1.6). It follows from the standard Duhamel formula that
The following Lemma indicates the low frequencies of (a L , u L , H L ) G(t) (a 0 , u 0 , H 0 ) behaves essentially as the solution to the heat equation.
Then, for any k 0 ∈ Z, there exists a positive constant
for t ≥ 0 and k ≤ k 0 , where we set z k =∆ k z for any z ∈ S ′ (R d ).
∂ i E ij with entries E ij of the matrix E.
where Γ = (ξ j I i − ξ i I j ) ij is a d × d matrix. Hence, we easily get the following four identities 1 2
wheref indicates the complex conjugate of a function f . Noticing that
By adding up (3.7), (3.8), (3.9) and (3.10), we arrive at
Next, we need the following equality to create the dissipation of A:
Together with (3.7), furthermore, we infer that
Hence, by introducing the "Lyapunov functional"
for some σ > 0, we get from (3.11) and (3.12)
Then, taking advantage of the basic inequality
and then choosing the constant σ such that σ = 1 2μ ∞ , we end up with
On the other hand, it is not difficult to conclude that there exist some constant C 0 > 0 depending only on µ ∞ so that
This in particular implies that for arbitrary fixed ρ 0 |ξ 0 | > 0 we get for some constant c 0 depending only on ρ 0 andμ ∞ ,
Hence, reverting to (3.13) yields
Then we get thanks to (3.14),
for all t ≥ 0 and 0 ≤ |ξ| ≤ ρ 0 . Finally, multiplying both sides of the above inequality by ϕ 2 −k ξ , with the aid of Fourier-Plancherel theorem, we end up for all
which leads to our desired inequality eventually. The proof of Lemma 3.1 is complete.
Set U (a, u, H) and U 0 (a 0 , u 0 , H 0 ). Based on the key lemma (Lemma 3.1), we perform the same procedure as in [12] 
Additionally, it is clear that for s + s 0 > 0,
Hence, setting t √ 1 + t 2 , we obtain
Furthermore, it follows from Duhamel's formula that
We claim that if p satisfies (1.4), then we have for all t ≥ 0, (3.16)
where E p (t) and D p (t) have been defined by (1.5) and (1.9), respectively.
Indeed, we decompose the nonlinear term g = 6 j=1 g j with
As shown by [12] , we can get the following inequality
In order to finish the proof of (3.16), it suffices to bound those terms coupled with magnetic field. To the end, it is convenient to decompose them in terms of low-frequency and high-frequency as follows:
In addition, we shall use repeatedly the following Moser's product inequalities in Besov spaces with negative regularity, which are the direct consequences of Proposition 2.2. 
The interested reader is referred to [12] for the proofs of (3.17)-(3.18). By taking 
Due to the fact p < 2d, it follows that
Using the interpolation inequality in Besov spaces, we have
, and thus, according to the definition of D p ,
Now, let us bound those terms of g 5 , g 6 and m containing u ℓ or H ℓ . By using (3.17) together with Proposition 2.4 and (3.4), (3.20)-(3.22) , we arrive at
Regarding the term with − 1 1+a 
Thanks to (3.2) and (3.3), we end up with
The terms −H div u ℓ , H · ∇u ℓ and −u · ∇H ℓ may be treated at a similar way (use (3.17) , (3.20) , (3.21) and (3.23)), so we feel free to skip them for brevity. For the terms of g 5 , g 6 and m containing u h or H h , we shall proceed differently depending on whether p ≤ d or p > d. Let us first consider the easier case 2 ≤ p ≤ d. 
Additionally, arguing as for proving (3.23), we have for
Using (3.24), (3.25) and the fact that
Note that the embeddingḂ (3.24) and (3.25), we obtain
), H · ∇u h and −u · ∇H h essentially follows from the same procedure, we thus omit them.
Let us end that step by considering the terms of g 5 (a, H), g 6 (a, H) and m (u, H) with u h or H h in the case of p > d. We observe that applying (2.5) with
and thus, becauseḂ where we used the fact that
Let P I d + ∇ (−∆) −1 div be the Leray projector onto divergence-free vector-fields. It follows from (1.6) that Pu fulfills (3.31)
where we used the equality P(I · ∇H) = I · ∇H. Applying the operator∆ k to (3.31) gives for all k ∈ Z,
The key observation is that the second term of the l.h.s., although not spectrally localized, may be handled from Proposition 2.5. After summation on j = 1, 2, · · · , d, we end up for some constant c p depending only p with
Hence, using the notation
, it follows from Lemma 3.3 and Bernstein inequality that for all ε > 0
Here, following from Haspot's approach in [17] , we introduce the effective velocity w defined by (3.1). Then the magnetic field H satisfies ∂ t H − ∆H = m − (div w) I + I · ∇w − aI − I · ∇ 2 (−∆) −1 a + I · ∇Pu.
Consequently, arguing exactly as for proving (3.33) , it follows that
Additionally, we observe that (a, w) satisfies
where we know −∇(−∆) −1 div (I · ∇H) = 0 as div H = 0. So arguing as for Pu, we can arrive at
Moreover, it follows from [12] that
where we denoteṘ j k u · ∇, ∂ j∆k a for j = 1, 2, · · · , d. Adding up that inequality (multiplied by ηc p ) for some η > 0 to (3.33) , (3.34) and (3.35) gives (3.36) where N ε c p µ ∞ 2 2k + 2c p 2 2k + ηc p ε. As we know, (−∆) −1 is a homogeneous Fourier multiplier of degree −2, and then we have
Choosing k 0 suitably large and η small enough, we deduce that the last six terms of the r.h.s. of (3.36) may be absorbed by the l.h.s. Hence, remembering that f k = ∆ k div (au), we discover that there exist some k 0 ∈ Z and c 0 > 0 such that for all k ≥ k 0 − 1,
Then, integrating in time and having ε tend to 0, we are led to
with Z k Z 1 k + · · · + Z 6 k and
It follows the definition of w that u = w − ∇ (−∆) −1 a + Pu, which leads for k ≥ k 0 − 1 to
In what follows, we claim the following two inequalities
Indeed, it is clear that
On the other hand, for sufficiently small ε, we have
