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Abstract—Mood disorders are common and associated with
significant morbidity and mortality. Early diagnosis has the
potential to greatly alleviate the burden of mental illness and
the ever increasing costs to families and society. Mobile devices
provide us a promising opportunity to detect the users’ mood in
an unobtrusive manner. In this study, we use a custom keyboard
which collects keystrokes’ meta-data and accelerometer values.
Based on the collected time series data in multiple modalities,
we propose a deep personalized mood prediction approach,
called dpMood, by integrating convolutional and recurrent deep
architectures as well as exploring each individual’s circadian
rhythm. Experimental results not only demonstrate the feasibility
and effectiveness of using smart-phone meta-data to predict the
presence and severity of mood disturbances in bipolar subjects,
but also show the potential of personalized medical treatment for
mood disorders.
Keywords-typing dynamics; bipolar disorder; mood prediction;
deep learning
I. INTRODUCTION
In recent years, people have become more aware of the bur-
den of mental illness and the ever increasing costs to families
and society. Mental illness is estimated to be associated with
32.4% of years lived with disability and 130% of disability-
adjusted life-years around the world [1], as well as a loss of
at least $193.2 billion in personal earnings in the total United
States population per year [2]. In order to relieve such a crucial
situation, it is imperative that we deepen our understanding of
mental illness and consequently its diagnosis and treatment.
Mobile devices have become near ubiquitous with 2 billion
smart-phone users worldwide. Smart-phones are used for a
variety of tasks including voice/video calling, web browsing,
and game playing; however, their most widely-used feature is
text messaging [3]. The frequent utilization of smart-phones
in daily lives allows us to study the manifestations of mental
illness in an unobtrusive manner.
There have been several studies investigating the feasibility
of utilizing smart-phone data as a means to diagnose mood
states. Early studies have focused on collecting subjective
self-reports of mood from patients [4]–[6], which however
are subject to biases and may lead to spurious results [7].
More recent studies have focused on the validation of passive
data collection methods and yielded promising results in
demonstrating the practicality of such methods [8]–[11].
Bipolar disorder is a chronic mental illness characterized
by recurrent episodes of mania, hypomania, mixed states,
and depression [12] during which changes in neuro-cognitive
function, social behavior and circadian activity cycles are well-
documented; yet they have not been previously studied using
mobile technology “in the wild” in the context of keyboard
dynamics. We choose to focus on keyboard typing dynamics
because features collected from typing are among the most
commonly used features in smart-phones, and that by not
collecting the actual content of typing the privacy of users
is well protected. We hypothesize that depression and mania
could be characterized by unique patterns of smart-phone
typing dynamics that could be used to predict the severity
of these mood states. However, there are several formidable
challenges for investigating the relationship between smart-
phone typing dynamics and mood states:
• Local patterns: Typing data is similar to text sequences
in that they both have similar local patterns, such as n-
gram phase that represents a certain meaningful concept.
Besides alphanumeric data, the accelerometer data may
also have local patterns that reveal the situation under
which the keys are pressed. How to capture such local
patterns is thus a problem that must be handled.
• Circadian rhythm: Circadian rhythm is a biological
process that displays an endogenous oscillation of about
24 hours [13] [14]. It is running in the background of
human brain and cycles between sleepiness and alertness
at regular intervals. It is commonly known that individual
depressive moods vary according to the circadian rhythm,
as well as the day of the week [6]. Thus it is important
to consider the effects of circadian rhythm.
• Personalization: Different smart-phone users usually
have very different typing behaviors. Moreover, each
person may have different baselines in terms of mood
states, even with similar typing dynamics. Therefore, we
should make personalized mood prediction rather than
using a subject-unaware model.
In this paper, we propose a deep architecture based on
late fusion, named dpMood, to model smart-phone typing
dynamics, as illustrated in Figure 5. The contributions of this
work are as follow:
• Early fusion of features: When dealing with multi-
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TABLE I
DEMOGRAPHIC CHARACTERISTICS.
Bipolar I Bipolar II Control
Age (years) 45.6 ± 9.9 52.4 ± 9.4 46.1 ± 10.7
Gender (% female) 57% 80% 63%
Years of education 15.4 ± 1.7 14.8 ± 2.8 15.8 ± 1.4
IQ 109.0 ± 3.4 102.2 ± 8.5 107.8 ± 11.7
view data, features from different views are usually fused
at a late stage of the model [11], but we explore two
ways of performing early fusion and find that they both
outperform the late fusion approach.
• Stacking CNNs and RNNs for mood prediction: In
conjunction with recurrent neural networks that captures
overall temporal dynamics, convolutional neural networks
are used to capture the local patterns in the typing
dynamics.
• Time-based calibration per person: The final prediction
is calibrated per person using the temporal information
in order to exploit the circadian rhythm and achieve
personalized mood prediction, or in general, precision
medicine. This enables us to improve prevention strate-
gies and treatments by better incorporating individual
patient characteristics.
We conduct experiments showing that our model achieves
the lowest regression error on Hamilton Depression Rating
Scale (HDRS) [15] and Young Mania Rating Scale (YMRS)
[16] prediction tasks, which indicates the potential of us-
ing smart-phone meta-data to predict mood disturbance and
severity. We also study the effect of early fusion in mood
prediction and find that early fusion works better than late
fusion approach. Our code is open-source at https://github.
com/stevehuanghe/dpMood.
II. DATA ANALYSIS
The data used in this work is obtained from the BiAffect1
project by the team’s permission for research use. The data
was collected in the following way. During a preliminary data
collection phase, for a period of 8 weeks, 40 individuals were
provided a Galaxy Note 4 mobile phone which they were
instructed to use as their primary phone during the study.
This phone was loaded with a custom keyboard that replaced
the standard Android OS keyboard. The keyboard collected
meta-data consisting of keypress entry time and accelerometer
movement and uploaded them to the web server. In order to
protect subjects’ privacy, the detailed content of typing with
the exceptions of the backspace key and space bar was not
collected.
As in [11], we study the collected meta-data of bipolar
subjects and normal controls who had provided at least one
week of meta-data. In the selected subset of data, there are 7
subjects with bipolar I disorder that involves periods of severe
mood episodes from mania to depression, 5 subjects with
1http://www.biaffect.com/
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Fig. 1. Distribution of typing hours for each day of the week.
bipolar II disorder which is a milder form of mood elevation,
involving milder episodes of hypomania that alternate with
periods of severe depression, and 8 subjects with no diagnosis
per DSM-IV TR criteria [17]. Subjects were administered the
Hamilton Depression Rating Scale (HDRS) [15] and Young
Mania Rating Scale (YMRS) [16] once a week which are used
as the golden standard to assess the level of depressive and
manic symptoms in bipolar disorder. Also, subjects performed
self-evaluations everyday. Subject demographics are described
in Table I.
Two groups of features are used in this work: alphanumeric
characters and accelerometer values. Although special charac-
ters were investigated in [11], we find that their contribution
in our model performance is negligible and will even cause
a decrease on the depression prediction task by about 2%.
For alphanumeric characters, due to privacy reasons, we only
collected meta-data for these keypresses, including duration
of a keypress, time since last keypress, and distance from last
key along two axises. On the other hand, accelerometer values
along three axises are recorded every 60ms in the background
during an active session regardless of a person’s typing speed.
A. Time Effects
Although Cao et al. [11] provide data analysis on the
correlation between patterns of typing meta-data and mood
in bipolar disorder, they do not study the temporal effects on
typing dynamics. Here we investigate the relationship between
the typing dynamics and time, in order to justify the necessity
of time-based calibration in our model. Figure 1 presents the
distribution of typing hours in the 7-day by 24-hour matrix.
Figure 2 shows how the mean and standard deviation values
of some features change over 24 hours. They are computed
from all the samples in the dataset. About alphanumeric
characters, we can observe that the duration of a keypress
(Figure 2(a)) and the time since last keypress (Figure 2(b)) are
correlated and share the same pattern. In general, the fastest
typing speed occurs at 6:00 and remains stable between
8:00 to 20:00, and then it becomes significantly slower
during the midnight. We suspect that this is primarily due
to the circadian rhythm which is a biological process that
displays an endogenous oscillation of about 24 hours [13].
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Fig. 2. Circadian rhythm.
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Fig. 3. Day of the week.
It is running in the background of human brain and cycles
between sleepiness and alertness at regular intervals.
About accelerometer values, we omit the acceleration along
the X axis here, because data were collected only when the
phone was in a portrait position which makes the X-axis
acceleration to be centered around 0 and less interesting.
Figure 2(c) reveals a complementary relationship between the
acceleration along the Y axis and that along the Z axis. The
fact that the Z-axis acceleration will usually be negative when
one is lying and using the phone may explain the observation
that the average Z-axis acceleration is small (large Y-axis
acceleration) during the night time, and there is relatively large
Z-axis acceleration (small Y-axis acceleration) during the day
time.
Previous studies have shown that people’s mental health
depends on the day of the week [6], [18]. In Figure 3, we
illustrate how these typing dynamics features correlate with
the day of the week. It can be seen that the duration of a
keypress and the time since last keypress are significantly
different across different days during a week, although they are
not as interpretable as with the circadian rhythm. Moreover,
accelerometer values along Y and Z axises also vary on
different days of the week, and we suspect that the relatively
smaller Z-axis acceleration and larger Y-axis acceleration on
Sunday may result from that people spend more time lying in
the bed or couch on Sunday. It motivates us to incorporate the
time effects into the model design.
B. Personal Traits
We further explore the personal traits hidden in the typ-
ing dynamics by analyzing the feature distributions across
subjects, as shown in Figure 4 where the left column (Fig-
ure 4(a), 4(c), 4(e), 4(g)) presents the boxplots with scat-
tered samples per subject of duration of a keypress, time
since last keypress, acceleration along the Y axis, and ac-
celeration along the Z axis, and in the right column (Fig-
ure 4(b), 4(d), 4(f), 4(h)), there are the corresponding heatmaps
showing the p-values from the subject-level two-sided T-
tests. We conclude that two subjects often have significantly
different feature distributions regardless of their diagnosis.
Therefore, it is critical to consider the subject-level baselines.
Moreover, it is worthwhile noting that although the connec-
tion between the bipolar disorder and these typing behavior
features is not obvious from Figure 4, we will show in
experiments that accurate mood prediction can be achieved by
capturing the local patterns, exploiting the circadian rhythm,
and personalization in our proposed model.
III. PRELIMINARIES
There are two key modules used in this work, the temporal
convolutional neural network and the Gated Recurrent Unit
(GRU), which are briefly reviewed in this section.
A. Temporal Convolution
Although convolutional neural networks (CNNs) are most
widely used in computer vision models, it has recently been
demonstrated that CNNs also work well on some natural lan-
guage processing (NLP) tasks such as sentence classification
[19], [20].
A temporal convolutional module computes an 1-
dimensional convolution over an input sequence. Given an
input sequence f(x) = {f1(x), f2(x), ..., fn(x)} with length
l and n channels, and a list of m discrete kernels g(x) =
{g1(X), g2(x), ..., gm(x)} with length k, then the convolution
between f and g with stride d is calculated by:
hj(y) =
n∑
i=1
k∑
x=1
gj(x) · fi(y · d− x+ c), (1)
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Fig. 4. Personal traits. Left column: boxplots with scattered samples per subject. Right column: heatmaps of p-values from subject-level two-sided T-tests
(a white cell indicates that the corresponding pair of subjects are significantly different in terms of the feature distribution).
where h(y) = {h1(y), h2(y), ..., hm(y)}, c = k − d + 1 is
an offset constant, and the final output feature h(y) is of size
[(l − k + 1)/d,m].
B. Gated Recurrent Unit
Recurrent neural networks (RNNs) are widely used to model
the dynamics of sequence data where hidden states are updated
to model the changes in the sequence over time.The current
hidden state ht is computed using the current input xt and the
previous hidden state ht−1. The simplest way of implementing
an RNN is:
ht = φ(Wxt + Uht−1 + b), (2)
where W, U are weight parameters, b is the bias parameter,
and φ(·) is a nonlinear activation function.
Although the vanilla RNNs are useful, they suffer from the
problem of exploding or vanishing gradients which makes
them fail in capturing long-term dependencies effectively.
The Gated Recurrent Unit (GRU) [21] was proposed as a
simplification of the Long-Short Term Memory (LSTM) [22]
module which overcomes the vanishing gradient problem in
the simplest RNNs and has less parameters than LSTM. A
typical GRU is formulated in the following way:
rt = σ(Wrxt + Urht−1),
zt = σ(Wzxt + Uzht−1),
h˜t = tanh(Wxt + Uz(rt  ht−1)),
ht = zt  ht−1 + (1− zt) h˜t,
(3)
where σ(·) is the sigmoid function, tanh(·) is the hyperbolic
tangent function, and  is the element-wise multiplication
operator.
IV. DPMOOD ARCHITECTURE
In this section, we propose the dpMood model that utilizes
early-fused features, combines CNNs with RNNs, and consid-
ers personal circadian rhythm. The architecture of dpMood is
illustrated in Figure 5. In following sections, we give detailed
explanations of each component in dpMood, i.e. early fusion
of features, stacking CNNs and RNNs and considering each
person’s circadian rhythm.
A. Early Fusion of Features
Although DeepMood [11] works well by using different
networks to process features of different views and concatenate
them in a later stage of the model (which we refer to as
late fusion approach), we instead propose to use early fusion
methods that align the alphanumeric keypresses with the
accelerometer values before feeding them into any downstream
machine learning models. The motivation behind early fusion
is that, aligning features of different views can provide extra
information of the temporal relations between features.
An intuitive early fusion approach, named as EF-dropna, is
to find the accelerometer value whose timestamp is the closest
to each alphanumeric keypress, align them together, and drop
the unaligned accelerometer values. However, there are more
accelerometer values than alphanumeric keypresses, and the
abandon of those unaligned accelerometer values will certainly
result in information loss. Therefore, another early fusion
approach, named as EF-fillna, is to retain the accelerometer
sequence and fill the unaligned features in the alphanumeric
sequence with zero values. These two early fusion methods
are illustrated in Figure 6. We try both early fusion methods
in our proposed model and name them dpMood-fillna and
dpMood-dropna respectively.
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Fig. 6. Two early fusion based methods. Both methods align the alphanumeric
features to the nearest accelerometer features, but they deal with missing
alphanumeric features in different manners.
B. Exploiting Local Typing Dynamics with Convolutional
Neural Networks
In order to exploit the local typing patterns, we use 1-
D convolution to learn the features of an input sequence.
Specifically, the convolution block used in this paper is a
convolution layer followed by batch-normalization and ReLU
activation.
One advantage of using multi-layer CNNs to extract useful
features from the sequence data instead of directly applying
multi-layer RNNs is that CNN-based models can be trained
much faster than RNNs without any sacrifice in prediction
performance which will be validated in the experiments.
C. Combining CNNs and RNNs
Using CNNs alone will lose the long-term temporal dynam-
ics, since the kernels in CNNs are designed to capture only
local features within a small window. On the contrary, although
RNNs take more time for training, they can produce features
that capture the overall dynamics of the input sequence.
Therefore, we propose to use a combination of CNNs and
RNNs, so that we can make use of both their advantages in
learning local patterns and temporal dependencies.
To do so, we first feed features into two convolution block
and then into a bi-directional GRU module. Specifically, we
take the output features from the second convolution block,
split the features along the temporal dimension, and feed the
split features into the GRU sequentially. We concatenate the
last output features from the GRU in two directions to form
a single feature vector. Also, since we apply early fusion to
the features, we only have one pathway and do not need to
concatenate results from different views.
D. Periodic Dynamics and Personalized Mood Prediction
A circadian rhythm is any biological process that displays an
endogenous oscillation of about 24 hours [13]. It is running in
the background of human brain and cycles between sleepiness
and alertness at regular intervals. It is commonly known that
individual depressive moods vary according to the circadian
rhythm, as well as the day of the week [6].
In order to exploit the circadian rhythm and other periodic
patterns as discussed in Section II-A, as a rough approxi-
mation, we propose to use the Sine function for time-based
calibration of the final prediction. Specifically, suppose the
output of the last fully-connect layer is x, before producing
the final score s for regression, we scale x by the value of the
Sine function which takes the current time as input.
Furthermore, smart-phone users usually have very distinct
typing dynamics. As shown in Section II-B, each subject
may have different baselines in terms of mood states, even
with similar typing dynamics. Therefore, we should make
personalized mood prediction rather than using a subject-
unaware model. This could enable us to improve prevention
and treatment outcomes by better incorporating individual
patient characteristics.
In order to provide personalized mood prediction, the final
prediction should be further adjusted per subject. Hence, it is
more intuitive to use a different set of parameters {α, β, γ, δ}
for each person, which are learned automatically by gradient
descent and back-propagation. The calibration for user u is
given by:
s = x ∗ (αu ∗ sin(βu ∗ t0 + γu) + δu), (4)
where t0 is the starting time of the input sequence (e.g. a phone
usage session), represented by the number of hours passed
since the start of the earliest session of the subject.
There are many choices of periodic functions, but since any
periodic function can be approximated by a Fourier series
which is made of many Sine functions, here we use only
one Sine function and demonstrate its effectiveness in helping
mood prediction.
V. EXPERIMENTS
In this section, we evaluate the proposed dpMood model
HDRS and YMRS regression tasks, study the convergence
efficiency of different methods and investigate the effects of
changing the size of training set on regression tasks.
TABLE II
CONFIGURATION OF HYPER-PARAMETERS.
Parameter Value
learning rate 0.001
batch size 256
training epochs 200
dropout ratio 0.1
min sequence length 10
max sequence length 100
GRU hidden dimension 20
A. Experimental Setup
For the prediction of depression score HDRS and ma-
nia score YMRS, we treat them as regression tasks where
HDRS/YMRS scores are used as labels. Root-mean-square
error (RMSE) is used as the metric for both tasks. The features
used in all the compared models are defined below:
• Alphanumeric sequence: The features in the alphanu-
meric sequence are represented by a 4-dimensional vector
that includes duration of a keypress, time since last
keypress, horizontal distance to last keypress, and vertical
distance to last keypress.
• Accelerometer sequence: The features in the accelerom-
eter sequence are represented by a 3-dimensional vector
where each dimension represents the accelerometer val-
ues along X, Y and Z axises, respectively.
Each session is composed of these two sequences, a al-
phanumeric sequence and a accelerometer value sequence. We
truncate sessions that contain more than 100 alphanumeric
characters, and remove sessions if they contain less than 10
alphanumeric characters. This leaves us with 14,613 total
sessions. For each subject, we use the earliest 80% of sessions
for training and the rest for testing.
The model is implemented in PyTorch, and runs on a
Ubuntu system with an NVIDIA Titan X Pascal GPU. The
hyper-parameters for the proposed model and all baselines
are fixed to the same, and RMSProp [23] is chosen as the
optimizer. The two convolutional blocks of dpMood have 10
and 20 kernels respectively, and each kernel is of size 3 and
stride 2. Note the CNN baseline has a third convolutional block
with 30 kernels, each kernel if of size 3 and stride 2, while
dpMood uses only two convolution blocks in order to preserve
enough information on the temporal dimension for GRUs.
Other hyper-parameter values are listed in Table II. Our code
is open-source at https://github.com/stevehuanghe/dpMood.
B. Baseline Methods
Since Cao et al. [11] have shown that deep architectures
work better than traditional methods in mood prediction, we
only compare with baselines that use deep neural networks.
The compared methods are introduced as follows:
• RNN (DeepMood): A model that feeds each sequence
to a separate bi-directional GRU, and the concatenated
outputs are connected to a fully-connected network for re-
gression. It is the same as the deep architecture proposed
in DeepMood [11] that uses alphanumeric characters,
accelerometer values and special characters as features,
and we re-implement it in PyTorch.
• CNN: A CNN-based model which stacks three convo-
lutional blocks followed by a max-pooling layer that
reduces the number of channels to 1. Late fusion is
applied to compare with DeepMood, which means there
is a separate convolutional neural network for each kind
of input features. The resulting features of each network
are then concatenated into a single feature which is then
put into a fully-connected network to produce a single
scalar for regression.
• CNNRNN: A model that stacks CNN and RNN together
as in dpMood, uses late fusion, without any time-based
or personalized calibration.
• CNNRNN-Cr: The CNNRNN model that learns the same
circadian for all users, i.e., no personalization.
• CNNRNN-PsCr: The CNNRNN model that explores each
person’s circadian rhythm.
• CNNRNN-fillna: The CNNRNN model that uses early
fusion method EF-fillna.
• CNNRNN-dropna: The CNNRNN model that uses early
fusion method EF-dropna.
• dpMood-fillna: The proposed dpMood model which
stacks CNN with RNN, learns personal circadian rhythms
and utilizes the early fusion method EF-fillna
• dpMood-dropna: The proposed dpMood model which
stacks CNN with RNN, learns personal circadian rhythms
and utilizes the early fusion method EF-dropna
C. Regression Performance
Here we conduct two sets of experiments, one with all 20
subjects, and the other with only 12 bipolar subjects (without
control subjects). We did not use the same random seed for all
models, and let the compared models run 20 times (200 epochs
for each run) so that we can calculate their means and standard
deviations. The results are shown in Table III. Overall, our
dpMood model achieves the lowest average RMSE among all
compared methods. By comparing the results of RNN and
CNN, we can see that the performance of fully-convolutional
model is comparable with the performance of RNN model,
even if CNN fails to capture the long-term dependencies of
the sequences. This reveals that the local patterns in the typing
TABLE III
REGRESSION PERFORMANCE ON DIFFERENT TASKS, SHOWN IN “MEAN (± STD)” FORMAT, EVALUATED USING RMSE. THERE ARE TWO SETS OF
EXPERIMENTS, ONE WITH BOTH BIPOLAR AND CONTROL SUBJECTS (W/ CTRL), THE OTHER WITH ONLY BIPOLAR SUBJECTS (W/O CTRL).
Model HDRS w/ ctrl YMRS w/ ctrl HDRS w/o ctrl YMRS w/o ctrl
RNN 5.410 (± 0.054) 3.700 (± 0.034) 4.765 (± 0.048) 4.150 (± 0.097)
CNN 5.077 (± 0.119) 3.600 (± 0.050) 4.806 (± 0.057) 4.085 (± 0.048)
CNNRNN 4.671 (± 0.097) 3.477 (± 0.042) 4.526 (± 0.067) 4.129 (± 0.110)
CNNRNN-Cr 7.023 (± 0.043) 4.032 (± 0.034) 8.647 (± 0.031) 5.056 (± 0.049)
CNNRNN-PsCr 2.818 (± 1.439) 3.202 (± 0.243) 5.164 (± 1.686) 4.103 (± 0.398)
CNNRNN-fillna 6.304 (± 0.105) 3.798 (± 0.027) 5.165 (± 0.067) 4.198 (± 0.021)
CNNRNN-dropna 6.698 (± 0.063) 6.698 (± 0.063) 5.196 (± 0.023) 4.312 (± 0.032)
dpMood-fillna 2.400 (± 1.281) 3.104 (± 0.422) 3.064 (± 1.381) 4.013 (± 0.294)
dpMood-dropna 2.376 (± 1.065) 3.020 (± 0.254) 3.641 (± 1.880) 3.921 (± 0.175)
dynamics that are captured by the CNN model is as important
as the temporal dependencies learned by the RNN model.
When we combine the CNN and RNN model, the CNNRNN
model achieves lower regression error than the separate CNN
and RNN models by an average margin of 7% for the HDRS
(with controls), and 6% improvement for YMRS (with con-
trols). For HSRS regression without controls, the CNNRNN
model performs slightly better than CNN and RNN, while in
the YMRS regression without controls, CNNRNN is about the
same as CNN and RNN, but with a larger variance in RMSE.
Overall, the performance of the CNNRNN model indicates
that preserving both local and global typing dynamics can help
mood predictions.
As for the CNNRNN-Cr model, we can see that adding the
same calibration function to all subjects does not improve the
performance, and it even leads to a large increase in RMSE
when compared to the simple CNN and RNN model, which
may be because of the fact that different people have very
different personal traits, especially for the bipolar subjects, as
shown in Section II.
When learning a different calibration function for each
subject, the CNNRNN-PsCr model is able to achieve better
performance than all previously mentioned methods in both
HDRS and YMRS regression with controls, which shows
the potential of considering personal circadian rhythms in
mood prediction. However, CNNRNN-PsCr is worse than
other methods on tasks that do not have control subjects, which
may be because the patterns of normal persons are easier to
learn than that of bipolar subjects.
From the performance of CNNRNN-fillna and CNNRNN-
dropna, we can see that using early fusion alone does not
help better predicting HDRS or YMRs, and they are slightly
inferior to the CNNRNN model that uses late fusion.
As for our dpMood-fillna and dpMood-dropna, they both
perform better than all baselines and have lower average RM-
SEs, which proves the effectiveness of considering personal
circadian rhythms and using early fusion. By comparing our
proposed models with CNNRNN-PsCr, we can see that early
fusion can help learning better personal traits, while the results
of CNNRNN-fillna and CNNRNN-dropna show that early
fusion works better when considering circadian rhythms.
0 25 50 75 100 125 150 175 200
Trainning epochs
4
6
8
10
12
14
Te
st
in
g 
RM
SE
RNN
CNN
CNNRNN
CNNRNN-Cr
CNNRNN-PsCr
CNNRNN-fillna
CNNRNN-dropna
dpMood-fillna
dpMood-dropna
Fig. 7. Convergence curve of HDRS regression with controls.
D. Convergence Efficiency
In this section, we analyze the convergence of dpMood and
the baseline methods. The random seed is fixed as 1234 for all
models, and each model is trained for 200 epochs and is eval-
uated on the test set after each epoch. As shown in Figure 7,
although our dpMood-fillna and dpMood-dropna converge not
as quickly as some of the baselines, dpMood-fillna achieves
it best performance at the 97th epoch, while dpMood-dropna
takes 75 epochs, and dpMood-fillna has slightly lower RMSE
than dpMood-dropna. The RNN model converges slowly. After
a fast decrease in test RMSE in the first 30 epochs, its
convergence procedure slows down as training goes on. In
the experiment with 500 epochs, the RNN model achieves its
best test RMSE at around the 480th epoch. As for the CNN
model, we can see that it converges very quickly and reaches
its lowest RMSE at the 17th epoch, after which it starts to
overfit with a decrease in the performance.
Compared to the CNN model, the CNN+RNN model takes
more epochs to converge to its best performance (88 epochs),
which is normal because it contains an RNN that requires
longer time to converge. However, because of the CNN part in
the model that significantly reduces the length of input features
to the RNN part, the convergence efficiency of the CNNRNN
model is still much better than the RNN model. The CNNRNN
model takes about 76 epochs to reach its best test RMSE.
Clearly that the CNNRNN-Cr model performs the worst,
which indicates that it is inappropriate to treat all users’
circadian rhythms as they are the same. The CNNRNN-PsCr
model, with better performance than all previously mentioned
baselines, also preserves a fast convergence rate. In the exper-
iments, it reaches the lowest test RMSE at the 195th epoch
which is slower than the CNNRNN model, but it outperforms
CNNRNN by 40% on HDRS regression task with control
subjects.
E. Sensitivity Regarding the Size of Training Data
In this section, we analyze the performance of our method
with respect to the size of training data. We fix the random
seed as 1234 and train each model for 200 epochs. We start
with using only 30% of the whole data as training and use
the rest for testing, and gradually increase the portion of
training data up to 70%. This experiment is conducted on
HDRS regression task with all 20 subjects, and the results are
shown in Table IV. As we can see, all models benefit from the
increase of training data, but our dpMood-fillna achieves the
lowest regression error with only 30% of the whole data as
training data, which indicates that our model is able to work
well with small training data and that it is important to consider
each user’s personal trait. As for our dpMood-dropna, although
it has slightly higher RMSE than CNNRNN-PsCr when trained
on small training sets, it outperforms CNNRNN-PsCr when we
use 70% of the whole data for training.
TABLE IV
RMSE OF HDRS REGRESSION WITH RESPECT TO DIFFERENT TRAIN/TEST
SPLITTING RATIO, WITH CONTROL SUBJECTS
Model/Train ratio 30% 40% 50% 60% 70%
RNN 6.159 6.073 6.080 5.944 5.893
CNN 6.170 6.092 5.906 5.840 5.701
CNNRNN 5.668 5.456 5.398 5.307 5.292
CNNRNN-Cr 8.240 8.126 8.037 8.011 8.010
CNNRNN-PsCr 3.777 3.373 3.140 2.979 2.781
dpMood-fillna 3.297 3.195 3.101 3.017 2.601
dpMood-dropna 3.877 3.488 3.167 3.166 2.596
F. Visualizing Personalized Calibration Functions
In this section, we visualize the learned calibration for
each subject and analyze the differences between subjects.
Figure 8(a) shows the Sine functions learned for the HDRS
regression task, while Figure 8(b) shows the functions learned
for the YMRS regression task. We can see that most subjects
have very distinct Sine functions, which indicates that every
subject has her own circadian rhythm, and some subjects have
longer periods than the others.
The colors in Figure 8 indicate the diagnosis of each subject,
where the control group contains subjects who are diagnosed
with neither bipolar I or bipolar II, and we can consider
that bipolar I is more severe than bipolar II. An interesting
discovery is that the offset terms δu are effectively clustered
w.r.t. the diagnosis. Figure 8(a) shows that the control group
has positive offsets, and subjects in the bipolar I and bipolar
II group usually have a negative offset. From Figure 8(b) we
can see that the control group has calibration values that are
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Fig. 8. Visualization of each patient’s calibration function: (a) HDRS; (b)
YMRS.
very close to 0, which corresponds to the fact that a large
portion of the YMRS scores for subjects in the control group
are 0.
VI. RELATED WORK
Mood prediction has been explored in different manners
such as using smart-phones and wearable devices to record
personal traits like sleeping [24], voice acoustic [25], and
social patterns [26], [27]. Recently, Suhara et al. [6] design
a method that uses peoples’ self-reported mood histories to
predict depression. However, their method highly relies on
the quality of users’ self-assessment, which may be additional
burden to users and they may stop reporting after a while. Cao
et al. [11] use keyboard typing as features and professional
medical diagnosis as labels for predicting depression and
mania, but their model does not capture the local patterns
in the typing dynamics or consider each person’s circadian
rhythm.
The task of mood prediction is closely related to supervised
sequence prediction. A brief survey by Xing et al. [28]
categorizes sequence data into five groups: simple symbolic
sequences, complex symbolic sequences, simple time series,
multivariate time series, and complex event sequences. Models
used for sequence classification are also categorized into three
groups: feature based methods [29]–[33], sequence distance
based methods [34]–[42], and model based methods [43]–[45].
This work is related to the feature based approach, but we
use deep learning models to learn higher level features for
regression tasks.
This work is also related to sentence classification in natural
language processing [19], [20]. The common part of sentence
classification and mood prediction is that both tasks use
sequence data as input. Text sequences and time series data
are similar to each other in that the order of elements in a
sequence is important to the meaning of the sequence. Both
text sequence and typing sequence have local patterns. For
text, several words together form an n-gram phase that repre-
sents a certain meaningful concept. In our case, although we
do not know the meaning of each keypress, the local patterns
can still represent some information similar to n-grams, since
the keypresses are mostly alphanumeric characters. However,
the sentence classification and mood prediction tasks are
different from some perspectives. In sentence classification,
each word is represented by an embedding vector that indicates
its position in the latent space, while in mood prediction, each
feature is obtained from the real-world sensors thereby having
certain physical meaning. Although we also use CNNs as in
[19], [20], [46], we need to deal with data from multiple views,
while in sentence classification, the data usually come from a
single view.
VII. CONCLUSION
This paper studies the problem of mood prediction using
typing dynamics collected from smart-phones, and proposes
an end-to-end deep architecture that incorporates both CNNs
and RNNs. Moreover, the proposed dpMood model considers
each person’s circadian rhythm and adjusts the predictions
accordingly. Extensive experiments demonstrate the power of
using the combination of CNNs and RNNs in mood prediction,
and that modeling each person’s circadian rhythm is critical
for achieving more accurate predictions. In addition, we study
the effect of early fusion for multi-view sequence data and
compare it with late fusion, and find that early fusion help
improve the performance of our dpMood model in the given
tasks.
The Precision Medicine Initiative2 is a recent project that
aims to improve prevention and treatment outcomes by better
incorporating individual patient characteristics, and mobile
technologies including smart-phones and wearable devices are
expected to play a significant role in these efforts. This work
demonstrates the feasibility and potential of such efforts.
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