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ABSTRACT
The Method of Fundamental Solutions 
for Solving Wave Equations
by
Lourdes Jeanette Rivera
Dr. C. S. Chen, Examination Committee Chair 
Professor of Mathematics 
University of Nevada, Las Vegas
In recent years, the method of fundamental solutions (MFS) has emerged as a 
novel meshless method in the scientific computing community. In the past, the MFS was 
essentially restricted to solving homogeneous elliptic equations. Recently, the MFS has 
gradually extended to solving various types of elliptic and time-dependent problems 
through the uses of radial basis functions (RBFs).
In this thesis, we focus on solving wave equations through the MFS. Currently, 
there are two major approaches to solve the wave equation; (i) elimination of the time 
dependence by using the Laplace transform and (ii) discretization in time to approximate 
the time derivative. We propose to reduce the given wave equations to a series of 
inhomogeneous modified Helmholtz equations. The solution can then be split into 
evaluating both homogeneous and particular solutions. To evaluate the homogeneous 
solution, the MFS is adopted. Furthermore, a closed form particular solution is required 
for the proposed method. Intensive numerical tests are performed to compare the 
advantages and disadvantages of these two approaches.
Ill
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CHAPTER 1
INTRODUCTION
1.1 Meshless Methods 
Over the past four decades, the numerical solutions of partial differential equations 
(PDEs) in science and engineering problems have been dominated by the finite element 
methods (FEM), the finite difference methods (FDM), and boundary element method 
(BEM). In spite of their great success, these conventional numerical methods still have 
some drawbacks that impair their computational efficiency and even limit their 
applicability to more practical problems. In general, the FEM and FDM require a domain 
mesh generation to solve such problems. Consequently, numerical results become 
strongly dependent on mesh properties and low-order piecewise polynomial 
approximations, which impair computational accuracy and the convergence rates o f the 
methods. Regarding the BEM, even though it only requires mesh generation on the 
boundary of the domain, it involves quite sophisticated mathematics and some difficult 
numerical integration of singular functions. Moreover, domain and boundary mesh 
generation impedes the computational process (making it more labor intensive and time- 
consuming) and poses an obstacle to solving more difficult, irregularly shape, and high­
dimensional problems. Hence, meshless methods provide an attractive alternative for 
solving such problems.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
In recent years, meshless methods have been under intensive research to overcome 
the difficulty of meshing the solution domain. Meshless methods require the 
approximation of given differential equations from a set of unstructured nodes; i.e., 
without any pre-defined connectivity or relationship among the nodes. Instead of 
generating mesh, meshless methods use scattered nodes, which can be randomly 
distributed, throughout the computational domain. Figures 1.1 and 1.2 show meshed and 
meshless domains in 2D and 3D, respectively.
Figure 1.1: Meshed domains in 2D and 3D
Figure 1.2: Meshless domains (using scattered nodes) in 2D and 3D
nodes
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Meshless methods require neither surface nor domain discretization. It does not 
involve numerical integration, and the formulation is similar for problems in both 2D and 
3D cases. Numerically, it is easy to code and easy to learn. Because there is no meshing 
required, it proves to be computationally cost effective [3].
1.2 Thesis Overview
This thesis focuses on the numerical solution o f wave equations in 2D through the 
sole use of meshless methods. All numerical results and figures are obtained through the 
mathematical computer software MATLAB. Meanwhile, the mathematical symbols and 
fonts seen within the text are possible through the software MathType. Furthermore, all 
examples within this thesis are limited to second order linear differential operator 
problems in 2D. While this thesis focuses on solving equations in 2D, the process for 
solving problems in 3D is straightforward and can be solved as simple extensions to the 
techniques discussed herein.
Chapter 2 serves as an introduction to radial basis functions (RBFs) [16], a meshless 
technique used to approximate multivariate functions or surfaces. The methodology of 
RBF interpolation and approximation is discussed as well as considerations to ensure 
solution stability. One important way to ensure such stability is to appropriately select 
among the globally supported RBFs or compactly supported RBFs. An example in 
surface reconstruction is also presented to illustrate the usefulness and efficiency of RBF 
approximation. Additionally, the fundamental principles brought out in Chapter 2 are 
used in Chapters 4 and 5. In these chapters, RBFs are functional in the calculation of 
particular solutions to solve nonhomogeneous PDEs as well as time-dependent problems.
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In Chapter 3, the method o f fundamental solutions (MFS) [11, 15] -  the primary 
meshless method for solving wave equations in this thesis -  is explained. Two examples 
(one in a simply-connected domain and one in a multiply-connected domain) of the 
numerical implementation of the MFS are offered. The dominant factors that affect the 
accuracy of the MFS are also discussed. Moreover, the techniques o f the MFS are used in 
Chapters 4 and 5.
In Chapter 4, the method o f particular solutions (MPS) [1] -  a method that solves 
nonhomogeneous PDEs -  is described. Nonhomogeneous PDEs are split into two 
portions. One portion of this process deals with a homogeneous equation in which the 
MFS is employed to arrive at an approximate solution. The other portion deals with the 
calculation o f a particular solution through RBF techniques. Numerical examples are 
further given as evidence to demonstrate the effectiveness o f MPS. Eastly, an analysis of 
the accuracy o f  the MPS is surveyed.
In Chapter 5, we focus on solving wave equations by using the MFS in conjunction 
with the techniques discussed in previous chapters: RBFs and the MPS. Currently, there 
are two major approaches to solve the wave equation: (i) elimination of the time 
dependence by using the Laplace transform and (ii) using the method o f discretization in 
time to approximate the time derivative. In this thesis, we propose to reduce the given 
wave equations to a series o f inhomogeneous modified Helmholtz equations. The 
solution of these problems can then be further split into evaluating particular solutions 
and solving the related homogeneous equations (through the MPS). The MFS is adopted 
as the major numerical method to evaluate the homogeneous solution of the modified 
Helmholtz equation. Furthermore, the proposed method will require a closed form
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
particular solution for the modified Helmholtz equation. The difficulty o f the first 
approach is that the inverse Laplace transform is ill-posed. For the second approach, high 
accuracy is difficult to achieve due to the low order time-stepping algorithm. Intensive 
numerical tests are performed to compare the advantages and disadvantages o f these two 
approaches.
The final chapter, Chapter 6, recognizes the conclusions and contributions o f this 
thesis. Potential research topics are suggested, and related topics that are under current 
investigation are noted.
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CHAPTER 2
RADIAL BASIS FUNCTIONS 
Radial basis functions (RBFs) are primarily used to reconstruct unknown, 
multivariate functions from known data. Such functions may be solutions to partial 
differential equations and subjected to additional conditions, defined on irregularly 
shaped domains rather than the straightforward square or rectangle, or rely on scattered 
data points as opposed to uniformly distributed grid points. While the more classical 
methods -  finite element method (FEM), finite difference method (EDM), and boundary 
element method (BEM) -  would require the tedious task of generating mesh on the 
domain and boundary, RBFs do not. Instead, RBFs reduce multivariate functions to 
scalar functions, which allow for a method that is efficient, accurate, stable, easy to 
implement, and truly meshless.
In recent decades, employing RBFs in the fields of numerical mathematics and 
scientific computing has been on the rise. Introduced by R.L. Hardy [19] in 1968, RBFs 
were first used for geophysical surface-fitting. By 1982, a mathematical appreciation 
toward RBFs resulted from the publication of a survey paper by R. Frank [14], who 
assessed 29 approximation methods concerning RBFs. Today, the implementation of 
RBF approximation is widespread: computer graphics, surface reconstruction, neural 
networks, picture processing and scratch removal, medical applications, science and 
engineering problems, etc.
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2.1 Definition
A radial basis function (3 : —> M is a univariate real-valued function that is used
via
0 (x , _y) -  (p{r) for all x ,y  & (2 .1)
as a symmetric multivariate function O : x E"' ^  M . 0  is called the associated kernel,
and r represents the radius (or Euclidean norm) among data points:
r = ||x-_y||.
For convenience, let us denote
^p,(r) = ^£>(||x-x,||).
A list of globally supported radial basis functions can be found in Table 2.1.
(2.2)
(2.3)
Table 2.1: Commonly used radial basis functions
Name CPD order
Thin Plate Spline (TPS) r^ logr 2
Cubic Spline 2
Multiquadric (MQ) 1
Inverse Multiquadric 1 / Vr^ + 0
Gaussian 0
In the table above, CPD is “conditionally positive definite” and c (the shape parameter) 
represents some constant that can be chosen to increase accuracy.
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2.2 Interpolation and Approximation 
Given a 2D finite set o f scattered n data points (x, ,y~), often known as centers (or 
interpolation points), it is assumed that some function values /  are known. Based
on this known data, the task is to approximate a function that will fit the function values. 
Using RBFs, one can find a linear combination that closely approximates the function /  :
(2.4)
/=! /=!
where {a, } are unknown coefficients that are to be determined. Simply put, there are 
measurable distances among the n centers (see Figure 2.1).
Figure 2.1: 2D representation o f distances among n centers {n = 5)
(:r,;/)
> #
^  #I \ (;:2,T2)
These distances are then applied to a selected radial basis function (as indicated in Table 
2.1) and written as n linear combination equations. The resulting system is
= (2.5)
where A is the n x n  symmetric coefficient matrix of the linear equations, â  is the vector 
of corresponding unknown coefficients, and /  is a vector o f the associated function
8
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values. Provided matrix A is nonsingular, the unknown coefficients {a,} are uniquely 
solvable;
^  = ^ " 7  (2.6)
2.2.1 Positive Definite vs. Conditionally Positive Definite 
The nonsingular condition o f the interpolation matrix ^  is a critical issue when 
attempting to solve for the unknown coefficients {cr, } . If the matrix is positive definite,
then it is nonsingular and invertible. Selecting RBFs denoted with a CPD order of zero 
(refer to Table 2.1) will ensure that the matrix is positive definite. Hence, RBFs with 
CPD order of zero are called symmetric positive definite (SPD).
For RBFs with a CPD order o f m (e.g., the TPS or cubic spline), the nonsingular 
condition of matrix A is not met. Fortunately, this can be overcome by the addition of 
polynomial terms. In this case, such RBFs are called conditionally positive definite (CPD) 
with order m. The approximation of a function /  then becomes
M
along with the constraints
/=i j=\
where
M  =
m + d - f  
d  y
(2.9)
and d  represents a cf-variate polynomial, P. For example, if  (p{r) = r^ logr were chosen 
as the RBF, then M  =3,  and the function/  would be approximated by n + 3 equations:
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7(;c, y) = ^  log r + ,  (2.10)
i=]
with the constraints
X ^ -  =  Z " X ^ , x  = 0 .  (2 .1 1 )
( = 1  f - l  J=1
2.2.2 Eigenvalues and Condition Number 
The eigenvalues and condition number of matrix A are also significant issues in RBF 
approximation. I f i s  an n x n  matrix, then any scalar À satisfying the equation
Ax = Àx,  (2.12)
for some m x 1 vector x 0 , is called an eigenvalue of A. The matrix A can have many 
eigenvalues. O f particular interest are the maximum and minimum eigenvalues. These 
eigenvalues can tell us about the condition number o f matrix A. The condition number of 
A is given by
cow/(v4) = ^ ,  (2.13)
where and are the maximum and minimum eigenvalues of A.
The condition number of a matrix indicates the sensitivity o f the solution. Very large 
condition numbers indicate an ill-conditioned problem and unreliable solutions, while 
small condition numbers point toward solution stability. The accuracy of the RBF is 
inversely related to the condition number o f the interpolation matrix [28].
2.2.3 Compactly Supported Radial Basis Functions 
The RBFs listed in Table 2.1 are globally supported, which can sometimes lead to 
dense interpolation matrices that are extremely ill-conditioned. This is especially the case 
when dealing with large-scale problems or a vast number (perhaps thousands) of
10
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interpolation points. To overcome the dilemma of ill-conditioning, the employment of 
Wendland’s [31] compactly supported RBFs (CS-RBFs) is needed. CS-RBFs, which are 
positive definite functions, allow for the interpolation matrix to be sparse and for the 
problem to be easily solved. CS-RBFs are piecewise polynomials defined as
where, n e N .
0- 7 = - (1 - 7 %
0,
/ /  0 < r < 1 
r > l
(2.14)
Table 2.2: Wendland’s CS-RBFs
d
1
(1-7+ c°
(l-7 l(3 r + l)
( l - r 7 ( 8 r ' + 5 r  + l) c
2,3
(1-7: c “
(1-7! (4^  + 1) c"
( l - r ) ' ( 3 5 r ' + 1 8 r  + 3) c"
( l - r ) ' ( 3 2 r ’ + 2 5 r ' + 8 r  + l)
For any given dimension d  and smoothness t  e  N , there exists a positive
definite polynomial q){r) with minimum degree that can be constructed. While CS-RBFs
11
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reduce the ill-conditioning of an interpolation matrix, the accuracy relies significantly on 
the scale of the support. In Table 2.2, the supports of all of the functions have been 
normalized to [0, 1]. However, these functions can be rescaled with the support of radius
a  by using ç  — for a  > 0 . When dealing with a large amount o f interpolation points
that are compacted within the domain, a  should be chosen to be small. For small 
enough or, the interpolation matrix will be sparse. When dealing with a small amount of 
interpolation points, a large a  should be chosen. Consequently, a large a  causes the CS- 
RBF to become globally supported.
2.3 Surface Reconstruction 
Using the approximation method described above, let us consider the reconstruction
of the following 2D surface: / (x ,y) = (Figure 2.2).
Figure 2.2: Graph of / (x, y) = -xye
0.2
-0.2
12
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To approximate this function, we generate 144 known data points (or interpolation 
points) and select (p{r) = . Since the cubic spline has a CPD order of 2, additional
polynomial terms will be added to the approximation to ensure the solvability of the 
unknown coefficients {«,}. Hence, there will be 147 equations (or 147 unknown 
coefficients) to solve for the approximation:
!44
T) = + or,45 + (2.15)
Let’s consider two cases: (1) using 144 uniformly distributed x-y pairs, and (2) using 144 
randomly distributed x-y  pairs. Once the coefficients are solved, a new set of x-y pairs are 
generated and “fitted” into equation (2.15). Figures 2.3 and 2.4 are scatter plots of the 
uniformly distributed x-y pairs and the associated known data points, respectively. The 
approximation is then tested on 289 uniformly distributed points, and the resulting
absolute error between the test points and the true graph o f / (x, y) = -xye'^  ^ are 
shown in Figure 2.5.
Figure 2.3: Uniform distribution of 144 x-y pairs
13
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Figure 2.4: 144 known data points (uniform distribution)
-0,2 J
Figure 2.5: Absolute error of approximation
X 1 0 '
Using 144 uniformly distributed x-y pairs and the cubic spline as the RBF, the error 
between approximation and the true graph is as small as 10““*. Meanwhile, using 144 
randomly distributed x-y pairs (see below), the accuracy of approximation reaches 10“^ . 
Figures 2.6 to 2.7 are plots of the randomly distributed x-y pairs and the associated
14
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
known data points, respectively. Figure 2.8 is the absolute error o f approximation 
between the 289 uniformly distributed test points and the true graph.
Figure 2.6: Random distribution of 144 x-y pairs
2
1,5
1
0. 5
0
- 0. 5
-1
- 1. 5
-2 -1. 5 -1 -0. 5 0  0. 5 1 1.5 2
Figure 2.7: 144 known data points (random distribution)
0.2
-0.2
15
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 2.8: Absolute error of approximation
Whether uniformly distributed or randomly distributed data points are used, the 
approximations of / (x, y) = -xye"'‘ " are still fairly accurate, with accuracy reaching
10“’ or 10^ "*. Of course, it is preferable to use uniformly distributed points when 
reconstructing surfaces since there is a slight increase in accuracy. Furthermore, it is 
important to note that accuracy will improve with an increase in interpolation points. 
Increasing the amount o f interpolation points to 300 or 400 points results in an accuracy 
of 10"'.
2.4 Concluding Remarks 
It is easy to see that RBF approximation does not require a uniform grid system. The 
key feature to RBFs is the ability to approximate scattered, known data points on a 
meshless domain. The only information being manipulated is the distance among centers. 
Distances (merely scalars) are effortless to compute. For multidimensional problems, the 
degree of difficulty to compute scalars does not change. This component alone gives RBF
16
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approximation an immense computational advantage over the classical methods.
Solution stability and computational efficiency should always be considered when 
implementing RBFs in the reconstruction o f surfaces. RBFs can be adequately chosen to 
ensure a nonsingular interpolation matrix. The addition o f polynomial terms for CPD 
RBFs, proper selection of the amount of interpolation points, or appropriate choice of 
compact support for CS-RBFs can ensure this condition. Furthermore, analysis o f 
eigenvalues or the condition number of the interpolation matrix is beneficial.
RBF approximation is the technique that is most applicable to this thesis. In 
subsequent chapters, RBFs are used to solve nonhomogeneous partial differential 
equations (PDEs) as well as time-dependent problems. In Chapter 4, RBFs are used 
primarily to approximate inhomogeneous terms and particular solutions. In Chapter 5, the 
implementation o f RBFs is an essential component for solving the wave equation.
17
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CHAPTER 3
THE METHOD OF FUNDAMENTAL SOLUTIONS 
Many boundary value problems in science or engineering involve domains that are 
irregular in shape. Such problems can be extremely difficult (and relatively expensive) to 
solve with domain meshing methods like the FEM or FDM. Instead, it is preferable to use 
the less costly BEM, since it only requires boundary meshing. However, this method also 
has its disadvantages: (1) it may involve the evaluation of singular integrals; (2) it 
becomes complicated when meshing surfaces in 3D; and (3) it has a slow rate of 
convergence due to the use of low order polynomial approximations.
Improving upon the discretization o f the domain or boundary, meshless methods have 
evolved as the most advantageous means to solve boundary value problems (of any 
shape). As an indirect extension o f the BEM, the method o f  fundamental solutions (MES) 
has emerged as a powerful meshless method for solving boundary value problems. 
Initially proposed by Kupradze and Aleksidze [23, 24] in 1964, the MFS has been also 
known as the superposition method, desingularized method, and the charge simulation 
method. Extensively studied by Cheng [9], Katsurada and Okamoto [21], and Kitagawa 
[22] in the late 1980’s, Fairweather and A. Karageorghis [13], Goldberg and Chen [15] in 
the 1990’s, and Cho et al [II] in the 2000’s, the MFS has been established as a useful 
method in solving homogeneous, elliptic PDEs.
18
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3.1 Methodology and Fundamental Solutions 
The MFS approximates the solution of a PDE by way of linear combinations o f the 
fundamental solution o f the governing differential operator. A generalized homogeneous 
PDE problem with mixed boundary conditions in 2D is
Lu{x,y) = Q, x ,y s Q .,  (3.1)
«(;c,y) = g,(x,_y), x .y /eE ,, (3.2)
^ w (x ,y )  = g2(x,:x), % ,TEE,. (3.3)
on
Z is a second order linear differential operator with a known fundamental solution. Q is a 
bounded, nonempty, connected domain with boundary ôQ , where ÔQ = F, u  Fj and
F, n  Fj = 0  . g, and ^re known functions and du / dn is the outward normal 
derivative o f u to the boundary. A PDE problem having (3.2) as the only boundary
condition on ôQ has Dirichlet boundary condition. The presence o f du / dn as the only
boundary condition is called the Neumann boundary condition. The Rohin boundary 
condition has both (3.2) and (3.3).
An approximate solution to the above PDE problem with Dirichlet boundary 
condition is represented by
w(:K,};) = ^ ^ y G ( r ) ,  (3.4)
y=i
where |  are unknown coefficients, G (r) is the associated fundamental solution of the
governing differential operator, and r is the Euclidean norm as defined in (2.2). 
According to the MFS, m collocation points on the boundary ôQ and m source points on 
a fictitious boundary outside of the physical domain (see Figure 3.1) are used to
19
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approximate (3.4). The rationale behind using a fictitious boundary is to ensure that there 
will be no singularities in the linear combinations of the selected fundamental solution. 
The Euclidean distance between a point and itself on the boundary dQ would yield 
r = 0; this may pose a problem for calculations involving the fundamental solution.
Figure 3.1 : Distribution of collocation and source points for the MFS
source points
cohocafion
pohüs
To approximate the solution to the PDE problem with mixed boundary conditions, 
I must satisfy the following linear equations [15]:
ï ,= ÿ / ? ,G ( r ) ,
7=1
(3.5)
(3.6)
where m is the number of collocation points on T, and m is the total number o f source 
points. In the MFS, a fundamental solution G{r) is required. Table 3.1 lists the 
fundamental solutions to the differential operators that are used in this thesis.
20
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Table 3.1: Fundamental solutions to commonly used differential operators
Name of Operator L G (r) in 2D G{r) in 3D
Laplacian A — — log r 
2;r
1
4;rr
Helmholtz A + /L^ 1
4;rr
Modified
Helmholtz
A-A^  ^ g-"''
Anr
In Table 3.1, denotes the Hankel function o f the second kind of order zero, is
the modified Bessel function of the second kind o f order zero, and i = y[-A .
3.2 Numerical Implementation 
The numerical implementation of the MFS is similar for both simply-connected and 
multiply-connected domains. Let us consider the following PDE problem with Dirichlet 
boundary condition:
Aw = 0, x ,y e Q , (3.7)
w = sin X coshy, x ,yeôlQ , (3.8)
defined on a simply-connected domain (an ellipse):
Q u  ÔQ = j (x, y) : —  -t y < 1 (3.9)
For this problem, we use 60 uniformly distributed collocation points and 60 uniformly 
distributed source points on a fictitious circle with radius r = 4 (see Figure 3.2). The
21
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approximation is then tested on 121 uniformly distributed collocation points, and the 
absolute maximum error, which refers to the greatest error among these test points and 
the exact solution u, is 6.8834x10 '^.
Figure 3.2: Distribution o f collocation and source points 
on a simply-connected domain
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Let us also consider the same PDE problem defined on a multiply-connected domain 
(an ellipse with two holes in it):
Q u ô Q  -  I (x ,y) : - ^  + < 1, ( x - l )  -i-y^ > —, (x + l) -i-y^> —i. (3.10)
Using 60 uniformly distributed collocation points (50 on the ellipse and 5 each for the 
inner circles, 60 uniformly distributed source points (50 on the fictitious circle and 5 each 
inside the inner circles), and a fictitious circle, centered at (0, 0), with radius r = 4 (see 
Figure 3.3), the absolute maximum error between the approximation ü (utilizing the 121 
test points) and the exact solution u is 7.5495 x 10 ’^ .
22
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For this particular problem (whether the domain is simply-cormected or multiply- 
connected), an increase in the radius of the fictitious circle results in a slight decrease in 
approximation accuracy. For radius r = 20, accuracy is 10"^. Furthermore, a reduction in 
the total number o f collocation/source points produces a slight decrease in accuracy. 
Using 20 collocation/source points, the accuracy is 10”^ . Accuracy is similar regardless 
of the placement o f the collocation points in the multiply-connected domain (i.e., the 
amount o f collocation points distributed among the inner circles and outer ellipse). An 
interesting point for the multiply-connected case is that the best accuracy was achieved 
with at least five collocation points for each inner circle.
Figure 3.3: Distribution o f collocation and source points 
on a multiply-cormected domain
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3.3 Analysis o f Accuracy 
The degree of accuracy of the MFS is contingent upon several factors: (1) the shape 
of the fictitious boundary; (2) the size o f the radius for the fictitious boundary (using a
23
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circle); (3) the quantity o f collocation and source points (which should always be the 
same quantity); and (4) the placement of the collocation points and source points 
(uniformly distributed or randomly distributed).
For the MFS, the shape of the fictitious boundary can mimic the shape of the original 
boundary. However, for irregularly shaped boundaries, it may be difficult to construct a 
fictitious boundary with the same shape. For simplicity in computer coding, it is easiest to 
use a circle as the fictitious boundary. Despite their shapes, fictitious boundaries serve the 
same purpose; to cancel out singularities that may occur on the original boundaries. 
Therefore, it is best to use a fictitious circle in 2D and a fictitious sphere in 3D [15].
When the domain and the fictitious boundary are both circles, research by 
Bogomolny [2] and Cheng [9] has proven that the accuracy of the MFS improves as the 
fictitious radius enlarges. Work by Katsurada [20], involving arbitrary analytic curves in 
2D, has confirmed this result. However, when the domain is not circular, this result is not 
necessarily applicable. Note that in the two examples from the previous section, an 
increase in the size o f the fictitious radius resulted in a decrease in accuracy. For many 
boundary value problems, the condition number of the collocation matrix increases 
exponentially and the MFS equations can become highly ill-conditioned as the fictitious 
radius increases [15, 22]. When testing for MFS accuracy, it appears that there will be a 
critical fictitious radius that will minimize absolute maximum error. At present, however, 
there is no specific way to predict the value of radius r that will minimize such error [10].
As a rule o f thumb, the amount o f collocation points and source points must be the 
same. Generally, the more collocation/source points used in the MFS equations, the more 
accurate the approximation. Accuracy will increase with an increase in collocation/source
24
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points, but there is a critical amount of points after which accuracy will no longer 
improve. Regarding the previous examples, accuracy was relatively high for as little as 
60 collocation/source points.
The placement of collocation and source points is another significant factor in the 
accuracy of the MFS. So far, there is no theoretical result regarding the optimal selection 
o f these points. In general, we choose uniformly distributed source and collocation 
points. Source points are normally equally spaced on the fictitious circle. Because the 
domain can be oddly-shaped, it may seem tricky to have equally-spaced collocation 
points. However, uniform distribution can be accomplished by placing collocation points 
along the same angles at which source points are placed.
3.4 Concluding Remarks 
From a numerical standpoint, the MFS has many benefits. The MFS is truly meshless; 
neither domain nor boundary discretization is needed. Calculations within this method are 
singularity-free due to the application o f a fictitious boundary. Requiring no numerical 
integration, the MFS produces low-cost computation and works well for irregularly 
shaped domains or high dimension problems. Furthermore, accuracy for this method can 
be optimized by taking into account the number and placement of collocation points and 
the size of the fictitious radius.
In the next chapter, the method of particular solutions (MPS) -  a method that solves 
nonhomogeneous PDEs -  is discussed. A major part of this process deals with a 
homogeneous equation in which the MFS is employed to arrive at an approximate 
solution.
25
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CHAPTER 4
THE METHOD OF PARTICULAR SOLUTIONS
Introduced by Nardini and Brebbia [26] in 1982, the dual reciprocity method (DRM) 
has been particularly valuable in solving nonhomogeneous PDEs. In the past, engineering 
literature exclusively used the ad-hoc choice basis function 1 + r  for approximations 
within the DRM. In the mid 1990's, however, Golberg and Chen [15] submitted a series 
of papers on RBFs to mathematically justify the use of suitable RBFs for the DRM. For 
example, the TPS, MQ, inverse MQ, and CS-RBFs [31, 32] are preferable basis functions 
for use in the DRM.
The theoretical foundation o f RBFs in mathematical literature has contributed toward 
advances on the DRM development. Choosing an appropriate RBF can significantly 
improve both accuracy and efficiency for the DRM. An enhanced calculation o f the 
particular solution -  a crucial step in the DRM process -  is also brought about by proper 
selection of an RBF. Furthermore, it is essential to note that CS-RBFs allow for large- 
scale PDE problems to be solved.
The main idea of the DRM for solving nonhomogeneous PDEs, Lu = f ,  is to expand 
the nonhomogeneous term /  in terms o f its values at the interpolation nodes so that a 
particular solution can be obtained [4]. This is done by RBF approximation. The 
governing equation can then be reduced to a homogeneous equation through the method 
o f particular solutions (MPS).
26
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4.1 Methodology
Stemming from the DRM, the MPS is used to solve nonhomogeneous PDEs [1]. Let 
us consider the following nonhomogeneous problem in 2D:
= (4.1)
= (4.2)
;^ u (x ,) /)  = g2(x,}'), x ,y e E 2 , (4.3)
on
where Z, Q , E ,, F j are defined as in (3.1) -  (3.3) of the previous chapter, and /  , g , ,
and ^2 are given functions. The key idea to solving a nonhomogeneous PDE through the
MPS is to split the solution u into the sum of its homogeneous solution, , and its 
particular solution, w :
"  = (4.4)
where « satisfies the nonhomogeneous equation
(4.5)
but does not necessarily satisfy the boundary conditions (4.2) and (4.3). Rearranging the 
terms in (4.4), we can define as
«A =w -w ^. (4.6)
By linearity,
Thus, u. satisfies
Lu^= L{ u - u^^ = L u - Lu^ = f  -  f  = 0 . (4.7)
LUf,=0, x , y e Q ,  (4.8)
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(4.9)
d_
dn " dn~  § 2 ~ ~ Z [ ^ p ^  X j ^ e F j .  (4.10)
Once and du^jdn  are known, (4.8) — (4.10) can be solved through the MFS. The final
solution for (4.1) -  (4.3) is then obtained by (4.4).
The critical step for the MPS is how to obtain a particular solution . Theoretically,
particular solutions are not unique, but finding one particular solution is sufficient for
numerical implementation. In general, w h en /is  a simple function -  such as a polynomial 
or finite trigonometric sum -  w can be obtained analytically. For example, i f /  = x and
x^the given PDE was Aw  ^= x , then possible particular solutions could be; = —  ,
_ x^  _ x ’u ^ -  —  + xy ,  -  — + xy+ 2 , . . . ,  etc.
Realistically, the nonhomogeneous term/ may not turn out to be simple. When this is 
the case ,/can  be approximated by a finite linear combination o f basis functions (refer to 
Chapter 2):
/ « /  = ^rx,%(r), (4.11)
1=1
where {or,} are unknown coefficients that are to be determined and (pfr) is as defined in 
(2.3). Once /  is established, an approximate particular solution « to w is similarly 
obtained. According to the DRM, w can be evaluated by a series of approximate 
particular solutions.
(4.12)
/=!
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where O satisfies
ZO ,(r) = ç?,(r). (4.13)
The normal derivative of the particular solution is approximated by
^  = (4.14)
OVl O f7
4.2 Using the Thin Plate Spline 
In order to approximate the particular solution, a closed-form O must be obtained.
Recall that when implementing the TPS <p(r) = r^ log r for interpolating the
nonhomogeneous term in 2D, there will be additional polynomial terms in the 
approximation;
= + (4.15)
1=1
with constraints
= Z  = 0 . (4.16)
=1 / = !
Likewise, when approximating the particular solution w , the additional polynomial 
terms must be considered [7]. By linearity, it suffices to solve (4.13);
Z O /r )  = logr, 1 < i < », (4.17)
Z 4^,= l, (4.18)
Z^2 = X, (4.19)
Z T , = y . (4.20)
Hence, the particular solution w is given by
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«p = + +«„.2'î'2 ■ (4.21)
1 = 1
The same process can be applied to higher order splines (i.e. 
logr, logr, r* logr , ...), which will be addressed in Section 4.4.1.
4.3 Particular Solutions for the Laplacian Operator, Z = A 
Note that the Laplacian operator Z = A is both translationally and rotationally 
invariant. To obtain O in (4.13) for the 2D case, we can rewrite AO in polar form:
r dr
(4.22)
dr
Depending on the selected RBF (p, O can be obtained by repeated integration. Symbolic 
computer software (like Mathematica) can conveniently obtain O analytically. However, 
careful attention to the integration constants should be taken into consideration (since 
such software tends to omit these items).
Using the TPS (p{r) = r^ log r  as a basis function, by direct integration of (4.22),
r dr
= r^ lo g r, (4.23)
\  ^  y
and choosing integration constants C, = Q  = 0 , we get the particular solution [15, 16]
(4,24)
16 32
Using MQ (p{r) = yjr^ , by direct integration of (4.22) and proper selection o f the 
integration constants, the particular solution becomes [15, 16, 17]:
0 ( r )  = —^4c^ +r^^yjr^ +c^ -  — log |c  + + /  j . (4.25)
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Undergoing a similar process, the inverse MQ q>{r) = 1 / +c^ yields a particular
solution of [15]
Tog^c +Vr0 ( r )  = +c^ - c \ iP  +c^ (4.26)
For CS-RBFs (which is an alternate choice when dealing with a large number of 
interpolation points and the resulting ill-conditioned, dense interpolation matrix), the 
derivation o f a particular solution is the same. However, it is important to take into 
account the compact support a  . From (4.13), we get
AO ■<P
v«.
(4.27)
By straightforward integration the particular solution is [4]:
O
ds.
f  0
rr 1
dt I “ dt* g
r < a ,  
ds, r > a .
(4.28)
Table 4.1 shows a list o f particular solutions O corresponding to various CS-RBFs cp 
[4].
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Table 4.1 : Particular solutions O to various CS-RBFs (p in 2D
(p
1 - -
a
 ^ ------- + — , r < a
\ 6a  9a  4 
.2  _ 25a~ a  , '  r '
Vo: y
r > a
4-^ + 1 
V «  ,
5r^ Ar^
49a" 12a" 5a" 8a^ 4
529a" a " ,
+ — log
5880 14
r < a
r > a
y a y
I  or y
35
l,ay
+ 18— 13 
a
I r 64r® 1 0 5 / 64r"
+  -
20a" 27a" 16a"  ^ 7a"
35r" 7r" 3r"
+ — + T '6 a  4 a
3517a" a " ,---------- + — log
15120 6
r r ^
r < a
r > a
8
( ^ Y r^-Y  o r  11---- 32 -  +25 — + 8 —+ 1
+V ( a ;  a  ^
3 2 r‘-’ 77r'" 6 4 r"
- +  -
169a" 48a'" 11a"
23 Ir'" 3 5 2 /
+  -
20a' 27a"
6 11 A3 5 2 /  2 3 1 /  1 1 /  H r- r
■ +  : ^ +
27a" 32a^
541961a" 7a"
-  +  -
6a^ 16a"
8030880 1 5 6 a ' ’
r < a
r> a
4.4 Particular Solutions for Helmholtz-Type Operators, Z = A ± T"
Based on a theorem by Duchon [12], it has been suggested by Golberg and Chen [16] 
to use the TPS ^ (r) = r" lo g r in the approximation o f the nonhomogeneous term and 
particular solution for Helmholtz-type operators. Their derivation of the particular 
solution for the modified Helmholtz operator Z = A - 1" in 2D is [7]:
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0 (r )
4 41ogr r" lo g r 4Kg (Ar)
y  A"
4 4 /
A" A' (4.29)
Here, K^ is the modified Bessel function of the second kind of order zero and 
y  i== 0.5772156649015328 is Euler’s constant. The particular solution for the Helmholtz
operator Z = A + T" in 2D is [7];
0(r) =
4 41ogr r" lo g r  2 ; r /  (Tr)
^ ~  + ^ — -,  r + 0.
A" A" A"
4 Ay 4 ,
(4.30)
r  = 0.
where /  is the Bessel function of the second kind of order zero. Also, from (4.18)- 
(4.20), it can be shown that
T , (4.31)
4.4.1 Higher Order Splines 
To achieve better approximations of /  and û , it is ideal to use higher order splines
^ (r)  = r"” logr, »>1, (4.32)
where n is the order of the spline. Using higher order splines, particular solutions for the 
modified Helmholtz operator Z = A -T " can be found by using the general formula [25]:
n+] n+]
0 (r ) = .4 /  (Ar) + ( Ar) + ^  g , / ' "  log r , (4.33)
*:=l
where A is arbitrary (and can be chosen to be zero), /  and are Bessel functions of 
order zero, and
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B = -
T2n+2
[(2»)üf
[(2Z -2)!!f
2 k - 2 n - 4
J = k
-2
1 < A: < ».
1 < A < » + l. (4.34)
Specifically, the particular solutions for (p{r) = log r is
0 ( r )  =
96 8r" 64 log r 16»" log r  r^'logr 6 4 (2 r)
---------M--------7^ -------------- -------------------------- 7^ ------,2" 2 
96 64r 64
2" 2" 
("Al
U j '
2" 2 " (4.35)
r = 0,
and for ç{r) -  r" log r is
0 ( r )  =
4224 480»" 12»'* 2304log» 576»" log»
1 Ï"  ?  ?  2" ?
36»'* log» »  ^log » 2304Kq(2»)
?  2"
4224 2304/ 2304,
2"
2"  2
» #  0, 
» = 0 .
(4.36)
The general formula for the particular solutions o f the Helmholtz operator Z = A + 2" is 
[25]:
n+] n
0(») = .4 Jo (2») + (2») + ^  c,»"'-" log » J,»"'-", (4.37)
Ar=i k=\
where A can be chosen as zero (since it is arbitrary), /  is the Bessel function of the 
second kind of order zero, and
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B — —
[(2»)!!]'
2 2 » + 2  ’
[(2»)!!)'
[(2A-2)!!]
-22 k - 2 n -A 1 < A < » + l. (4.38)
^k ■“ G X
j= k /
1 < A < ».
Using ç)(r) = »'* log r , we get
0 ( r )  = 2" 2
96 6 4 / 64
2*" 2" 2"
2" 2 " 2°
r ^ O,  
» = 0,
(4.39)
and using ç(r)  = r" log r , we get
0 (») =
4224 480»" 12»' 2304 log» 576»" log»
2 “ 2" 2 ' 2 “ 2"
^  36»' log» »*" log» ^ 1152;»/ (2»)
2'  2"
4224 2304/ 2304
2 “
2" 2" 2"
log
» 0, 
» =  0 .
(4.40)
Theoretically, it is preferable to use higher order splines due to higher convergence rate. 
However, computationally, higher order splines may cause numerical round-off errors.
When using higher order splines, the additional polynomial terms in the 
approximation must reach the same order as the spline being used. Table 4.2 lists the 
specific polynomial terms and their corresponding particular solutions.
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4.2: Particular solutions O for polynomial terms (p
9 O (p o
1 1
2 "
/ y ' 2 
2" 2'
X X
~ 2 ^
x" x" 6x
~ 2 ^ ^ 2 ^
y
2"
x"y x"y 2y 
2" 2'
x" x" 2 
2" 2'
xy~ 2x 
2" 2'
xy xy
2"
_ y" _ 6 y  
2" 2'
4.5 Numerical Implementation 
Let us consider the following modified Helmholtz equation
= (g""+g^)(l-2"), x , y e Q ,
u = e’"+e^, x , y e d Q ,
defined on a circular domain
Q u 9 Q  = |(x ,y ) :x " + y "  < l | .
The exact solution is given by u = e"‘ +e^ . For convenience of graphing, the exact
solution shown in Figure 4.1 is in the extended domain [-1,1]' -
(4.41)
(4.42)
(4.43)
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Figure 4.1: Graph of w(x,y) = g'‘ + e '
Sixty randomly placed points within the domain and the TPS <p{r) = »" log r are used 
to interpolate the nonhomogeneous term /  and to evaluate the particular solution. 
Equation (4.29) and the particular solutions for the additional polynomial terms (as 
specified in Table 4.2) are used in the calculation of the particular solution. After 
subtracting in (4.8) and (4.9), the problem then becomes homogeneous, and 40 evenly 
distributed collocation and source points are used to implement the MFS.
G(r) = — X o(2r) is the appropriate fundamental solution (from Table 3.1) and the
27T
radius o f the fictitious circle, centered at (0, 0), is r  = 5. Figure 4.2 shows the distribution 
of all relevant points. Table 4.3 and Figure 4.3 demonstrate the effect o f 2" on the 
accuracy of the MPS in the modified Helmholtz problem. For this analysis, the 
approximation is tested on 50 randomly placed points within the domain. The absolute 
maximum error refers to the greatest error among these test points and the exact solution.
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Figure 4.2: Distribution of interpolation, collocation, and source points
> ,  0»
In the table below, note that “E” represents a power o f “10.”
Table 4.3: The effect o f à}  on the accuracy of the MPS
absolute
maximum
error yj-
absolute
maximum
error
1 8.88E-16 324 1.51E-02
4 8.92E-04 361 1.54E-02
9 2.10E-03 400 1.56E-02
16 3.50E-03 441 1.58E-02
25 4.90E-03 484 1.60E-02
36 6.30E-03 529 1.62E-02
49 7.60E-03 576 1.64E-02
64 8.70E-03 625 1.65E-02
81 9.80E-03 676 1.67E-02
100 1.07E-02 729 1.68E-02
121 1.15E-02 784 1.69E-02
144 1.23E-02 841 1.70E-02
169 1.29E-02 900 1.70E-02
196 1.35E-02 961 1.71E-02
225 1.39E-02 1024 1.72E-02
256 1.44E-02 1089 1.73E-02
289 1.47E-02 1156 1.73E-02
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Figure 4.3: The effect o f X} on the accuracy of the MPS
I  10'"
,-12
,-14
,-16
The best accuracy is achieved when =1; the accuracy o f the approximation ù is as 
small as 1 0 with the absolute maximum error 8.88 x 10““’. For increasing values o f , 
the accuracy declines. At =1225, the accuracy is only 10““ with absolute maximum 
error 1.73x10“^ . It is obvious that for A^ =1, the problem in (4.1) -  (4.3) becomes a 
homogeneous PDE, which is solved solely through the MFS; this accounts for the high 
degree o f accuracy. For A^ >1, the problem is a nonhomogeneous modified Helmholtz 
equation.
4.6 Analysis of Accuracy 
The accuracy of the MPS relies on the approximations of the homogeneous solution 
and the particular solution « . Since is solely determined by the MFS, the main
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factors that can affect this part o f the MPS are those mentioned in Chapter 3: the quantity 
o f source points, m, and the size o f the fictitious radius, r. The only factor that can 
directly affect the calculation o f w is the quantity of interpolation points, n. Using the 
example of the modified Helmholtz problem in the previous section (with the default 
parameter settings n = 60, r = 3, m = 12, and 2} = 4), Table 4.4 and Figure 4.4 
demonstrate the effect of m, while Table 4.5 and Figure 4.5 demonstrate the effect of n 
and r. It is important to note that these same factors should be considered when analyzing 
the accuracy of other nonhomogeneous PDEs with second order linear differential 
operators. For Tables 4.4 and 4.5, the approximation is again tested on 50 randomly 
placed points within the domain, and the absolute maximum error is based on such 
points.
Table 4.4: The effect o f the # of source points, m, 
on accuracy of the MPS
I ll
absolute
maximum
error m
absolute
maximum
error
12 8.58E-04 60 8.92E-04
16 9.04E-04 64 8.92E-04
20 8.95E-04 68 8.92E-04
24 8.92E-04 72 8.92E-04
28 8.91E-04 76 8.92E-04
32 8.91E-04 80 8.93E-04
36 8.92E-04 84 8.91E-04
40 8.92E-04 88 8.92E-04
44 8.92E-04 92 8.91E-04
48 8.92E-04 96 8.91E-04
52 8.92E-04 100 9.13E-04
56 8.92E-04
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Figure 4.4; The effect of the # o f source points, m,
on accuracy o f the MPS
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The degree of accuracy stays at lO""* for the amount of source points 12<w <100 . 
This shows that increasing the number of source points does not significantly improve 
approximation accuracy. This occurrence is explained by the exponential convergence of 
the MFS (which deals solely with source points). There is no significant difference 
between the absolute maximum errors 8.58x10 ' ' (for m = 12) and 9.13x10 (for m = 
100). Hence, choosing a specific amount of source points is not an issue that ultimately 
affects the accuracy of the modified Helmholtz equation and the MPS. Utilizing the least 
amount of source points for the approximation is adequate. The best amount of source 
points to choose for this example ism  = 12, where accuracy is 8.58x10"".
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Table 4.5 The effect o f the # o f interpolation points, n, 
and the size of the fictitious radius, r, on the accuracy of the MPS
absolute maximum error
r n = 20 n = 40 n = 60 n = 80
2 6.50E-03 2.60E-03 1.30E-03 2.20E-03
3 5.70E-03 1.80E-03 8.58E-04 7.98E-04
4 5.60E-03 1.80E-03 9.00E-04 6.48E-04
5 5.60E-03 1.70E-03 9.10E-04 6.10E-04
6 5.60E-03 1.70E-03 9.14E-04 5.96E-04
7 5.60E-03 1.70E-03 9.15E-04 5.89E-04
8 5.60E-03 1.70E-03 9.16E-04 5.86E-04
9 5.60E-03 1.70E-03 9.17E-04 5.84E-04
10 5.60E-03 1.70E-03 9.17E-04 5.83E-04
11 5.60E-03 1.70E-03 9.17E-04 5.82E-04
12 5.60E-03 1.70E-03 9.18E-04 5.82E-04
13 5.60E-03 1.70E-03 9.18E-04 5.82E-04
14 5.60E-03 1.70E-03 9.18E-04 5.81E-04
15 5.60E-03 1.70E-03 9.18E-04 5.81E-04
16 5.60E-03 1.70E-03 9.18E-04 5.81E-04
Figure 4.5 The effect o f the # o f interpolation points, n, 
and the size of the fictitious radius, r, on the accuracy of the MPS
E
I
10'
1
  n =  2 0
—  n =  4 0
—  n = 6 0
—  n =  8 0
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12 14 168 102 4 6
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For this example, an increase in the amount o f interpolation points does not 
necessarily improve the aceuracy o f the approximation. As seen in Table 4.5, accuracy is 
o f the same degree for a larger amount of points. In general, however, a greater amount 
o f interpolation points will improve the accuracy of the approximation. For this particular 
example, the optimal accuracy of the MPS can be achieved with as small amount of 
points as possible; n = 60 or n = 80 is adequate. Computationally, the lesser the amount 
o f points being used in the ealculation, the lesser the amount of computational time.
The size o f the fictitious radius does not ultimately affect the accuracy of the MPS 
either. From Figure 4.5, it is clear that for r > 3 ,  the accuracy remains the same at 10”^  or 
10“'* for all eases.
4.7 Concluding Remarks
The MPS solves nonhomogeneous PDEs by splitting the problem into two portions; 
one that involves the homogeneous solution and one that involves the particular
solution w . While the homogeneous solution can be easily solved through the highly
effective MFS, the particular solution can be solved through RBF approximation. In the 
end, the sum of the two solutions gives us the overall approximate solution « = + w .
The factors that may affect the overall accuracy of the MPS include: the number of 
collocation/source points m, the size o f the fictitious radius r, and the number of 
interpolation points n. However, these parameters are not sensitive to the accuracy of the 
MPS; in spite o f changing the quantities o f such parameters, the approximations still have 
the absolute maximum errors that are o f the same degree. In the next chapter, the time- 
dependent wave equations are solved with the MPS approach.
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CHAPTER 5
THE WAVE EQUATION 
The focus of this thesis is to couple the MFS and the MPS in solving wave equations. 
In the preceding chapters, the approximate solutions to PDEs were produced through the 
meshless techniques o f RBFs, the MFS, and the MPS. While these examples did not 
involve the time variable, time-dependent PDEs (such as the wave equation) can 
nevertheless be solved through similar means. The main idea is to reduce the time-
dependent problem into a time-independent problem. Elimination o f the time variable is
possible through either the Laplace transform or finite differencing in time. Once the time 
variable is removed, the resultant wave equation is reduced to a series o f inhomogeneous 
modified Helmholtz equations, which can be solved through the aforementioned 
methods.
Let us consider the following wave equation in 2D
w„(x,Q = Aw(x,Q + / ( x ,0 ,  x e Q ,  f > 0 ,  (5.1)
with Dirichlet boundary condition
u{x,t) = g{x,t), x e ô Q ,  f > 0 ,  (5.2)
and initial conditions
w(x,0) = Wq( x ) ,  m,(x,0) = Wo ( x ) ,  (5.3)
where x = (x, y)  .
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5.1 The Laplace Transform 
To remove the time variable temporarily, we define the Laplace transform of u{x,t) , 
when it exists, as
£[w(x,t)] = t/(x ;j ')=  ^u {x ,t )e~ '’ dt (5.4)
where the transform parameter s is positive and real. By integration by parts, we obtain
£[w„(x,/)] = I ” u,Xx,t)e~‘’"dt (5.5)
= -w, (x , 0) + X I ” uXx,t)e~'“dt (5.6)
= -M,(ÜO) + x[xt/(x;x)-W o(x)] (5.7)
= 5'^f/(x;x)-XMo(x)-Wo(x). (5.8)
By substituting (5.4) and (5.8) into (5.1) and (5.2) and taking the Laplace transforms of 
f { x , t )  and g { x , t ) , the wave equation can be reduced to the following inhomogeneous 
modified Helmholtz equation:
I^U{x -,s) - s ^U{x -,s ) =  - sUç^ - sF { x -,s) - 'W q, x  e Q ,  (5.9)
U{x\s) = G{x-,s), x e ô Q ,  (5.10)
where F(x;5’) = Z :[/(x ,i)] and G(x;x) = £ [ g ( x ,0 ] .
The wave equation is now in the Laplace space and can be solved by the MPS and the 
MFS. As seen in equations (4.4) -  (4.7), the approximate solution
Û = Û ^ + Ü  (5 .11)
where satisfies
( à - s ^ ) U  = - sUq- sF ( x ;s) - W q, (5.12)
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but does not necessarily satisfy the boundary condition in (5.10). Meanwhile, satisfies
(A-.y")Û, =0, x e Q ,  (5.13)
Ûf,=G{x;s), x e d Q .  (5.14)
To approximate the particular solution Û , we refer to the closed form particular solution
0 ( r )  in equation (4.29). To approximate the homogeneous solution , we refer to the
fundamental solution G(r) “  found in Table 3.1. In both cases, À = s .
5.1.1 The Inverse Laplace Transform: Stehfesf s Algorithm 
After the approximate solution Û(x;s)  is found in the Laplaee space, the solution 
must be inverted back to the original time-space. Among all of the numerical inverse 
transform schemes, Stehfesfs algorithm [29] has been successfully implemented in the 
context of BEM [8, 33] and the MFS [5, 6]. For the first part o f Stehfesf s algorithm, n^ . 
distinct parameters s must be chosen for a given observation time t; i.e.,
L V = 1,2,...,17,, (5.15)
where n, is the number of terms in Stehfesf s algorithm and must be an even number. At 
each , an approximate solution U (x ;s J  from (5.9) and (5.10) must be obtained for any
given point x e Q u  dO. .
The second part of Stehfesf s algorithm is to invert the solution from the Laplace 
space to the time domain at any given time with the inversion procedure
w(x,f) = — (5. 16)
i v=i
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where
""t  - f T — x ---------------- . (5.17)
and [ Ÿ (v +1) J  is the largest integer less than or equal to ÿ (v +1).
The accuracy of Stehfesf s algorithm depends on the correct choice o f , the number
of terms in equation (5.16). As n, increases, the accuracy improves and then round-off
error becomes a factor and the accuracy eventually declines. The optimal has a
significant impact on the final solution for our proposed approach.
5.1.2 Numerical Implementation 
To demonstrate the effectiveness o f the Laplace transform in solving the wave 
equation, let us consider two test examples; one with a forcing term f { x , y , t )  and one
without a forcing term. Both test examples are considered in the domain Q u ô Q  = [0,l]^ 
for t > 0.
Test Example 1 
w„=Am, x , y s Q ,  (5.18)
u(x ,y ,t)  = 0, x , y e d Q ,  (5.19)
u{x,y,Qi) = sm7Txs\n7iy, x , y e Q ,  (5.20)
w,(x,y,0) = 0, x , y e Q ,  (5.21)
where the exact solution is given by
u(x ,y ,t)  = sin 7TX sin Try cos^^TTt^ . (5.22)
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To numerically evaluate the particular solution and to interpolate the 
nonhomogeneous term (the right side of the equation), 121 uniformly distributed points 
are placed within the domain [0,l]^ , and the TPS (p{r) = r^\ogr  is used (refer to
Equation 4.29). To approximate the homogeneous solution t/^ by the MFS, 24 equally 
distributed collocation points on the boundary and the same number o f source points on a 
circle with center (0.5, 0.5) and radius r  = 7.5 are used. The number of terms », for the
inversion of the Laplace transform is », = 20. Profiles o f the exact solution and the 
absolute error o f approximation at time t = 0.5 are shown in Figures 5.1 and 5.2, 
respectively. The absolute maximum error for the approximation, which is based on 121 
uniformly distributed test points, is 1.20x10'^.
Figure 5.1 : Test Example 1, exact solution a it  = 0.5
- 0.2
y-o.A
- 0.6
0.80 .5 0.6
0 .4
0.2
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Figure 5.2: Test Example 1, Laplace transform,
absolute error at t = 0.5
®  0.6
where
Test Example 2
= Aw + / ( x ,  y,t),  X,  y  e Q, 
w(x,y,t) = 0, x ,y e ô Q ,  
w(x, y, 0) = x(l -  x)_y(l -  y), x , y e Q ,
w,(x,y,0) = 0, x ,yeQ .,
/ ( x ,  y, t) = [2x(l -  x) + ly { \  - y ) -  x(l -  x)_y(l -  y)] cos t,
and the exact solution is
w(x, y, t) = x(l -  x)_y(l -  y)  cos t .
(5.23)
(5.24)
(5.25)
(5.26)
(5.27)
(5.28)
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Similar to the previous example, 121 uniformly distributed points are used to 
approximate the nonhomogeneous term, and the TPS ^ (r) = r^logr  is used in the
calculation o f the particular solution U^ (4.29). To approximate the homogeneous
solution , 32 equally distributed collocation points on the boundary and the same 
number o f source points on a circle with center (0.5, 0.5) and radius r = 2 are used. The 
number of terms n,. for the inversion o f the Laplace transform is », = 18. Profiles o f the
approximate solution and absolute error of approximation at time t = 2 aie shown in 
Figures 5.3 and 5.4, respectively. The absolute maximum error for the approximation, 
which is based on 121 uniformly distributed test points, is 7.1484 x 10”*^.
Figure 5.3: Test Example 2, exact solution at t = 2
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-0.01 .
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0 .5 0.6
0 .4
0.2
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Figure 5.4: Test Example 2, Laplace transform,
absolute error at t = 2
5.1.3 Analysis o f Accuracy 
As stated in Section 5.1.1, the accuracy o f the approximation for the wave equation is 
dependent on the proper choice of , the number o f terms in equation (5.16). A
particular choice of », may yield optimal accuracy for a certain time t, but another choice
of », may yield optimal accuracy for another time t. Referring to Test Example 1, and
using the same parameter settings in = 121, m = 24, and r = 1.5), the exact solution at 
time t = 1.5 is shown in Figure 5.5. The corresponding absolute error is shown for both 
», = 20 and », = 22 (in Figure 5.6). The absolute maximum errors for », = 20 and », =
22 are 1.009x10”' and 8.20x10”’ , respectively. It is obvious that at this specific time, 
», = 22 produces better accuracy than », = 20.
51
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 5.5: Test Example 1, exact solution at t = 7.5
= 0 .4
Figure 5.6: Test Example 1, absolute error at / = 1.5 
for = 20 and = 22
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For this example, », = 20 and », = 22 give way to optimal accuracy for different times.
However, the degree o f  accuracy is similar for both choices (refer to Table 5.1 and Figure 
5.7) as time increases. In the table below, the absolute maximum error for the entire 
domain is noted. A visual representation of the data is given in Figure 5.7
Table 5.1; Test Example 1, absolute maximum error 
of »., = 20 vs. ».. = 22 for 0 < t < 10
time ns = 20 ns = 22
0.5 1.20E-03 1.48E-02
1.0 2.13E-02 1.63E-02
1.5 l.OlE-01 8.20E-03
2.0 2.48E-01 1.08E-01
2.5 7.70E-02 7.40E-03
3.0 5.53E-01 5.07E-01
3.5 9.96E-01 9.38E-01
4.0 5.13E-01 5.40E-01
4.5 4.38E-01 4.35E-01
5.0 9.71E-01 9.78E-01
5.5 7.64E-01 7.57E-01
6.0 4.20E-02 5.26E-02
6.5 8.27E-01 8.25E-01
7.0 9.50E-01 9.35E-01
7.5 3.30E-01 3.41E-01
8.0 5.53E-01 5.51E-01
8.5 9.96E-01 1.04E+00
9.0 6.57E-01 6.85E-01
9.5 2.03E-01 3.22E-01
10.0 9.08E-01 8.46E-01
For small enough times, the approximation has accuracy that is either 10 ’ or 10 ’ . For 
/ > 3 , the approximation pretty much stays at 10”' accuracy.
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Figure 5.7: Test Example 1, absolute maximum error
of n^ . = 20 vs. = 22 for 0 < t < 10
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For this equation, it is evident that error increases as time increases. This can be 
explained either by the nature of the ill-posed inverse Laplace transform [6] or the 
instability o f the wave problem itself. As time progresses, a rise in error between the 
approximate solution and the exact solution suggest that the approximate solution is 
tending toward zero as time increases. Figures 5.8 and 5.9 demonstrate this tendency for 
the approximate solution to go to zero with an increase in time. The single test point (0.5, 
0.5) and the parameters n =121, m = 24, r = 1.5, and n,. = 22 are used to implement the 
Laplace transform for Test Example 1.
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Figure 5.8: Test Example 1, Laplace transform, exact solution
and approximate solution of (0.5, 0.5) for 0 < / < 10
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Figure 5.9: Test Example 1, Laplace transform, absolute error 
of approximation of (0.5, 0.5) for 0 < t < 10
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Similar to Test Example 1, Test Example 2 can achieve optimal accuracy at different 
times for different choices of ; that is, one choice for does not necessarily guarantee 
optimal accuracy for all times being tested. For this case, =16, 18, or 20 will generate
the best possible results. Using the parameter settings n = 121, m = 32, and r = 2, the 
table below lists the absolute maximum error for the entire domain. A visual 
representation of the data is given in Figure 5.10.
Table 5.2: Test Example 2, absolute maximum error 
o f M, = 16, 18, and 20 for 0 < t < 20
time ns = 16 ns = 18 ns = 20
1 2.277E-05 2.490E-05 4.416E-05
2 2.016E-04 7.148E-06 6.765E-05
3 1.300E-03 1.372E-04 2.578E-04
4 8.839E-05 2.000E-03 1.400E-03
5 1.090E-02 6.900E-03 2.200E-03
6 7.900E-03 4.891E-04 4.700E-03
7 2.560E-02 1.970E-02 1.270E-02
8 8.502E-04 6.900E-03 1.050E-02
9 3.750E-02 2.840E-02 1.970E-02
10 3.820E-02 3.440E-02 3.300E-02
11 6.100E-03 3.600E-03 6.500E-03
12 5.250E-02 4.760E-02 4.120E-02
13 5.370E-02 4.910E-02 4.590E-02
14 5.000E-03 2.600E-03 7.200E-03
15 5.050E-02 5.160E-02 5.240E-02
16 6.200E-02 6.070E-02 6.930E-02
17 1.850E-02 1.700E-02 2.220E-02
18 4.060E-02 4.230E-02 4.730E-02
19 6.150E-02 6.330E-02 6.880E-02
20 2.560E-02 2.600E-02 3.940E-02
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Figure 5.10: Test Example 2, absolute maximum error
of M, = 16, 18, and 20 for 0 < r < 20
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Comparable to Test Example 1, the error for Test Example 2 also increases with time. 
This, again, is attributed to the problem being unstable or the ill-posed inverse Laplace 
transform. The presence of a forcing term, however, allows for the approximate solution 
to be closer to the exact solution (for a short time period), keeping the error smaller than 
the wave equation without a forcing term (as Test Example 1). Nevertheless, error still 
increases over time, and the approximate solution goes to zero as time gets larger (see 
Figures 5.11 and 5.12). The single test point (0.5, 0.5) and the parameters n =121, m = 
32, r = 2, and M, = 18 are used.
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Figure 5.11 : Test Example 2, Laplace transform, exact solution
and approximate solution of (0. 5, 0.5) for 0 < t < 20
0 .0 8
0 .0 6
0 .0 4
0.02
: 0 
- 0.02 
-0 .0 4  
-0 .0 6  
-0 .0 8
  E x a c t  S o lu tion
—  A pp roxim ate S o lu tion
A
0  2  4  6 10  12  14  16 IB  2 0
tim e
Figure 5.12; Test Example 2, Laplace transform, absolute error 
o f approximation o f (0. 5, 0.5) for 0 < r < 20
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For both Test Example 1 and 2, the Laplace transform works well for very small 
time-frames. For Test Example 1 and the results in Figures 5.8 and 5.9, the Laplace 
transform has optimal accuracy for t <2.5. For Test Example 2 and the results in Figures 
5.11 and 5.12, optimal accuracy is achieved for t < 6 .  The decline in accuracy after the 
given time-frames is attributed to the ill-posed nature of the inverse Laplace transform. 
The difficulty of implementing the Laplace transform is the proper selection o f .
The question remains: how do we accurately pick n, ? It may be very time-consuming to 
determine the appropriate combination of parameter values r (radius), m (the number of 
source points, and n (the number of interpolation points) as well as n .^. Once the suitable
is selected, approximate solutions will be stable for changes in the parameters r, m,
and n. Hence, it is easiest to pick the smallest parameter values (that will allow for the 
most favorable accuracy) since these parameter values make no significant difference in 
accuracy. This is the reason the parameters for Test Example 1 and 2 were chosen.
Another factor to consider when choosing is the sensitivity o f the approximate
solution at certain times. Sometimes, it is preferable to use an n, that is one value higher 
or lower to achieve optimal accuracy for certain times. This was clear in the fluctuations 
of accuracy for n, = 20 or 22 in Test Example 1 and n. =16, 18, or 20 in Test Example
5.2 The Time-Stepping Scheme 
The solution o f the wave equation through the Laplace transform algorithm may not 
be effective for all problems sinee the numerical inversion of the Laplaee transform is ill-
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posed. Instead, it may be suitable to use the finite differences in time to solve the wave 
equation. A popular class of methods for doing this is the 6 -method, defined as follows 
[27, 30]: let the time-step At >0  and define the mesh t" = n A t , n > 0 . For t” < t<  t"* ,^ 
u(x,t)  and f ( x , t )  in equation (5.1) are approximated by
w(jf, 0  «  )+ (1  -  ^ )w(%, r  ) ,  (5.29)
/ (% ,o  «  g / ( j c , r ' ) + ( i - ^ ) / ( j c , r ) , (5.30)
where 0 < ^  < 1. It follows that
Aw(jr, t) «  Alw(jc, r"' ) + (1 -  ^ )Aw(jc, f  ) .  (5.31)
Furthermore, is approximated by the central difference formula
- A S A '
Here, the superscripts n-1, n, and n+7 denote the corresponding time-step. Substituting 
(5.29) -  (5.32) into (5.1), we get
04-1  n 4. 7#”“^
4-(1 - ^)A«" -k^/"+' -H(1 - ^ ) / " . (5.33)
To avoid evaluating Aw" '^ at each time-step, it is necessary to use the transformation
(5.34)
e
Substituting the transform into (5.33) yields
g(Af)" ^
and rearranging the terms produces the following time-stepping scheme:
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x e a n ,  (5.37)
where
and the boundary condition
g " + '= g ( % ,r ' ) .  (5.39)
Using the approximation
w”^ ' -w ”
M, « — Xt— ’ (5 4 0 )
we get the initial conditions
w°(jc) =  Wo(jc), X 6 Ü U 6 Q ,  (5.41)
w'(x) = Wo(x) + Arvro(x), x e Q u ô f ^ ,  (5.42)
where Wq(x) and Wq(x) are the given initial conditions as prescribed in (5.3).
At each time-step, after v""^ ' is evaluated, can be recovered from (5.34). Using
this time-step scheme, the wave equation is converted into a series of nonhomogeneous
modified Helmholtz equations. The tricky part about solving the series of equations is to 
properly obtain an approximate particular solution v . Recall that satisfies
(5 -« )
but does not essentially satisfy the boundary conditions. At each step, the right side is 
entirely known and can be approximated through the TPS or higher order splines.
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Additionally, the approximate homogeneous solution satisfies
x e Q ,  (5.44)
x e æ .  (5.45)
Again, the closed form particular solution 0 ( r )  in equation (4.29) is used to approximate
the particular solution v^"^‘ . The fundamental solution G(r) = (T r) in Table 3.1 is
1
used to approximate the homogeneous solution . In both cases, À
V ^(A f)'
5.2.1 Numerical Implementation 
Let us again consider Test Example 1. To numerically evaluate the particular solution 
V and to interpolate the nonhomogeneous term (the right side o f the time-stepping
scheme), 121 uniformly distributed points are placed inside the domain [0 ,l]^, and the
TPS ^ (r)  = r^ logr  is used (4.29). To approximate the homogeneous solution by the
MFS, 24 equally distributed collocation points along the interior o f the boundary and the 
same number of source points on a circle with center (0.5, 0.5) and radius r = 1.5 are 
used. The values At = 0.025 and 6 = \ are chosen. Profiles of the exact solution and the 
absolute error of approximation at time t = i  are shown in Figures 5.13 and 5.14, 
respectively. The absolute maximum error for the approximation, which is based on 81 
uniformly distributed test points within the interior domain [0.1, 0.9], is 1.75x10"^.
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Figure 5.13: Test Example 1, exact solution at t = i
- 0.2
■0.3
-0 .4
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Figure 5.14: Test Example 1, time-stepping scheme ( At = 0.025 ), 
absolute error at t = 7
2 0.01
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For Test Example 2, 121 uniformly distributed points and the TPS (p{r) = logr are 
used to approximate the nonhomogeneous term and the particular solution v (4.29). To 
approximate the homogeneous solution , 32 equally distributed collocation points 
along the interior o f the boundary and the same number of source points on a circle with 
center (0.5, 0.5) and radius r = 2 are used. The values At = 0.1 and 0 = 1 are also chosen. 
Profiles o f the exact solution and the absolute error of approximation at time t = 3 are 
shown in Figures 5.15 and 5.16, respectively. The absolute maximum error for the 
approximation, which is based on 81 uniformly distributed test points within the interior 
domain [0.1, 0.9], is 2.00 xlO''*.
Figure 5.15: Test Example 2, exact solution a tt  = 3
- 0.02
?  -0 .0 4
-0 .0 6
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0.2
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Figure 5.16: Test Example 2, time-stepping scheme ( A/ = 0.1),
absolute error sXt = 3
X 10'
0 .5
0.80 .5 0.6
0 .4
0.2
For both Test Example 1 and 2, it should be noted that the time-stepping scheme 
defined in (5.36) utilizes the previous two time-steps w”"' and w" to compute the next 
time-step . Initially, this seems impossible to do. However, from (5.42), the initial 
condition w, = 0  implies that «° = u \
5.2.2 Observation on Numerical Implementation 
A critical observation in the numerical implementation of the time-stepping scheme is 
that extremely high absolute maximum error (that eventually diverges) can be avoided by 
forcing the boundary condition u {x ,y ,t)  = 0 at each time-step. This is due to the reason 
that the maximum error normally occurs on the boundary. The ill-conditioning of the 
MES tends to magnify the small errors on the boundary at each time-step.
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For small values of A t, errors along the boundary tend to escalate while errors within 
the interior are still fairly accurate. This creates the illusion of an ill-conditioned, unstable 
approximation. Consequently, the absolute maximum error will yield errors that are much 
higher than what they truly are (for small enough A t, the errors will even diverge), even 
though it is already known that boundary conditions have a value of zero for Test 
Examples 1 and 2. Therefore, the approximations o f Test Example 1 and 2 are tested on 
81 uniformly distributed test points within the interior domain [0.1, 0.9]. As noticed in 
Figures 5.14 and 5.16 (figures of the absolute error of approximation), the boundary is 
excluded from the graphs.
5.2.3 Analysis of Accuracy 
The accuracy of the time-stepping scheme can be improved upon with the correct size 
of the time-step A t. Ideally, for smaller time-steps, the accuracy o f the approximation 
increases. This is due to the notion that finite differences are taken over smaller intervals, 
allowing for closer approximation. To demonstrate the effect o f the time-step A t, let us 
consider Test Examples 1 and 2. Table 5.3 and Figure 5.17 demonstrate the effect o f At 
on Test Example 1, and Table 5.4 and Figure 5.18 display the effect of At on Test 
Example 2. The absolute maximum error is based on 81 uniformly distributed test points 
within the interior domain [0.1, 0.9] for each time (where 0 = \). The parameter settings 
are as follows: n = 121, m = 24, and r = 1.5 (for Test Example 1) and n = 121, m = 32, 
and r = 2 (for Test Example 2).
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Table 5.3: The effect of At on the accuracy o f the time-stepping scheme,
Test Example 1, absolute maximum error for 0 < t < 10
time At - 0.25 A t =0 .1 A t =0 .05 A t =0 .025 At =0 .01
0.5 1.05E+00 5.34E-01 2.92E-01 1.43E-01 2.55E-02
1 2.39E-02 9.45E-02 6.44E-02 1.75E-02 5.89E-02
1.5 9.95E-01 6.71E-01 4.33E-01 2.60E-01 1.43E-01
2 9.13E-01 8.41E-01 6.10E-01 3.61E-01 1.09E-01
2.5 1.03E-01 2.05E-01 1.91E-01 9.68E-02 9.15E-02
3 7.35E-01 6.57E-01 4.98E-01 3.51E-01 2.97E-01
3.5 9.87E-01 9.84E-01 8.31E-01 5.76E-01 2.83E-01
4 4.71E-01 4.98E-01 4.69E-01 3.19E-01 9.20E-03
4.5 4.15E-01 3.97E-01 3.22E-01 2.59E-01 3.41E-01
5 9.75E-01 9.74E-01 8.88E-01 6.88E-01 4.67E-01
5.5 7.67E-01 7.73E-01 7.45E-01 5.78E-01 2.18E-01
6 4.61E-02 4.18E-02 1.27E-02 2.51E-02 2.53E-01
6.5 8.23E-01 8.23E-01 7.79E-01 6.53E-01 5.76E-01
7 9.51E-01 9.52E-01 9.31E-01 7.84E-01 4.66E-01
7.5 3.29E-01 3.30E-01 3.38E-01 2.82E-01 3.50E-02
8 5.52E-01 5.52E-01 5.32E-01 4.73E-01 5.55E-01
8.5 9.98E-01 9.98E-01 9.85E-01 8.76E-01 6.73E-01
9 6.56E-01 6.57E-01 6.57E-01 5.87E-01 2.61E-01
9.5 2.03E-01 2.03E-01 1.94E-01 1.83E-01 3.89E-01
10 9.02E-01 9.02E-01 8.94E-01 8.26E-01 7.69E-01
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Figure 5.17: The effect o f A/ on the accuracy of the time-stepping seheme,
Test Example 1, absolute maximum error for 0 < t < 10
10
E3
i  10'’
1 0 '
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-----  At = 0.25
-----At = 0.1
-----At = 0.05
....... At = 0.025
At = 0.01
10
According to the results, the aeeuracy of the approximation fluetuates between 10  ^
and 10“' .  Choosing At = .01 would be the best choice when approximating Test Example 
1 for 0 < t < 10 . Results also show that smaller time-steps offer better accuracy. It is 
important to note that pushing the time-step to At = 0.005 , the approximate solution
diverges. This is due to the treatment o f the fundamental solution G (r) = —  ATq ( i r )  ,
2n
where X =
V^(At)
. The modified Bessel function (of the second kind o f order zero)
has exponential decay as Àr gets larger. Therefore, for small enough time-steps A t, X 
gets larger, and makes the value o f G{r) extremely small which causes the resultant
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matrix to become very ill-conditioned. Subsequently, approximation through the time- 
stepping scheme will diverge for At sufficiently small.
A similar problem for small time-steps also occurred for Test Example 2. For 
At = 0.001, the contents of the MFS matrix experienced an “underflow”. Using time-step 
At = 0.005 yielded absolute maximum errors with degree 10^ or 10“' ,  but these results 
are omitted from Table 5.4.
Table 5.4: The effect of At on the accuracy of the time-stepping scheme. 
Test Example 2, absolute maximum error for 0 < t < 20
time A t = 0.25 A t =0.1 At =0 .05 A t =0 .025 At = 0.01
1 4.00E-04 l.OOE-04 4.00E-04 9.00E-04 1.90E-03
2 9.00E-04 5.00E-04 3.00E-04 3.00E-04 1.50E-03
3 3.00E-04 2.00E-04 6.00E-04 1.70E-03 3.70E-03
4 5.00E-04 2.00E-04 2.00E-04 8.00E-04 3.50E-03
5 9.00E-04 4.00E-04 3.00E-04 9.00E-04 2.60E-03
6 4.00E-04 2.00E-04 4.00E-04 l.lOE-03 3.30E-03
7 4.00E-04 l.OOE-04 3.00E-04 7.00E-04 1.20E-03
8 9.00E-04 4.00E-04 2.00E-04 l.OOE-04 5.00E-04
9 5.00E-04 3.00E-04 4.00E-04 l.OOE-03 1.70E-03
10 3.00E-04 l.OOE-04 3.00E-04 l.OOE-03 2.50E-03
11 9.00E-04 3.00E-04 2.00E-04 l.OOE-04 l.OOE-03
12 6.00E-04 3.00E-04 4.00E-04 l.OOE-03 2.80E-03
13 2.00E-04 l.OOE-04 4.00E-04 l.OOE-03 2.90E-03
14 8.00E-04 3.00E-04 l.OOE-04 l.OOE-04 4.00E-04
15 7.00E-04 3.00E-04 4.00E-04 9.00E-04 2.20E-03
16 l.OOE-04 l.OOE-04 4.00E-04 l.lOE-03 2.00E-03
17 8.00E-04 3.00E-04 l.OOE-04 3.00E-04 7.00E-04
18 8.00E-04 4.00E-04 4.00E-04 8.00E-04 1.40E-03
19 0 l.OOE-04 4.00E-04 l.lOE-03 2.70E-03
20 7.00E-04 3.00E-04 l.OOE-04 4.00E-04 1.40E-03
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Figure 5.18: The effect o f At on the accuracy of the time-stepping scheme.
Test Example 2, absolute maximum error for 0 < t < 20
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Unlike Test Example 1, smaller time-steps do not necessarily offer better 
approximation than larger time steps. The results indieate that At = 0.1 is sufficient for 
the time-step, since it yields the best accuracy for 0 < t < 20. It also seems that the time- 
stepping scheme works better for the wave equation with a forcing term as opposed to the 
wave equation without a forcing term; Test Example 2 has better approximation accuracy 
than Test Example. The presenee of the forcing term is the reason for the better accuracy 
in approximation, and it can be explained through the study o f physics.
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Let us now consider the trend of the approximation error as time increases. The single 
test point (0.5, 0.5) will be considered. Using the parameters n = 121, m = 24, and r = 
1.5 for Test Example 1, as well as the time-step At = 0.01, the following two figures 
show the exact solution with the approximate solution (Figure 5.19) and the error of the 
approximation (Figure 5.20) for 0 < t < 10 .
Figure 5.19: Test Example 1, time-stepping scheme ( At = 0.01), exact solution 
and approximate solution of (0.5, 0.5) for 0 < t < 10
1
0.8 
0.6 
0 .4  
0.2 
' 0 
- 0.2 
-0 .4  
- 0.6 
- 0.8 
-1
0
h
  E x a c t  S o lu tio n
—  A p p ro x im a te  S o lu tio n
1 i
Î-
_Ly i_
w
4  5
tim e
10
71
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 5.20: Test Example 1, time-stepping scheme ( At = 0.01 ),
error o f approximation o f (0.5, 0.5) for 0 < t < 10
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For this example, results show the error between the approximate solution and the 
exact solution grows as time increases. The explanation is straightforward. As time 
increases, error accumulates because approximations at current time-steps rely on the 
approximations of previous time-steps. At each time-step, an approximation may be 
erroneous, and that error is used in the computation of subsequent approximations. It is 
noticeable that when the exact solution of the wave equation has high amplitude, the 
approximate solution will have the greatest error (especially when the approximation is 
near zero). For periods of low amplitude, the approximation may appear to be highly 
accurate, even at larger times.
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Regarding Test Example 2, the parameters n = 121, m = 32, and r = 2, as well as 
At = 0.1, are used to show the approximate solution in comparison to the exact solution 
(Figure 5.21) and the error o f approximation (Figure 5.22).
Figure 5.21 : Test Example 2, time-stepping scheme (At = 0.1), exact solution 
and approximate solution of (0.5, 0.5) for 0 < t < 20
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For this case, the exact solution and the approximate solution are nearly identical. This 
can be verified by the results generated in Table 5.4, where the accuracy of 
approximation has a 10““’ degree o f accuracy.
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Figure 5.22: Test Example 2, time-stepping scheme ( At = 0.1),
error of approximation of (0.5, 0.5) for 0 < t < 20 .
X 10
t im e
In contrast to the wave equation without a forcing term, there seems to be no drastic 
accumulation of error as time progresses. This, o f course, can be physically explained by 
the presence of the forcing term.
5.3 Laplace Transform vs. Time-Stepping Scheme 
Concerning Test Example 1, it is evident that both the Laplace transform and time- 
stepping scheme have a general accuracy of 10“* for almost all time. For t < \ ,  both 
methods have accuracy that reaches 10"\ Because o f this, neither method is suitable to 
approximate the wave equation without a forcing term. Nevertheless, let us compare the 
two methods for the time-frame 0 < t < 1 0 .  Below are figures showing the accuracy of 
approximation for the two methods at the single test point (0.5, 0.5). The parameter
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settings for the Laplace transform are: n =121, m = 24, r = 1.5, and M, = 22. The 
parameter settings for the time-stepping scheme are: n =121, m = 24, r = 1.5, 9 = \ ,  and 
At = 0 .01.
Figure 5.23: Laplace transform vs. time-stepping scheme. Test Example 1, 
error o f approximation of (0.5, 0.5) îor 0 < t < 10
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For 0 < t < 10, the Laplace transform seems to start out having better accuracy than 
the time-stepping scheme. As time progresses, the time-stepping scheme eventually 
shows better accuracy. Recall, however, both methods generally have the same degree of 
accuracy throughout time. Furthermore, the absolute error for both methods intensifies as 
time advances.
Regarding Test Example 2, it is obvious that the time-stepping scheme yields much 
higher accuracy than the Laplace transform (refer to Tables 5.2 and 5.4). The time-
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stepping scheme produces stable solutions at a steady 10 '* degree of accuracy for 
0 < / < 20 . Meanwhile, the Laplace transform has suitable accuracy for very small time, 
but rises to 10“^  accuracy afterwards. The time-stepping scheme is highly preferred for 
the approximation of the wave equation with a forcing term. A visual comparison of the 
two methods is provided in Figure 5.24. The parameter settings for the Laplace transform 
are: n =121, m = 32, r = 2, and =18. The parameter settings for the time-stepping 
scheme are: n =121, m = 32, r = 2, 0 = \ ,  and At = 0.1.
Figure 5.24: Laplace transform vs. time-stepping scheme. Test Example 2, 
error o f approximation of (0.5, 0.5) for 0 < t < 20
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When addressing the computational efficiency o f the Laplace transform and the time- 
stepping scheme, the Laplace transform is favorable. The Laplace transform can quickly
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and directly compute approximations for any given time. The time-stepping scheme, 
however, must begin at time t = 0 and use the approximations from several previous 
time-steps At in order to compute the approximation for a given time. As observed in 
Figures 5.23 and 5.24, the Laplace transform yields better accuracy than the time- 
stepping scheme for a very small time-frame. If the Laplace transform were to remain at a 
stable degree of accuracy throughout time, this method could be a more powerful 
approach than the time-stepping scheme, especially since the Laplace transform is more 
computationally efficient.
5.4 Concluding Remarks
The Laplace transform and the time-stepping scheme both have their advantages and 
disadvantages. The Laplace transform can prove to be advantageous to wave 
approximation provided that the appropriate parameters are selected. However, it may be 
a time-consuming effort to render the necessary preliminary testing to determine the 
suitable value o f . The proper amount o f interpolation points, source points, and size of
fictitious radius may also be considered when rendering such preliminary tests. 
Nevertheless, these parameters do not place a significant impact on the accuracy o f the 
approximation when the right », is chosen.
The disadvantages o f the Laplace transform are found in the sensitivity o f the value of 
», at certain times. For Test Example 1 and 2, », varied for certain times. Furthermore,
for examples, the Laplace transform generated sufficient accuracy for very small time. 
But, for larger time, the Laplace transform was a rather unfavorable method. This is 
especially so when dealing with wave equations without forcing terms. The troubles of
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the Laplace transform lie in the ill-posed condition of the inverse Laplace transform. 
Small truncation errors can be greatly magnified in the numerical inversion process, and 
thus leading to poor numerical results [6].
The time-stepping scheme is excellent for approximating a wave equation with a 
forcing term. The opposite is true when approximating a wave equation with no forcing 
term. The troubles o f this scheme lie in the exponential decay o f the fundamental solution
G(r) = — Æg (Tr) in conjunction with the size of the time step A t . Improvements to this
27T
scheme can be made by appropriately choosing the size of the time-step. Another 
downfall to this method is the continual accumulation of error as time increases. This 
cannot be avoided, especially with the absence o f a forcing term.
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CHAPTER 6
CONCLUSIONS AND FUTURE RESEARCH 
This thesis focused on the method of fundamental solutions for solving wave 
equations. Two wave equation examples were selected for testing under the analysis of 
two proposed approaches: the Laplace transform and the time-stepping scheme. Both 
approaches eliminated the time-dependency of the wave equations and treated the 
resultant series o f inhomogeneous modified Helmholtz equations through separate 
algorithms.
6.1 Conclusions
The Laplace transform and the time-stepping scheme are equally valuable methods 
for the solution o f the wave equation. For the two selected test examples in this thesis, 
however, one method performed better. Regarding Test Example 1 (the wave equation 
without a forcing term), both the Laplace transform and time-stepping scheme produced 
approximate solutions that only had a general degree o f accuracy 10" ';  this is not a 
favorable result. In addition, both methods produced increasing error as time increased. 
Concerning Test Example 2 (the wave equation with a forcing term), the time-stepping 
scheme was definitely the better approach. Approximate solutions were stable and highly 
accurate throughout time. On the other hand, the Laplace transform had
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a similar performance to the case in Test Example 1; it yielded fairly minimal error for a
very small time and growing error for increasing time.
6.2 Recommendations for Future Research 
This thesis serves as a stepping stone toward a more improved solution to wave 
equations. When dealing with the Laplace transform for the solution o f wave equations, 
the main challenge is to overcome the sensitivity and ill-posed condition of the inverse 
Laplace transform. This subject is an excellent topic for future research. An improvement 
to the Laplace transform can be made if a more stable inverse Laplace transform is 
available. An additional improvement to the Laplace transform is to find a way to extend 
the high accuracy within small time-lfames to larger time-frames. As discussed in 
Chapter 5, the Laplace transform is preferable to the time-stepping scheme for very small 
times. However, accuracy of the Laplace rapidly declines as time grows.
Another recommendation for research is the implementation of a different scheme to 
remove the time dependency o f the wave equation. Both the Laplace transform and the 
time-stepping scheme dealt with a series o f inhomogeneous modified Helmholtz 
equations. Rather than working under the modified Helmholtz operator, the time- 
dependency can be reduced to a series of inhomogeneous Helmholtz equations. For this
case, the fundamental solution would be G(r) = (Tr)  , which is the Hankel
function of the second kind of order zero. The wave equation could then be treated under 
the Fourier transform and inverse Fourier transform instead.
Finally, the findings and methods discussed in this thesis can be extended to other 
time-dependent problems. Currently, there is extensive literature on the solution o f the
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heat equation through the Laplace transform and the time-stepping scheme [6 , 15, 18]. 
However, more complicated wave problems (with mixed boundary conditions, initial 
conditions, or irregularly shaped domains) can be solved through the approaches 
mentioned herein. Higher-dimensional time-dependent problems or nonlinear PDEs can 
be solved through similar approaches as well.
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