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決定変数ベクトルをx ∈ Rn, 実行可能領域をX ⊆ Rnとした時，r目的の目的関数ベ




f(x) = [f1(x), · · · , fr(x)]T (2.1)
subject to x ∈X (2.2)


































































































(fmaxk − fmink ) (2.7)
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図 3.1 Non-dominated Sortingの概略図
Algorithm 3.1: Non-dominated Sorting
1: procedure Non-dominated Sorting(解集合P )
2: xi ∈ P に対する順位を rankiとする。
3: r = 1とする。 ▷ 順位の初期化
4: while 順位未割り当ての個体が存在する do
5: Fr={x ∈ P |∀y ∈ P ,y ̸≺p x} ▷ P 中の他の解に優越されない解の集合
6: xr ∈ Frに対して rankr = rを割り当てる。
7: P := P \Fr ▷ 順位を割り当てられた解を除外
8: r := r + 1 ▷ 順位の加算
9: end while
10: return すべての解に対する rank
11: end procedure
NSGA-II













えられる。Crowding Distanceの概略図を図 3.2に示す。解集合P 中の解xiにおいて，






k (xi)− f−k (xi)) otherwise
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近似パレート解
図 3.2 Crowding Distanceの概略図
Algorithm 3.2: NSGA-II
Step 0: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: 世代数G = 0とする。
Step 1: rank，混雑距離の割り当て
3: ∀xi ∈ PGにNon-dominated Sortingで rankiを割り当てる。
4: ∀xi ∈ PGにCrowding Distance cdiを割り当てる。
Step 2: 子の生成
5: 子個体集合をQG = ∅とする。
6: for i = 1, . . . , m2 do





11: RG = PG ∪QGとする。
12: ∀xi ∈ RGにNon-dominated Sortingで rankiを割り当てる。
13: ∀xi ∈ RGにCrowding Distance cdiを割り当てる。
14: Crowded-comparison Operatorに従いRG中の上位m個体をPG+1とする。
Step 4: 終了判定
15: if G < Gmax then
16: G := G+ 1として Step 1へ戻る。
17: end if
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Algorithm 3.3: Binary Tournament Selection
1: procedure Binary Tournament Selection(解集合P )
2: ランダムに解番号 a, bを選択する。 ▷ xa,xb ∈ P
3: if xa ≺ xb then ▷ 2つの解を比較して優れた解を選択
4: y = xa
5: else
6: y = xb
7: end if
8: return 解 y
9: end procedure
SPEA2






以下では，探索点集合をP，アーカイブ個体群を P¯ として SPEA2の適合度の計算
について説明する。まず，集合Q = P ∪ P¯ に対して優越関係と解相互の距離を用いて
適合度を与える。優越関係に基づく適合度として，自身を優越する他の解の数を強度
S(x)として与える。以下，x ∈ Q,Y = {y ∈ Q|y ≺ x}である。






R(x)は小さいほど優れた解であることを示し，R(x) = 0であれば xはQのいずれの
解にも優越されないことを示す。
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最後に，解相互の距離に基づく適合度を計算する。Qに属するすべての解同士の距
離を計算し，xから k番目に近い解までの距離を σkxとする。ここで，k =
√








F (x) = R(x) +D(x) (3.6)
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Algorithm 3.4: SPEA2
Step 0: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: アーカイブを P¯ 0 = ∅とする。
3: G=0とする。
Step 1: 適合度の割り当て
4: QG = PG ∪ P¯Gとする。
5: 式 (3.3)から (3.6)によってすべてのx ∈ QGに適合度F (x)を割り当てる。
Step 2: 環境選択
6: QG中の他の解に優越されない解を P¯G+1とする。
7: if |P¯G+1| > m then
8: クラスタリングにより |P¯G+1| = mとなるよう解を削減する。
9: else
10: |P¯G+1| = mとなるまでQGの中から適合度F (x)の上位を P¯G+1に加える。
11: end if
Step 3: 終了判定




15: 子個体集合をPG+1 = ∅とする。
16: for i = 1, . . . , m2 do




21: G := G+ 1として Step 1へ戻る。
22: procedure Clustering(P¯ ,m)
23: すべての解同士の距離を計算する。
24: while |P¯ | > m do












重みベクトル集合をW = {w1,w2, · · · ,wm}とする。ここで，各重みベクトルは∑r
j=1wj = 1，∀j, wj ≥ 0を満たす。スカラー化関数をS(f |w, z)とする。zはスカラー
化関数を用いる際の基準となる点であり，スカラー化関数に応じて理想点（Ideal Point）
あるいは最悪点（Nadir Point）を指定する。例えば，代表的なスカラー化関数である
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MOEA/D






1: 近傍数 T，初期個体集団P 0，重みベクトル集合W を与える（|P 0| = |W | = m）。
2: 各個体xi ∈ P 0に重みベクトルwi ∈W を割り当てる。
3: 理想点 zを求める。ここで，zk = mini=1,2,··· ,m fk(xi)である。
4: 世代数G = 0とする。
Step 2: 近傍の割り当て
5: for i = 1, . . . ,m do
6: 重みベクトル間の距離 ||wi −wj || (j = 1, 2, · · · ,m)を計算する。
7: wiと距離の近いT 個の重みベクトルwi1 ,wi2 , · · · ,wiT に対して，i番目の個体の近傍を
B(i) = {i1, i2, · · · , iT }とする。
8: end for
Step 3: 子個体の生成と更新
9: for i = 1 . . .m do
10: 2つの個体番号 a, b ∈ B(i)をランダムに選ぶ。
11: 個体xa,xbに対して交叉・突然変異を行い，子個体 yを生成する。
12: 理想点 zを更新する。ここで，zk := min{zk, fk(y)}である。
13: for j ∈ B(i) do
14: if S(y|wj , z) ≤ S(xj |wj , z) then ▷ スカラー化関数 Sを用いて優劣を判断





19: if G < Gmax then
20: G := G+ 1として Step 3へ戻る。
21: end if


























1: 初期個体集団P 0を与える（|P 0| = m）。
2: 世代数G = 0とする。
Step 1: 子個体の生成
3: PGからランダムに 2つの親個体xa,xb ∈ PGを選択する。
4: xa,xbに対して交叉・突然変異を行い 1つの子個体 yを生成する。
Step 2: 選択
5: PG+1 = PG ∪ {y}とする。
6: PG+1の個体に対してNon-dominated Sortingで rankを割り当てる。
7: 最も rankの劣る個体集合Q ⊆ PG+1に対してHypervolumeに対する貢献度を割り当てる。
8: 最もHypervolumeに対する貢献度の劣る個体 q ∈ QをPG+1から削除する。
Step 3: 終了判定
9: if G < Gmax then
10: G := G+ 1として Step 1へ戻る。
11: end if















の近傍N = {g|maxk(|fk(x)− gk|) < ε} を考える（図 3.7）。近傍N において，xを優
越する領域の超体積を V1，xに優越される領域の超体積を V2 ，xと優越関係の生じな
い領域の超体積を V3とすると，以下のように表される。
V1 = V2 = ε
r (3.7)
V3 = (2ε)
r − 2εr = (2r − 2)εr (3.8)
ここで，V1，V2，V3の比は次のように与えられる。
V1 : V2 : V3 = 1 : 1 : 2














重みベクトル集合を用いる。PBIを用いた手法や NSGA-III［31］では∑rk=1 fk = 1な
る超平面を理想的なパレートフロンティアとして想定しており，∑rk=1 fk = 1なる超
平面に対しては優れた収束性と多様性を有する解集合の獲得が可能である。しかし，∑r
k=1 fk = 1なる超平面は，3目的以上の条件では以下の理由から実問題としては想定
することが困難であることが指摘されている［32］（図 3.8）。
• ∑rk=1 fk = 1なる超平面は，各目的関数に対して無数の大域的最適解を有する。
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分担に基づく多目的最適化手法（Functional Specialization-based Multi-objective Op-
timization Algorithm: FS-MOA）を提案する。
























り，各探索点は対応する重みベクトルw (∑rk=1wk = 1, wk > 0)を有している。他の
探索点に優越される，あるいは混雑する探索点が存在しない場合は，提案手法の探索は
分割に基づく手法と一致する。






ることで評価できる。次式を満たす時，探索点xi ∈ P は他の 1つ以上の探索点に優越
されている。




タC ∈ [0 1]を用いて以下のように混雑を判断する。


























S(x|w, z) = max
k
[(fk(x)− zk)× wk] (4.3)
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ることを防ぐための微小値であり，本研究では ε = 10−6としている。
wk(f , z) =
1
A×max(fk − zk, ε) (4.8)




max(fl − zl, ε) (4.9)








クトルw (∑rk=1wk = 1, wk > 0)を有している。つまり，各世代の開始時にはm個の
重みベクトルが存在する。
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(a) 各世代の初期状態 (b) Step 2の概略図
(c) Step 4の概略図 (d) Step 5の概略図
図 4.2 提案手法の探索の流れ
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Algorithm 4.1: 提案手法
Step 0: 初期化
1: 初期個体集団P 0，重みベクトル集合W を与える（|P 0| = |W | = m）。
2: 各個体xi ∈ P 0に重みベクトルwi ∈W を割り当てる。
3: 理想点 zを求める。ここで，zk = minxi∈P 0 fk(xi)である。
4: G = 0とする。
Step 1: 状態判断と分類
5: すべての個体間の距離を計算する。
6: 最も近い他の個体までの距離を di(i = 1, 2, · · · ,m)とする。
7: di(i = 1, 2, · · · ,m)の平均値を d¯とする。
8: for すべての個体xi ∈ PG do





13: 子個体集合をQG = ∅とする。






19: PG+1 = ∅とする。
20: RG = PG ∪QGとする。
21: for すべての重みベクトルwi ∈W do







26: while |PG+1| < m do





31: if G < Gmax then
32: G := G+ 1として Step 1へ戻る。
33: end if
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る（Sk = 1）。決定変数の次元数 nはWFG4では 24（位置パラメータ 4，距離パラメー








N で分割する。次に，分割された領域に対して解が存在するなら 1，存在しないなら 0
とする。その合計をN で割った値を crkとする。これをすべての目的関数軸に対して




Simulated Binary Crossover［40］（SBX），突然変異は Polynomial Mutation［25］（PM）
を用いる。SBXおよびPMのパラメータは先行研究［28，33］を参考に，交叉率Pc = 1，
突然変異率 Pm = 1n，分布定数 ηc = ηm = 20とする。探索点数m = 100とする。FS-
MOAおよびMOEA/Dの重みベクトル集合は，文献［41］の方法を用いて生成する。
MOEA/Dのスカラー化関数は提案手法と同様に重み付けチェビシェフノルムとし，近
傍数 T は T = 10, 20, 30, 40, 50で事前実験を行い，優れたGDを与えた T = 40とす
る。FS-MOAの混雑判定パラメータはC = 0, 0.1, · · · , 1とする。













FS-MOAの結果に着目すると，GDはC = 0から C = 0.7の間で一定の値を示して
おり，多くの問題でMOEA/Dに近い値を示している。一方，CRはパラメータCの増
加に対して 0 ≤ C ≤ 0.8の範囲で改善の傾向にあり，特にC = 0.7付近では SPEA2を
上回る値を示している。Cは探索点の混雑判定の厳しさに対応するため，Cの増加に
伴い得られる解集合の一様性が改善していると考えられる。結果として，FS-MOAの
C = 0.7付近において，MOEA/Dに近い収束性と SPEA2に近い一様性を有する解集合
の獲得が実現できている。この傾向は，多峰性関数のWFG4と単峰性関数のWFG7で
共通しており，パレートフロンティアの形状が変化した場合にも同様である。
























































































































































































































































































1 j = k
0 otherwise
(4.11)
パレートフロンティアの形状を指定するパラメータ pk (k = 1, 2, · · · , r)については，
MED-concaveは pk = 0.5，MED-convexは pk = 2，MED-mixは pk = exp(2k−1r−1 − 1)
とする。決定変数の次元数 nはすべての条件で 40とする。実行可能領域は [−5 5]nと
する。
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最終世代の探索点集合のうち，他の探索点に優越されない解に対してHypervolume




目的関数について最大値を 1，最小値を 0，分割数N を 100としてCRの計算を行う。
すべての手法において，r = 2の時m = 100，r = 3の時m = 105，r = 5の時m = 126
とする。MOEA/Dの近傍数 T は T = 10, 20, 30, 40, 50で事前実験を行い，優れた










































表 4.1 MEDに対する実験結果（GDの値は (×10−2)としている。比較手法の中で最も優れた結果は太字で示
している。FS-MOAは最も優れたHVを与えたCも併記している。）
手法 FS-MOA MOEA/D SPEA2
問題 目的数 C HV GD CR HV GD CR HV GD CR
MED-concave 2 0.6 0.2079 0.1773 0.735 0.2080 0.1788 0.7286 0.2078 0.1978 0.7684
3 0.5 0.044 0.6939 0.4873 0.03818 0.7346 0.4377 0.04191 1.653 0.5037
5 0.4 0.001317 3.02 0.4091 0.0005657 3.326 0.2570 0.0008173 8.495 0.4030
MED-convex 2 0.6 0.8288 0.06882 0.731 0.8271 0.06400 0.6444 0.8281 0.1072 0.7371
3 0.6 0.5951 0.9245 0.6399 0.5839 1.172 0.4981 0.5793 3.200 0.6685
5 0 0.2111 6.462 0.6236 0.2060 6.705 0.3919 0.1159 31.33 0.6403
MED-mix 2 0.6 0.4223 0.3407 0.7685 0.4231 0.3086 0.7610 0.4225 0.3869 0.8115
3 0.5 0.1649 0.9810 0.5742 0.1580 1.197 0.5975 0.1581 2.854 0.6024




















表 4.2 MEDに対する実験結果（GD，IGDの値は (×10−2)としている。比較手法の中で最も優
れた結果は太字で示している。FS-MOAはCも併記している。）
手法 FS-MOA MOEA/D SPEA2
問題 目的数 C GD IGD GD IGD GD IGD
MED-concave 2 0.6 0.1314 0.3442 0.1022 0.2641 0.1380 0.3562
3 0.5 0.5787 0.7189 0.5597 0.8043 0.7786 0.8556
5 0.4 2.334 2.425 2.309 3.657 4.382 3.957
MED-convex 2 0.6 0.08293 0.1039 0.06687 0.2257 0.09804 0.1129
3 0.6 0.7338 1.175 0.7352 1.571 1.269 1.388
5 0 4.592 4.925 4.495 5.767 15.66 10.19
MED-mix 2 0.6 0.1775 0.2787 0.1329 0.2544 0.1929 0.288
3 0.5 0.6415 0.8425 0.6661 1.011 1.058 1.059





































を定義する。パラメータ δ ≥ 0を定める。2つの解 x1,x2 ∈ Xについて，次の条件
を満たす時，x1はx2より評価値の制約の下で優れる（x1 ≺δ x2）。
x1 ≺δ x2 ⇔ f(x1) + δ < f(x2) (5.1)
x ∈Xがすべての実行可能解に対して上記の関係を用いて劣らない，すなわち ∀y ∈
X,y ̸≺δ xを満たす時，xは大域的最適解との評価値の差が δ以内となる解であり，「大
域的最適解との評価値の差が一定以内の解」に対応する。
距離の制約を用いた関係の定義：解同士の距離に対する制約を取り込むために，次
の関係を定義する。パラメータ ε > 0を定める。距離関数 dを与える。x ∈ Rn に対
する ε-近傍B(x; ε)を，次式で定義する。
B(x; ε) = {y ∈ Rn | d(x,y) < ε} (5.2)
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2つの解x1,x2 ∈Xについて，次の条件を満たす時，x1はx2より距離の制約の下で
優れる（x1 ≺ε x2）。
x1 ≺ε x2 ⇐⇒ f(x1) < f(x2) ∧ x1 ∈ B(x2; ε) (5.3)
x ∈Xがすべての実行可能解に対して上記の関係を用いて劣らない，すなわち ∀y ∈





S(X; δ, ε) = {x⋆ ∈X|∀x ∈X,x ̸≺ε x⋆ ∧ x ̸≺δ x⋆} (5.4)
優良解集合S(X; δ, ε)は，大域的最適解との評価値の差が δ以内であり，かつ解相互
の距離が ε以上離れた局所的最適解の集合となる。優良解集合S(X; δ, ε)を発見するこ
とを目的とした問題を，優良解集合探索問題として定式化する。優良解集合の定義の概
略図を図 5.1に示す。
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タ設定を考える。表 5.1に ai, ci (i = 1, 2, · · · , 6)の値を示す。この関数はA～Fの 6個








Case 1 比較的解同士の近接を許容し，評価値の悪化を許容しない場合（δ = 30, ε = 1）
Case 2 比較的大きな解の多様性を要求し，評価値の悪化を許容する場合（δ = 100, ε =
3）
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表 5.1 式（5.5）の各パラメータ
i ai ci 対応する局所解 局所解の評価値 f(x)
1 [−4,−1] 90 A −123
2 [−3,−1.5] 100 B −130
3 [−1, 4] 40 C −41.9
4 [1,−4] 40 D −41.6
5 [2, 1] 60 E −67.9







































(c) (δ, ε) = (100, 3)の時の優良解
図 5.2 優良解の例












































優越関係に基づく手法における関係x1 ≺p x2をx1 ≺γ x2 ∨ x1 ≺ε x2と置き換える。
5.2.2 優越関係に基づく優良解集合探索手法の提案
優越関係に基づく手法の優良解集合探索への応用の基礎的検討として，最も単純な優
良解集合探索手法（Superior Solution Set Search Genetic Algorithm: S4-GA）を提案
する。S4-GAのアルゴリズムをAlgorithm 5.1に示す。提案手法では，関係（≺γ,≺ε）
に基づく順位付けを行う。関係（≺γ,≺ε）に基づく順位付けでは，探索点 x ∈ P の適
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合度 fitを次のように与える。
fit = |{y ∈ P |y ≺γ x ∨ y ≺ε x}| (5.6)
上式は，多目的最適化において「自身を優越する探索点の数」を適合度として与える場
合に相当する。適合度の計算の概略図を図 5.3に示す。
さらに，fitが等しい場合は評価値 f(x)を考慮して優劣を判断する。x1 ≺s x2を満た
すとき，x1はx2より優れると判断する。





優越を判断することができる。すべての優良解x∗は常に fit = 0となる。
(a) 優良解集合探索における適合度計算 (b) 多目的最適化における適合度計算
図 5.3 優良解集合探索問題と多目的最適化問題における適合度計算
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Algorithm 5.1: S4-GA
Step 1: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: G=0とする。
Step 1: 子の生成
3: 子個体集合をQG = ∅とする。






9: RG = PG ∪QGとする。
10: 関係（≺s）に従いRG中の上位m個体をPG+1とする。
Step 4: 終了判定
11: if G < Gmax then
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する関数は，（5.5）式を用いる。使用するパラメータは δ = 30, 70, 100および ε = 1, 2, 3
を組合せた計 9通りとする。最大世代数は 100とする。探索点数は 30とし，初期解は
実行可能領域 [−5 5]2内にランダムに与える。
提案手法では，交叉にSimulated Binary Crossover（SBX）［40］，突然変異にParameter
Based Mutation（PBM）［25］を用いる。交叉率 pc = 1，突然変異率 pm = 0.5とし，分
布調整変数は事前実験を行い，優れた結果の得られるパラメータとして交差に対して
ηc = 2，突然変異に対して ηm = 10とする。DE/nrand/1/binのパラメータは同様に事
前実験を行い，膨張率 F = 0.4，交叉率C = 0.2とする。
優良解を探索する性能として，優良解の獲得率（Peak Ratio: PR）［46］を評価する。
最終世代の探索点を x ∈ PGmax とし，獲得すべき優良解を x⋆ ∈ S(X; δ, ε)とする。γ






























































δ ε 優良解 PRMean PRS.D. CRMean CRS.D. PRMean PRS.D. CRMean CRS.D.
30 1 A, B 1 0 1 0 0.970 0.120 0.329 0.0920
30 2 B 1 0 1 0 0.960 0.198 0.165 0.0795
30 3 B 1 0 1 0 0.960 0.198 0.165 0.0795
70 1 A, B, E, F 0.980 0.0685 0.889 0.0578 0.945 0.105 0.664 0.111
70 2 B, E, F 0.973 0.0913 0.981 0.0750 0.933 0.135 0.499 0.117
70 3 B, F 0.990 0.0707 0.981 0.0957 0.970 0.120 0.380 0.119
100 1 A～F 0.987 0.0457 0.557 0.0433 0.913 0.0967 0.917 0.0603
100 2 B～D, E, F 0.996 0.0283 0.904 0.0679 0.900 0.116 0.752 0.0844
100 3 B～D, F 0.980 0.0685 0.857 0.102 0.910 0.131 0.633 0.0866


































































図 5.6 (δ, ε) = (30, 3)の時の提案手法の探索点の推移


































































図 5.9 (δ, ε) = (70, 3)の時の提案手法の探索点の推移


































































図 5.12 (δ, ε) = (100, 3)の時の提案手法の探索点の推移
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STCH(f |w, zid) = max
k
{wk × (fk − zk)} (B.2)
重み付けチェビシェフノルムでは，重みベクトルw = [w1, . . . , wr]に対して [ 1w1 , . . . , 1wr ]
方向のパレート解が獲得される。重み付けチェビシェフノルムの等高線と獲得される
パレート解を図B.2に示す。
B.3 Penalty-based Boundary Intersection
Penalty-based Boundary Intersection（PBI）［28］は Zhangらによって提案されたス
カラー化関数である。理想点からの水平距離と垂直距離に基づいており，水平距離 d1
にペナルティとして垂直距離 d2を加算する。




d2 = ||f − (zid + d1w)|| (B.5)
上式は文献［28］に記載されている式であるが，垂直距離の計算に誤りがあると考えら
れる。次式の d′2のように修正を行うことで，図B.3のような等高線となる。



























獲得されるパレート解を示す。w = [0.6 0.4]としている。）





















理想点，●は獲得されるパレート解を示す。w = [0.6 0.4]として
いる。）
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(a) w = [0.6 0.4]


















2目的以上では，∑rk=1 fk = 1なる超平面を変形したパレートフロンティアとなる
ため，本論文では 2目的に限定して使用した。WFG4およびWFG7の形状関数は通常
concaveであるが，本研究では concaveおよび convex/mixed（α = 1, A = 5）でも使用
した。通常は目的関数のスケールを指定するパラメータはS = [2, 4, . . . , 2M ]であるが，















t1i=1:n = s multi(yi, 30, 10, 0.35) (C.2)
t2i=1:M−1 = r sum([t
1
(i−1)k/(M−1)+1, . . . , t
1
ik/(M−1)], [1 . . . , 1]) (C.3)
t2M = r sum([t
1
k+1, . . . , t
1
n], [1, . . . , 1]) (C.4)
x = Calcx(t
2, [1, . . . , 1]) (C.5)
h = concave([x1, . . . , xM−1]) (C.6)












t1i=1:k = b param(yi, r sum([yi+1, . . . , yn], [1, . . . , 1]),
0.98
49.98
, 0.02, 50) (C.9)




t2i=k+1:n = s liner(t
1
i , 0.35) (C.12)
t3i=1:M−1 = r sum([t
2
(i−1)k/(M−1)+1, . . . , t
2
ik/(M−1)], [1 . . . , 1]) (C.13)
t3M = r sum([t
2
k+1, . . . , t
2
n], [1, . . . , 1]) (C.14)
x = Calcx(t
2, [1, . . . , 1]) (C.15)
h = concave([x1, . . . , xM−1]) (C.16)
fi=1:M(x) = xM + Sihi (C.17)
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i=1 (1− cos(xiπ2 ))
9: hm=2:M−1 = (
∏M−m
i=1 (1− cos(xiπ2 )))(1− sin(xM−m+1π2 ))
10: hM = 1− sin(x1π2 )
11: return h
12: end procedure
13: procedure convex/mixed(x, A, α)
14: h1 =
∏M−1
i=1 (1− cos(xiπ2 ))
15: hm=2:M−1 = (
∏M−m
i=1 (1− cos(xiπ2 )))(1− sin(xM−m+1π2 ))
16: hM = (1− x1 − cos(2Aπx1+π/2)2Aπ )α
17: return h
18: end procedure












23: procedure s liner(y,A)
24: y′ = |y−A||⌊A−y⌋+A|
25: return y′
26: end procedure








31: procedure b param(y, u,A,B,C)
32: v = A− (1− 2u)|⌊0.5− u⌋+A|
33: y′ = yB+(C−B)v
34: return y′
35: end procedure
36: procedure Calc x(y,A)




























































x∗j = 0 (j = r + 1, r + 2, · · · , n)
(C.20)
オリジナルのMEDでは pk = exp(2k−1r−1 − 1)とすることで，パレートフロンティアに
凸な領域と非凸な領域が混在する設定となっている。本論文ではオリジナルのMEDを
MED-mixとし，∀k, pk = 2（凸なパレートフロンティア）としたものをMED-convex，















Algorithm D.1: Simulated Binary Crossover (1)
1: procedure Simulated Binary Crossover(parent1,parent1, pc, ηc,xl,xu)
%parent1,parent2：親個体，pc：交叉率，ηc：分布パラメータ，
%xl：下限値ベクトル，xu：上限値ベクトル
2: child1 = child2 = 0 ▷ 子個体の初期化
3: if rand() < pc then ▷ 交差判定
4: for j = 1, . . . , n do ▷ 要素ごとに計算
5: if rand() < 0.5 then ▷ 各要素は 12 の確率で交叉する
6: if parent1j = parent2j then ▷ 等しいならそのままコピーする
7: child1j = parent1j
8: child2j = parent2j
9: else ▷ 等しくないなら交叉
10: if parent1j < parent2j then ▷ 小さい方を y1に，大きい方を y2にする
11: y1 = parent1j
12: y2 = parent2j
13: else
14: y1 = parent2j
15: y2 = parent1j
16: end if
17: (c1, c2)=sbx(y1, y2, xlj , xuj , ηc) ▷ Simulated Binary Crossover (2)を参照
18: end if
19: if rand()< 0.5 then ▷ ランダムで入れ替える
20: child1j = c2
21: child2j = c1
22: else
23: child1j = c2
24: child2j = c1
25: end if
26: else ▷ 交差しない要素はそのままコピー
27: child1j = parent1j
28: child2j = parent2j
29: end if
30: end for
31: else ▷ 交叉しないならそのままコピー
32: child1 = parent1
33: child2 = parent2
34: end if
35: return child1, child2
36: end procedure
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Algorithm D.2: Simulated Binary Crossover (2)
1: procedure sbx(y1, y2, pc, ηc, xl, xu)
2: r = rand()
3: β = 1 + 2 ∗ c1−xljy2−y1
4: α = 2− β−ηc+1
5: if r ≤ 1α then










10: c1 = 0.5((y1 + y2)− βq(y2 − y1))
11: β = 1 + 2 ∗ xuj−y2y2−y1
12: α = 2− β−ηc+1
13: if r ≤ 1α then










18: c2 = 0.5((y1 + y2)− βq(y2 − y1))
19: if c1 < xl then ▷ 境界条件を適用
20: c1 = xl
21: end if
22: if c2 < xl then
23: c2 = xl
24: end if
25: if c1 > xu then
26: c1 = xu
27: end if
28: if c2 > xu then
29: c2 = xu
30: end if
31: return child1, child2
32: end procedure
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Algorithm D.3: Polynomial Mutation
1: procedure Polynomial Mutation(parent, pm, ηm,xl,xu)
%parent：親個体，pm：突然変異率，ηm：分布パラメータ，
%xl：下限値ベクトル，xu：上限値ベクトル
2: for j = 1, . . . , n do ▷ 要素ごとに突然変異
3: if rand() < pm then ▷ 突然変異判定







7: r = rand() ▷ rand()は [0 1]の一様乱数
8: if r ≤ 0.5 then
9: a = 2r + (1− 2r)× (1− δ1)ηm+1




12: a = 2(1− r) + 2(r − 0.5)× (1− δ2)ηm+1




15: y = y + δq(xuj − xlj)
16: if y < xlj then
17: y = xlj
18: end if
19: if y > xuj then
20: y = xuj
21: end if
22: parentj = y
23: end if
24: end for
25: return parent
26: end procedure
