Introduction
The study of the Helmholtz equation in cylindrical coordinates eventually leads to the well-known Bessel equation For non-negative v, the k-th positive zeros of the above functions are denoted correspondingly by j v , k , j:,,, y v , k l and d,k. They are interlaced according to the inequalities jY,1 < j v + l , l < jY,2 < j v + 1 , 2 < 5 5 3 Yv,l < Y v + l , l < Yv,2 < Y v + l , 2 < Yv,3 < . . . 1 . . . 1 v I j:,1 < Yv,l < Y:,l < j v , l < j:,2 < Yv,2 < y:,2 < j v , 2 < j:,3 < . . . .
The mathematical problem of localizing and computing zeros of Bessel functions, encountered in many fields in science and engineering, has drawn a lot of attention and has evolved to a rather specialized branch of mathematics.
In the present paper we implement the concept of the topological degree to calculate the total number of real roots of Bessel functions within a predetermined interval and to isolate each one of them. For this purpose we use PICARD'S extension [16, 17, 7, 8, 211 and either Kronecker theory or KEARFOTT'S degree computation method. Once a zero is isolated, it can be computed numerically, utilizing a modified bisection method, to any accuracy (subject to relative machine precision). Thus, we propose two algorithms, one for the isolation and one for the computation of a real zero of a Bessel function. Upper and lower bounds for any root can also be produced.
The topological degree for the localization of zeros
Definition 1: Suppose that the function F,, = (fi, . . . , f n ) : an C lR" ---t IR" is twice continuously differentiable in the domain 9 ' the'boundary of which is denoted by b ( 9 " ) . Suppose further that the solutions of the equation
where Lo, = (0, . . . , 0) denotes the origin of R ' , are not located on b(gn), and they are simple, i.e., the Jacobian determinant of F, at these solutions is non-zero. The definition of the topological degree actually indicates that its value is equal to the number of simple solutions of equation (4) for which the Jacobian determinant is positive, minus the number of simple solutions for which the Jacobian is negative. Evidently] if all of them give the same Jacobian sign, then the total number M' of simple roots of F,(x) can be obtained by the value of deg [F,, W , 0' 1. To this end PICARD has considered the following extensions of the function F, and the domain 9 , :
F,,+1 = (f1, . . . , f,, f n + l ) : W + l c IRn+l + l R 7 1 + l , (6) where fr1+1 = ~J E , and 9 , ' ' is the direct product of the domain 9 ' with an arbitrary interval of the real y-axis containing the point y = 0. Then the following system of equations, possesses the same simple roots with F,(z), provided y = 0. Also, it is easily seen that the Jacobian of (7) is equal to Jin(z, which is always positive. Thus we conclude that the total number N r of solutions of equation (4) (8) .Air = deg[F,+I, a r k + 1
Kronecker integral approach
The topological degree can be represented by the Kronecker integral as follows:
where Ai define the following determinants:
and SZ, denotes the surface of a hypersphere in Rn with radius one, i.e.: SZn = 2nn/2/r(n/2).
The Kronecker integral has been numerically approximated with Gauss-Legendre quadrature [13] . In the present paper we study the zeros of a Bessel function, so we focus on the problem of calculating the total number of simple roots of a real function f(x), defined in a predetermined interval [a, b] and twice continuously diffe- 
For the computation of the topological degree of F 2 we apply Kronecker's integral (9) for n = 2. Using the relations
Replacing f1 and f 2 by virtue of (10) and performing the integration in (12) we finally get Remark 1: It has been explicitly shown by PICARD [16, 171 that relation (13) is independent of the value of 5.
The above developed method is applied in the sequel for the localization of the simple real zeros of the Bessel functions of the first kind, Jv(x). In this case relation (13) becomes
where the function G(z), by means of equation (l), can be expressed in the following form:
KEARFOTT'S approach
We could use any one of the degree computation methods (see e.g. [22, 13, 10, 11, 23, 241) to determine the total number of zeros by virtue of equation (11) . Here we use KEARFOTT'S method [lo, 11, 121 which compares favorably to other methods, in efficiency. This method is briefly described below. 
can be put into this form by a permutation of its rows.
When B(Sn-', F,) is usable, then the parity Par (92(Sn-', F,)) is defined to be 1, if the number of the permutations of the rows required to put 9 ( S n -' , F,) into the form (17) is even. If this number is odd then Par ( 9 ( S n -' , F,)) is defined to be -1. For all other cases, we set Par (92(Sn-', F,)) = 0. Suppose that Yn is an n-dimensional polyhedron for some n 2 2, and that {S:-l}y=l is a finite set of (n -1)-simplexes with disjoint interiors such that S:-' = b ( 9 ' " ) ; then, under some assumptions regarding Sr-', the value of the topological degree of F, at Lo,
relative to 9 ' ' can be obtained by the following relation:
Remark 2: Kearfott's degree computation method is very efficient and has the advantage that it requires only the signs of function values to be correct.
Isolating a zero
With the above discussion in mind we give a description of our algorithm, in "pseudo-Pascal" (see e. 
output a, b , end. {degree-isolate}
Computing roots of Bessel functions
Having isolated one root of a Bessel function within an interval, we can use a modified version of the bisection method to compute it, as described in [25, 261. It is reported there that, in order to compute a solution of f(x) = 0, where f : [a, b] c IR lR is continuous, the following iterative formula can be used:
with 20 = a and c = sgn f ( a ) ( b -a) . The iterations (19) converge to a root r E (a, b) if for some z,, i = 1, 2, . . . , there holds
The number of iterations, 9, which are required in obtaining an approximate root r* such that Ir -r*l 5 E for some (20) where the notation 1.1 refers to the smallest integer not less than the real number quoted.
It is evident from (19) that the only computable information required by the bisection method consists in the algebraic signs of the function f ; so it can be applied to problems with imprecise function values. Moreover, the bisection method is a globally convergent method, it always converges within the given interval, and it is optimal [19, 201 in the sense that it possesses asymptotically the best rate of convergence. Also, it can be efficiently implemented for the computation of all the zeros and extrema of a function [9] .
To apply our method, as previously mentioned, we only need the algebraic signs of the function values to be correct. The following results suggest the number of terms necessary in order to determine the algebraic signs of J,,(z). 
,,(x) is the same as the corresponding sign of L y ( z ) .
Thus the proposition is proved. We can now give a description of our algorithm that computes, within a predetermined accuracy E , a real root of the Bessel function J,,(z), which has been isolated in the interval (ak, b k ) . 
Remark 4:
The function f can be replaced by any of the Bessel functions considered in this paper.
Applications
We have tested our algorithms with several random intervals ( a , b) and various Bessel functions. In each case we have calculated the total number J ' of roots of the respective Bessel function existing within (a, b). For this calculation we have used both Kronecker's integral applied to Picard's extension and Kearfott's method. The computation of the integral of equation (14) depends on the integration method used. We have tried various integration methods. Here we exhibit the results obtained by Romberg's integration method. Also, we have observed that the speed of the numerical Computation of the integral in equation (14) depends on the value of E. Our experience is that the fastest computation (using Romberg's method) can be obtained for 0.8 5 6 5 1.2 while for other values the computational time increases (see Fig. 1 ). Kearfott's method is independent of the choice of 6, but its speed depends on a stopping parameter p and the maximum tree depth MD [ Fig. 2 , the number of terms decreases as the order increases.
Concluding remarks
An efficient method for locating, isolating, and computing real zeros of Bessel functions is described in this paper. It has been implemented and tested, and our experience is that it behaves predictably and accurately.
The first phase of this method (algorithm degree-isolate) exploits topological degree theory and especially Picard's extension to calculate the total number of real roots of Bessel functions within a predetermined interval and to isolate one of them. This procedure can be repeated for the isolation of each one of the zeros in this interval.
Once a zero is isolated, the second phase (algorithm compute-zero) is applied for its computation to any accuracy (subject to relative machine precision). This algorithm utilizes a modified bisection method. The only computable information required consists in the algebraic signs of the function and, consequently, it is not affected by imprecise function values. Moreover, it always converges rapidly to a zero within the initially specified region independently of the starting guess. It is also a globally convergent method, it can be applied to nondifferentiable continuous functions and does not involve derivatives or approximations of such derivatives. Furthermore, the number of iterations needed to compute a zero to a predetermined accuracy is a priori known.
The rootfinding portion of our method requires the smallest amount of function value information which is its algebraic sign. Using this and the stopping criterion (20) ' it computes a zero of a Bessel function within a given accuracy.
We have been able to calculate the total number of zeros by computing the value of the topological degree of (11) For large argument 5 , one can use the usual asymptotic expressions for Bessel functions [28] . Moreover, if one would like to compute zeros of a combination of Bessel functions which may not be an alternating series, the van Wijngaarden transformation can be used to convert this new series into an alternating one [18] . Furthermore, very accurate function values for the Bessel functions can be obtained by employing STEED'S and TEMME'S methods [18] , or, alternatively, by means of Coulomb functions, employing BARNETT'S procedure [3, 41.
When just one root is required, the isolation portion of our method can be avoided if the function values at the endpoints of the given interval are opposite (see [27] for extensions). This is so because, in this case, the modified bisection method always converges to a zero.
Since the first derivatives of Bessel functions are available, it is at the user's disposal to apply any other rootfinding method, as for instance Newton's method, to accelerate the convergence within the predetermined interval. In such a case, though, unless the starting point is close enough to a zero and certainly away from an extremum of the function, convergence is not ensured. Thus, a few initial steps of our method should be performed so that these conditions are satisfied.
At last, for any given interval (ak, b k ) containing a single zero of a Bessel function, Proposition 2 can provide a lower and an upper bound for this zero, theoretically as close to it as one desires, but practically as close to it as the accuracy of the calculations permits.
