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Introduction
Applications of mathematical modelling in developmental biology has motivated the formulation of numerical models that after being solved lead to spatial-temporal patterns (Madzvamuse et al. 2003) . According to the characteristics of the patterns, these models can be classified in two categories, i.e., models of chemical interaction and models of cell movement interaction, with the former subdivided into gradient models and reaction models (Garzón-Alvarado 2007) .
Gradient models are mathematical models for chemical substances experiencing differences of concentration that during its temporal evolution tend to a uniform state in space and time (Garzón-Alvarado 2007) . In contrast, reaction models are models for which the chemical interactions between the substances generate complex patterns in space and time because of the presence of terms representing transport, synthesis and degradation of the substances (Garzón-Alvarado 2007; Maini 2004 ). On the other hand, cell movement interaction models involve the formation of patterns due to changes in cell density as a consequence of aggregation or repulsion between the cells, or as a response to specific chemicals substances (Maini 2004) .
There are, in general, two types of solutions to these mathematical models: (1) spatialtemporal patterns and (2) travelling waves (Garzón-Alvarado 2007; Maini 2004) . Turing (1957) showed that a reaction-diffusion model with the appropriate parameters and defined in a closed spatial domain evolves into a heterogeneous spatial patterns due to small perturbations of the chemical concentrations, a phenomenon known as diffusion instability (Garzón-Alvarado 2007; Maini 2004; Murray 1993) . These, also called as Turing instabilities, are characterized by a stable state in time, and an unstable pattern formation in space. Such behaviour is typically observed during morphogenesis and skin pattern formation in animals (Garzón-Alvarado 2007; Maini 2004; Murray 2002; Vanegas-Acosta et al. 2009 ). In contrast, the travelling wave solution represents, from the physical point of view, processes of transition from one equilibrium to another due to the presence of an external stimulus. These transitions allow the generation of a wave-like pattern that moves from the initial conditions and towards the stimulation agent, as in the case of cells migrating in the presence of a chemical stimulus (Wang et al. 2006; Maini 2004) .
Given the nature and scope of these different types of solutions, the different mathematical formulations have been found to be practical in the description of several biological processes mainly because of the possible association of the nature of the numerical solutions (the spatial-temporal patterns and the travelling waves) and biological phenomena (tissue formation, cell migration, growth and healing) (Garzón-Alvarado 2007; Maini 2004; Page et al. 2003) .
Accordingly, the aim of this article is to introduce a basic set of mathematical models with applications in developmental biology to evaluate the nature of the solutions and the performance when using the finite elements method as an alternative implementation method to others previously reported (Madzvamuse et al. 2003; Garzón-Alvarado 2007; Maini 2004; Painter 1997; Maini 1997) . The rest of the document is organized as follows. Section 2 is dedicated to the mathematical modelling of biological systems, introducing three different biological models. Section 3 comprises the numerical implementation of these models using the finite elements method. Numerical results are here provided. Finally, Section 4 is dedicated to the discussion and the conclusions.
Mathematical modelling

The reaction-diffusion equation
A diffusion problem can be mathematically described by the motion of the density of a set of species u(x, t) (bacteria, cells, chemicals) in any environment (Madzvamuse et al. 2003; Garzón-Alvarado 2007; Murray 2002) . Accordingly, the movement of u(x, t) or diffusion indicates the change in concentration from points of higher concentration to points of lower concentration (Painter 1997; Maini 1997; Murray and Oster 1984) . This principle is known as Fick's Law and is expressed as follows (Painter 1997) :
where J is the diffusive flux vector, and D is the diffusion coefficient. Furthermore, the reaction between two or more substances gives place to an additional reactive function f (u, x, t) representing the change in the concentration of the u(x, t) substances due to interaction effects such as production, proliferation, consumption degradation, among others (Garzón-Alvarado 2007; Murray 2002) .
According to the principle of conservation, the rate of change of the amount of mass contained in a volume V must be equal to the sum of both the total flow of mass through the surface S of the volume, and the amount of mass transformed inside the volume by the reactive term. This is mathematically expressed as follows:
wheren is the normal vector to the surface S. Applying the divergence theorem to the diffusive term, and combining Eq. (1) with Eq.
(2), the following expression is obtained:
Equation (3) corresponds to an integral equation defined in the domain = V with boundary conditions evaluated in the surface = S. In order to ensure spatial patterns formation due to only the interactions within the contour, no external flows are supported and therefore boundary conditions are, in all cases, equal to zero (Murray 1993) . Accordingly, and writing Eq. (3) in differential form, the following expression is obtained (Garzón-Alvarado 2007):
∂u (x, t) ∂t
Equation (4) is known as the reaction-diffusion equation and allows, together with the given boundary conditions, the mathematical description of the spatial and temporal behaviour of the species denoted by u(x, t) within the space region (Garzón-Alvarado 2007; Murray 1993; Painter 1997 ).
Biological models
There are different models to obtain a mathematical description of complex phenomena occurring in nature (Madzvamuse et al. 2003; Maini 2004; Page et al. 2003; Painter 1997; Maini 1997) . However, for the sake of introduction, only three well-referenced models formulated using reaction diffusion equations will be implemented. The first two models are the Schnakenberg model, or morphogenesis model (Madzvamuse et al. 2003; Garzón-Alvarado 2007; Painter 1997; Maini 1997) , and the glycolysis model (Garzón-Alvarado 2007; Painter 1997; Vanegas-Acosta et al. 2009 ), both used to explain the synthesis of glucose into cellular energy. These two models generate spatial-temporal patterns and meet the stability criteria defined by Turing (Vanegas-Acosta et al. 2009 ). A third model also constructed on reactiondiffusion equations but presenting a travelling wave-like solution, is the chemotaxis model (Murray 2002; Painter 1997) . This model has been used to illustrate cell movement as a travelling wave-like pattern in response to a given chemical stimulus within the surrounding environment.
Schnakenberg model
The Schnakenberg model describes the behaviour of a chemical activator u in the presence of a chemical inhibitor v (Madzvamuse et al. 2003; Garzón-Alvarado 2007) . It has been used in stability analysis applications and pattern formation (Garzón-Alvarado 2007; Vanegas-Acosta et al. 2009 ), allowing the prediction of the interaction mechanisms between molecular chemical systems (Garzón-Alvarado 2007; Maini 1997) and morphogenic constructions such as bone formation and growth (Garzón-Alvarado 2007; Izaguirre et al. 2004) . In its dimensionless form, the model is described by the following equations (Garzón-Alvarado 2007):
In Eq. (5), the movement of both the activator and the inhibitor substances is described as a diffusive term with an equivalent diffusion constant given by the coefficient d (Garzón-Alvarado 2007; Painter 1997). The reaction term for the activator substance (Eq. (5)a) is described as a constant production given by the parameter a, a linear consumption, and a non-linear kinetic reaction representing the production of the activator u in presence of the inhibitor v. On the other hand, the reaction term for the inhibitor substance (Eq. (5)b) is given as a constant production with coefficient b and a non-linear kinetic reaction for the consumption of the inhibitor substance in the presence of the activator. Constant γ is a positive dimensionless constant (Garzón-Alvarado 2007).
Glycolysis model
Glycolysis is the process for the synthesis of the glucose molecule that provides energy to a cell. After a sequence of reactions, glucose is converted into pyruvate and ATP, the latter being a metabolic exchange unit for the living organism (Painter 1997) . This conversion process is mathematically described (in a dimensionless form) by the following equations (Garzón-Alvarado 2007; Painter 1997) :
In Eq. (6), u is the glucose concentration and v is the pyruvate. The biological interpretation is similar to the Schnakenber model, following a diffusion mechanism for the two substances that are regulated by the diffusion coefficients D u and D v . The reaction term for the glucose concentration (Eq. (6)a) is given as constant production δ, a linear consumption with coefficient k, and a non-linear consumption. Similarly, the reaction term for the pyruvate (Eq. (6)b) is given as a linear production with coefficient k, a non-linear activation, and a linear consumption.
Chemotaxis model
Chemotaxis is referred to the cell migration directed towards the gradient of concentration of certain external chemical stimulus in the cellular environment called chemoattractant (Murray 2002; Painter 1997) . A model of this phenomenon describes cell movement as a travelling wave controlled in speed by the concentration of the chemoattractant (Painter 1997) . Since this kind of cell movement can be concomitant with other cellular processes such as cell division (mitosis) and cell death, a complete model for the cell dynamic is described by the following equations (Painter 1997) :
In Eq. (7), u denotes the cell density and v the concentration of the chemoattractant. Cell migration is described by means of the transport due to gradients in cell concentration, given as a diffusion term with diffusion coefficient D u . Cell attraction to the chemoattractant is controlled by an additional transport term due to the gradient of the chemical concentration, controlled by the cell density and the chemoattractant sensitivity α. The cell density reaction term (Eq. (7)a) includes a function f (v) depending on the chemical concentration, and a logistic function with coefficient r and saturation value u 0 for the cell proliferation, together with the cell death controlled by the coefficient δ u . Finally, the chemoattractant reaction term (Eq. (7)b) relies on a production function g(u) controlled by the density of cells, and a linear consumption mechanism with coefficient δ v representing the cell consumption of chemical during migration and proliferation (Painter 1997 ).
The finite elements method
The finite elements method (FEM) is a numerical method for the solution of partial differential equations. Based on the idea that a whole can be divided into small constitutive parts, the method can be easily implemented for complex geometries in a wide range of applications.
In general terms, the method consist in the transformation of a partial differential equation into a system of linear ordinary equations (Garzón-Alvarado 2007; Madzvamuse 2000; Crampin 2000) . Additional techniques must be used to reduce integrals and other mathematical operators, but the main assumption for the reduction of the system relies on the so-called weighted residual method (Rao 2004; Oñate et al. 2007; Oñate 2009; Zienkiewicz and Taylor 2000) .
For this method, let D be a linear differential operation over a function u(x) to obtain as result a function F(x):
123
Then, assume that the function u(x) is approximated by the linear combination of a set of basis functions N i (x) and punctual values a i . Accordingly,
Plugging the approximated formũ(x) into Eq. (8) leads to a results that approximates F(x). In consequence, an error or residual will appear (Zienkiewicz and Taylor 2000) :
Let be a domain divided into a number N E of elements, each one defined as a subdomain e . Given the linearity of the operator D, a local residual R e (x) will exist at each subdomain. By forcing the local residuals to be zero at the every subdomain, it is possible to obtain a representation of the punctual values a i for which the approximated representatioñ u(x) equals u(x) (Rao 2004; Zienkiewicz and Taylor 2000) . Accordingly,
where W i are a set of weight functions equal in number to the set of punctual values a i . Choosing appropriate weight functions, the problem is reduced to a set of n algebraic equations for the punctual values a i , which in fact, are unknown values of the original function u(x) in the given subdomain R e (Zienkiewicz and Taylor 2000) . By taking the sum of the local residuals, it is possible to obtain a global residual R g and a comprehensive solution of the problem defined in the domain .
In the case of the reaction-diffusion equations used in the biological models, the implementation of the FEM allows the calculation of the variables u and v throughout the domain and at every time step. Using the weight residual method, the equations for the Schnakenberg model (Eq. (5)) can be written for a local subdomain e as follows:
Using integration by parts in the second order derivative term, and organizing the terms to write the expression in the form of residuals we obtain:
where boundary conditions are assumed all equal to zero. The integral expression in Eq. (13) are the weak form of the partial differential reaction-diffusion equations for the Schnakenberg model (Zienkiewicz and Taylor 2000) . In general terms, variables u and v can be approximated by a linear combination of the basis functions as follows (Oñate 2009 ):
However, as a first approximation, let to be a one-dimensional domain. Accordingly, Eq. (14) can be considered as a linear interpolation with the basis functions being the onedimensional Lagrangian polynomials (Zienkiewicz and Taylor 2000) . Therefore, for a given one-dimensional subdomain e (Fig. 1a ), only two basis functions exist and only two punctual values a i are unknown ( Fig. 1b) (Rao 2004 ).
An additional normalization to these functions leads to a definition in the interval −1 ≤ ξ ≤ 1 with ξ the normalization variable. This process ensures that the basis functions are independent of the nodal coordinates at each element, allowing their use in the rest of the subdomains within . According to the normalization, the one-dimensional basis function or shape functions are expressed as follows:
Besides of the variable interpolation, a geometrical interpolation should be introduced in order to discretized the one-dimensional domain. Hence, a so-called isoparametric formulation (Rao 2004; Oñate 2009 ) is adopted. In this formulation, both the variables and the geometry are discretized and interpolated using the same number of punctual values and the normalized shape functions, in such a way that the approximations can be described as follows:
The extension of this formulation to a bi(tri)-dimensional domain must considered both the description of the shape functions in more than one variable and the geometry of the domain. Accordingly, several types of shape functions can be obtained, being the most recognized those for quadrilateral (cubic) and triangular (pyramidal) elements (Oñate 2009 ). For the simplicity of a bi-dimensional implementation, a quadrilateral element is considered ( Fig.  2a ). For this type of element, the variables u and v can be written again in terms of a linear interpolation with shape functions defined in a bi-dimensional reference frame (Fig. 2b) . Using Lagrangian polynomials, this new shape functions are written as (Oñate 2009 ): Fig. 2 The bi-dimensional element defined in the normalized reference coordinates frame. The number of each node is circled
In consequence, the geometry and variables approximation is given by:
Variables=
This discretization also implies the transformation of the integral defined in the subdomain e into an integral defined in the normalized reference frame. Therefore, an additional variable transformation is needed to write the domain differential d in terms of the normalized frame. This is done by introducing the jacobian (J) of the transformation, which allows writing an integral defined in the spatial coordinates frame into the normalized coordinate frame (Oñate 2009 ), as follows:
where |J| is the determinant of the jacobian given by:
After a complete spatial discretization, an additional discretization should be carried out for the time domain. This is accomplish by using the Backward Euler method, according to which the time derivative of a variable u can be written in discrete form as follows (Hoffman 2001; Zienkiewicz and Taylor 2000) :
with u i the value of u in the current iteration, u i−1 the value of u in the last iteration, and t the time step. Therefore, transforming the integration variables by means of the Jacobian (J), and considering the so-called Galerkin method according to which the weighting functions are equal to the shape functions (Oñate et al. 2007; Oñate 2009 ), the global description in the domain for the Schnakenberg model (Eq. (13)) can be discretized and written for a local subdomain e as follows (Madzvamuse 2000; Crampin 2000; Oñate 2009 ):
with the following equivalents for the matrices and vectors:
Since the integrals in Eq. (24) are expressed in normalized coordinates as the right-hand side of Eq. (21), it is possible to conduct the integration by applying the Gaussian quadrature method (Oñate 2009 ). According to this method, the integration of a function in the range [−1, 1] can be obtained by a weighted sum of function values calculated at the so-called Gaussian points. Using this method, Eq. (21) and Eq. (24) can be expressed in a complete discrete form similar to the following expression:
where GP x and GP y are the number of Gaussian integration points, ξ i and η j are the evaluation points for the function f (x, y) written in normalized coordinated, and W i and W j are the weight coefficients (Oñate 2009 ). The notation shown in Eq. (24) and completed by Eq. (25) applies to all the subdomains e within the domain . Therefore, the elemental solutions must be finally assembled to account for the complete set of unknown punctual values of the variables u and v throughout . This assembling process leads to the construction of the stiffness matrix AMATRX and the right-hand side residual vector RHS, needed to obtain the following expression:
where u u u = ( u 1 , u 2 ) T and v v v = ( v 1 , v 2 ) T for the elemental case. This system is similar to the system finally obtained when solving partial differential equations 123 by the Newton-Raphson method (Zienkiewicz and Taylor 2000; Hibbit et al. 2004) . Using this method to calculate the final solution to the problem, the stiffness matrix AMATRX contains the derivatives of the unknown variables, and the residual vector RHS is equal to −F. Therefore, it holds true for the elemental case that RHS F = −(F 1 , F 2 ) T and RHS G = −(G 1 , G 2 ) T , and that:
3 Numerical implementation and results
The system of algebraic equations shown in Eq. (27) is implemented in an user subroutine written in Fortran and solved using the commercial FEM software Abaqus 6.6 (Hibbit et al. 2004) . A similar discretization process as shown with the Schnakenberg model is followed for the implementation of the glycolysis and chemotaxis models, with further implementation details and results as follows:
Schnakenberg model
This model was first implemented in the one-dimensional domain [0, 1]. Results are shown in Figs. 3 and 4 . The following parameters were used during the computational implementation: a = 0.1, b = 0.9, d = 10, and γ = 789 (Madzvamuse et al. 2003; Crampin 2000) . The initial An additional implementation in the bi-dimensional domain [0,1] × [0,1] allows the formation of spatial temporal patterns as shown in Fig. 5 . The parameters used in this case were: a = 0.1, b = 0.9, d = 9.1676, and γ = 176.72 (Madzvamuse et al. 2003; Crampin 2000) . A total of 1000 iterations were needed, using a time step t = 0.05. The mesh is the same as for the one-dimensional implementation. The initial condition is given by a perturbation of 5% around the steady-state, as shown in Fig. 5a . The boundary conditions are in all cases equal to zero.
The results of the model for both the one-dimensional and bi-dimensional implementation show the formation of spatial-temporal patterns around the steady-state (initial condition). The results obtained in 1D show a 180 • C phase shift between the chemical activator concentration and the chemical inhibitor. This shift indicates that the suppression of latter stimulates the synthesis in the former (Maini 1997; Vanegas-Acosta et al. 2009 ). Since this same shifting behaviour is observed in the two-dimensional implementation, and for the sake of simplicity, the chemical inhibitor concentration is not displayed. In addition, both implementations show that small perturbations of the steady-state are needed for the formation of spatial-temporal patterns (Madzvamuse et al. 2003; Maini 2004; Murray 2002) . This is verified by using as initial conditions the exact values of the steady-state for both u and v, condition that results in the inhibition the spatial-temporal patterns. Finally, numerical results obtained using the FEM implementation are in agreement with the results reported elsewhere using other numerical techniques (Madzvamuse et al. 2003; Maini 2004; Crampin 2000) . 
Glycolysis Model
The model described by equations Eq. (6) was implemented for the bi-dimensional domain [0, π]x [0, π] . Results are shown in Figs. 6 and 7. Numerical parameters used in this implementation were as follows: D u = 1.0, D v = 0.0518, δ = 1.75, and k = 0.05 (Madzvamuse et al. 2003; Painter 1997) . The solution was obtained after 25000 iterations with a time step t = 0.1. The mesh consisted of 2500 quadrilateral patches defined by Lagrangian bilinear elements and 2601 nodes. The initial condition is given by a perturbation of 5 % around the steady-state u s = 0.5622, v s = 1.75 (Vanegas-Acosta et al. 2009 ), as shown in Figs. 6a and  7a . The boundary conditions are in all cases equal to zero.
Results show the formation of spatial-temporal patterns similar to those obtained with the Shnakenberg model in 2D (Fig. 5) . The presence of the 180 • C phase shift between the concentrations of glucose and pyruvate numerical reproduces the production-consumption relationship between the two chemicals. However, the final concentration of glucose after 2500 time units is about the 30 % of the final concentration of pyruvate. This difference provides a numerical insight to the greater amount of glucose that is produced when compared to pyruvate production (Garzón-Alvarado 2007).
A second bi-dimensional implementation was performed using the domain [0, 5π] × [0, 5π]. By keeping the same numerical parameter, meshing, initial conditions and boundary conditions as before, the model lead to the dot-like spatial-temporal patterns shown in Fig. 8 . The magnitude of this spot-like patterns is similar to the magnitude obtained in the previous implementation (Fig. 6 ). This fact might suggest that the reaction kinetics needed for the formation of the spot-like patters is slightly increased with respect to the previously implemented case by changing the length of the square domain.
A final implementation of this model was performed within the bi-dimensional domain [0, 5π] × [0, 5π], using the following set of numerical parameters: D u = 1.0, D v = 0.08, δ = 1.2, and k = 0.06. Solution was obtained after 100000 iterations with a time step t = 0.1 for the same meshing as before. The initial conditions were given as a perturbation of 5% around the steady-state u s = 0.8, v s = 1.2. Results shown in Fig. 9 correspond to the formation of stripe-like patterns for the glucose concentration. An increase of almost twice the magnitude in the glucose concentration suggest that a significantly higher kinetic reaction between the chemicals is needed for the formation of stripe-like patterns. This fact is a consequence of the change in the parameters δ and k leading to changes in the production and consumption rates of both glucose and pyruvate (Eq. (6)).
Chemotaxis Model
The chemotaxis model was implemented using the bi-dimensional domain [0,1] × [0,1]. The numerical parameters used were: D v = 0.005, α = 2.0, δ u = 0.05, δ v = 0.05, γ = 0.001, p = 30, and r = 4 (Painter 1997) . The mesh consisted of 2500 quadrilateral patches defined by Lagrangian bilinear elements and 2601 nodes. Solution was obtained after 800 iterations with a time step of t=0.01.
Functions f (u) and g(v) have the form of activation/inhibition functions (Murray 2002 ) and were calculated according to the following expressions (Painter 1997) :
where n 0 and u 0 are the threshold values of the variables u and v that start the activation/inhibition mechanism. In order to obtain a travelling wave-like spatial-temporal pattern, n 0 = 0.01 and u 0 = 0.0195 (Painter 1997) . The initial conditions are given by the following rules:
where n i = 1.0, x i = 1.0, and u i = 0.2 (Painter 1997) . Boundary conditions are zero in all cases. Results of the simulations are shown in Figs. 10 and 11 , which are consistent with the results obtained elsewhere using the finite difference method (Painter 1997 ) and represent the cell migration wave-like front obtained in response to the presence of the chemical signaling (Murray 2002) . A final implementation was performed to couple the glycolysis model with the chemotaxis model. The aim of this approach is to obtain the formation of spot-like spatial-temporal patterns in combination with the travelling wave-like cell migration front. Accordingly, both the glycolysis and chemotaxis models are coupled as follows:
where u is the concentration of the chemical activator from the glycolysis model, n is the cell density from the chemotaxis model, and γ = 0.05 and β = 0.05. This coupled model is solved for the bi-dimensional domain [0,1] × [0,1] with a mesh of 2500 quadrilateral patches and Lagrangian bilinear elements with 2601 nodes. The numerical solution is obtained after 25000 iterations with a time step δt = 0.1. Initial and boundary conditions are zero in all cases. Since simulation times for the glycolysis and chemotaxis models are not the same, a time-adjusting strategy was used to synchronize the spot-like pattern formation with the travelling wave-like front. Accordingly, the glycolysis model is solved first and the coupling scheme is delayed to the proper iteration given by the chemotaxis model. Results displayed in Fig. 12 show the appearance of the spot-like patterns concomitant a with wave-like cell migration front travelling from right to left in the x-axis. The magnitude of the spot-like formation is the same as found for the solution of the glycolysis model alone. This fact suggest that coupling the spot-like formation with a travelling cell migration maintains unaffected the spot-like formation although the appearance throughout the domain is controlled by the position of the cell migration front.
Discussion and conclusions
The numerical results show that the reaction-diffusion equations are suitable to describe features of some biological systems as the formation of spot and stripe patterns that appear in the skin of many animal, and the cell migration process (Maini 2004; Painter 1997) . According to the numerical implementation, the formation of the expected spatial-temporal patterns depends on small perturbations of the steady-state used as initial conditions. This perturbations cause instabilities in the model that cause the formation of the patterns in response to the Turing's driven instabilities (Madzvamuse 2000) .
Furthermore, the selection of the numerical parameters must be consistent with the expected response. It has been observed that variations in parameter values lead to variations in the solution. Moreover, numerical results show that modifications in the solution domain also affect the spatial-temporal patterns (Madzvamuse et al. 2003) . A first one-dimensional implementation of the Schnakenberg model shows the interaction of both the activation and inhibition effects controlling the pattern formation (Figs. 3, 4) . Accordingly, a half-a-cycle phase shift was observed between the two chemical concentrations involved that respond to the non-linear terms present in the production and consumption mechanism of both chemicals (Eq. (5)). Similar shifted mechanisms have been observed in several pairs of biological agents, such as predator-prey populations, growth-feeding mechanism, epidemiological distributions within an environment, among many others (Murray 1993) .
With the bi-dimensional implementation, it is concluded that the numerical technique is suitable to be used in a more complex geometry since the shifted mechanism is conserved ( Fig.  5) . Furthermore, the magnitude of both chemical concentrations during the one-dimensional is preserved during the bi-dimensional implementation, in such a way that the results for the one-dimensional case can be considered the solution over a particular line crossing the bi-dimensional domain. In fact, this holds true when the parameters are the same for both implementations (Garzón-Alvarado 2007; Vanegas-Acosta et al. 2009 ).
More evidence of the influence of the numerical parameters and the domain dimension is obtained from the implementation of the glycolysis model. In this case, three different types of spatial-temporal patterns are obtained, as shown in Figs. 6-9. The formation of different spatial-temporal patters according to changes in both the numerical parameters and the domain is a well known fact of the reaction-diffusion models (Madzvamuse et al. 2003; Madzvamuse 2000) . Furthermore, the lack of knowledge to select the adequate set of parameters might be an inconvenience for the validation a mathematical model against the real biological problem. As a consequence, mathematical models should be understood as tools providing approximate solutions whose accuracy depends on the availability of experimental (real) data to confront the numerical findings. Furthermore, changes in the numerical parameters or the solution domain may lead to a larger number of iterations (and smaller time steps) as in the case of the stripe-like patterns shown in Fig. 9 , starting to be visible only after 60000 iterations. Nevertheless, the solution is stable for the formation of a fibrillar network and together with the results shown in Figs. 6-8, the glycolysis model can be associated with the formation of pigmentation patterns for applications in morphogenesis (Maini 2004; Painter 1997) , an also to mathematically describe growth events such as bone formation and fibers formation (Garzón-Alvarado 2007; Vanegas-Acosta et al. 2010) .
The model of chemotaxis, in turn, can be considered a mathematical description suitable to represent cellular movement transport phenomena. The travelling wave-like spatial-temporal pattern obtained is similar in behaviour to the cell migration mechanism observed towards a chemical stimulus, in this case, the chemoattractant signal (Painter 1997; Murray 2002) . According to the numerical results, there is a balance between the production term for the cells (mitosis) and the cell death (Eq. (7)a). This balance leads to the appearance of a constant density of cells in the migration front during the complete simulation. This implies a constant chemical consumption as observed in Fig. 11 that can be maintained because of a secondary balance between the chemical production and degradation terms (Eq. (7)b) ). The presence of these numerical balanced terms provides an homogeneous pattern formation throughout the domain that preserves the wave-like nature shown in Fig. 10 . In regard of the numerical results, the implementation of the biological models using the FEM approach described here allows to obtain solutions similar to those reported elsewhere using different techniques (Madzvamuse et al. 2003; Garzón-Alvarado 2007; Painter 1997; Maini 1997) . Therefore, the numerical approach is suitable to be used to obtain the solution of complex mathematical models, providing accurate results with lower computational cost in the cases where the numerical parameters, the meshing conditions and the time restrictions are well described.
Nevertheless the limitations, both the mathematical models and the solution technique shown here can be used for the formulation and implementation of mathematical descriptions dealing with tissue formation and cell behaviour in applications related to wound healing and growth. A first approximation to this regard is shown in Fig. 12 , where two specific pattern formations (spots and waves) are coupled to obtain a mixed pattern formation able to reproduce features of tissue growth as canaliculi formation in bone (Klein-Nulend et al. 2005) .
