Abstract. In this paper, we introduce a procedure for approximating the joint spectral radius of a finite set of matrices with arbitrary precision. Our approximation procedure is based on semidefinite liftings and can be implemented in a recursive way. For two matrices even the first step of the procedure gives an approximation, whose relative quality is at least 1/ √ 2, that is, more than 70%. The subsequent steps improve the quality but also increase the dimension of the auxiliary problem from which this approximation can be found. In an improved version of our approximation procedure we show how a relative quality of (1/ √ 2)
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For the special case of matrices with non-negative entries we prove that
2 ) where A ⊗k denotes the kth Kronecker power of A. An approximation of relative quality (1/2) 1/k can therefore be obtained by computing the spectral radius of a single matrix of dimension n k . From these inequalities it also follows that the spectral radius is given by the simple expression ρ(A 1 , A 2 ) = lim
where it is somewhat surprising to notice that the right hand side does not directly involve any mixed products between the matrices A 1 and A 2 .
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Introduction
The spectral radius of a matrix A is an important measure of the stability of the discrete-time linear system (1.1)
x k+1 = Ax k , x 0 ∈ R n .
However, in some models at each step of the process (1.1) the matrix A can be chosen from a (possibly finite) set of matrices. The characteristic which is responsible for the stability of all possible trajectories of such a system is called the joint spectral radius of the set. The joint spectral radius of a set of matrices was first defined in [14] and has since then appeared in a number of different contexts; see, e.g., [15] or [7] for recent short surveys 1 . In systems theoretic terms, the joint spectral radius can be associated with the stability properties of time-varying systems in the worst case over all possible time variations, or with the stability of "asynchronous" [17] or "desynchronised" [12] systems; see also [1] . Besides systems-theoretic interpretations, the concept is pervasive in many areas of applied mathematics such as in wavelets [6] , iterated function systems, fractals, numerical solutions to ordinary differential equations [9] , discrete event systems [4] , interpolation [18] , and coding theory [13] .
Despite its natural interpretation, the joint spectral radius of a set of matrices is difficult to compute. In particular, the problem of determining if the joint spectral radius of two matrices is less or equal to one is a problem that is algorithmically undecidable; see [3] . The joint spectral radius can nevertheless be approximated to any degree of accuracy by computing converging sequences of upper and lower bounds (see, e.g., [7] or [8] ). Unfortunately, these bounds are expensive to compute and there are no theoretical guarantees for their rate of convergence: approximations of arbitrary degree of accuracy can be computed, but at a price that may be prohibitive. Let us say that the value ξ approximates the value ρ with relative quality µ ∈ [0, 1] (or, 100 µ %), if µ ξ ≤ ρ ≤ ξ. It is known (see [16] and the note 9 on page 1260 of [5] ) that, unless P=NP, there is no algorithm that can compute the joint spectral radius of two matrices with relative quality 1 − in time polynomial in 1/ . Despite this negative result it is still conceivable that for any fixed desired accuracy, there exists a polynomial time algorithm that computes the joint spectral radius with that accuracy. We prove in this paper that this is indeed the case. Using a certain lifting procedure (semidefinite lifting) we show how the joint spectral radius of m matrices can be approximated with relative quality 1/ √ m. It appears that this procedure can be applied in a recursive way and in an improved version of the resulting approximation procedure we show how a relative quality of (1/ √ m) 1/k can be obtained by evaluating the spectral radius of a single matrix of dimension n k (n k + 1)/2. Since
1 Google returns 625 entries upon entry of "joint spectral radius".
our approximation algorithm provides a relative quality 1− in time polynomial in n ln m/ .
Contents. In Section 2 we introduce the necessary definitions and prove the lower bound on the joint spectral radius of a finite set of matrices. Further, we justify a special conic representation of the joint spectral radius. This representation is useful for the sets of matrices which leave invariant a certain cone. For such matrices we show that the usual spectral radius of the sum of these matrices is a good approximation to the joint spectral radius. In Section 3 we present the semidefinite lifting procedure, which transforms a linear operator acting in a finite-dimensional space to a linear operator acting in a space of symmetric matrices of corresponding dimension. It appears that under this transformation the joint spectral radius of a set of corresponding matrices is squared. Moreover, the lifted operators leave invariant the cone of positive semidefinite matrices. This opens a possibility to approximate the joint spectral radius of general matrices. In Section 4 we show that the semidefinite lifting can be applied recursively. We discuss the complexity issues for the case of two matrices. In Section 5 we analyze the quality of ellipsoidal bound for joint spectral radius. In Section 6 we justify another lifting procedure, the Kronecker lifting. We show how it works for matrices with non-negative elements. For general matrices, this procedure can be combined with semidefinite lifting, which gives more flexibility in choosing the appropriate approximation algorithm. In Section 7 we discuss the results and justify an explicit characterization for the spectral radius of a set of symmetric positive semidefinite matrices.
Notation. In this paper we denote by R n the n-dimensional space of real column vectors. When the dimension of the space is not important, we use notation E ≡ R n . For s and x in R n we denote by s, x the standard inner product:
If E is equipped with a norm · , then the dual norm is defined in the usual way:
For a n × n matrix A (notation:
A cone in E is any subset K ⊆ E such that λv ∈ E for all λ ≥ 0 and v ∈ K. We say that a cone K is proper if it is closed, convex, has nonempty interior, and contains no line. If K is proper, then its dual cone
is proper also. Note that for a matrix A :
The set of symmetric matrices, that map E to E, is denoted by S ≡ S(E). A matrix A is positive semidefinite (which we denote by A 0) if v T Av ≥ 0 for all v ∈ E. The set of positive semidefinite matrices forms a cone in S which we denote by S + . We denote by R n + the positive orthant and by ∆ n the standard simplex:
Finally, we denote by δ i,j the Kronecker symbol:
Definition and main properties
Let E be a finite dimensional real vector space. Consider a set of matrices
, that map E to E and let · be an arbitrary norm in E. Let {1, . . . , m} k denote the set of sequences of length k of symbols taken from the set {1, . . . , m}. To the element σ ∈ {1, . . . , m} k with σ = σ 1 σ 2 . . . σ k and σ i ∈ {1, . . . , m} we associate the matrix
Then we can define the joint spectral radius of the set
as follows:
Clearly, since all norms in E are equivalent, the value of the joint spectral radius does not depend on the choice of the norm. Note that for the spectral radius of a single matrix ρ(A) we have the following representation:
It is well known that the value of the joint spectral radius is difficult to compute (see, e.g. [16] ). Therefore a good approximation can be quite useful. First of all, consider the following lower bound for the joint spectral radius:
The following statement was proved in [2] using the result of [12] . Here we present a direct justification.
Lemma 1. For any set of matrices
we have:
Proof. Let us fix an arbitrary α ∈ ∆ m and an integer k ≥ 1. We have:
and also lim sup
The result then follows by direct application of the relations (2.2) and (2.1).
In order to get an upper bound for the joint spectral radius, we introduce several useful representations of this value.
Lemma 2. Let K be a convex cone in E with nonempty interior, and γ be a positive constant. For an integer k ≥ 1 denote
Proof. Since ρ
. . , A m ), we can restrict ourselves to the case γ = 1. It is also clear that
, where the latter notation stands for the righthand side of inequality (2.5). Let us prove the converse inequality.
Consider the function
Since int K = ∅, this function is well defined for all x ∈ E. Moreover, it is homogeneous and convex on E, and
x .
Thus, · K is a well-defined norm on E.
Since the space E is finite-dimensional, there exists a constant β such that
Let us choose an arbitrary x ∈ E with x = 1. Denote by u(x) and v(x) the points from K such that x = u(x) − v(x) and
Thus, for any x ∈ E, x = 1 there exists a point y ∈ K with y = β such that
The representation of Lemma 2 is important because of the following statement.
Theorem 1.
Assume that there exists a proper cone K such that
Proof. Note that the lower bound in (2.6) is already established in Corollary 1. In order to prove the upper bound, let us show first that for any x ∈ K and s ∈ K * we have
Indeed, using the inclusion A T i s ∈ K * , i = 1, . . . , m, by simple induction we obtain:
Define now the following norm:
In view of inequality (2.7) for any x ∈ K we obtain:
Thus, since the norms · and · 1 are equivalent, using the representation (2.5) and property (2.2) we get
Using the previous statement, in some simple situations we can get estimates for joint the spectral radius with relative quality 1 m . Corollary 2. Let the matrices A i ∈ R n×n , i = 1, . . . , m, have non-negative elements. Then
However, it is more important that Theorem 1 can be applied for estimating the joint spectral radius of general matrices. We discuss this in the next section.
Semidefinite lifting of operators
Let A be a matrix that maps E to E and denote by S the space of symmetric matrices that map E to E. Consider the following object:
Thus, M A (·) is a linear operator that maps S to S:
We will use the notation M A for the corresponding matrix. Note that for any positive definite matrix X ∈ S + we have M A (X) ∈ S + . Having a set of matrices A i , i = 1, . . . , m, we may be interested in the relation between ρ(A 1 , . . . , A m ) and ρ(M A 1 , . . . , M Am ).
Theorem 2. For an arbitrary set of matrices
Proof. Let n = dim E. For two matrices X and Y from S ≡ R n(n+1) 2
we introduce the Frobenius inner product and corresponding norm:
For x, y ∈ E we choose x = x, x 1/2 . Consider now the values
Thus, in view of Lemma 2 and definition (2.1), we get ρ(M A 1 , . . . , M Am ) ≥ ρ 2 (A 1 , . . . , A m ). On the other hand, since any X ∈ S + with X = 1 can be represented as
we have
Thus, ρ
. . , A m ) and using again Lemma 2 and definition (2.1) we get the relation (3.1).
We can now get a simple consequence of our observations. Theorem 3. For the set of matrices A 1 , . . . , A m define the following linear operator:
Proof. Note that the matrices M A i , i = 1, . . . , m, map S + to S + , which is a proper cone. Therefore, in accordance to Theorem 1, the operator
provides us with the following bounds:
It remains to use Theorem 2.
Note that even for matrices with non-negative coefficients the bound (3.2) is sharper than (2.8).
Recursive semidefinite lifting
We now discuss the possibility of getting tighter bounds for the joint spectral radius. In order to make the presentation more transparent, we restrict ourselves to m = 2.
Note that for m = 2 the bounds (3.2) are not so bad:
where
> 0.7 and so the relative quality of our approximation is at least 70%. Note that B(X) is a linear operator and so its spectral radius can be found either by standard Linear Algebra techniques, or by solving the following optimization problem:
However, the main advantage of the approach presented in Section 3 consists in the possibility of applying it recursively. Indeed, denote ρ = ρ(A 1 , A 2 ) and let us introduce two sequences of linear operators A . For l = 0 define
For l ≥ 1 we define these operators recursively:
From Theorem 2 we know that
On the other hand, for any l ≥ 1 the matrices A
[l] i (·), i = 1, 2, leave the cone S(E l−1 ) invariant. Therefore, in view of Theorem 1, we can estimate this quantity as follows:
Thus, after l steps, we get the following bounds:
Thus, the improvement in the quality of our approximation is quite fast. Unfortunately, the dimension of the spaces E l is growing much faster. Indeed,
Therefore asymptotically we have
2 l , where n = dim E.
Let us display the growth of the quality of approximations as compared with increase of dimension for first steps of the recursive semidefinite lifting.
Steps Quality n = 2 n = 10 n = 100 1 0. We use symbol * to mark the cases for which the dimension of the auxiliary problem goes beyond the abilities of modern computers. However, note that the matrix of operator B in (4.1) is sparse. Therefore its spectral radius is computable for much higher values of n.
Ellipsoidal norm
Let us compare our approximation of the joint spectral radius with other possibilities. Consider the following value (see [2] ):
, which corresponds to the best ellipsoidal norm for our set of matrices. It is easy to see that
Note that the spectral radius of the matrices
can be represented as follows:
Therefore, if a pair (X, τ ) is feasible for the optimization problem in (5.2), then it is feasible for the optimization problem in (5.1). Thereforê
If a pair (X, τ ) is feasible for the optimization problem in (5.1), then the pair (X, mτ ) is feasible for the optimization problem in (5.2). Thus,
Taking into account the inequality (3.2), we get the following bounds for the joint spectral radius:
Thus, we can see that the ellipsoidal estimateρ(A 1 , . . . , A m ) also has relative quality
. This result significantly improves the bound obtained in [2] for the ellipsoid approximation.
Kronecker lifting for matrices
The main drawback of recursive applications of the lifting procedure presented in Section 3 is the extremely fast growth of the dimension of the auxiliary problem. It would be interesting to find a strategy, each step of which is less aggressive. In this section we show how that can be done. Again, for the sake of simplicity, we consider the case m = 2.
For two matrices A ∈ R p 1 ×q 1 and B ∈ R p 2 ×q 2 define their Kronecker product, the matrix C ∈ R p 1 p 2 ×q 1 q 2 , as follows:
We also define the Kroneker power of the matrix A ∈ R p×q :
There is no need for parenthesis in this expression since the Kronecker product is an associative operation. Let us prove some properties of Kronecker products. From now on we denote by · the standard Euclidean vector norm and the associated matrix norm:
Ax .
Lemma 3. For matrices of appropriate size we have
Proof. The first statement directly follows from the definition. The second statement is quite standard; a proof can be found, e.g., in [11] , Section 4.2. The third statement follows from repeated application of the second. Finally, for proving the fourth statement, note that for any symmetric matrix B the eigenvalues of the matrix B ⊗l are formed as all possible products of eigenvalues of matrix B of length l, and so we have
Now we can prove the main statement of this section.
. Then, in view of Lemma 3 we have
It remains to use the definition (2.1). We will use Theorem 4 in order to transform an estimate of the value ρ(A ⊗l 1 , A ⊗l 2 ) into an estimate for ρ(A 1 , A 2 ). Note that the estimate of the first value can be derived from Theorem 1 provided that there exists a proper cone K, which is invariant for A ⊗l i , i = 1, 2. Consider two situations.
1. Non-negative matrices. Suppose that both matrices A 1 and A 2 have non-negative entries. Then the cone R 
Relative quality of the estimate ρ 1/l (B) satisfies the inequality
In order to compute this estimate, we need to solve an eigenvalue problem for the matrix B, whose dimension is equal to n l . Note that the estimate of the same quality is given by the value ρ 1/l (B), where the matrixB is defined as followŝ
2. General matrices. In general, we cannot expect that the matrices A have a joint invariant cone. However, as we have shown in Section 3, this cone can be created by semidefinite lifting. Denote
Then, using Theorems 1, 2, and 4, we obtain the bound
with relative quality (6.4)
.
In this case the dimension of the matrix B is as follows:
Thus, using this mixed strategy, we can improve the quality of approximation.
Discussion
The results presented in this paper open a possibility to compute approximations for the joint spectral radius with worst-case theoretical guarantees. Of course, the computational complexity of these estimates needs further examination. Indeed, the spectral structure of the matrix A ⊗l is very simple and this simplicity must be inherited somehow by the matrix A ⊗l 1 + A ⊗l 2 . It therefore appears to be an interesting problem to investigate the possibility of constructing efficient procedures for finding the spectral radius of this sum.
In order to support the above hope, let us show that a careful treatment of the structure of the above mentioned sum can lead to some explicit results (this result is also proved in [2] without the positive semi-definiteness assumption). Thus, the matrix M A is also symmetric.
3. Semidefinite lifting preserves positive semidefiniteness. Indeed, if the matrix A ∈ S + , then for any X from S we have M A (X), X = AXA, X = A 1/2 XA 1/2 , A 1/2 XA 1/2 = A 1/2 XA 1/2 2 .
Thus, the matrix M A is positive semidefinite.
Applying the above observation to the recursive semidefinite lifting procedure, we conclude that ρ(A we get the result as l → ∞.
