# Visual short-term memory (VSTM) has been described as being limited by the number of discrete visual objects, the aggregate quantity of information across multiple visual objects, or some combination of the two. Many recent studies examining these capacity limitations have shown that increasing the number of items in VSTM increases the frequency and magnitude of errors in a participant's recall of the stimulus. This increase in response dispersion has been interpreted as a loss of precision in an item's representation as the number of items in memory increases, possibly due to a change in the tuning of the underlying representation. However, increased response dispersion can also be caused by a reduction in the total memory strength available for decision making as a consequence of a reduction in the total amount of a fixed resource representing a stimulus. We investigated the effects of load on the precision of memory representations in a fine orientation discrimination task. Accuracy was well captured by extending a simple sample-size model of VSTM, using a tuning function to account for the effect of orientation precision on performance. The best model of the data was one in which the item strength decreased progressively with memory load at all stimulus exposure durations but in which tuning bandwidth was invariant. Our results imply that memory strength and feature precision are experimentally dissociable attributes of VSTM.
Introduction
Visual information can be retained for short intervals in a form that survives backward masking but is still intrinsically visual in nature, meaning that it is not simple sensory persistence but is not yet a categorically encoded representation. This posticonic, precategorical memory system is known as visual shortterm memory (VSTM) or visual working memory, and has been central in the investigation of visual perception since its description by Phillips (1974) .
Many of the debates within the VSTM literature have centered on different capacity constraints that may act upon this memory system and what these constraints reveal about its underlying structure. One of the central concepts in this literature is that of VSTM precision. Precision has been characterized in different ways theoretically and measured in different ways empirically, but the common assumptions that underlie research in this area are, first, that precision changes with VSTM load and, second, that loss of precision leads to poorer memory performance. Our aim in this study is to test between two alternative accounts of the psychophysical basis of precision. Both of these accounts, which were first distinguished as theoretical alternatives by Prinzmetal, Amiri, Allen, and Edwards (1998) , assume that representations of stimulus attributes in memory are encoded by populations of labeled detectors or tuned channels, whose response characteristics likely reflect the characteristics of the associated neural population code. One model holds that changes in precision are associated with changes in the range or variance of the set of detectors that are activated by a stimulus feature; the other model holds that the range of detectors activated by a feature remains constant and that changes in precision are associated with changes in the strength of the active detector responses. We test between these two accounts Citation: Lilburn, S. D., Smith, P. L., & Sewell, D. K. (2019) . The separable effects of feature precision and item load in visual short-term memory. Journal of Vision, 19(1):2, 1-18, https://doi.org/10.1167/19.1.2.
by investigating how the tuning of detectors is affected by changes in the number of items to retain in memory. To foreshadow our results: We find that changes in memory load lead to changes in VSTM strength, with no changes in the associated tuning function, consistent with the constant-range account. Our results imply that the loss of item precision associated with increasing memory load is better characterized as a loss in total memory strength rather than as an increase in the ''blurring'' or variability of item representations.
Following Luck and Vogel (1997) , investigations into capacity constraints have often examined the effect of memory load, as measured by the number of visual objects presented, on overall performance. Many of these studies have employed a change detection paradigm, designed to measure VSTM quality by an observer's ability to detect a change between a memory array and a subsequent probe array (e.g., Luck & Vogel, 1997; Phillips, 1974; Vogel, Woodman, & Luck, 2001) . The item-based limitations are clear: Models with performance dependent on the total number of items have provided strong accounts of the decrease in overall performance with an increase in the number of items (Rouder et al., 2008; Sewell, Lilburn, & Smith, 2014; Zhang & Luck, 2008) ; constraints on retrieval time scale with the number of encoded items (Sewell et al., 2016) ; successively reporting features of different objects produces larger performance costs than successively reporting features of the same object (Egly, Driver, & Rafal, 1994; Woodman & Vecera, 2011) ; and performance seems more related to the number of items to be stored rather than the number of spatial locations (Lee & Chun, 2001; Woodman, Vecera, & Luck, 2003) , mirroring similar results in the attentional literature (e.g., Duncan, 1984) . Limitations have been found at the feature level, but their capacity constraints have yet to be simply characterized. Initial findings indicated that storage is contingent on feature complexity (Alvarez & Cavanagh, 2004; Eng, Chen, & Jiang, 2005) but that interitem similarity and the ''resolution'' of items within memory may also play a role (Awh, Barton, & Vogel, 2007; Barton, Ester, & Awh, 2009) . More recent studies have also suggested that performance may be dependent on interitem, interfeature interactions Brady, Konkle, & Alvarez, 2009) , leading to hierarchical accounts of item-feature storage Orhan & Jacobs, 2013) .
These later studies, along with many others, employed a continuous report paradigm (e.g., Bays, Catalao, & Husain, 2009; Wilken & Ma, 2004; Zhang & Luck, 2008) , which assesses an observer's ability to reproduce the remembered value of a continuously distributed stimulus attribute like color or orientation. In its use of a continuous response variable, the continuous report paradigm is reminiscent of the method of adjustment used in measuring thresholds in classical psychophysics (Woodworth & Schlosberg, 1954) . The method was resurrected by Prinzmetal et al. (1998) as a way to assess the effects of attention on perceptual variability and, following the work of Wilken and Ma (2004) , has been widely used in VSTM studies to assess representational precision in memory. Studies employing a continuous report paradigm indicate that although an item limit might be a critical constraint on the overall memory system, there is a systematic increase in the observer error rate below any item limit, which can be seen when tasks require that small changes in a feature be detected (Bays et al., 2009; Palmer, 1990; Wilken & Ma, 2004) or a feature be reproduced from a memory representation (Wilken & Ma, 2004; Zhang & Luck, 2008) . In this paradigm, errors in which the observer reproduces a similar, but not identical, stimulus are generally modeled as a Gaussian or von Mises distribution (a circular approximation of the Gaussian distribution) centered on the true stimulus identity. A consistent finding is that even below the item limits identified in the change detection literature, the variance of the distributions of response errors increases as a function of the memory array size. This indicating that observers are more likely to produce stimuli increasingly different from the target stimulus with additional items (or to mistake stimuli increasingly different from the target as having been previously presented). Whether a hard item limit can be reconciled with this finding has been a continuing point of debate (Adam, Vogel, & Awh, 2017; van den Berg & Ma, 2014; Zhang & Luck, 2008) .
Taken together, these change detection and continuous report data indicate that VSTM performance is highly contingent on the number of items presented to the observer, but that a simple item limit does not appear to be the complete picture. One difficulty is that the change of performance observed, even at small item loads, across feature values within continuous report tasks does not easily map onto a single type of memory constraint. Although precision is often invoked as a singular concept in discussions of continuous report tasks, it refers to both an observable property of responding (the inverse of response error variance) and a property of the resolution of the underlying representation across values of a stimulus feature (sometimes called mnemonic precision; see, e.g., van den Berg, Awh, & Ma, 2014) . Despite being obviously existent, the exact relationship between these two quantities is not necessarily straightforward, as evidenced by the large number of candidate models that are broadly consistent with continuous report data (Bays et al., 2009; Bays, Gorgoraptis, Wee, Marshall, & Husain, 2011; van den Berg et al., 2014; van den Berg, Shin, Chou, George, & Ma, 2012; Zhang & Luck, 2008 ). An increase in response dispersion (that is, a decrease in response precision) could be consistent with a constant change in total memory strength-the signal-to-noise ratio across all values of a feature-as argued for by Palmer (1990) , Smith and Sewell (2013) , Bays (2014) , and Smith (2016) . There are multiple possible causes for such a change, including dynamic remapping of an existing resource (Bundesen, Habekost, & Kyllingsbaek, 2011; Ester, Serences, & Awh, 2009) and an increase in interference between items simultaneously stored within memory (Oberauer & Lin, 2017) .
Another possibility is that changes in the number of items to be retained also change the representation within the domain of feature values. Change in the representation-level precision of an item as a function of the total number of items could be the result of averaging across multiple noisy copies of an item stored in memory (Zhang & Luck, 2008) or a change at the fundamental level of detector responses, so-called nonmultiplicative scaling (Reynolds & Heeger, 2009) , conjectured by Prinzmetal et al. (1998) and observed at the neural level in work pertaining to the underlying mechanisms of attention (Martinez-Trujillo & Treue, 2004; Spitzer, Desimone, & Moran, 1988; Treue & Martinez-Trujillo, 1999) . We are not committed to any specific mechanism for changes within or across the feature domain but are more generally interested in the interaction between item-level constraints on performance and feature-level constraints at the level of psychophysical channels or detectors (Graham, 1985) .
Evidence that can distinguish between different sets of limitations can be obtained by placing additional experimental constraints on observers and imposing more specific constraints on modeling observer performance. In the current article, we use a simple twochoice discrimination task with well-known decision properties to examine observer memory for stimuli with small angular differences (target angular offsets) from a known referent (in this case, a vertically oriented stimulus). Our previous work examining memory performance using this paradigm has provided a strong theoretical constraint, an inverse square-root relationship between memory load and detection sensitivity d 0 (Palmer, 1990) , which can be used to provide a quantitative characterization of the relationship between item-and feature-level capacity constraints.
A sample-size information constraint
Changes across memory array sizes in the variance of reproduction error within continuous report tasks and in the precision with which observers can distinguish small changes have been described as following a power law, where precision (defined as either the inverse variance or the inverse standard deviation of the error distribution) for a display of m items changes with the relationship P m ¼ P 1 m Àk , where the subscript of the precision P denotes the memory array size (Bays & Husain, 2008; Donkin, Kary, Tahir, & Taylor, 2016; Palmer, 1990; Smith, Corbett, Lilburn, & Kyllingsbaek, 2018) . More concretely, this power law can be interpreted as the division of a fixed memory resource across all items to be remembered. The exponent k of this power law appears to reflect whether this division of attentional resources across items in the display is balanced or uneven (Smith et al., 2018) .
In the simplest cases known-discrimination of length between line segments (Palmer, 1990) and discrimination between Gabor patches that are orthogonally oriented -an even division of resources across all items in a display leads to the relationship
where d 0 is the sensitivity measure from signal detection theory, m is the display size, and the subscript again denotes the corresponding memory array size. This capacity constraint, characterized by a sample-size model of VSTM resource allocation, was identified in the orthogonal orientation discrimination case in our earlier work (Sewell et al., , 2016 . Although this capacity limitation has been identified as a limitation in consolidation by Vogel et al. (2006) , we reported that the same limitation could be obtained regardless of whether individual items were presented simultaneously or sequentially. We also found that a model which assumed that this performance constraint was due to an informational capacity limit of the memory system accounted for data better than an object-level exponential race model which assumed that the capacity limit was due to a limitation in the rate of consolidation .
Such an information limitation can be reformulated as the result of aggregating a fixed-size pool of opponent-coded Poisson neurons (Smith, 2015) or, more generally, as the normalization of the strength of information within memory based upon stimulus energy (Smith & Sewell, 2013; Smith, Sewell, & Lilburn, 2015) . This constraint makes clear predictions for performance across different memory array size conditions, as additional items place additional demands (potentially equal demands) on a fixed information limit. The sample-size relationship does not, however, place any constraints on how that information might be distributed across feature values (in this case, different orientation values). An account of fine orientation discrimination performance must generalize this information constraint to also include any effect that discriminability of the feature values may have on overall performance.
Tuned channels within memory representations
It is assumed, in discriminating between two orthogonal orientations, that the two orientationshorizontal and vertical, in the case of Sewell et al. (2014) -are maximally discriminable. This is in keeping with psychophysical investigations of discrimination performance involving successively presented nearthreshold gratings, where maximum performance is reached when gratings differ by more than 208-308 (Thomas & Gille, 1979) . Around and below this point, discrimination performance in a memory task would be limited by the information capacity of VSTM and by sensory encoding constraints, as well as any interaction between the two (caused by, for instance, changes in the precision of a representation within memory).
To model the effect of target angular offset on observer performance, we assume that orientation is stored within memory as activity in a set of overlapping tuned channels, or labeled detectors (Graham, 1985; Watson & Robson, 1981) , each of which responds in a manner proportional to the agreement of the current memory representation and some internal orientation (see Figure 1 ). In the current two-alternative case, where observers must only indicate whether the target was rotated clockwise or counterclockwise relative to a vertical orientation, it is only necessary to consider two sets of channels which must be integrated for any single decision: those that code for the correct response (the matching detectors) and those that code for the incorrect response (the nonmatching detectors). Only the signal-to-noise ratio of the response for correct and incorrect detectors matters, and the critical region for examining changes in this ratio is where the responses from the two sets overlap: where the detectors associated with the nonmatching detectors also respond to stimuli with orientations associated with the matching response. The bandwidth of the tuning curve for detectors immediately on either side of the referent orientation then determines the rate at which performance will change as target angular offset increases. Lower bandwidth produces sharper tuning curves, resulting in more rapid performance gains with increasing angular offset.
The most straightforward way to combine the constraints imposed by the sample-size model with those imposed by a tuned channel model is to multiplicatively combine them. This way of combining the constraints makes the assumption that the effects of VSTM load on channel tuning (the underlying variance in the representation of an item) and the strength of the item representation are separable, with the changes in the number of items affecting either or both of the different constraints. In order to combine the samplesize relation with a tuned channel model, we assume that there exists some latent maximum level of performance that would be seen in the case of an observer making a discrimination of a single item in memory that was maximally discriminable from the referent for a display exposed for a single unit of time (e.g., 1 s). This maximum level, which we denote as d 0 1;1;6p=4 , functions as a scaling parameter of the model in the sense that the effects of display size, target angular offset, and stimulus exposure duration are all expressed as functions of this d 0 . The first and second subscripts denote the display size and stimulus exposure duration, while the third indicates that the Figure 1 . A schematic overview of the sample-size/tuned channel mechanism proposed in accounting for the effect of object-level and feature-level constraints on observer performance in a fine orientation discrimination task. (a) Three stages in the fine orientation discrimination task: encoding the stimulus; representing the maintained stimuli by a fixed pool of receptors; and deciding about the orientation of a probed representation (h x ) to a known (vertical) stimulus standard (h 0 ). The sample-size/tuned channel model posits that stimuli are represented as a fixed pool of orientation-specific receptors, some corresponding to orientations clockwise from a vertical orientation (dots filled with white) and some counterclockwise (dots filled with light gray). These receptors are divided between different stimuli. (b) The discriminability of an orientation decision from a population of detectors. Each detector has some response to a range of orientations, described by its tuning function. Assuming dense and uniform coverage of all orientation values by detectors, the sensitivity of a decision is determined by the ratio of the response of all detectors with correct response labels (white, in this case) to the response of detectors with incorrect response labels (light gray) for a given orientation (h x ). maximum d 0 should be achieved when stimuli are oriented at 6p/4 radians (6458) to the vertical.
For consistency with the properties of the samplesize model, we assume that the function that characterizes the effect of angular difference on performance weights the squared sensitivity of the maximally discriminable stimulus difference rather than sensitivity itself. According to the sample-size model, performance is predicted to be inversely proportional to the square root of the number of items to be retained, a consequence of basic sampling theory (the standard error of a sample mean is inversely proportional to the square root of the number of samples taken, which are then evenly divided among each of the items in memory). An extension of the sample-size model to the simplest separable tuned channel model would likewise characterize the effects of channel tuning at the level of squared sensitivity. Direct changes in squared sensitivity are also seen in the model of human performance in visual tasks involving multiple near-threshold items developed by Smith and Sewell (2013) . In that model, memory performance is determined through the normalization of stimulus energy rather than the normalization of stimulus strength or amplitude (the latter being the square root of the former). In that original presentation of the model, the stimulusidentity information is carried in the sign of the process, with a value of zero interpreted as a memory trace without discriminating information for the current decision. This reflected the idealization that orthogonally oriented stimuli carry equal and opposite quantities of information to one another. Our model presented in this article extends that previous model to include nonorthogonally oriented stimuli by weighting squared sensitivity inversely to the total number of total items and proportionally to the discriminability of orientation information.
Predicted sensitivity in the model depends on the distance between the target (the probed stimulus) and an internal referent assumed to be on the boundary between detectors associated with matching and nonmatching responses: Performance should be at chance when the target and referent are identical and will increase with distance between the two until maximum performance is reached. In our experiment, in which observers made judgments about whether stimuli were oriented clockwise or counterclockwise from vertical, we assume the internal referent is a completely vertical stimulus (what would be a stimulus of zero discriminability, were it to be presented). The distance that determines performance is the angular difference between the target and verticality transformed through a tuning function representing the activity of a nonmatching detector centered on a vertical orientation.
The amount of discriminable information is determined by the distance of the stimulus feature away from the tuning envelope of the nonmatching detector, with the discriminability of a stimulus decreasing as the response of the nonmatching detector increases, leading to the multiplicative term 1 À
Here f Á ½ is the tuning function of the channel with an assumed range of 0.0 to 1.0, b is the bandwidth of the channel, h is the angle of the target stimulus, and h 0 is the angle that the tuning function is centered on. We use a conventional Gaussian-shaped tuning curve (Vogels, 1990; Zemel, Dayan, & Pouget, 1998) , where fðxÞ ¼ expðÀx 2 Þ, although we have found that a cosine or other smooth-shaped function can be substituted with no change in quality of the fit to empirical data (in line with the observation of Thomas & Gille, 1979) .
A key question for the current experiment is whether the bandwidth of the tuning function is independent of the display size or varies with the number of items in the display, indicating an interaction between featurelevel precision within memory and the number of items simultaneously maintained. We investigated this in our modeling by comparing models in which the bandwidth parameter b was the same for all display sizes with models in which it varied as a function of display size.
By combining simple tuned channel weighting with the sample-size model we can predict the performance for each experimental condition, denoted by the triple , m; s; h. (memory array size, stimulus exposure time, and target angular offset), as
The third constraint on observer performance is the exposure duration of the memory array, represented as a simple multiplicative term in the equation. A summary of the possible free parameters is provided in Table 1 .
In the model fits presented in the following, we fit both models in which time weights sensitivity (following the equation just given) and models in which it weights squared sensitivity (replacing s with ffiffi ffi s p in the equation). The latter form is expected through a strong mechanistic interpretation of the sample-size model, which assumes that samples are recruited at a constant rate , but the former seems to provide a better account of the current data. Although a strong interpretation of this term would suggest that observer performance would increase indefinitely with longer stimulus exposure durations, we would expect that such growth would slow down or stop as the limited pool of resources-implied by the sample-size constraint-is exhausted. This pattern of reaching asymptotic performance with longer stimulus exposure durations was demonstrated by Bays et al. (2011) , who found that observer performance leveled off beyond 200-300 ms of stimulus exposure. Given that there is a greater risk of verbal recoding and categorization of stimuli with longer exposure durations and retention intervals, we have chosen to examine a limited regime of stimulus exposure durations where an information constraint is still apparent. Further comments regarding this term will be saved for the Discussion.
Each of the three constraints-the sample-size constraint, the tuned channel constraint, and the exposure-time constraint-can enter the model as completely independent terms without interactions between the three corresponding experimental manipulations (respectively, the number of items, the angular offset of the target stimulus, and the stimulus exposure duration).
Method Participants
Five observers (HA, LA, ME, SN, and TS) participated in this study, all paid observers selected from the University of Melbourne who were unaware of the aims of the study. Each observer was briefed about the general nature of the study, signed a consent form prior to participation, and was remunerated AUD $12 for each session completed. Each observer completed a variable number of practice and calibration sessions to gain familiarity with the stimuli and control task difficulty through the per-observation manipulation of stimulus contrast. Observers completed 18 to 20 sessions in total, of which 15 were experimental sessions. Each session lasted approximately 35 min, with regular breaks between blocks of trials for observers to rest.
Stimuli and apparatus
The stimuli used in the memory and probe arrays were oriented Gabor patches: Gaussian vignetted 3.5 c/8 sinusoidal luminance gratings subtending 0.978 of visual angle at half height. The form of the Gabor patches was as given by Graham (1989, p. 53) . Both the target and distractor patches were oriented (with equal probability) either clockwise or counterclockwise by 0.1, 0.3, 0.5, or 0.7 radians (i.e., 68, 178, 298, or 408) away from a vertical position and placed on a field of mean luminance 30 cd/m 2 . Patches could be presented at four locations, diagonally located at a distance of 2.38 from a central fixation cross subtending 0.298 of visual angle. To maximize the effect of stimulus duration on memory formation, the period required to encode the stimuli was extended by embedding the stimuli in dynamic noise (Lu & Dosher, 1998; Ratcliff & Smith, 2010; Sewell et al., 2014; Smith, Ratcliff, & Sewell, 2014) . The noise patches were composed of blocks of luminance 4 3 4 pixels in size sampled from a truncated Gaussian distribution with a mean of the background luminance and a variance scaled to fit within 20% of the entire luminance range of the display. Noise patches were displayed on alternating frames to the stimulus display during the stimulus-display period, meaning that each 10 ms of stimulus display was immediately followed by 10 ms of noise. A highcontrast bull's-eye backward mask was used to terminate stimulus presentation and disrupt any sensory memory trace. Stimuli were generated on a Cambridge Research System ViSaGe frame store and presented on a gamma-corrected 21-in. Sony Trinitron Multiscan G520 monitor, running at a resolution of 1,024 3 768 pixels and driven at 100 Hz (giving a frame duration of 10 ms). Custom Cþþ software was used to generate the stimuli, control trial presentation, and 
Bias
Response bias was fixed at zero or a parameter was used to account for response bias (one parameter shared across all response categories or a parameter estimated for each response category). Table 1 . Free parameters used in model construction. Notes: Parameters marked with an asterisk (*) were in the two-parameter model that was ranked first in terms of Bayesian information criterion for the group-average data. For the group-average data, no response bias was required. For individual observers, a single bias parameter for all response categories was also required.
record responses. Observers performed the task in a dimly lit observation booth at a viewing distance of 100 cm. Viewing position was stabilized with a chin rest.
Procedure
A 4 3 3 3 4 within-subject design was used, composed of four memory array sizes (1-4 items), three stimulus exposure durations (100, 150, and 200 ms), and four target angular offsets. Each session of the experiment consisted of 384 trials, yielding a total of 5,760 trials per observer after the full 15 experimental sessions. All stimuli were presented at a single level of contrast for each observer. This contrast level was selected individually for each observer during the practice sessions to provide the maximum range between the most difficult condition (four items presented for 100 ms, with the target very close to a vertical orientation) above chance, and the least difficult condition (a single item presented for 200 ms, with the target item oriented 0.7 radians away from a vertical position) below ceiling performance.
Each trial consisted of the presentation of a uniform gray field for the 1,000-ms foreperiod, followed by the presentation of a fixation cross for 1,500 ms. The memory array was then presented, containing one to four items, for either 100, 150, or 200 ms. The presentation of the memory array was terminated with the presentation of high-contrast bull's-eye masks for 200 ms in locations corresponding to the memory array stimuli. After this 200 ms backward masking period, a report cue was displayed at one of the memory array locations, indicating that the observer was to judge whether the memory stimulus in this location was clockwise or counterclockwise from vertical. This report display was shown until a response was entered. Audible feedback was then presented to the observer to indicate the accuracy of the response. A schematic of the stimuli and the presentation regime can be seen in Figure 2 .
Results
The proportions of correct and error responses were aggregated for each response category (responding that the target was clockwise or counterclockwise of a vertical orientation) and each experimental condition (memory array size, exposure duration, and target offset) for each observer. A group average was also computed for each response category and experimental condition.
A set of 108 different models was constructed and fitted to each observer and the group average, with the models differing in five ways. First, the relationship between sensitivity and memory array size was either freely estimated or constrained to the sample-size relationship (denoted ''SS constraint'' in the fit tables). Second, the relationship between memory array size and the bandwidth of the tuning function was either fixed to a single estimated value, freely estimated for each memory array size, or constrained to be a linear function of memory array size (denoted ''b interaction'' in the fit tables). Third, the center of the tuning function was either fixed to the point of zero discriminability (i.e., a completely vertical stimulus) or estimated freely (denoted ''Offset'' in the fit tables) to allow for nonlinearities in the psychophysical response around the response boundary. Fourth, sensitivity was constrained to increase either linearly or quadratically as a function of stimulus exposure duration, or the effect of stimulus exposure duration on sensitivity was freely estimated (denoted ''Growth'' in the fit tables). And fifth, the response bias (for responding either clockwise or counterclockwise) was fixed to unbiased optimal responding, estimated as a single response-bias parameter for all experimental conditions, or estimated separately for each response category (denoted ''Bias'' in the fit tables).
For each model, a G 2 goodness-of-fit statistic was computed:
where i indexes the experimental condition (across all conditions of target angular offset, memory array size, and stimulus exposure duration), j indexes the response outcome (i.e., correct or incorrect responses), N i is the number of observations in the ith experimental condition, p ij is the observed proportion of j responses in the ith experimental condition, and p ij is the predicted proportion of j responses in the ith experimental condition. Each model configuration was fitted to each observer and the group-average data 10 times using the Nelder-Mead simplex method, initiated with 10 different starting locations. The Bayesian information criterion (BIC) was computed to compare the goodness of fit while also taking into account model complexity: BIC ¼ G 2 þ kln(N), where k denotes the number of estimated parameters and N denotes the total number of observations. 1 We have chosen to use the BIC for model selection because it emphasizes model parsimony. Other measures, such as the Akaike information criterion, are known to increasingly favor more complex models as sample size increases. Consistent with this, the Akaike information criterion-when applied to our data-preferred more complex models for all observers, but there was no systematic or interpretable pattern to the differences between the model orderings with the different information criteria. We have chosen the BIC because of the theoretical simplicity and parsimony of the picture it provides. The group-average data were treated statistically as if they were data from a single typical observer. Although model fits to group data are not based on true likelihoods, we have nevertheless found such fits useful because they emphasize the common features of performance across individuals to provide clearer theoretical interpretations and deemphasize the idiosyncrasies of individual performance. In the groupaverage model fits, the N in the computation of the BIC is the average number of trials across observers (5,760). An additional joint model fit was determined by computing a G 2 for each model across all observers, and computing the BIC by summing the number of observations and parameters for all observers. For the joint model fit, the N in the computation of the BIC is the total number of trials across all observers (5 3 5,760).
The five best-fitting models (ranked in terms of BIC) for the group-average data are presented in Table 2 . The top-ranking model imposes a sample-size constraint, predicts a linear increase in sensitivity with stimulus exposure duration, and imposes a Gaussianshaped tuning function which is invariant across conditions of memory array size (that is, there is no bandwidth interaction). The predictions of this bestfitting model for the group-average data are presented in Figure 3 .
For four of the five individual observers, the same model was ranked highest in terms of BIC out of the 108 configurations tested. For the remaining observer (ME), a linear interaction between memory array size and tuning function bandwidth was found; the samplesize-constrained model without an interaction between bandwidth and memory array size was ranked 11th (DBIC ¼ 28.002). The five best-fitting models for each observer are shown in Table 3 , and the individual data (and the best model fit for each observer) are displayed in Figure 4 . Rankings for the joint model fits are given in Table 4 , with the sample size constrained model without an interaction ranking top, with a slight advantage over the model with a linear interaction between tuning function bandwidth and memory array size. Although the models with and without a dependency between tuning function and memory array size rank closely together, the consistency of the BIC advantage for the more parsimonious model in four out of the five observers (as well as the group Table 2 . Goodness-of-fit statistics for the top five best-fitting models for group-average data. Notes: SS constraint ¼ whether the sample-size constraint was imposed; b interaction ¼ interaction between tuning function bandwidth and memory array size; Offset ¼ the center of the tuning function; Growth ¼ the growth of sensitivity over time; Bias ¼ whether response bias was freely estimated (either for every condition or a single bias for the observer); k ¼ the number of estimated parameters; BIC ¼ Bayesian information criterion. Table 3 . Goodness-of-fit statistics for the top five best-fitting models for each observer. Notes: Obs. ¼ observer; SS constraint ¼ whether the sample-size constraint was imposed; b interaction ¼ interaction between tuning function bandwidth and memory array size; Offset ¼ the center of the tuning function; Growth ¼ the growth of sensitivity over time; Bias ¼ whether response bias was freely estimated (either for every condition or a single bias for the observer); k ¼ the number of estimated parameters; BIC ¼ Bayesian information criterion.
average and the joint model fit) is, we believe, compelling.
Discussion
Theoretical accounts of VSTM capacity have differed in terms of which level of representation is thought to be constrained: whether the level of whole objects (as, for instance, in a ''slots'' model; e.g., Luck & Vogel, 1997) , the level of overall information content (in a ''resource'' model; e.g., Bays et al., 2009; Wilken & Ma, 2004) , or some combination of the two (e.g., van den Berg et al., 2014; Zhang & Luck, 2008) . Our results show that, when ranked in terms of BIC, a parsimonious model combining the sample-size constraint previously reported with a tuning function fitted both group-average and individual-observer data well. The sample-size relation describes a change in performance with the number of items to be remembered, consistent with the distribution of a limited pool of neural resources between item representations. The tuning function implies that the accuracy of fine orientation discrimination decisions is limited by the specificity of orientation-specific neural detectors to oriented input. The effect of stimulus exposure duration was modeled as a simple linear increase in sensitivity with exposure time, the implications of which will be discussed in the following. These elements provide separate constraints on performance within the model.
In our current modeling, the tuning function was not dependent on the number of items held in memory: in most of the best fitting models, the overall performance of an observer did not require a change in the bandwidth of a tuning function to capture performance across different conditions of memory array size. An increase in the number of items to be retained shifted the sensitivity curve down by an inverse square-root factor predicted by the sample-size model but did not change the shape of the tuning curve. This means that, under the assumptions of this model, observer performance may be factorized into the independent effects of memory array size, stimulus exposure duration, and feature-level discriminability.
One potential objection that could be raised to our interpretation of our results is that we have not shown that the memory representations retrieved by the report cue are truly visual in form. An alternative interpretation is that the orientations of the stimuli are rapidly classified as clockwise or counterclockwise during the stimulus exposure period, prior to the mask, and are represented in this binary, categorical form during the postmask retrieval period, when they are then cued for recall. These alternatives cannot be distinguished on the basis of response accuracy alone, because accuracy does not identify when a decision about stimulus identity is made. However, the fast-decision hypothesis can be ruled out by studies of the time course of perceptual decisions about brief masked stimuli using the diffusion decision model (Ratcliff & Rouder, 2000; Smith, Ellis, Sewell, & Wolfgang, 2010; Smith, Ratcliff, & Wolfgang, 2004) . The consistent picture provided by these studies is that the time taken to make a decision about a near-threshold masked stimulus can be an order of magnitude (i.e., a factor of 10) longer than the time for which the stimulus is physically present. The response-time distributions and choice probabilities from these kinds of tasks can be well described mathematically by a model in which a stable representation of a transient stimulus event is maintained in VSTM after stimulus offset until the decision process is complete (Smith & Ratcliff, 2009) . These kinds of decisions typically take from 500 to 1,500 ms or longer to complete, which is inconsistent with the hypothesis that the entire contents of the display can be classified and recoded in binary form prior to the mask.
One study that is particularly relevant to the fastdecision hypothesis is that of Sewell et al. (2016) , who investigated VSTM for orthogonally oriented grating patches in an experimental paradigm very similar to the one we used here. Those researchers found that mean response times in this task varied from around 700 to 1,300 ms, depending on the stimulus exposure and the number of items in the display, with the shortest mean response times for single-item displays at the longest Table 4 . Goodness-of-fit statistics for the top five best-fitting models for the joint data. Notes: SS constraint ¼ whether the sample-size constraint was imposed; b interaction ¼ interaction between tuning function bandwidth and memory array size; Offset ¼ the center of the tuning function; Growth ¼ the growth of sensitivity over time; Bias ¼ whether response bias was freely estimated (either for every condition or a single bias for the observer); k ¼ the number of estimated parameters; BIC ¼ Bayesian information criterion. Figure 4 . The preferred Bayesian-information-criterion model for each observer (displayed in solid lines) plotted against their respective data (displayed as markers according to display size). As per-observer response bias may be more severe than any groupaverage response bias, we display the data by the probability P(CW) of responding ''clockwise,'' rather than by aggregated proportion correct. Model predictions and observed data above P(CW) ¼ 0.5 represent hits; those falling below P(CW) ¼ 0.5 are false alarms (i.e., responding ''clockwise'' to a counterclockwise stimulus). For most observers (other than observer ME), the preferred model had a sample-size relationship between display size and performance, a linear increase in sensitivity with stimulus exposure duration, and a Gaussian-shaped tuning function which is invariant across display size manipulations. Each observer is a row in the figure, with the first three columns of panels showing the data conditioned by the exposure duration of the stimulus. The last column of panels for each observer is a display of the residuals between observed data P obs (CW) and predicted performance P pred (CW), with the dashed line representing an exact correspondence between predicted and observed behavior.
stimulus exposures. They used the diffusion model to decompose the response times into decision and nondecision components, where the latter includes both predecisional perceptual and memory components and postdecisional response selection and execution components. The estimated nondecision times were significantly shorter for single-item displays, consistent with the idea that when the display contains only a single item, the decision process is initiated prior to the report cue. But even on single-item trials, the spread of response times ranged from longer than 500 ms to almost 2,000 ms. Importantly, the display size effect in that task followed the sample-size relationship, implying that there was no difference in the kinds of representations that drive the decision process for single-item and multiple-item displays, although decisions about the latter took significantly longer. The picture that emerges from that study as well as the ones discussed in the previous paragraph is that decisions about brief, masked stimuli are comparatively slow and variable and that much of the processing involved in making them occurs after the perceptual representation of the display has been suppressed by the mask. These results strongly imply that the separable strength and tuning functions that we have reported characterize visual, predecisional stimulus representations rather than postdecisional categorical ones.
Relationship to continuous report work
As indicated in the Introduction, the relationship between changes in reproduction errors observed in a continuous report task and the underlying constraints in memory can be somewhat difficult to determine: Both item-and feature-level constraints on information determine the variability seen in the errors in reproducing feature values, in addition to any systematic patterns of error in responding across different experimental conditions. This problem is reflected in earlier discussions relating to the efficiency of the method of adjustment: As an example, Cornsweet (1962) noted that the method of adjustment made it difficult to know ''the process by which [an observer] decides what [response] value to settle for, '' (p. 488) particularly when compared to the more standard discrete-choice procedures, which were superseded by the more comprehensive theory of response thresholds provided by signal detection theory.
The extent to which continuous report data can give an estimate of the internal representation in some direct way, as was hoped by Wilken and Ma (2004) , is contingent on the relationship between the representation and the subsequent response (i.e., the decision process). One complexity of comparing our results to previous work using a continuous report paradigm is the lack of a well-developed, widely accepted model of the decision process in continuous report tasks. One candidate model-Smith's circular diffusion model (2016)-allows a direct translation of the current twochoice model into a form that would be suited for a continuous report task. 2 In the standard diffusion model, the drift rate represents the average quality of evidence accumulation toward one of the two response boundaries, with a zero drift rate representing no discriminating evidence provided by underlying perceptual or memory representation, leading to a decision process where the outcome is determined by chance and any response bias (represented as the initial conditions of the decision process). As in the Smith and Sewell model (2013) already described, the sign of the drift rate represents whether the underlying perceptual evidence favors one response outcome over another. An extension of the two-choice diffusion model of Ratcliff (1978) , the circular diffusion model uses a drift vector rather than a scalar drift rate to represent the quality and identity of stimulus information. In the circular diffusion model, stimulus identity must also be encoded directly by the decision process: Not only is evidence quantified in terms of the strength of overall evidence, but also the identity information of the stimulus itself. The phase angle of the drift vector represents the identity of the stimulus retrieved from memory (in this case, the stimulus orientation), and the amplitude of the drift vector represents the signal-to-noise ratio of the memory trace. By fixing the phase angle of the drift vector to the actual orientation of the target stimulus (indicating that the observer's perceptual representation is, on average, veridical) and scaling the amplitude of the vector by 1= ffiffiffiffi m p to express the decrease in the signal-to-noise ratio due to the sample-size constraint (see Figure 5 ), we can integrate the hitting probabilities across orientations for the correct and incorrect response sets to obtain estimated observer accuracy. This integration of the hitting boundary segments a continuously valued outcome from the decision process (which might be observed in a continuous report paradigm) to a discrete response outcome observed in the current two-alternative forced-choice task. The relevant equations for the circular diffusion model are presented in Appendix A.
The result, seen in Figure 6 , bears a close qualitative correspondence to the current data. It implies that a statistical decision model developed to characterize decision making in a continuous report task (e.g., by accounting for changes in the distribution of reproduction errors with experimental manipulations) can also characterize the kind of two-choice discrimination performance that is usually modeled using signal detection theory. The model allows a clear distinction between the separable effects of channel tuning and of the signal-to-noise ratio with a direct correspondence to the two (polar) dimensions of the drift vector: Channel tuning corresponds to the phase angle of the drift vector and the signal-to-noise ratio corresponds to its length or norm. Independently varying phase and norm produces the separable effects of memory set size and angular separation shown in Figures 5 and 6 .
Although this is a qualitative demonstration, it provides a link between standard two-alternative forced-choice tasks of the kind examined in this article and the continuous report paradigm which is a central part of much of the contemporary work on VSTM.
The effect of stimulus exposure duration One notable difference between the current data and previous data (e.g., Sewell et al., 2014) is in the relationship between stimulus exposure duration and observer sensitivity. The strongest form of the samplesize model of VSTM formation assumes that samples are recruited at a constant rate. This model predicts a linear increase in squared sensitivity with stimulus exposure duration, consistent with the data previously reported. We considered models that allowed either sensitivity or squared sensitivity to increase at a linear rate; the linear increase in sensitivity fit substantially better.
Although a linear increase in squared sensitivity is not a necessary prediction of a sample-size model of capacity constraints, it is a strong indicator that the memory system has a fixed rate of information processing, in both the consolidation and maintenance of information. One explanation for the discrepancy between the current fine orientation discrimination work and previous orthogonal orientation discrimination work is that high spatial frequency detectors required to make fine orientation judgements have a slower temporal response than low spatial frequency detectors (Enroth-Cugell & Robson, 1966; Kulikowski & Tolhurst, 1973; Smith, 1995) . This would mean that the sensory information required to form a memory representation would be accessible over a smaller fraction of the total stimulus exposure time (see Figure  7 ). Without additional data to estimate the time in which effective stimulus information can be extracted by the observer from the memory array, the current model must rely upon the total actual display time of the stimulus as a proxy. Future research is required to further constrain both the period in which information can be extracted from the stimulus display and the functional form of that information accumulation.
Conclusion
The results presented in this article provide, we hope, compelling evidence that VSTM performance in a fine orientation discrimination task can be well described by a model in which the tuning of the item representations and their overall strength have separable effects on memory performance. Increasing memory load decreased item memory strength by a proportion predicted by the sample-size model, but item tuning remained invariant. These results are strongly consistent with a model in which memory load affects the strength of individual item representations but not their variability.
The model described comprises both item-level constraints on the total amount of information that can Figure 5 . A schematic of how the absorbing boundary of the circular diffusion model may be partitioned into ''correct'' (the unshaded portion of the circle) and ''incorrect'' (the shaded portion of the circle) responses to derive discrete choice probabilities. In this figure, the three vectors emanating from the origin of the circle represent the drift vectors for three stimuli, successively presented, of different orientations. The phase angle of the vector represents the identity of the stimulus, and the amplitude of the vector represents the quality of the representation (the signal-to-noise ratio). As a Gabor patch has twofold rotational symmetry, the circle is divided into four segments. The hitting probabilities (von Mises distributions shown on the boundary of the circle) are then integrated to provide the response proportions. be stored in the memory system and feature-level constraints in the ability to distinguish between two similar but different visual items. On an architectural level, these constraints could be obtained by a memory system that is composed of a limited pool of featurespecific detectors, similar to the orientation-specific neural populations found in primary visual cortex (Daugman, 1980; Hubel & Wiesel, 1959 , 1962 , which are distributed-evenly, in the case of the basic sample-size model-between the items to be remembered (as depicted in Figure 1 ). Similar results with other visual features would be required to demonstrate the generality of such a model, but the current data, paradigm, and model could provide some purchase on deeper architectural questions.
Keywords: visual short-term memory, working memory, visual perception, mathematical models of memory, decision making Figure 6 . Predicted observer performance in a two-alternative forced-choice fine orientation discrimination task using Smith's (2016) circular diffusion model. Discrete choices were formed by segmenting the circular absorbing boundary into correct and incorrect responses. The phase angle of the drift vector was set to the presented stimulus, and the amplitude of the drift vector was attenuated as a function of the square root of the display size (the sample-size constraint) and as a linear function of the stimulus exposure duration. For illustration purposes we have plotted a slightly larger range of angular offset orientations compared to Figure 3 . Figure 7 . A strong interpretation of the sample-size model predicts a linear increase in squared sensitivity (depicted as a thin dashed line) rather than a quadratic increase as was shown in the current data (depicted as the thick solid line). The discrepancy between the current data and theory (as well as past data) may be explained by the fact that stimulus exposure duration may not provide an adequate measure during which stimulus information is being extracted. If the response of highspatial-frequency detectors is slow-with a period of negligible information extraction followed by a linear increase, as depicted by the thick dashed line-then the increase in information may be approximated by a quadratic increase due to the assumption that information is accumulated from the physical onset of the stimulus display.
hood, obtained if the predictions of the model and the data coincide exactly, and the maximized likelihood of the model. Because the first of these terms is independent of the model, it will be constant across all models for a given set of data. The BIC is an intervalscale measure, which is unaffected by the addition or subtraction of a constant to or from the likelihoods of all the models being compared. Consequently, the two forms of the BIC are functionally equivalent. We prefer the G 2 form because it has a true zero, at which the data and the model are in perfect agreement, and therefore gives a useful index of the absolute fit of the model. It also has a useful theoretical interpretation as the Kullback-Leibler divergence (the directed distance) between the data and a model. For an example of the BIC defined in terms of G 2 , see Agresti (2003) . 2 The representation of the continuous report task as a diffusion process is a natural one: Cardozo (1965) provided a statistical model for the method of adjustment that represents the evolution of observer behavior as being that of the Fokker-Planck equation in discrete time.
