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Abstract
Let  denote the Riemann zeta function, and let (s)= s (s − 1)−s/2(s/2)(s) denote the
completed zeta function. A theorem of X.-J. Li states that the Riemann hypothesis is true if
and only if certain inequalities Pn() in the ﬁrst n coefﬁcients of the Taylor expansion of 
at s= 1 are satisﬁed for all n ∈ N. We extend this result to a general class of functions which
includes the completed Artin L-functions which satisfy Artin’s conjecture. Now let  be any
such function. For large N ∈ N, we show that the inequalities P1(), . . . ,PN() imply the
existence of a certain zero-free region for , and conversely, we prove that a zero-free region
for  implies a certain number of the Pn() hold. We show that the inequality P2() implies
the existence of a small zero-free region near 1, and this gives a simple condition in (1),
′(1), and ′′(1), for  to have no Siegel zero.
© 2004 Elsevier Inc. All rights reserved.
1. Statement of results
1.1. Introduction
Let (s) = s(s − 1)−s/2(s/2)(s), where  is the Riemann zeta function. Li [5]
proved that the Riemann hypothesis is equivalent to the positivity of the real parts
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of the coefﬁcients in the Taylor expansion of log ( t
t−1 ) at t = 0. He extended this
criterion to the case of the Dedekind zeta function of a number ﬁeld. Bombieri and
Lagarias [2] subsequently obtained a criterion for any multiset 1 of complex numbers
to lie in the half-plane {z : Re z 12 }. This reduces to Li’s criterion when we take the
zeros of  to be the required multiset.
In this article, we will consider any function  deﬁned on the complex numbers
satisfying:
(0)  is an entire function of order <2, such that (0) = 0, and such that for all
s ∈ C,
(1− s) = w∗(s),
where ∗(s) = (s) and w is constant (necessarily |w| = 1).
We can therefore write the Taylor expansion of log ( t
t−1 ) at the origin as follows:
log 
(
t
t − 1
)
= log (0)+
∞∑
n=1
bn
tn
n
. (1)
The numbers bn do not depend on the choice of logarithm. For n1, let us denote by
Pn() the inequality
Re bn0.
The following generalisation of Li’s criterion for the Riemann hypothesis is due to
Oesterlé.
Theorem 1. Let  satisfy (0). The zeros of  lie on the line {z : Re z = 12 } if and only
if Pn() is satisﬁed for all n1.
One of our aims in this article is to provide an effective version of Theorem 1,
which involves interpreting the set of inequalities P1, . . . ,PN for large N in terms of
zero-free regions for  (Section 1.3). This requires some additional assumptions on the
function  (Section 1.2), which we prove for a large class of L-functions (Section 1.5).
We show that under some of these assumptions, the ﬁrst ‘non-trivial’
inequality P2() is sufﬁcient to establish the non-existence of a Siegel zero for 
(Section 1.4).
1 A multiset is a set whose elements have positive integral multiplicities assigned to them.
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1.2. Conditions on 
We will need to suppose that  satisﬁes one or more of the following hypotheses,
in addition to (0) above:
(I) The zeros of  lie in the critical strip {z ∈ C : 0Re z1}.
(II) For T > 0, let 2N(T ) be the number of zeros  of , counted with multiplicity,
such that |Im |T . Then
N(T ) = aT log T + bT + ε(T ),
where |ε(T )|c log+ T + d , for constants a, b, c, d ∈ R, with log+(T ) =
sup{0, log T }. Clearly a, c and d are necessarily positive, but we suppose in
addition that a > 0 and 3a + b > 0.
(III) There exists a real constant A2, and m ∈ N such that
Re
′

(s) m
s − 1 +
1
2
logA for s ∈ (1, 3].
1.3. Pn() and zero-free regions for 
We ﬁrst describe the shape of the zero-free regions we will need to consider.
Let r be a real number > 1. By the invariance of the zeros  of  under the map
 → 1− ,
∀,
∣∣∣ 
− 1
∣∣∣r ⇐⇒ ∀,  ∈ Dr, (2)
where Dr is the closed region bounded by the lines {z ∈ C : Re z = 0, 1} and the arcs
of the two circles below:
In particular, if the zeros  of  such that |Im |T lie on the critical line {z ∈ C :
Re z = 12 }, then all zeros of  belong to Dr , where r =
√
1+ T −2. The intersection
of all Dr for r > 1 is just the critical line.
Theorem 2. Let  satisfy (0), (I), (II), and let r > 1. Set T = (r2−1)−1/2 and suppose
that all zeros of  belong to Dr . Then Pn() holds for all integers 1n2T 2 log T ,
if T is greater than a constant T0 which depends only upon a, b, c, d.
Theorem 3. Let  satisfy (0), (I), and (II). There exist constants N,,  depending
only upon a, b, c, d such that if P1(), . . . ,Pn() hold, and nN , then the zeros of
 belong to Dr , where r =
√
1+ T −2 and
T =
(
n
 log2 n
)1/3
.
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Remark 1. Let  be a function satisfying (0), (I), (II), whose zeros belong to Dr for
some minimal r > 1. Set T = (r2 − 1)−1/2. Then Theorems 2 and 3 say that for r
close to 1,
1. P1, . . . ,Pn hold, where n T 2 log T .
2. There is a m = O(T 3 log2 T ) such that Pm does not hold.
It would be interesting to see if it is possible to narrow the gap between these two
bounds.
Remark 2. In Theorem 2, we may take T0 = 12 max{1, 2ca , 2d3a+b } when b0. Other-
wise if b < 0 we may take T0 = max{2T 21 log T1, e1−b/a} where T1 = max{5, 3ca , d3a+b }.
If we put w = max{1, a, b, c, d}, then in Theorem 3 we can take  = 27w,  = w3,
and N = 1200 log 100w.
1.4. P2() and Siegel zeros
We will see in Section 2 that if  satisﬁes properties (0), and (I) (i.e. its zeros lie in
the critical strip), then P1() necessarily holds. The inequality P2() is considerably
deeper.
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Let A2. We will say that  satisﬁes property (SA) if
(SA)  satisﬁes (0), (I) and (III) where A is as above, and m = 1. Furthermore, 
has no zeros in the region
{
z : Re z1− 1
4 logA
and |Im z| 1
4 logA
}
,
except at most one, which is simple, and lies on the real axis.
In this case, such a zero, if it exists, will be referred to as a Siegel zero. The following
theorem is a variant of a well-known result.
Theorem 4. Suppose  satisﬁes (0), (I) and (III). Then (s) has at most m zeros
1, . . . ,m satisfying
Re k1−
1
(2m+ 2) logA and |Im k|
1
(2m+ 2) logA for 1km.
In particular, if the constant m = 1, and ∗ = , then (s) has property (SA).
Theorem 5. Suppose  has property (SA). If the inequality P2() holds, then  has
no Siegel zero.
Using Theorems 4 and 5, we can prove that the inequality P2 implies the existence
of a zero-free region for many classical L-functions: in particular, Dirichlet L-functions
(Corollary 1, Section 1.5) and Dedekind zeta functions (Corollary 2, Section 1.5). The
question of whether there exists a Dirichlet L-function which possesses a Siegel zero
is an old and important unsolved problem in analytic number theory [3, Chapter 14].
The inequality P2() therefore has signiﬁcant mathematical content. It can be written
as the following simple and intrinsic formula (Section 1.6):
2
(
′(1)
(1)
+ 
′′(1)
(1)
)

(
′(1)
(1)
)2
.
This may have an arithmetic or geometric interpretation for some functions  which
are deﬁned arithmetically.
1.5. Example: Artin L-functions
Let  be a continuous representation of Gal(Q/Q) in a vector space V of
ﬁnite dimension n over C, and let L(s) be the corresponding Artin L-function.
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Let c ∈ Gal(Q/Q) denote complex conjugation, and set L∞(s) = R(s)n+R(s+1)n− ,
where R(s) = −s/2( s2 ) and where n+ (respectively, n−) is the multiplicity of the
eigenvalue +1 (resp., −1) in (c). Writing A for the Artin conductor of , and m for
the dimension of the subspace of V ﬁxed by (Gal(Q/Q)), we set
(s) = (s(s − 1))m A s2L∞(s) L(s). (3)
Artin’s conjecture asserts that  is an entire function. When it holds, we automatically
have (0), by standard properties of Artin L-functions [4]. In this case, the deﬁnition of
L as an Euler product shows that property (I) holds. By an extension of the argument
principle (see Section 11 of [3], or [7,8]), one can show without difﬁculty that  also
satisﬁes property (II) with the values:
a = n
2
, b = logA
2
− n
2
log(2e), c = c′n, d = d ′ logA,
where c′ and d ′ are absolute constants. We observe that 3a + b > 0. The following
lemma shows that if the trace of  has positive real part and A2, then (III) holds.
Lemma 1. Suppose Re (Tr())0. Then
Re
′

(s) m
s − 1 +
1
2
logA, s ∈ (1, 3].
1.5.1. Dirichlet L-functions
If 	 is any primitive Dirichlet character of conductor q, then the Dirichlet L-function
L(	, s) is an Artin L-function [4]. The completed function, which we denote (	, s), is
given by (3). It satisﬁes hypotheses (0) and (I). The ﬁrst part of the following corollary
implies, in particular, that it also has property (SA), where A = q12.
Corollary 1. Let q2. There is at most one primitive Dirichlet character of conductor
dividing q such that the function (	, s) has a zero  satisfying
Re 1− 1
48 log q
and |Im | 1
48 log q
.
If such a character 	 exists, then it must be real, and  too must be real and simple.
If, furthermore, (	, s) satisﬁes the inequality P2((	, s)), then there can be no such
zero.
The method of proof of the corollary (Section 5) could be applied to a more general
class of Artin L-functions, were the Artin conjecture known to hold.
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1.5.2. Dedekind zeta functions
Let K be a number ﬁeld. The Dedekind zeta function K is the Artin L-function
corresponding to a regular representation. The Artin conjecture is a theorem in this
case. The Artin conductor A is dK , the absolute value of the discriminant of K; n =
[K : Q] is the degree of K; and m = 1. Eq. (3) may be written
K(s) = s(s − 1) ds/2K R(s)r1+r2R(s + 1)r2K(s), (4)
where r1 (resp., r2) denotes the number of real (resp., complex) places of K. It follows
that K satisﬁes all the properties (0), (I)–(III) with these constants, and furthermore
satisﬁes ∗K = K . By Theorem 4, K has property (SdK ), and thus, by Theorem 5,
P2(K) implies that K has no Siegel zero.
We write hK for the number of ideal classes in K, R for the regulator, and w for the
number of roots of unity in K. We will prove the following corollary for completeness.
Corollary 2. Suppose dK2. There exists an absolute constant 
 > 0 such that if
P2(K) holds, then
hKR
w 2−r1(2)−r2
√
dK
log dK
.
Remark 3. We can take 
 = 117 .
1.6. Formulae for the coefﬁcients bn
Let  be any function satisfying (0). We write the Taylor expansion for (s) at s = 1
as follows:
(s) =
∞∑
n=0
an(s − 1)n.
One can easily check that the coefﬁcients bn given by (1) can be written in the form
bn = a−n0 Pn(a0, . . . , an), where Pn is a homogeneous polynomial of degree n with
rational coefﬁcients. In particular, we have the formulae
b1 = a1
a0
and b2 = 2(a0a1 + a0a2)− a
2
1
a20
.
It may be more natural, however, to consider the coefﬁcients bn rather than an in the
case where  is obtained from the Artin L-function of a representation  (as in Section
1.5). This is because the invariants bn are additive with respect to taking the direct
sum of two representations 1 and 2, i.e., bn(1 ⊕ 2) = bn(1)+ bn(2).
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The Taylor expansion of the -function is well-known. Likewise, the constants oc-
curring in the Taylor expansion of the Riemann zeta function (the Stieltjes constants)
are easily computed (see [1, Theorem 1]). This ensures that Li’s criterion is genuinely
effective. Formulae for the Taylor expansion of the Hurwitz zeta function have been
computed in [1], which immediately enables one to write down the Taylor expansion
of an arbitrary Dirichlet L-function.
2. Proof of Theorem 1
The following elegant proof of Theorem 1 is due to Oesterlé (personal communica-
tion, see also [2]).
The function ∗ is entire, of order <2, and is invariant under the map s → 1− s.
By Hadamard’s theorem we can write
(s)∗(s) = (0)∗(0)
∏

(
1− s

)(
1− s
1− 
)
, (5)
where the product is over the zeros  of , counted with multiplicity. The product
converges uniformly on compacta in C. We take the logarithm and substitute s = t
t−1 .
For t ∈ R close to 0, equation (1) gives
∞∑
n=1
(bn + bn) t
n
n
=
∑

log

 (1− ( −1 )t)(1− (−1 )t)
(1− t)2

 ,
and thus
2 Re bn =
∑

2−
(
− 1

)n
−
(

− 1
)n
, (6)
where, as previously, we sum over all zeros of  counted with multiplicity. If for every
zero  we have Re  = 12 , then | −1 | = 1, and thus Re bn0 for all n1.
Conversely, suppose Pn() holds for all n1. Let r be the radius of convergence
of the series
∑∞
n=1(bn + bn) t
n
n
. Since the coefﬁcients bn + bn are positive and real,
this function must have a singularity at t = r . If r < 1, r
r−1 must therefore be a
zero of ∗. But this is impossible since for t ∈ [0, r), ∑∞n=1(bn + bn) tnn 0, and so
(∗)( t
t−1 )(
∗)(0), which is strictly positive (by hypothesis,  does not vanish at
0). Therefore r1, which means that ∗ vanishes nowhere in the image of the open
unit disc under the map t → t
t−1 . This is just the half-plane {s ∈ C : Re s < 12 }.
The functional equation allows us to conclude that Re  = 12 for all zeros  of . 
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Remark 4. If property (I) holds, then Re 10 and Re 11−0 for all zeros  of .
By (6), this implies that
2 Re b1 =
∑

(
1

+ 1
1− 
)
0, i.e., P1() holds.
3. Proofs of Theorems 2 and 3
We will assume throughout this section that  satisﬁes properties (0), (I) and (II) of
Section 1.2.
3.1. Preliminary results
For  a zero of  we write  =  + i, with ,  ∈ R, and for n, k ∈ N we
deﬁne
S(k,) = Re
(
2−
(
− 1

)k
−
(

− 1
)k)
and r =
∣∣∣ 
− 1
∣∣∣. (7)
We will also write for t > 0,
N±(t) = at log t + bt ± (c log+ t + d).
Lemma 2. For H1, and j an integer 2,
∣∣∣∣∣12
∑
|Im |>H
1
|Im |j −
H−j
j − 1
[
aH(1+ logH)+ bH + a
j − 1H
]∣∣∣∣∣
H−j
(
c
j
+ 2c logH + 2d
)
.
Proof. Let f : R→ R be a differentiable function such that f (x)→ 0 as x →∞.
Let (xi)i∈N be a sequence of points in R, and suppose that the following integral and
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sum converge absolutely. Then
∞∑
i=1
f (xi) =
∫ ∞
0
−f ′(x)
∑
i
1(xxi) dx.
Applying this to the function f (x) = x−j , and to the sequence of points given by
|Im |, as  ranges over all zeros of  counted with multiplicity, we obtain
1
2
∑
|Im |>H
1
|Im |j 
∫ ∞
H
− d
dt
[
t−j
]
t=x (N+(x)−N(H)) dx
= 1
Hj
(N+(H)−N(H))+
∫ ∞
H
x−jN ′+(x) dx.
The equality follows on integrating by parts and noting that N+(x)x−j → 0 as x →∞.
When xH1, log+ x = log x so we can easily see that
∫ ∞
H
x−jN ′+(x) dx =
∫ ∞
H
x−j
[
a log x + a + b + c
x
]
dx
= 1
j − 1H
−j[aH + aH logH + bH + a
j − 1H +
j − 1
j
c
]
,
1
Hj
(N+(H)−N(H)) = 1
Hj
(c logH + d − ε(H))) 2c logH + 2d
Hj
.
This proves the upper bound. By applying a similar argument to N−(x) we obtain the
lower bound. 
We begin by estimating the contribution of the zeros ‘at inﬁnity’ in the sum (6):
Lemma 3. For any integer k2,
∑
|Im |>k
S(k,)ak log k + (2a + b)k − 2c log k −
( c
2
+ 2d
)
,
∑
|Im |>k
S(k,)3
(
ak log k + (2a + b)k + 2c log k + c
2
+ 2d
)
.
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Proof. A binomial expansion of (7) yields
S(k,) = Re
[
k
(
1

+ 1
1− 
)
− k(k − 1)
2
(
1
2
+ 1
(1− )2
)
+
k∑
j=3
(
k
j
)
(−1)j−1(−j + (1− )−j )
]
.
Let  be a zero of . We write  =  + i, ,  ∈ R, where 01, by hypothesis
(I).
Claim.
(i)
1
1+ 2 Re
(
1

+ 1
1− 
)
 1
2
,
(ii)
2
1+ 2 −
2
4
 − Re
(
1
2
+ 1
(1− )2
)
 2
2
.
To prove (i), we have
1
1+ 2 =

1+ 2 +
1− 
1+ 2 

2 + 2 +
1− 
(− 1)2 + 2
= Re
(
1

+ 1
1− 
)
 
2
+ 1− 
2
= 1
2
.
To prove (ii), we check that
−Re
(
1
2
+ 1
(1−)2
)
= 
2 − 2
(2+2)2 +
2 − (−1)2
(2+(−1)2)2
= 1
2 + 2 −
22
(2 + 2)2 +
1
(1−)2+2 −
2(− 1)2
((1−)2+2)2 ,
and so
2
1+ 2 −
2
4
 1
2 + 2 −
22
4
+ 1
(− 1)2 + 2 −
2(− 1)2
4
 − Re
(
1
2
+ 1
(1− )2
)
 1
2
+ 1
2
= 2
2
,
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which proves the claim. Suppose from now on that ||k. Then (k−3)|| . . . (k−j)|| 1 for
all j3, so 2 ∑kj=3 ( kj )||−j2 k3||3 ∑∞j=3 1j ! = (2e − 5) k3||3  12 k3||3 . Substituting the
upper bounds of the claim into the binomial expansion of S(k,) above, we obtain
S(k,) k
2
+ k
2 − k
2
+
k∑
j=3
(
k
j
)
2
||j 
k2
2
+ 1
2
k3
||3 
3
2
k2
2
.
By repeating the above argument, but using the lower bounds of the claim, we obtain
S(k,) k
2
1+ 2 −
k2
4
− (2e − 5) k
3
||3 ,
which, when ||k6, gives
S(k,) k
2
2
(
36
37
− 1
36
− (2e − 5)
)
 k
2
22
. (8)
In fact one may check that S(k,) k222 also holds when 2k5. This is because the
function x2( 11+x2− 1x4 ) is increasing for x > 0, and because k
2
1+k2− 1k2−2
∑k
j=3(
k
j
) 1
kj
 12
in each case. We conclude by applying Lemma 2 with H = k, j = 2 to the following
inequality:
k2
2
∑
|Im |k
1
|Im |2 
∑
|Im |k
S(k,) 3k
2
2
∑
|Im |k
1
|Im |2 . 
Lemma 4. Let k be an integer 2, and H max{k, 5c
a
, 5d3a+b }. Then
∑
|Im |>H
S(k,) k
2
2H 2
N+(H).
Proof. By Eq. (8) and Lemma 2 (with j = 2), we deduce for all Hk,
∑
|Im |>H
S(k,) 
∑
|Im |>H
k2
22
 k
2
H 2
(
aH logH + bH + 2aH − 2c logH − c
2
− 2d
)
.
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It sufﬁces to show, for the above choice of H, that
aH logH + bH + 2aH − 2c logH − c
2
− 2d 1
2
(aH logH + bH + c logH + d).
This is just
[aH − 5c] logH + [(3a + b)H − 5d] + [aH − c]0,
where each term in square brackets is non-negative (remembering that 3a + b > 0 by
(II)). 
Lemma 5. Let He. If we write rH = (1+H−2)1/2 and b+ = max{b, 0}, then
∑
|Im |>H
(rk + r−k − 2)  2(rkH + r−kH − 2)
(
1
3
aH logH + 4
9
aH + 1
3
b+H
+ c
4
+ 2c logH + 2d
)
 9
4
(rkH + r−kH − 2)(aH logH + b+H + 2c logH + 2d).
Proof. By deﬁnition of r (7), and by hypothesis (I) (which implies 1), we have
r2 =
2 + 2
(1− )2 + 2
1+ 1
2
.
Now xk + x−k is an increasing function for x > 0, so
rk + r−k − 2
(
1+ 1
2
)k/2
+
(
1+ 1
2
)−k/2
− 2 =
∞∑
j=2
cj
1
2j
,
where the cj are the coefﬁcients in the power series expansion. If we apply Lemma 2
term by term, we obtain
1
2
∑
||>H
(rk + r−k − 2) 
∞∑
j=2
cj
H−2j
2j − 1
(
aH
(
2j
2j − 1 + logH
)
+ bH + (2j − 1)
×
(
c
(
1
2j
+ 2 logH
)
+ 2d
))
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
∞∑
j=2
cjH
−2j
(
1
3
aH logH + 4
9
aH + 1
3
b+H + c
4
+ 2c logH + 2d
)
.
This proves the ﬁrst inequality. The second follows on using the fact that
logH1. 
Lemma 6. Let r > 1. Set T = (r2 − 1)−1/2 and w = max(a, b, c, d, 1).
(i) If T 2, then for every integer k7 T 2 log 100wT ,
r−k
[
15wk log k + 11wT (log 2T )(rk/2 + 3)
]
<
1
10
.
(ii) If T 2, then for every integer k27 log 100w,
r−k
[
15wk log k + 24w(rk/2 + 3)
]
<
1
10
.
Proof. (i) For k as above, write k = 7 S2 log 100wS, for some T S ∈ R. Since
T 2, rk(1 + 1
T 2
)
7
2 T
2 log 100wS(100wS)3. We will use the crude upper bounds
log k3 log 100wS, and log 2T  log 100wS. Using the fact that supx1(log x)i/x =
iie−i for i ∈ N, we have
r−k(15wk log k)
(
315wS2
(100wS)2
)
(log 100wS)2
100wS
 315
1002
(
2
e
)2
,
r−k/2(11wT log 2T )
(
11wS
100wS
)
log 100wS√
100wS
 11
100
(
2
e
)
.
Since rk2003, it is easy to check that
315
1002
(
2
e
)2
+
(
1+ 3
rk/2
)
11
100
(
2
e
)
<
1
10
.
(ii) Let k be an integer of the form k = 27 log 100wS, where S ∈ R, S1. T 2
implies that r
√
5/2, and thus rk(100wS)3, since 27(log
√
5/2) > 3. We will take
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log k2 log 100wS.
r−k(15wk log k) 810w
(100wS)2
(log 100wS)2
100wS
 810
1002
(
2
e
)2
,
r−k/2(24w)
(
24w
100w
)
1√
100wS
 24
1003/2
.
Using the fact that rk1003, we can check that
810
(100)2
(
2
e
)2
+
(
1+ 3
rk/2
)
24
1003/2
<
1
10
. 
Lemma 7. N+(T )T −2 is a decreasing function of T for T e when b0, and for
T e1−b/a when b0.
Proof.
−T 3 d
dT
(
N+(T )
T 2
)
= (log T − 1)aT + bT + (2 log T − 1)c + 2d.
If b0 then the right-hand side is positive for T e, and if b0 it is positive for
log T 1− b/a. 
We will also need the following theorem on lower bounds of exponential sums due
to C. Smyth. We would like to thank the referee for pointing out this result which
improves on our original ad hoc argument. For a proof of this result see [6, Theorem
11].
Theorem 6. Let N1, and let z1, . . . , zN be complex numbers satisfying |zn|1 for
all n and such that maxn |zn| = 1. Then
max
1k5N
Re
(
N∑
n=1
zkn
)
 1
20
.
3.2. Proof of Theorem 2
Let r > 1. We set T = (r2− 1)−1/2, and suppose all zeros  of  belong to Dr , i.e.
rr for all . This of course poses no restriction on the zeros  such that |Im |T
(by the picture in Section 1.3). Let us ﬁrst deal with the case where the constant b in
property (II) is positive. Put T0 = 12 max{1, 2c/a, 2d/(3a + b)} and suppose T T0.
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Let k be an integer satisfying T k2T 2 log T , and put k = 
T 2 log T for some

 ∈ R, (T log T )−1
2. We will ﬁrst prove that Re bk is non-negative for k in this
range. Recall by (6) and (7),
2 Re bk =
∑

S(k,),
where
S(k,) = Re
(
2−
(

− 1
)k
−
(
− 1

)k)
2− rk − r−k .
For zeros  such that |Im | < T we have by hypothesis 2− rk − r−k 2− rk − r−k ,
so
2 Re bk
∑
|Im |>k
S(k,)+
∑
T<|Im |k
(2− rk − r−k )+ 2N+(T )(2− rk − r−k).
Now 2− xk − x−k0 for x > 0, so by applying Lemma 5 with H = T , and rT = r ,
∑
T<|Im |k
(2− rk − r−k )
∑
|Im |>T
(2− rk − r−k )(2− rk + r−k)
×
[
2a
3
T log T + 8a + 6b
9
T + c
2
+ 4c log T + 4d
]
.
Applying Lemma 3 to the lower bound for 2 Re bk above, we obtain
2 Re bkak log k + (2a + b)k − 2c log k −
( c
2
+ 2d
)
+(2− (rk + r−k))
[8
3
aT log T + 8
9
aT + 8
3
bT + c
2
+ 6c log T + 6d
]
. (9)
Since T T0 = 12 max{1, 2c/a, 2d/3a + b},
8
3
aT log T + 8
9
aT + 8
3
bT + c
2
+ 6c log T + 6d
=
(
10
3
aT log T + 3bT
)
+
[
6c − aT
2
]
log T +
[
6d − 3a + b
3
T
]
+
[ c
2
−
(
log T
6
− 1
9
)
aT
]
 10
3
(aT log T + bT ),
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as each term in square brackets is negative. Using the fact that kT T0 and that
T k = 
T 2 log T , we obtain
ak log k + (2a + b)k − 2c log k −
( c
2
+ 2d
)
= 11
12
(ak log k + bk)+
[ak
12
− 2c
]
log k
+
[21
12
a − c
2
]
+
[3a + b
12
k − 2d
]
 11
12
(ak log k + bk)  11
12

T 2(log T )(a log T + b).
Since 1rk = (1 + 1
T 2
)k/2 exp( k2T 2 ) exp(
T/2), we obtain (r
k + r−k − 2)rk −
1T 
/2 − 1. Substituting these inequalities into Eq. (9):
24
11
Re bkT log T
(
a + b
log T
)[

 T log T − 40
11
(T 
/2 − 1)
]
.
We claim that the expression in square brackets is always positive for 1
T log T 
2.
Firstly, for 
 = 1
T log T , we can check that

T log T − 40
11
(T 
/2 − 1) = 1− 40
11
(e
1
2T − 1) > 0.
Then, using the fact that T 12, we have for 
2+ 2 log( 2240 )/ log T 1.5,



[

T log T − 40
11
(T 
/2 − 1)
]
= T (log T )
(
1− 40
22
T 
/2−1
)
0.
Thus Re bk0 for 1T log T 
1.5. Now for 1.5
2,

T log T − 40
11
(T 
/2 − 1)1.5 T log T − 40
11
T T
(
1.5 log 12− 40
11
)
0.
We have therefore proved that Re bk0 for T k2T 2 log T when b0.
Now consider the case b0. Put T1 = max{5, 3c/a, d/(3a + b)}, and set T0 =
max{2T 21 log T1, e1−b/a}. We assume that T T0. For k an integer with 2T 21 log T1k
2T 2 log T there is an S ∈ R, T ST1 such that k = 2S2 log S. Since rT = rrS
it follows that Dr ⊂ DrS , and expression (9) above remains valid substituting S for
T, and rS for r. In that case, rkS + r−kS − 2rkS = (1 + 1S2 )S
2 log SS. Thus, ignoring
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the contribution of the term whose coefﬁcient is b0,
Re bk
S2 log S
a log k + (2a + b)− c log k
S2 log S
− c/2+ 2d
2S2 log S
− S
S2 log S
[4
3
aS log S + 4a
9
S + c
4
+ 3c log S + 3d
]
.
By choice of T1 we have log k2 log S, and [a− cS2 log S ] log k2[a− cS2 log S ] log S so
Re bk
S2 log S
 2a log S + 2a + b − 2c
S2
− c/2+ 2d
2S2 log S
− 4
3
a − 4a
9 log S
− c
4S log S
− 3c
S
− 3d
S log S

[
2 log S − 8
3
− 4
9 log S
]
a +
[
(3a + b)− 3d
S log S
− d
S2 log S
]
+
[a
3
− 3c
S
− c
4S log S
− 2c
S2
− c
4S2 log S
]
0,
as each part in square brackets is non-negative.
It remains to check in both cases (b positive or negative) that Re bk0 for every
integer 1kT . We have rk + r−k = (1+ 1
T 2
)T /2 + (1+ 1
T 2
)−T/2e 12T + e− 12T , and
T 2(2− e 12T − e− 12T ) is an increasing function for T 1. It follows that 2− rk − r−k
− T −2 very comfortably. By Lemma 4, we have for k2,
Re bk 
1
2
∑
||>T0
S(k,)− 1
T 2
N+(T )
k2
4T 20
N+(T0)− 1
T 2
N+(T )
 N+(T0)
T 20
− N+(T )
T 2
.
The right-hand side is positive by Lemma 7 and our of choice of T0. We already know
that Re b10, by property (I) and Remark 4. 
3.3. Proof of Theorem 3
Set w = max{1, a, b, c, d}. Suppose Re bk0 for 1kK , where K ∈ N and
K1200w log 100w. If all zeros of  lie on the critical line, the result holds trivially;
otherwise there exists a minimal r > 1 such that Dr contains all the zeros  of , i.e.,
r = max r. Put T = (r2 − 1)−1/2, and suppose that
T <
1
3
(
K
w log2 w3K
)1/3
. (10)
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We will show that there exists a 1kK such that Re bk < 0, and thus obtain a
contradiction.
First we deal with the case T 2, i.e., 1 < r
√
5/2. Put T ′ = (r − 1)−1/2 =
T
√
r + 1. One can easily check that 2.9 < T ′ < 1.46 T < 32T . We write the NN(T ′)
zeros 1, . . . ,N of height |Im n|T ′, satisfying Re n > 12 , (i.e. lying in the right-
hand side of the critical strip but off the critical line) in the form
n
n − 1
= r εnein , whereε1 = 1, 1/r < εn1 for n = 1, . . . , N.
Recall Eqs. (6) and (7):
2 Re bk =
∑

S(k,),
where
S(k,) = Re
(
2−
(

− 1
)k
−
(
− 1

)k)
2+ rk + r−k .
If  ∈ {1, . . . ,N } or  ∈ {1− 1, . . . , 1− N }, then
S(k,) = 2− (rkεki + r−kε−ki ) cos ki .
If |Im |T ′, and , 1 −  /∈ {1, . . . ,N }, then Re  = 1/2, so |r| = 1 and
S(k,)2+ rk + r−k 4. In total, we have for any integer k > T ′,
2 Re bk 
∑
|Im |>k
S(k,)+
∑
T ′<|Im |k
(
4− 2+ rk + r−k
)
+2
N∑
i=1
(
2− (rkεki + r−kε−ki ) cos ki
)
+ (2N(T ′)− 2N)4
We split the right-hand side into various parts and estimate each separately. For k100
and k > T ′, Lemma 3 implies that
∑
|Im |>k
S(k,)+
∑
T ′<|Im |k
4
3
(
ak log k + (2a + b)k + 2c log k + c
2
+ 2d
)
+ 8N+(k)
wk log k
(
11+ 17
log k
+ 14
k
+ 16
k log k
)
15wk log k.
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We now consider most of the remaining terms and apply Lemma 5.
∑
T ′<|Im |k
(rk + r−k − 2)+ 8N(T ′)+
[
2
N∑
i=1
(2− r−kε−ki cos ki )− 8N
]

∑
|Im |>T ′
(rk + r−k − 2)+ 8N(T ′)+ [6N − 8N ]

(
9
4
(rkT ′ + r−kT ′ − 2)+ 8
)
(aT ′ log T ′ + b+T ′ + 2c log T ′ + 2d).
Recall rT ′ = √r by deﬁnition, and 2.9 < T ′ < 1.46 T < 3T/2 < 2T , so this expression
is bounded above by
9
4
(rk/2 + 3)w(T ′ log T ′)
[
1+ 1
log 2.9
+ 2
2.9
+ 2
2.9 log 2.9
]
11w(rk/2 + 3)T ′ log T ′11wT (log 2T )(rk/2 + 3).
Putting these inequalities together, we get for k100, k > T ′, and T 2,
2 Re bk15wk log k + 11wT (log 2T )(rk/2 + 3)− 2
(
N∑
i=1
εki cos ki
)
rk. (11)
Let us now obtain a similar inequality in the case T 2. Put T ′ = 3 and write the N
zeros 1, . . . ,N satisfying Re n > 1/2 and |Im n|3 as we did previously:
n
n − 1
= r εnein , where ε1 = 1, 1/r < εn1 for n = 1, . . . , N.
As before we have
2Re bk 
∑
|Im |>k
S(k,)+
∑
3<|Im |k
(
4− 2+ rkn + r−kn
)
+2
N∑
i=1
(
2− (rkεki + r−kε−ki ) cos ki
)
+ (2N(T ′)− 2N)4.
The contribution from the middle sum after applying Lemma 5 is now at most
9
4 (aT
′ log T ′ + b+T ′ + 2c log T ′ + 2d)w 94 [3 log 3 + 3 + 2 log 3 + 2]24w,
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so by a similar calculation,
2 Re bk15wk log k + 24w(rk/2 + 3)− 2
(
N∑
i=1
εki cos ki
)
rk, (12)
which is valid for all k100. Now let k0 ∈ N be the smallest integer satisfying
k07 T 2 log 100wT when T 2, and k027 log 100w otherwise. We will write k0 =
ε17T 2 log 100wT when T 2, and k0 = ε227 log 100w when T 2, where ε1, ε2 denote
real numbers satisfying 1ε1 < 1.007, and 1ε2 < 1.01. Clearly k0 > 100 and k0 >
3
2 T T ′ when T 2. Lemma 6, together with Eqs. (11) and (12), says that for every
integer kk0,
Re bk < rk
[ 1
20
−
N∑
i=1
εki cos ki
]
.
Set L = 5 k0N . We apply Theorem 7 (Section 3.1) by setting
zn = (εn ein)k0 for n = 1, . . . , N.
Clearly maxn |zn| = |z1| = 1, so we can conclude that there exists a k ∈ N, kL such
that Re bk < 0. It sufﬁces, therefore, to show that k0L < K to reach the contradiction
desired. First we treat the case T 2. We had N = N(T ′) 32wT (log 2T )[1+ 1log 2.9 +
1
2.9 + 12.9 log 2.9 ]4wT log 2T . It follows that
L = 5k0N = 5 ε 7T 2(log 100wT )Nε140w T 3(log 100wT )(log 2T ).
We have by hypothesis K1200 log 100 which implies log2 w3K log2 K74, and
so our assumption (10) implies that T < 13 ( K74 )1/3 < 12K1/3. We take log 2T  13 logK ,
and log 100wT  13 log(
1003
27×74 w
3K). Thus, substituting (10) into the previous upper
bound for L,
L  ε1140w
(
1
27
K
w log2 wK
)(
1
3
log
(
1003w3K
1998
))(
1
3
logK
)
 1.007 140
32 × 27K
(
1+ log 100
3 − log 1998
logw3K
)(
logK
logw3K
)
< K.
In the case T 2, we had NN(3)w[3 log 3 + 3 + log 3 + 1]8.5w, so L5
ε2(27 log 100w)(8.5w)1200w log 100wK , which concludes the proof of
Theorem 3. 
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4. Proof of Theorems 4 and 5
Throughout this section we suppose that  satisﬁes the properties labelled (0), (I)
and (III) in Sections 1.1 and 1.2.
4.1. Proof of Theorem 4
By Hadamard’s theorem, which is a consequence of property (0), we have the fac-
torization
(s)∗(s) = (0)∗(0)
∏

(
1− s

)(
1− s
1− 
)
.
We take the logarithmic derivative and apply hypothesis (III):
Re

∑

1
s −  +
1
s − (1− )

 = 2Re ′(s)
(s)
 2m
s − 1 + logA for s ∈ (1, 3], (13)
where, as usual, the sum is over all zeros  of  counted with multiplicity. By hypothesis
(I), the zeros of  lie in the critical strip and it follows that each term in the sum
on the left-hand side has positive real part. If we set s = c = 1 + 1logA , which by
hypothesis lies in (1,3], then the right-hand side of (13) is (2m+1) logA. Now suppose
that 1, . . . ,m+1 are m + 1 zeros of  in the forbidden region: i.e. k = 1 − k+iklogA
with k1/(2m+ 2), |k|1/(2m+ 2) for 1km+ 1. Then for 1km+ 1,
Re
1
c − k
= 1+ k
(1+ k)2 + 2k
logA (2m+ 2)(2m+ 3)
(2m+ 3)2 + 1 logA.
The inequality is obtained by minimizing ﬁrst with respect to k , and is attained when
k = |k| = 12m+2 . Using the fact that k = 1 − k for 1km + 1, and adding the
contribution of the 2m+ 2 zeros {1, . . . ,m+1, 1− 1, . . . , 1− m+1} in the sum on
the left-hand side of (13), we obtain
Re

∑

1
c −  +
1
c − (1− )

  (2m+ 2)2(2m+ 3)
(2m+ 3)2 + 1 logA.
We have already shown that the same sum is bounded above by (2m + 1) logA. On
the other hand, it is easily checked that
(2m+ 1) < (2m+ 2)
2(2m+ 3)
(2m+ 3)2 + 1 ,
so we have a contradiction. This proves the ﬁrst part of the theorem.
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In the case when m = 1, and  = ∗, then a zero 1 in the forbidden region must
be real and simple, since for every zero  of ,  is another, so 1 and 1 must’
coincide. 
4.2. Proof of Theorem 5
We assume that  has property (SA). Let us suppose that P2() holds, and that  has
a zero 1 ∈ R such that 1 = 1 − 1logA with 011/4. We will use the preceding
calculations to obtain a contradiction. For any zero  of  we write  = 1 − +ilogA .
If s1,
Re
(
1
s − +
1
s − (1− )
)
=
(
+ (s − 1) logA
(+ (s − 1) logA)2 + 2+
s logA− 
(s logA− )2 + 2
)
logA.
(14)
If we set s = c = 1+ 1logA as before, we have for  = 1 and  = 1− 1,
Re
(
1
c − 1
+ 1
c − (1− 1)
)
=
(
1+ 1
(1+ 1)2
+ logA+ 1− 1
(logA+ 1− 1)2
)
× logA 4
5
logA+ 4 logA
4 logA+ 3
4
5
logA+ 0.48.
The second expression in brackets is easily seen to be decreasing as a function of 1,
so the ﬁrst inequality is attained if 1 = 14 . The second follows from the assumption
A2. Remembering that m = 1, it follows by (13) that
∑
/∈{1,1−1}
Re
(
1
c −  +
1
c − (1− )
)

(
3− 8
5
)
logA− 0.96 = 1
5
(7 logA− 4.8).
From Lemma 8 below we obtain
∑
/∈{1−1,1}
Re
(
1

+ 1
1− 
)
7 logA− 4.8, (15)
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and
∣∣∣ ∑
/∈{1−1,1}
Re
(
1
2
+ 1
(1− )2
) ∣∣∣

∑
/∈{1−1,1}
1
||2 +
1
|1− |2 28 log
2 A− 19.2 logA. (16)
Recall Eq. (6) from Section 2 which, in the case n = 2, gives
2 Re b2 =
∑

2−
(

− 1
)2
−
(
− 1

)2
= 2
(
2
1
− 1
21
+ 2
1− 1
− 1
(1− 1)2
)
+ 2Re

 ∑
/∈{1,1−1}
1

+ 1
1− 


−Re

 ∑
/∈{1,1−1}
1
2
+ 1
(1− )2

 .
Now 1 ∈ R, so 21 −
1
21
1, and 1 = 1 − 1logA , so 21−1 −
1
(1−1)2 =
2 logA
1
−
log2 A
21
8 logA− 16 log2 A. Substituting Eqs. (15) and (16),
2 Re b2  2
(
1+ 8 logA− 16 log2 A
)
+ 2(7 logA− 4.8)+ 28 log2 A− 19.2 logA
= −4 log2 A+ 10.8 logA− 7.6 < 0,
since the resulting quadratic form is easily seen to be negative deﬁnite. This contradicts
P2(), and completes the proof of Theorem 5. 
Lemma 8. For every zero  of  such that  /∈ {1, 1− 1},
(i) Re
( 1

+ 1
1− 
)
5Re
(
1
c −  +
1
c − (1− )
)
,
(ii)
1
||2 +
1
|1− |2 20Re
(
1
c −  +
1
c − (1− )
)
logA.
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Proof. (i) By property (SA), if  = 1 − +ilogA = 1, we must have  14 or || 14 ,
thus

+ 1
(+ 1)2 + 2
2 + 2 

+ 1
(
+ 1

)2
5 when  14 ,

+ 1
(+ 1)2 + 2
2 + 2 
(

+ 1
)(
1+ 2+ 1
2
)
 1
5
(
1+ 2/4+ 1
2
)
5 when  14 and || 14 .
By invariance of the zeros of  under  → 1− , (i.e. substituting logA−  for  in
the above reasoning) and adding the two resulting inequalities,
[ 
2 + 2 +
logA− 
(logA− )2 + 2
]
logA
5
[ 1+ 
(1+ )2 + 2 +
logA+ 1− 
(logA+ 1− )2 + 2
]
logA.
Evaluating (14) at s = 1 and s = c = 1+ 1logA , this inequality translates exactly as (i).
(ii) Again by property (SA), if  = 1− +ilogA = 1, we have  14 or || 14 , thus
1
+ 1
(+ 1)2 + 2
2 + 2 
1
+ 1
(
+ 1

)2
20 when  14 ,
1
+ 1
(+ 1)2 + 2
2 + 2  1+
2+ 1
2 + 2
 1+ 2+ 1
2 + 1/1620 when 
1
4 and || 14 .
Once again by symmetry (i.e. substituting logA −  for  in the above and adding),
we obtain
[ 1
2 + 2 +
1
(logA− )2 + 2
]
log2 A
20
[ 1+ 
(1+ )2 + 2 +
logA+ 1− 
(logA+ 1− )2 + 2
]
log2 A.
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By evaluating (14) at s = c = 1 + 1logA and comparing with the right-hand side, this
inequality translates exactly as (ii). 
5. Proof of Lemma 1 and Corollary 1
5.1. Proof of Lemma 1
Taking the logarithmic derivative of Eq. (3), we obtain
′

(s) = m
s − 1 +
m
s
+ 1
2
logA+ n+
′
R
R
(s)+ n−
′
R
R
(s + 1)+ L
′
L
(s).
Let  be the logarithmic derivative of (s). log is convex, so  is an increasing
function, satisfying (s) + s−1 = (s + 1) (see Section 6 for properties of the 
function). We can compute (3) = 12 + 1−  < log, so for s ∈ [1,4],
1
s
+ 
′
R
R
(s) = −1
2
log+ 1
2

( s
2
+ 1
)
0,
′R
R
(s + 1) = −1
2
log+ 1
2

(
s + 1
2
)
0.
When the trace of the representation  has positive real part, we have [4, (3.4)]:
Re
L′
L
(s) = −Re
∑
v
∞∑
k=1
(log qv)(Tr(F kv )) q−ksv 0, Re s > 1, (17)
where the ﬁrst sum is over all ﬁnite places v in the ‘base ﬁeld’ of L, Fv is the class of
the Frobenius automorphism above v and qv is the norm of v (for deﬁnitions of these
terms, see [4]). Since mn+,
Re
′

(s) m
s − 1 +
1
2
logA, s ∈ (1, 4]. 
5.2. Proof of Corollary 1
If 	 is any primitive Dirichlet character, then L(	, s) is the Artin L-function of a
representation which we will also denote by 	.
Let 	 be a primitive, non-trivial complex character whose conductor divides q. As-
sume for simplicity that 	2 is primitive too. Consider the representation
 = 1⊕ 1⊕ 1⊕ 	⊕ 	⊕ 	⊕ 	⊕ 	2,
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where 1 denotes the trivial representation. Using the inequality 3+4 cos +cos 20,
it is easy to check that the trace of  has positive real part. It follows from Lemma 1
that the completed Artin L-function (, s) satisﬁes hypothesis (III) with m = 3, and
logA = log q5. By Theorem 4, (, s) has at most 3 zeros in the forbidden region.
But
L(, s) = (s)3L(	, s)4L(	2, s).
It follows that if (	, s) had a zero in the forbidden region, then (, s) would possess
at least 4 such zeros, which is a contradiction. (In the case where 	2 is not primitive,
one needs to modify the argument slightly by replacing 	2 with the primitive character
representing it. A very simple computation [3, p. 89] shows that this amounts to adding
a factor of at most log q in the inequality corresponding to (III). This gives a zero-free
region of size 8(log q5 + log q) = 48 log q).
Now suppose 	 and 	′ are distinct, non-trivial, primitive real Dirichlet characters of
conductor dividing q, and consider the representation
′ = (1⊕ 	)⊗ (1⊕ 	′) = 1⊕ 	⊕ 	′ ⊕ 		′,
where we have assumed for simplicity that 		′ is primitive. The character 		′ is non-
trivial, and ′ is positive, so using Lemma 1 we deduce that (′, s) satisﬁes hypothesis
(III) for the constants m = 1, logA′ = log q3, and thus a fortiori for the constant
logA = 2 log q6 (by the remark at the end of the previous paragraph, the corresponding
inequality is still valid when 		′ is not primitive). Since ′ is real, we may apply
Theorem 4 to deduce that (′, s) has at most one zero in the forbidden region, and
that it is necessarily real and simple. This proves the ﬁrst part of the theorem on letting
	 and 	′ range over all distinct real primitive characters of conductor dividing q. The
last statement follows immediately from Theorem 5. 
6. Proof of Corollary 2
Let K be a number ﬁeld of degree n = [K : Q]. Let r1 (resp. r2) denote the number
of real (resp. complex) places of K, and dK the absolute value of the discriminant of
K. Let K(s) be the Dedekind zeta function of K. As already seen in Section 1.5, the
function K deﬁned by (4) satisﬁes hypotheses (0), and (I)–(III). In particular, Theorem
5 holds, and P2(K) implies that K has no Siegel zero.
We will prove the following well-known theorem.
Theorem 7. Suppose dK2. Let c ∈ R , 0 < c < 14 log dK such that K has no zero in
the region
{z ∈ C : Re z1− c, |Im z|c}.
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Denote the residue at 1 of K by
 = lim
s→1 (s − 1)K(s).
Then
 c
4
e−0.05.
By the analytic class number formula,
 = 2
r1(2)r2hKR
wd
1/2
k
,
where hK is the class number of K, R is Dirichlet’s regulator, and w is the number of
roots of unity in K. Theorems 5 and 7 imply that if P2(K) is satisﬁed, then
hKR
e−0.05
16
w 2−r1(2)−r2
√
dK
log dK
.
This yields Corollary 2. 
Before embarking on the proof of the theorem, we recall some well-known facts about
Euler’s -function, and its logarithmic derivative . Recall R(s) = −s/2(s/2) and
set R(s) = dds logR(s) = − 12 log+ 12( s2 ).
1. s(s) = (s + 1), sR(s) = 2R(s + 2). Similarly 1s + (s) = (s + 1), and
1
s
+ R(s) = R(s + 2).
2. log(s), logR(s) are convex functions on [1,∞).
3. (z+ 1) = −−∑∞n=1 ( 1z+n − 1n ) for z > 0, where  is Euler’s constant.
We deﬁne (s) = sds/2K R(s)r1+r2R(s + 1)r2 and observe that
log(s) = log ds/2K + (r1 + r2 − 1) logR(s)+ r2 logR(s + 1)+ log 2R(s + 2)
is a convex function.
Proof of Theorem 7. Eq. (4) says that K(s) = (s − 1)(s)K(s), so
K(1+ c)
K(1)
c (1+ c)
(1)
 c

exp
(
c
′

(1)
)
. (18)
The ﬁrst inequality follows from the fact that K(1 + c)1. For the second, observe
that by convexity, log(1 + c) log(1) + c′ (1) and exponentiate. Now let t ∈ R,
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t > 0. Recall that K(s) = ∗K(s), and so the zeros of K are symmetric under the
map  → 1− . Hadamard’s theorem implies that
K(s) = K(0)
∏

(
1− s

)
,
′K
K
(1+ t) =
∑

1
1+ t −  , (19)
where in both expressions we multiply (resp. sum) over all zeros  (with multiplicity)
of K , such that |Im |T , and then let T tend to inﬁnity.
Claim. Let  be a zero of K such that Re 1− c, or |Im |c. Then for 0 tc,
Re
(
1
1+ t − 
)
 2c
c + t
(
Re
1
1+ c − 
)
. (20)
To see this, let  = + i and suppose ﬁrst that 1− c. Then
Re
1
1+ t − 
(
Re
1
1+ c − 
)−1
=
(
1+ t − 
1+ c − 
)(
(1+ c − )2 + 2
(1+ t − )2 + 2
)
 1+ c − 
1+ t −  1+
c − t
c + t =
2c
c + t .
Now suppose that 1−c. Then by hypothesis ||c so in particular 2c2−(1−)2.
The same expression is bounded above by
(
1+ t − 
1+ c − 
)(
(1+ c − )2 + c2 − (1− )2
(1+ t − )2 + c2 − (1− )2
)
=
(
1+ t − 
1+ c − 
)(
2c(1+ c − )
c2 + t2 + 2t (1− )
)
= 2c
[
t + x
c2 + t2 + 2tx
]
x=1−
.
The expression in square brackets is easily seen to be increasing in x (as tc), and
evaluating at x = c yields (20), which ﬁnishes the proof of the claim.
Now on applying the claim term-by-term to (19), it follows for 0 tc that
′K
K
(1+ t) 2c
c + t
′K
K
(1+ c).
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Since K(t) is positive decreasing on the interval (1,∞), we have
′K
K
(1+ c) = 
′
K
K
(1+ c)+ 1
c
+ 
′

(1+ c) 1
c
+ 
′

(1+ c).
Combining the two inequalities above,
K(1+ c)
K(1)
= exp
∫ c
0
′K
K
(1+ t) dt exp
[∫ c
0
2c
c + t dt
(
1
c
+ 
′

(1+ c)
)]
 4 exp
(
2c(log 2)
′

(1+ c)
)
.
On comparison with (18), we get
 c
4
exp
(
c
′

(1)− 2c(log 2)
′

(1+ c)
)
.
Recall 0 < c < 14 log dK , so from lemma 9 below we can conclude
 c
4
exp
(
(1− 2 log 2)c log dK
2
)
 c
4
exp
(
1− 2 log 2
8
)
 c
4
exp(−0.05). 
Lemma 9.
′

(1)− (2 log 2) 
′

(1+ c)(1− 2 log 2) log dK
2
We prove the lemma by computing some precise inequalities involving the  function.
First observe that
(z) = −− 1
z
+ z
z+ 1 +
∞∑
n=2
(
z
zn+ n2
)
for z > 0
 − − 1
z
+ z
z+ 1 + z
∞∑
n=2
1
n2
= −− 1
z
+ z
z+ 1 + z
(
2
6
− 1
)
.
A weaker form of this inequality is (z+ 1) − + z2/6.
Francis C.S. Brown / Journal of Number Theory 111 (2005) 1–32 31
If we write
′

(s) = 1
2
log dK + r2R(1+ s)+ (r1 + r2 − 1)R(s)+ R(s + 2),
then it sufﬁces to prove that
R(s)− (2 log 2)R(s + c) =
1
2
(2 log 2− 1) log
+1
2
[

( s
2
)
− 2
(
s + c
2
)
log 2
]
0
for s = 1, 2, 3, and the lemma follows immediately. Using the above inequalities for
 we can compute
• (1) = − ≈ −0.577
• ( 12 ) = −− 2 log 2
• ( 54 ) − + 14 
2
6  − 0.16
• ( 710 ) − − 107 + 717 + 710 (
2
6 − 1)) − 1.14.
Now ′(s)0, and c < 1/(4 log 2) for dk2, which implies c/2 < 0.2, so we can
check that
R(2)− (2 log 2)R(2+ c)
1
2
(2 log 2− 1) log+ 1
2
[
(1)− 2
(
5
4
)
log 2
]
0,
R(1)− (2 log 2)R(1+ c)
1
2
(2 log 2− 1) log+ 1
2
[

(
1
2
)
− 2
(
7
10
)
log 2
]
0,
R(3)− (2 log 2)R(3+ c) 
1
2
(2 log 2− 1) log
+1
2
[

(
3
2
)
− 2
(
1+ 7
10
)
log 2
]
0.
This ﬁnishes the proof of the lemma. 
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