On mollusc shells one can find famous patterns. Some of them show a great resemblance to the soliton patterns in one-dimensional systems. Other look like Sierpinsky triangles or exhibit very irregtflar patterns. Meinhardt has shown that those patterns can be well described by reaction-diffusion systems [1]. However, such a description neglects the discrete character of the cell system at the growth front of the mollusc shell.
A INTRODUCTION
One example is the sea shell pattern of the Amoria dampiera (Fig. 1) , which seems to be very simple. Stripes perpendicular to the direction of growth look like waves. One gets the impression that all the cells at the growing edge (the lip of the shell) are oscillating in synchrony. The question that arises is how are they synchronized?
Meinhardt modelled this pattern using his famous activator-inhibitor model of two coupled partial differential equations of the reaction diffu- On the other hand, there is the well-known binomial smoothing procedure of a discrete function Z(i) with N':
where n is the number of smoothing generation.
Interpreting this number n as discrete time t, this smoothing procedure formally represents a temporal averaging. One can easily rewrite this smoothing procedure in terms of the diffusion equation, replacing Z(i, n) by c(x,t):
c(x, + 1) (c(x 1, t) + 2c(x, t) + c(x + 1, t)) c(x, t) + 1 / 4 (c(x 1, t) 2c(x, t) + c(x + 1, t)) c(x, t) + Dc(c(x-1, t) 2c(x, t) + c(x + 1, t)) with the diffusion coefficient Dc-1 / 4 . Let us call this special procedure the binomial diffusion (Fig. 3) Again, this expression represents a kind of diffusion, for which reason we call it a Gaussian diffusion. In contrast to the binomial diffusion, however, it does not spread out the quantities all over the space. If we set a very sharp initial concentration profile, it does not run but stays in a restricted domain, although it shrinks over time.
(see Fig. 4 by the production (Fig. 5 The production now exceeds the diffusion and the states will grow anywhere, even if z(i, t)--O.
and the lower row of the transformation rule (Table I) is shifted to the right. Let us assume that a biological cell possesses two different phases of activity: an active phase with p-0 and a passive phase p-1. The behaviour of the biological cells in these two phases should be characterized by a production (p-0; Y. The first rule means that the production rule (Table IV ) works up to < 7, whereas the destruction rule (Table V) 
D DISSIPATION
The system of coupled differential equations, used by Meinhardt [1] is essentially dissipative, as can be shown by the non-vanishing trace of the Jacobian. In cellular automata there is no explicit expression for this proof of the dissipative character of the transformation rule. But looking at the maps one can decide whether the system is conservative or dissipative. For example, if there is a one-to-one map the system is conservative [6] . But in our case the map the automaton runs into a limit cycle after a long time (Fig. 6 ). To construct this rule (Table VI) , we used a weight vector -(g (1,1,1), and a vector " (z( t), z(i, t), z(i+ 1, t)) of the neighboured concentrations so that N becomes the scalar product --gff and the averaging procedure of the first row in the rule (Table VI) 
In particular, if we use a finite number of 599 linearly arranged cells of the automaton and cyclic boundary conditions, the periodic state of the automaton is structured as riffled waves perpendicular to the direction of time (Fig. 7) , which is also the direction of growth of the mollusc shell lip. Figure 8 shows that there are indeed mollusc shells which exhibit precisely such riffled patterns.
Rather than starting with only one cell, but instead with many cells./" in the states 5'(j, 0)-() distributed randomly, one obtains very plane waves, perpendicular to the direction of growth (Fig. 9 ). There are also sea shells which display precisely such patterns; (see Fig. 1 ).
The other very simple shell pattern Meinhardt discussed [1] involves stripes parallel to the direction of growth (Fig. 10) . Using (Fig. 11) . These stripes represent spatially stable situations of the automaton. They This produces a solitary wave with a step-like profile. The temporal development of this profile posseses a complex but periodic structure (see Fig. 16 ).
Starting a more sophisticated cellular vector automaton with such a period two sequence 0,0,1,1,2,2,3,3, periodic string of pearls are generated in the interval between the leading front waves (Fig. 17) : FIGURE 18 Chaotic "string of pearls" generated by the automaton in Table XIV.   TABLE XV   0 This means that for larger states there is a strong diffusion but almost no production, whereas for smaller states there is a strong production but diffusion can be neglected. This transformation rule simulates the competition between an inhibition for higher concentrations and a strong autocatalysis for low concentrations (see Fig. 20 ).
The patterns, produced by this automaton are very sophisticated even if one starts with only FIGURE 19 "Turbulent" pattern in the temporal development of the one-dimensional automaton according to Table XVI (see [8] ). We set out to elaborate an automaton producing solitary waves which will create all the fantastic spatio-temporal phenomena if they collide. We now have all the ingredients for its construction. If the concentration states of the cells are small, they should diffuse classically, with the diffusion coefficient D_<1/2. However, if the concentration states of the cells are large enough, an autocatalytic production should govern the behaviour of the system. Through the collision of the low-state solitary waves, states become neigbouring thus throwing the system into the autocatalytic regime. The following transformation rule will create such a behaviour (Fig. 21) : We pursued the idea that the natural patterns among biological populations of neighbouring individual cells can be understood by means of discrete mathematical tools such as cellular vector automata. The classical ideas of diffusion and production can easily be induced using these automata models.
As we have shown, a new idea was generated in the process. The dynamics of localized excitations created by the collision of solitary waves can be described in terms similar to those of FIGURE 23 "String of pearls" generated by the collision of solitary waves according to This article provides an initial insight into this fascinating area. Much more work has to be done in the future. We have not investigated the reflection behaviour of the different solitary waves, which will bring us to a much better understanding of natural sea-shell patterns. But this is certainly not the only question we have left aside for the future. ordinary dynamic systems. There are localized stable stationary states which give rise to the formation of stripes in the 2D-space-time parallel to the direction of growth, as can be observed on the sea shells (Figs. 10, 11 ).
There also exist localized oscillating patterns (Fig. 24) and localized chaotic patterns (Fig. 25) similar to the pearl string patterns.
A new class of patterns has been found: delocalized states. This means an excitation spreads over the automaton leaving all cells in an excited state. Examples include not only the well known front wave, but many other phenomena as well, such as the spreading of turbulent or spatially intermittent patterns.
Furthermore, there are colliding systems which are spatially and temporally instable. Such sys-
