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Abstract
Many environmental free surface flows involve water and sediment transport. The
net changes to the surface level of an erodible bed by sediment entrainment and
deposition processes have a feedback effect on the local flow hydrodynamics. Bed
morphological change is of great socio-economic and environmental importance in
that it affects navigation, flood risk management, water quality, species diversity,
and overall river sustainability.
This thesis describes a mathematical model of the depth-averaged shallow
water-sediment equations based on mass and momentum conservation laws. A 2D
numerical model is then presented of the fully coupled, variable-density governing
equations, which are solved using a Godunov-type HLLC scheme. Dependent
variables are specially selected in the numerical model to handle the presence
of the variable-density mixture in the mathematical formulation. The model
includes suspended sediment, bedload transport, and bed morphological change.
The numerical model is verified against benchmark analytical and semi-analytical
solutions for complicated, clear water flows, bedload transport and suspended
sediment transport. The well-balanced property of the governing equations is
verified for a variable-density dam break flow over a bed step. Simulations of
an idealised dam-break flow over an erodible bed, in excellent agreement with
previously published results, validate the ability of the model to capture complex
water-sediment interactions under rapidly-varying flow conditions and a mobile
bed, and validate the eigenstructure of the system of variable-density governing
equations. The model is then further validated against laboratory based data for
complex 2D partial dam breaks over fixed and mobile beds, respectively. The
simulations of 2D dam break flows over mobile beds highlight the sensitivity of
the results to the choice of closure relationships for sediment transport. To inves-
tigate this further, a parameter study is carried out using a variety of commonly
used empirical formulae for suspended sediment transport.
The numerical model is also used to inform a theoretical model that predicts
the flow through and around a porous obstruction in a shallow channel. This prob-
lem is relevant to several practical applications, including flow through aquatic
vegetation and the performance of arrays of tidal turbines in a finite-width tidal
channel. The theoretical model is used to reinterpret the core flow velocities in
laboratory-based data for an array of emergent cylinders in a shallow channel.
Comparison with experimental data indicates the maximum obstacle resistance
for which the theoretical model is valid. In a final application, the theoretical
model examines the optimum arrangement of tidal turbines to generate power
in a tidal channel, confirming that natural bed resistance increases the power
extraction potential for a partial tidal fence.
Lay Summary
Theoretical and numerical models provide an important insight into the physics
of earth surface flows, sediment transport and the interaction between these pro-
cesses. Changes to riverbeds, floodplains and coastlines are of significant environ-
mental and socio-economic importance in the current context of climate change,
rising sea levels and extreme flood events.
This thesis presents a numerical model for predicting flow hydrodynamics,
sediment transport and bed morphological changes. It is shown that the model
has a wider range of applicability than previous models, and can be used effec-
tively to simulate sediment transport under diverse environmental conditions.
A theoretical model is proposed to describe the flow through and around
aquatic vegetation, arrays of tidal stream turbines and offshore structures, in
shallow-water channels. The model is also applied to determine the optimum ar-
rangement of tidal turbines placed in the centre of a wide tidal strait for maximum
power extraction.
Declaration
I declare that this thesis was composed by myself, that the work contained herein
is my own except where explicitly stated otherwise in the text, and that this work







Figures and Tables xii
Nomenclature xvii
1 Introduction and Literature Review 1
1.1 Water and Sediment - Setting the Scene . . . . . . . . . . . . . . 1
1.2 Water and Sediment - Historical Context . . . . . . . . . . . . . . 6
1.3 Understanding Water-Sediment Flows . . . . . . . . . . . . . . . . 7
1.3.1 Mechanics of Water-Sediment Flows . . . . . . . . . . . . . 7
1.3.2 Theoretical and Numerical Modelling of Sediment Transport 9
1.3.3 Shallow Flow through a Porous Obstacle . . . . . . . . . . 14
1.4 Aims and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Published Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Mathematical Model 18
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Mass Conservation of Water-Sediment Mixture . . . . . . . 19
2.2.2 Momentum Conservation of Water-Sediment Mixture . . . 21
2.2.3 Mass Conservation of Suspended Sediment . . . . . . . . . 23
v
2.2.4 Mass Conservation of Bed Material . . . . . . . . . . . . . 24
2.2.5 Summary of the Governing Equations . . . . . . . . . . . . 24
2.3 Mathematical Balancing of the SWSE . . . . . . . . . . . . . . . . 27
2.4 Model Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.1 Bed Friction . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.2 Bedload and Suspended Sediment Transport . . . . . . . . 28
2.4.3 Determining the Dominant Transport Regime . . . . . . . 34
2.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 Finite Volume Numerical Model 36
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Hyperbolic Form of the Governing Equations . . . . . . . . . . . . 37
3.3 Godunov-Type Finite Volume Scheme . . . . . . . . . . . . . . . . 37
3.4 Variable Density Riemann Problem . . . . . . . . . . . . . . . . . 38
3.4.1 Eigenvalue Problem . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2 Properties of the HLLC Wave Structure . . . . . . . . . . 42
3.4.3 HLLC Riemann Solver . . . . . . . . . . . . . . . . . . . . 48
3.5 MUSCL-Hancock Scheme . . . . . . . . . . . . . . . . . . . . . . 50
3.6 HLLC Riemann Solver for Balanced Stage-Discharge Equations . 52
3.7 Convenient Form of the Governing Equations . . . . . . . . . . . 53
3.8 Discretisation of Source Terms and Bed Update Equation . . . . . 55
3.9 Numerical Stability . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.10 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4 Model Performance Verification Tests 59
4.1 Clear Water Test Cases . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.1 Case 1: Steady Flow over a Fixed Hump . . . . . . . . . . 60
4.1.2 Case 2: One Dimensional Bores and Rarefactions . . . . . 61
4.1.3 Case 3: Frictionless Rectangular Dam Breach . . . . . . . 64
4.1.4 Case 4: Circular Dam Breach . . . . . . . . . . . . . . . . 66
4.2 Shallow Water-Sediment Test Cases . . . . . . . . . . . . . . . . . 69
4.2.1 Case 5: Dam Break over a Bed Step . . . . . . . . . . . . 70
vi
4.2.2 Case 6: Bedload Evolution of a 1D Sandbar in Steady Flow 71
4.2.3 Case 7: Bedload Evolution of a 2D hump in Steady Flow . 74
4.2.4 Case 8: Suspended Sediment . . . . . . . . . . . . . . . . . 76
4.2.5 Case 9: Idealised Dam Break over Mobile Bed . . . . . . . 82
4.3 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5 Validation Test Cases for Water-Sediment Transport 89
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Case 10: Partial Dam Breach in a Rectangular Laboratory-scale
Basin with Non-erodible Bed . . . . . . . . . . . . . . . . . . . . . 90
5.2.1 Dam Breach over a Wet-bed . . . . . . . . . . . . . . . . . 91
5.2.2 Dam Breach over a Dry-bed . . . . . . . . . . . . . . . . . 94
5.2.3 Case 11: Experimental 2D Dam Break over Mobile Ded . . 98
5.3 Case 12: Partial Dam Breach Flow over Partly-mobile Bed . . . . 106
5.4 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6 Flow Through a Porous Obstruction in a Shallow Channel 117
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2 Theoretical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.2.1 Cublic Spline . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.2.2 Deriving the Theoretical Model . . . . . . . . . . . . . . . 122
6.3 Numerical Simulations . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3.1 Shallow Water Model . . . . . . . . . . . . . . . . . . . . . 125
6.3.2 Numerical Solution . . . . . . . . . . . . . . . . . . . . . . 128
6.3.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . 130
6.4 Example Applications . . . . . . . . . . . . . . . . . . . . . . . . 135
6.4.1 Prediction of Core Flow Velocity through an Array of Emer-
gent Cylinders . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.4.2 Optimum Arrangements of Turbines in a Channel . . . . . 139




2.1 1D control volume of bed and water sediment mixture, including
mass fluxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Control volume of bed and water sediment mixture in 2D. . . . . 21
3.1 Wave structure of the HLLC Riemann problem. . . . . . . . . . . 39
4.1 Formation of a hydraulic jump in steady flow over a bed hump;
free surface and bed elevation. . . . . . . . . . . . . . . . . . . . . 60
4.2 Steady flow over a hump; discharge profiles at t = 1000 s. . . . . . 61
4.3 Dam break, right wet-bed Riemann problem: water depth (m) and
flow velocity (m/s) profiles at t = 7 s. . . . . . . . . . . . . . . . 62
4.4 Two opposing rarefaction waves: water depth (m) and flow velocity
(m/s) profiles at t = 2.5 s. . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Two opposing rarefaction waves generating dry bed: water depth
and flow velocity profiles at t = 5 s. . . . . . . . . . . . . . . . . . 63
4.6 Dam break, right dry-bed Riemann problem: water depth and flow
velocity profiles at t = 4 s. . . . . . . . . . . . . . . . . . . . . . . 64
4.7 Dam break, left dry-bed Riemann problem: water depth and flow
velocity profiles at t = 4 s. . . . . . . . . . . . . . . . . . . . . . . 64
4.8 Frictionless rectangular dam break with wet bed at t = 7.2 s free
surface elevation, η, surface and contour plots (m). . . . . . . . . 65
4.9 Frictionless rectangular dam break with dry bed at t = 5 s free
surface elevation, η, surface and contour plots (m). . . . . . . . . 66
4.10 Circular dam break; transverse profile of water depth (a-c) and
velocity (d-f) along the centreline at t = 0.4 s, 0.7 s, and 4.7 s. . . 68
viii
4.11 Circular dam break water depth h; 3D visualisation and contour
plots at; t = 0.4 s, and t = 4.7 s. . . . . . . . . . . . . . . . . . . 69
4.12 Variable density dam break over a bed step: spatial profiles of
concentration, free-surface elevation and bed elevation at t = 6 s. . 70
4.13 Evolution of a 1D hump; bed hump profile at t = 0, analytical
solution at t/T = 11.9, and the numerical results at t = 23800 s
and 33000 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.14 Evolution of 1D hump; stacked x - t plots from t= 0 until t =
33000 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.15 Evolution of a 2D hump at t = 2 hrs; 3D and plan view. . . . . . 75
4.16 Evolution of deposition of suspended sediment at cross section of
tank; profiles of bed elevation, water depth and free surface elevation. 80
4.17 Evolution of entrainment of bed material into suspension at cross
section of tank; profiles of bed elevation, water depth and free
surface elevation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.18 Cao et al. (2004) dam break: bed elevation and free surface eleva-
tion (m) at t = 2 min. . . . . . . . . . . . . . . . . . . . . . . . . 82
4.19 Cao et al. (2004) dam break: bed elevation and free surface eleva-
tion (m) at t = 20 min. . . . . . . . . . . . . . . . . . . . . . . . . 83
4.20 Cao et al. (2004) dam break: volumetric concentration of sus-
pended sediment after 2 min, 8 min and 20 min. . . . . . . . . . . 84
4.21 Cao et al. (2004) dam break: stacked x − t plots for (a) the free
surface elevation (m), (b) the streamwise velocity, u, (c) suspended
sediment concentration, and (d) bed elevation (m) for t ≤ 20 minutes. 85
4.22 Cao et al. (2004) dam break: characteristic wave structure of the
dam-break flow over mobile bed. (dotted lines with markers). . . 86
5.1 Plan view set up of the laboratory basin, Delft University of Tech-
nology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2 Delft University of Technology wet-bed partial dam breach: surface
and contour plots at (a) t = 4s and (b) t = 18s. . . . . . . . . . . 93
5.3 Delft University of Technology wet-bed partial dam breach: bore
front locations at t = 1 s, 2 s, 3 s and 4 s. . . . . . . . . . . . . . 94
ix
5.4 Delft University of Technology wet-bed partial dam breach: time
history plots at different gauge locations, -1 m, 1 m, 6 m, 13 m
from gate, along the centre of the basin. . . . . . . . . . . . . . . 94
5.5 Delft University of Technology dry-bed partial dam breach: surface
and contour plots at t = 4s and t = 18s. . . . . . . . . . . . . . . 95
5.6 Delft University of Technology dry-bed partial dam breach: bore
front location at t = 1 s, 2 s, 3 s and 4 s. . . . . . . . . . . . . . . 96
5.7 Delft University of Technology dry-bed partial dam breach: time
history plots at different gauge locations, -1 m, 1 m, 6 m, 13 m
from gate, along the centre of the basin. . . . . . . . . . . . . . . 97
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1.1 Water and Sediment - Setting the Scene
Accurate prediction of sediment-carrying shallow water flows is of great impor-
tance in river basin flood risk management, the planned dredging of navigation
channels, bank erosion, bridge pier scour and the resilience of bridge support
structures, the transport of contaminants, water quality, agriculture and fisheries,
siltation of reservoirs, the raising and lowering of riverbed elevations, and long-
term changes to river geometries. Climate change and anthropogenic impacts,
partly due to increasing population and the construction of hydraulic structures,
are having noticeable effects on fluvial hydraulics (see e.g. Miao et al., 2010, 2011),
and hence on flood and drought risk. In a detailed analysis, with the insurance
industry in mind, Berz (2001) observed that flood events were responsible for one-
third of all natural disasters worldwide and over half of the associated fatalities.
In a more recent study, Zurich Insurance (2015) found a similar result in Nepal;
between 2001-2008, one-third of natural disaster related deaths were caused by
flood events.
Flood waves carry large amounts of sediment, with sizes ranging from fine clay
and sand particles to larger debris such as cars and street furniture. The presence
of mobile sediment particles can have a significant effect on the flow hydraulics
(Raudkivi, 1998), particularly when the concentration of sediment is high, as is
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the case with flood flows (Cao et al., 2004). Scour of bridge piers and abutments is
one of the most common causes of bridge failure during flood flows (Julien, 2010).
Furthermore, much of the long-term damage to property and land after a flood
event has subsided is due to the contaminated sediment left behind. Sediment
transported in rivers can affect significantly the river species and biodiversity.
For example, in the United Kingdom, the presence of increased quantities of fine
suspended sediment in salmon and trout-spawning rivers inhibits the development
of fish eggs because fine sediment reduces the availability of oxygen at gravel beds
(Heywood and Walling, 2007). In contrast, in areas of China where man-made
dams have reduced sediment loads downstream, a substantial decline in species
has been observed (Yi et al., 2010).
Extreme climate events are experienced across the globe; severe precipitation
during monsoon season in India and Nepal, earthquake-induced landslides in
China, large-scale flooding caused by hurricanes on the east coast of the USA,
and long periods of drought along the west coast of North and South America, and
in the Mediterranean. These events often occur in countries where populations
are large and communities are socially and economically vulnerable. Without the
finances to rebuild a community, a flood event can have devastating and long-
lasting impacts on communities. The 2013 flood in Uttarakhand, which killed
over 5000 people, was viewed as India’s worst natural disaster in over a decade.
Although construction of physical flood protection systems has helped reduce of
the risk of damage, at least in the short term, it is becoming increasingly evident
that physical barriers to water and sediment may not be the most viable and
sustainable option (see, e.g. Silva et al., 2004; van Ogtrop et al., 2005; Wesselink
et al., 2015). In some cases, for example, dams and dykes built for flood control or
hydropower generation have had devastating consequences on river biology and
upstream communities (Wang and Hu, 2009; Julien, 2010). We therefore need to
improve our understanding of the interaction between the water flow and sediment
transport so that we can develop more accurate flood prediction maps which
incorporate the effects of river bed aggradation and degradation. These maps can
then be used to inform early warning systems, and to underpin effective post-flood
community rebuilding projects. In the long term, this contributes to minimising
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the risk of flood damage to humans, the environment, and the economy (Zurich
Insurance, 2015). In a different context, it is possible that sediment transport
contributes to the world carbon balance, with large river basins acting as carbon
sinks or sources, or transitioning between the two (Ni et al., 2012; Yue et al.,
2012).
A number of recent studies have highlighted the important role that sediment
transport plays in river water quality and contaminant transport including Owens
(2008) and Viers et al. (2009). From the 1970s, it was found that one of the
major sources of high levels of phosphorous in the Great Lakes in the USA,
where the algae concentrations were so high that the entire lakes were green and
fish life was under severe threat, was from phosphorous attached to suspended
sediment particles entering the lakes (Logan, 1987). Minerals and heavy metals
accumulate in soils because of the large surface area of the soil particles. Materials
transported by soil erosion can contain significant amounts of these contaminants
which are then carried downstream and eventually result in high concentrations
of heavy metals in river floodplains and in the sea (Viers et al., 2009). In the past
two decades we have witnessed the devastating effects caused by contaminated
tailings dam break flows, such as the Ajka alumina reservoir breach in Hungary
in 2004, when one million cubic metres of ŕed mud (́iron oxide) spilled from the
chemical factory reservoir and flooded the surrounding land and nearby towns,
causing 15 deaths (Mayes et al., 2011). In 2011, damage to a tailings dam at the
Xichuan Minjiang Electrolytic Manganese Plant, China, resulted in manganese
contamination of Fujiang River, a source of drinking water for over 200,000 people
(http://www.wise-uranium.org/). Recently, on 5th November 2015, the Fundão
tailings dam, Brazil, collapsed, releasing 60 000 m3 of iron ore tailings, killing
19 people, and destroying the village of Bento Rodrigues, before reaching the
Atlantic Ocean, approximately 600 km downstream, resulting in billions of US$
in damage (Marta-Almeida et al., 2016).
Human activities can cause erosion rates to be 100 times greater than the
natural rate (Julien, 2010). Construction of dams can lead to reservoir siltation
because the natural flow of sediment is interrupted. It has been estimated that
66 % of the storage capacity of Chinese reservoirs is lost due to sedimentation
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(Wang and Hu, 2009). Sediment is retained behind the dam, which deprives the
downstream river of sediment required to maintain morphological equilibrium
and support downstream ecosystems (Kondolf et al., 2014). Sedimentation can
also lead to severe erosion downstream (Wang et al., 2005b), and it can provoke
an increased risk of flooding upstream of the dam (Julien, 2010).
Asian rivers carry more than half of the world’s sediment discharge to the
sea, with the Yellow River, China, and the Ganges, India, being the largest
contributors, and the Amazon, South America, being another large contribu-
tor (Syvitski et al., 2005). The Yellow River in China is a prime example for
river sedimentation and morphological evolution, demonstrating the importance
of understanding sediment transport processes when developing flood risk man-
agement and water resource management strategies. Sedimentation in the lower
Yellow River, China occurs at 5 - 10 cm/yr. The river bed is now more than 10
m greater than the surrounding flood plains in some areas, causing a severe risk
of flooding and breaching of levees (Wang et al., 2005a). Within 4 years of the
impoundment of the Sanmenxia reservoir, located on the middle Yellow River,
in 1960, the original storage capacity of the reservoir was reduced by 41.5% due
to sediment deposition in the reservoir (Wang et al., 2005a). Expensive dam
reconstruction was required in the following decade to reverse this process and
avoid future sediment build-up in the reservoir. This alleviated the increased risk
of flooding of the land upstream of Sanmenxia, which had been exacerbated due
to sediment build up and loss of water storage capacity in the upstream Yellow
River and its surrounding tributaries. According to Wang et al. (2005a) sedi-
ment siltation of reservoirs is probably one of the most serious problems faced
in order to manage sustainably the surface water resources of the Yellow River
basin. Another major river in China, the Yangtze River, has experienced exten-
sive changes in the past 50 years as a result of various water management projects
(Yang et al., 2006). In 2003, the Three Gorges Project (TGP) dam began as one
of the largest power stations in the world. Yang et al. (2006) estimated that the
sediment discharge into the East China Sea will be greatly reduced in the first
50 years after the construction of the TGP. Though they estimate that after 50
years the sediment discharge rate will stabilise as a result of the new equilibrium
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achieved, in the next decades a reduced sediment discharge could provoke coastal
erosion in the Changjiang (Yangtze) delta region, China’s most affluent region.
The construction of other large dams on the Yangtze river and its tributaries,
such as Danjiangkou Reservoir on the Changjiang tributary, or dams built on the
Jialingjiang tributary, has caused a decrease of more than 40% in the sediment
discharge over the last 50 years at Datong, a city located 600 km from the river
mouth (Yang et al., 2006). In 2005 it was estimated that between 1% and 3% of
the world’s sediment flux, approximately 100 billion tons, is trapped behind man-
made dams (Syvitski et al., 2005). It is likely that this percentage is rising, owing
to the increased construction of dams. For example, since the impoundment of
the TGP dam in 2003, it has been estimated that over 118 Mt/yr of sediment is
being trapped upstream of the dam (Xu and Milliman, 2009). In other words, a
reduction of 90% in sediment discharge has been observed compared to pre-2003
levels. This problem of trapping sediment in man-made constructions has greatly
reduced the amount of sediment transported from the rivers to the sea (Milliman
and Meade, 1983) and, consequently, has a significant impact on coastal morphol-
ogy, ocean ecosystems and the formation and maintenance of deltas. With more
dams being constructed each year, particularly in Asia, this impact is likely to be
exacerbated. The impact that dams have on sediment transport and river and
coastal morphology is not confined to any one continent, however. There are over
80,000 dams in the USA, where extensive research has been carried out to assess
the environmental and socio-economic impacts of dams, including the effects of
their installation and demolition, the latter of which can de-stabilise the equilib-
rium achieved downstream of the dam, particularly for dams which have been
in use for over 50 years. A comprehensive historical summary is given by Graf
(2005). Later, Graf (2006) presented results outlining the profound contribution
of regulating river structures on American rivers to modification of river habi-
tats, often resulting in a less complex ecosystem and habitat loss, particularly for
avian and riparian wildlife. Siltation is not a recent phenomenon. Historians and
archeologists can trace siltation due to artificial river management back to the
ancient civilisations of Mesopotamia and Egypt, and have found evidence that
siltation was a major contributor to long-term changes in agriculture in those
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regions (Jacobsen and Adams, 1958).
Due to the importance of sediment transport processes in shaping both in-
habited and rural land, and the impact that sediment transport can have on the
planning and development of civil engineering works, engineers and scientists have
long been fascinated by this subject. The next section presents a brief historical
account of the development of scientific understanding of sediment processes and
numerical models used to simulate such processes.
1.2 Water and Sediment - Historical Context
Since humans have existed, man has been fascinated by water. Water has always
been, and continues to be, a source of life - for food, for transport, for irrigation
- and death - natural disasters, flood events, maritime accidents. Human fasci-
nation with water has been documented anecdotally for as long as people have
been recording stories. Some of the earliest engineering projects can be traced
back to fluvial hydraulics works over 6000 years ago, to the development of ir-
rigation systems in Mesopotamia about 4000 - 5000 BC (Jacobsen and Adams,
1958), and the dredging works designed by Emperor Yu in China, to control the
Great Flood in about 1920 BC (Wu et al., 2016). From a different angle, another
Great Flood - the Great Flood of Noah - was a fundamentally important event
according to several of the world’s major religions. Although scientific evidence
for this flood, particularly its narrative in Genesis, is widely debated (Dundes,
1988), the Great Flood of Noah is another notable example of how flood events
have shaped modern civilisations and society.
Modern scientific studies into fluvial hydraulics are thought to have com-
menced in the 15th century with Leonardo da Vinci (1452-1519), who carried out
laboratory-based experiments and field observations of open channel flows (see
McCurdy et al., 1941). He was followed by many engineering historical figures
who took interest in fluvial flows, among them Torricelli (1608-1647), Galileo
(1564-1642), and Chézy (1718-1798). Du Buat (1734-1809) wrote the first text-
books on channel hydraulics, which included descriptions of sediment transport.
Since the earliest modern scientific studies, hydraulics has become a central area
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of scientific interest.
Today, many fluid mechanics studies rely heavily on numerical models. Boole
(1860) was among the first to recognise how discrete methods could be useful in
solving systems of partial differential equations. Later, Richardson (1910) used a
finite difference approach to solve fluid flow problems on a domain divided into
grid cells. Computational fluid mechanics began to take centre stage with the
arrival of the computer in the 1950s. Pioneers include Charney et al. (1950),
who modelled atmospheric flows, Godunov (1959), and Abbott (1979), who mod-
elled water hydraulics using finite differences and the method of characteristics
to discretise the governing equations. In the late 20th Century many major de-
velopments were made in the understanding of river flow and coastal hydraulics
with the help of computational fluid dynamics (see e.g. Abbott and Basco, 1989;
Fennema and Chaudhry, 1990; Toro, 1992; Mingham and Causon, 1998). Mean-
while, an increasing interest began to emerge in exploiting computational tools
to improve the understanding of the interaction between water flow and sediment
transport (see e.g. de Vriend, 1987; Capart and Young, 1998; Cao, 1999). One
of the motivations behind the move towards using numerical methods to under-
stand shallow-water and sediment processes was the recognition in the 1970s and
1980s that sediment transport was closely related to many major environmental
problems, including the phosphorous pollution of the Great Lakes, USA, in the
early 1970s (Logan, 1987), and the adverse affect of fine suspended sediment on
gravel-spawing fish (Lisle, 1989).
1.3 Understanding Water-Sediment Flows
1.3.1 Mechanics of Water-Sediment Flows
One of the major challenges for studying environmental flows, particularly flows
involving water-sediment mixtures, is the range of scales involved, in both time
and space. Typically fluvial studies concern scales ranging from m to km. Sedi-
ment particles extend the problem to the micro, and even pico, scale. Sediment
particles can vary in size from fine clay particles with diameters, d < 1µm, to
coarse sand and gravel (mm), to large boulders (m) (see e.g. Soulsby, 1997, for
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classification). Engineers are often concerned with erosion and deposition pro-
cesses which occur in seconds, hours and days, on a relatively local scale. Geomor-
phologists study bathymetry and land changes which can occur in the short term,
or can take place over hundreds or thousands of years and can be hundreds of km
in extent. Recent dramatic environmental events illustrate the multi-disciplinary
nature of sediment processes. For example, in 2010 a precipitation-induced land-
slide flood event in the Indus Valley, Pakistan, caused more sediment erosion in
30 minutes than had been observed cumulatively for the previous 1000 years (Sin-
clair et al., 2016), illustrating the pressing need for engineers, geomorphologists,
physicists, and social scientists to understand highly coupled water-sediment flows
in the context of extreme climate events.
It is widely known that river morphological events depend primarily on the
flow rate, sediment size, bed slope and sediment load (Raudkivi, 1998). Sediment
transport can be classified into sheet flow, bedload, suspended sediment, and
wash load, depending on the grain size and the flow rate. Sheet flow occurs
when a thin layer of very high sediment concentration forms just above the bed,
implying a high transport rate near the bed. This is often the dominant form
of transport under storm conditions in coastal regions (Asano, 1995). Bedload
involves the rolling, sliding and saltation (jumping) of particles along the surface
of the bed. Bedload transport is predominant for slow flows or coarse sands and
gravels. When the bed shear stress, induced by the flow, is close to the threshold
shear stress, sediment particles are forced to roll along the bed until they find a
new stable equilibrium. Saltation occurs when the drag and lift forces cause the
grains to jump into the flow with a ballistic trajectory (McDowell and O’Connor,
1977). If the bed shear stress increases further, suspended sediment transport is
induced as relatively fine material is just lifted into the flow by vertical turbulent
fluxes, which exceed the grain fall velocities, and sediment is carried along by
the water motion at a large fraction of the flow velocity (Bagnold, 1956). The
particles are carried into suspension when the flow velocity is high, and settle out
as the flow velocity reduces. Wash load flow is often comprised of very fine silt
and clay particles carried high up into the flow, transported at the mean water
flow velocity. As the present work considers non-cohesive sediment only, wash
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load will not be investigated. In numerical models, one method for classifying
the type of sediment transport can be made using the Rouse number, which is a
ratio of the settling velocity of the sediment particle to the total friction velocity
(Soulsby, 1997), as described later in Chapter 2.
1.3.2 Theoretical and Numerical Modelling of Sediment
Transport
Several approaches exist to model sediment transport numerically, including;
• Kinetic theory, where sediment is described as a large number of small
particles in constant motion, interacting with each other (Ni et al., 2000);
• Lagrangian particle tracking, which can provide an insight into the be-
haviour of saltating particles near the bed (Niño and Garćıa, 1998);
• Smooth particle hydrodynamics (SPH), a rapidly emerging technique orig-
inally applied in astrophysics capable of a very high degree of accuracy,
albeit at high computational effort (Fourtakas et al., 2013);
• Discrete element methods (DEM), which have been widely used to model
granular flows but only rarely to describe bedload transport (Frey and
Church, 2011);
• Continuum approaches based on conservation laws.
In the continuum approach, such as the use of the finite volume method, the
individual particles are ignored and the water-sediment mixture is considered as
a continuous mass. The behaviour of the material is approximated over certain
time and length scales by a set of governing differential equations. This assump-
tion yields accurate results since the length scales of the computational domain
are much greater than the individual particle diameter. Continuum methods are
computationally very efficient, and can be very accurate after appropriate vali-
dation. For these reasons, the present work adopts a continuum, finite volume
method approach.
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When modelling sediment transport under fast-transient flood flows, for ex-
ample dam-break flows, it is necessary to use a numerical solver which can ac-
count for flow discontinuities, such as hydraulic jumps. A generalisation of the
dam-break problem can be described by the Riemann problem. (Toro, 2001).
Godunov-type solvers are used to obtain a numerical solution of the Riemann
problem, based on the method first presented by Godunov (1959). Since the
pioneering work of Godunov (1959), many approximate Riemann solvers have
been presented in the literature, including the schemes of Roe (1981), Osher
and Solomon (1982), and the HLL solver (Harten-Lax-vanLeer, Harten et al.,
1983) and the HLLC scheme (Harten-Lax-vanLeer-Contact, Toro et al., 1994a)
solvers. To solve the Riemann problem, the shallow-water equations are writ-
ten in their hyperbolic form, where the surface gradient terms in the momentum
equation are split between the pressure flux gradient and source terms. This
can provoke unphysical oscillations in the presence of a discontinuous bed, or at
a wet-dry interface. Avoiding these oscillations requires a balancing technique.
Various numerical and mathematical balancing techniques exist in the literature
(see e.g. Bermúdez and Vázquez, 1994; Zhou et al., 2002; Benkhaldoun et al.,
2007; Murillo and Garćıa-Navarro, 2013). Rogers et al. (2003) mathematically
balanced the flux gradients and source terms, avoiding the need to implement a
numerical balancing scheme. Later, Liang and Borthwick (2009) used a similar
approach to derive the well-balanced shallow-water equations, where the equa-
tions are written in stage-discharge form, facilitating the solution of the Riemann
problem for flow over complex topography and wet-dry fronts. Fraccarollo et al.
(2003) note that the first-order accurate Riemann solvers (for example, Roe, HLL,
HLLC solvers) are not adequate to resolve the complex wave-structure of a dam-
break over a mobile bed. Fraccarollo et al. (2003) implemented a HLL-MUSCL
scheme to ensure second-order accuracy. Xia et al. (2010) used a Roe-MUSCL
solver to achieve second-order accuracy for their shallow water-sediment model,
where the MUSCL-Hancock method is used to extrapolate the flux terms at the
cell interfaces.
The physical processes involved in sediment transport are less well understood
than the hydraulics of clear water flow, and many existing numerical models use
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simplified assumptions to describe these processes. Several models have been
developed to simulate steady flow over a mobile bed, separating the flow and
sediment transport and solving them in a decoupled manner (see e.g. Hudson
and Sweby, 2003; Castro Dı́az et al., 2008). These models neglect the feedback
effect that the sediment transport has on the flow dynamics (Cao and Carling,
2002a). Hudson and Sweby (2003) suggested that the decoupled, steady flow
approach can only be used for small values of Froude number and small changes
to the bed. When dealing with dam break and flood flows, several models in the
literature are limited to flows over fixed beds (Rogers et al., 2001; Brufau et al.,
2002; Liang et al., 2004). These models do not account for the strong feedback
effect that sediment transport and rapidly-changing bed morphology have on the
development of the flow.
A simplified method for modelling sediment transport is to use the concept of
sediment transport capacity, where the sediment transport rate is a function of the
local flow conditions only. This approach, which assumes that the concentration
of sediment adapts rapidly to the local flow regime, reaching a constant, maximum
(capacity) value, has been shown to be approximately valid for bedload transport
(Cao et al., 2011). However, in cases where high concentrations of suspended
sediment are entrained into suspension, such as dam break flows, the assumption
of the transport capacity can lead to violation of the conservation of mass of
suspended sediment, which can result in substantial errors in certain cases, and
is not universal (Cao et al., 2012).
Over the past twenty years, great progress has been made in developing cou-
pled shallow water-sediment numerical models for scenarios where either sus-
pended sediment transport or bedload transport is dominant (see for example
Cao et al., 2004; Castro Dı́az et al., 2008; Leighton et al., 2010; Juez et al., 2015;
Zhou, 2014). A coupled model solves the equations of conservation of mass and
momentum of the water flow at the same time as the equations of conservation
of mass of suspended sediment and/or bed morphology. Many models presented
in the literature to date use modified versions of the governing variable-density
equations, where the variable-density term of the water-sediment mixture is ma-
nipulated out of the conserved-variable terms and redistributed into the source
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terms, increasing the complexity of the source terms (Cao et al., 2004). Murillo
et al. (2012) proposed an augmented Roe solver for the variable-density shal-
low water equations over a fixed bed where this manipulation was avoided. The
model is well-balanced and yields accurate results, even in the presence of a
bed discontinuity. Recently, this model was extended by Juez et al. (2015) to
include suspended sediment transport but without bedload, where the hydrody-
namic and suspended sediment equations are solved using finite volumes, and the
bathymetry is updated using a finite difference scheme.
Several finite-volume solvers have been developed for bedload transport only,
coupling the conventional constant density shallow-water equations with an Exner-
type bed morphological equation - the latter which includes the gradient of the
bedload discharge, and is sometimes incorporated into the Jacobian matrix of the
complete system. This method is valid when the bedload discharge is expressed
using a Grass-type formula, i.e. where the bedload discharge is expressed as a
power of the flow velocity, often set to 3, multiplied by a coefficient. This coeffi-
cient is usually treated as a constant which must be calibrated for each specific
case, a limitation of the method. Murillo and Garćıa-Navarro (2010) proposed
a novel form of the Grass coefficient allowing it to be defined as a variable in a
fully coupled model, thus extending the range of bedload formulae that could be
used. However, determination of the eigenvalues for such a system is complex,
and requires a large computational effort. Following Murillo and Garćıa-Navarro
(2010), Juez et al. (2014) presented a weakly-coupled model for bedload transport
which reduced the computation time.
Another continuum approach to solve the fully coupled water-sediment equa-
tions is use of a stratified two-layer model, consisting of a bottom layer of water-
sediment mixture, and a clear-water layer above. The earliest two-layer models
for dam break flows over mobile beds were presented by Capart and Young (1998)
and Fraccarollo and Capart (2002), although one of the disadvantages was the as-
sumed constant density of the water-sediment mixture lower layer. More recently,
Li et al. (2013a) developed a double layer-averaged model for sediment-laden dam
break flows over mobile beds, where the density of the lower layer can vary in
space and time, reducing the error incurred by predefining a constant sediment
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concentration in the lower layer. Maldonado-Villanueva (2015) advanced this idea
further, introducing a model which does not rely heavily on empirical expressions
for erosion and deposition of sediment, as used in the model of Li et al. (2013a).
It is common for models which account for both suspended sediment and
bedload transport to group the two processes into the same sediment flux equation
(e.g. Capart and Young, 1998; Cao et al., 2004). This is often done by modelling
the sediment load as total load, and is justified because of the difficulty that
exists in determining the transition between bedload transport and suspended
sediment transport under rapidly-varying flow conditions. However, it would be
advantageous to develop a numerical model that can be used easily either when
one of the two processes dominates at a particular point in time or space, or
where there is large variability in sediment sizes.
In light of these previous developments, this thesis presents a new mathemati-
cal model of the fully coupled, unmanipulated, shallow water-sediment equations.
Herein, the shallow water-sediment equations are derived from first principles us-
ing conservation of mass and conservation of momentum for the combined water-
sediment mixture, similar to the approach used by Abbott (1979) for clear-water
shallow flows. Unlike many of the above-cited models, the conserved variables
are not manipulated to separate out the density terms of the water, sediment
and water-sediment mixture. Instead the density terms remain as part of the
conserved variables on the left hand side of the governing equations (see Chap-
ter 2), thus preserving the conservative form of the governing equations. The
model considers both suspended sediment transport and bedload transport, and
is an extension of the 1D model of Leighton et al. (2010) and the 2D models of
Apostolidou (2011) and Jiang et al. (2011). The corresponding numerical model
is solved on a uniform, Cartesian grid using a second-order Godunov-type finite
volume HLLC Riemann solver, coupled with a MUSCL-Hancock time-integration
scheme, to ensures second-order accuracy in time. The solution to the Riemann
problem is derived following Toro et al. (1994b) and a generalised version of the
HLLC intermediate wave speed estimate (Toro, 2001) is presented to account for
the variable-density property.
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1.3.3 Shallow Flow through a Porous Obstacle
Shallow flow through a porous obstacle is commonly encountered in environmen-
tal fluid mechanics; examples include: flow in aquatic vegetation such as reeds
and coastal or river bed vegetation (Zong and Nepf, 2011; Chen et al., 2012); flow
through a group of offshore pile foundations (Ball et al., 1996); flow through a
tidal stream turbine or array of turbines (Garrett and Cummins, 2007, 2013); and
urban flood flows, where the porous obstacle could represent a group of buildings
(Soares-Frazão et al., 2008). In all of these scenarios it is important to estimate
how changes in the porosity of the obstacle, and therefore changes in the ob-
stacle’s net resistance, will alter the velocity of the core flow passing through
it. This is because the core flow velocity influences directly the hydrodynamic
forces experienced by the constituent structures within the obstacle, as well as
the flow structure in the wake of the obstacle, which can in turn affect the local
environment, sediment transport, water quality and marine life.
In general, a shallow water flow must divert around an obstacle as its porosity
reduces and the resistance to the flow increases. However, in any realistic scenario
the functional relationship between porosity and the core flow velocity will be
influenced by additional factors that inhibit or encourage flow diversion. Two
common factors include natural bed resistance in the channel (which essentially
defines the relative resistance of the obstacle) and lateral flow confinement, or
channel blockage (which provides a geometric restriction on flow diversion when
the channel is narrow relative to the obstacle width). A simple but practically
relevant problem which incorporates these two factors is that of a uniformly
porous obstruction in a shallow channel.
Chen and Jirka (1995), Chen et al. (2012), Zong and Nepf (2011), Takemura
and Tanaka (2007), and Ball et al. (1996), among others, have conducted lab-
oratory experiments of shallow flow around different arrangements of emergent
rigid cylinders representing a porous obstacle in a channel, whilst Nicolle and
Eames (2011) carried out 2D numerical simulations of flow through a circular ar-
rangement of rigid cylinders. In these works the flow field and the shallow wake
were explored for different cylinder spacing (i.e. different obstacle porosity or
resistance) but the effects of both channel bed friction and channel blockage were
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not systematically explored. In contrast to the foregoing experimental work on
cylinder arrays, most theoretical work concerning arrays of tidal stream turbines
has focused on the effect of channel blockage ratio on core flow velocity and, in
turn, the power dissipated by a porous obstacle representing a single turbine or
a row/array of turbines (e.g. Garrett and Cummins, 2007; Houlsby et al., 2008;
Nishino and Willden, 2012; Draper and Nishino, 2014). These studies of tidal
stream turbine arrays have demonstrated that for a given obstacle resistance the
core flow velocity and power extraction increases with blockage ratio; i.e. block-
age is advantageous from the perspective of tidal power generation. However the
majority of these studies are restricted to the assumption of a frictionless channel;
the one exception being Garrett and Cummins (2013), who investigate the power
that can be removed by a tidal turbine farm modelled as a circular patch in a
frictional flow, but under the opposite restriction that the width of the channel
was much larger than the width of the turbine farm, and so channel blockage was
negligible. Motivated by this earlier body of work, it would be advantageous to
explore the solution for the depth-averaged core flow velocity passing through a
porous obstacle, accounting for the combined influence of porosity (or obstacle
resistance), channel blockage and natural friction.
1.4 Aims and Objectives
The main aim of this thesis is to develop a robust shock-capturing numerical
model to solve the fully coupled depth-averaged shallow water-sediment equations
in 2D, including bedload and suspended sediment transport and bed morpholog-
ical change. The shock-capturing scheme allows the solver to be extended to
model free surface flows which exhibit discontinuities, such as dam-break induced
flows. The mathematical model preserves the fully conservative, well-balanced,
hyperbolic form of the governing equations. The numerical model is used to in-
vestigate the region of validity of the shallow water equations for fast, unsteady
flows over a mobile bed, and for flow through a porous obstacle in a shallow
channel.
The objectives of the present work are summarised as follows:
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1. To develop a numerical model of the shallow water-sediment equations, and
extend the solution of the HLLC Riemann solver wave speeds to include the
variable-density term of the water-sediment mixture,
2. To use the numerical model to simulate 2D partial dam breach flow over
mobile beds, and investigate the fully-coupled water-sediment interactions.
3. To propose an approximate theoretical model describing flow through a
porous obstacle in a shallow channel, validated against previously published
experimental data (Ball et al., 1996; Zong and Nepf, 2011; Chen et al.,
2012) of flow through a vegetative patch in a laboratory flume. Results are
used to study the effect of channel blockage ratio on flow velocities, and
the importance of background channel friction for power extraction of tidal
stream turbines
1.5 Synopsis
The remainder of the thesis is structured as follows.
Chapter 2 details the mathematical background of this work, including the
derivation of the variable-density shallow water-sediment governing equations. A
convenient form of the governing equations is presented to facilitate the numerical
solution of the conserved variables. Model closure relationships are also presented,
particularly those required for sediment transport. In Chapter 3, the extension
of the HLLC Riemann solver to variable-density shallow water flows is covered.
Special attention is given to the solution of the intermediate wave speed of the
Riemann problem. The second-order accurate, MUSCL-Hancock time integration
scheme, and the finite difference scheme for the bed morphological equation are
also described. Chapter 4 presents verification tests of the numerical model
for clear water flows, and suspended sediment transport or bedload transport in
steady flows. In Chapter 5, the numerical model is validated extensively against
laboratory based data for complicated 2D dam breach flows over fixed and mobile
beds. For the mobile bed cases, two experimental tests are investigated; one
involving a coarse-grained bed, where bedload transport dominates; and the other
involving fine sand grains, where suspended sediment is the dominant sediment
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transport process. Chapter 6 features a theoretical model used to describe flow
through a porous obstacle in a shallow channel. Theoretical model predictions
are compared with laboratory-based data of flow through an array of emergent
rigid cylinders in a shallow channel. The theoretical model is then applied to
explore the affect of natural bed roughness on the power efficiency of an array
of tidal turbines in a finite-width channel. Lastly, final conclusions of this work,
and subsequent recommendations for future work are discussed in Chapter 7.
1.6 Published Work
A significant part of the work presented this thesis has been published recently
in two peer-reviewed journal papers:
• The work from Chapters 2-5 is presented in; M.J. Creed, A.G.L. Borthwick,
P. Taylor, I.G. Apostolidou. A finite-volume shock-capturing solver of the
fully coupled shallow water-sediment equations. International Journal of
Numerical Methods in Fluids, 2017 (Creed et al., 2017b).
• The substantial part of Chapter 6 has been compiled in; M.J. Creed, S.
Draper, T. Nishino, A.G.L. Borthwick. Efficiency of a tidal fence in a
shallow tidal channel. Proceedings of the Royal Society of London A: Math-





This chapter presents the governing 2D shallow-water sediment equations (SWSE).
The SWSE are first derived from principles of conservation of mass and momen-
tum. The governing equations are then rewritten in their well-balanced, stage-
discharge form. A convenient form of the SWSE is then presented, with the aim
of facilitating the numerical solution. Finally, closure relationships are defined
for interactions between the flow, the mobile bed and sediment particles.
2.2 Governing Equations
The depth-averaged shallow water-sediment equations, an extension of the shal-
low water equations, describe the flow of water-sediment mixtures in situations
where horizontal length scales are much greater than the vertical water depth.
The fluid is incompressible, inviscid and irrotational. Vertical particle accelera-
tion is assumed to be negligible and the pressure is hydrostatic. Complete vertical
mixing of the velocity and fluid density is also assumed when sediment is present
in suspension. Hence, in shallow water-sediment models, the horizontal velocity
component and the concentration of the suspended sediment are homogeneous
over the depth. In the present study, sediment is non-reactive and diffusion of
sediment is neglected.
The shallow water equations can be derived by integrating continuity and
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Navier-Stokes equations over the vertical depth (see for example, Falconer, 1993),
or by considering the conservation of mass and momentum over the depth of a
control volume of infinitesimal plan area (see Abbott, 1979). In this chapter, the



















Figure 2.1: 1D control volume of bed and water sediment mixture, including mass
fluxes.
Consider an infinitesimally thin element, Figure 2.1, with length ∆x , and
water depth h. The liquid-sediment mixture passes through the element with
depth-integrated horizontal velocity components, u and v. Following Yan (2010),
equations for the conservation of mass and momentum of the water-sediment
mixture, the conservation of mass of suspended sediment, and the conservation
of bed material are obtained by integrating over a control volume in a small time
interval ∆t.
2.2.1 Mass Conservation of Water-Sediment Mixture
For simplicity, the continuity equation is derived in the x direction only, consid-
ering the total mass of water-sediment mixture and bed material in the control
volume (CV) in Figure 2.1, and the mass flux of water and sediment through
CV. In the following derivation it is assumed that the height of the bedload layer,
δb  h, a reasonable assumption since δb ≈ 2d is often used, where d is the me-
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dian particle diameter (Einstein, 1950). Thus, the depth of the water-sediment
mixture is taken from the surface level of the bed above the datum, zb, to the free
surface elevation above the datum (or stage), η, i.e., δb is included in h. However,
the mass flux of bed material is calculated as the mass flux of sediment in the
bedload layer, ρsqbx∆x, where ρs is the density of the sediment grains and qbx is
the bedload discharge in the x direction. With this in mind, the accumulation of
mass in CV is the sum of the mass per unit breadth of water-sediment mixture




where h is the local depth of water-sediment mixture, ρ is the depth-averaged
variable density of the water-sediment mixture, ρ0 is the density of the bed and
zb is bed elevation above a given datum (δb is neglected from zb). Ignoring non-
linear terms in the Taylor series expansion, the sum of the mass flux entering CV





















If bed porosity is assumed constant in time, ρ0 is constant and (2.1) is rewrit-





















Figure 2.2: Control volume of bed and water sediment mixture in 2D, where ∆x
and ∆y are element dimensions in the x and y directions, respectively.



















In the x and y directions respectively, u and v are velocity components, and qbx
and qby are bedload discharge components, defined in Section 2.4.
2.2.2 Momentum Conservation of Water-Sediment Mix-
ture
The accumulation of momentum in CV over time ∆t equals the sum of the forces
acting on CV; including, the balance of the impulse-momenta at the inflow and
outflow, the weight component of the water-sediment mixture, and bed shear
stresses. During a time interval ∆t, across CV of width ∆x, the total accumula-


















where ubx = qbx/δb is the bedload velocity, and δb is the approximate height of









where the first term is due to hydrostatic pressure, the second term is related to
bed friction and the third term accounts for body acceleration along the contin-
uum.
Equating (2.4) to the sum of (2.5) and (2.6), dividing both sides by ∆x∆t
and rearranging, we obtain the equation of conservation of momentum of water-

















− τbx . (2.7)

















































− τby . (2.8b)
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2.2.3 Mass Conservation of Suspended Sediment




where c is the depth-averaged volumetric concentration of suspended sediment.




and the net deposition (or entrainment) of sediment on the bed is given by
−ρs(D − E)∆x∆t ,
whereD and E (calculated using empirical formula as discussed in Section 2.4) are
the coefficients of deposition and entrainment of suspended sediment, respectively.
Again, using mass continuity, we obtain the one-dimensional equation for the






= −ρs(D − E) , (2.9)









= −ρs(D − E) . (2.10)
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2.2.4 Mass Conservation of Bed Material
The total bed material in CV (Figure 2.1) is the sum of the material in the bed
plus the material in the bedload layer. As mentioned previously, because δb  zb,
the height of the bedload layer δb is neglected in the following derivation.
The accumulation of mass of bed material in CV is ρszb(1− ε)∆x∆t, where ε
is the bed porosity. From conservation, equating the accumulation of mass of bed
material in CV during time ∆t, to the sum of the changes due to bedload transport
plus net deposition of suspended sediment, and dividing by ρs(1 − ε)∆x∆t, the



























2.2.5 Summary of the Governing Equations
In 1D the depth-averaged equations for conservation of mass and momentum of
the water-sediment mixture (x and y directions), conservation of mass of sus-











































































































































where h is the local depth of water-sediment mixture, ρ is the depth-averaged
density of water-sediment mixture, ρs is the density of the sediment, u and v
are mean flow velocity components in the x and y directions, respectively, t is
time, zb is bed elevation, ubx and uby are bedload velocities, and qbx and qby are
bedload discharge components in the x and y directions, ε is bed porosity, g is
acceleration due to gravity, and D and E quantify deposition and entrainment,
representing the exchange of sediment between the bed and the fluid (discussed
in greater detail in Section 2.4). The bed shear stress components, τbx and τby,
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are estimated from the following empirical expressions;
τbx = ρCfu
√
u2 + v2, and τby = ρCfv
√
u2 + v2, (2.15)
in which Cf is the dimensionless bed friction coefficient. The bed density is
ρ0 = ρwε+ ρs(1− ε), (2.16)
where ρw is the density of clear water. The depth-averaged density of the water-
sediment mixture ρ is a function of the depth-averaged volumetric concentration
of suspended sediment c, such that
ρ = ρw + c(ρs − ρw) . (2.17)
Rearranging (2.17) we can write the concentration of suspended sediment as a





Profile factors, which arise from depth-averaging the governing equations to ac-
count for the non-uniform vertical distribution of concentration and velocity, are
omitted in the above equations because they are set to unity for the purpose of
this study. In the absence of bedload transport, suspended sediment transport
and bed morphological change, when the density of the fluid is constant, (2.14a)
- (2.14e) reduce to the classical shallow water equations of conservation of mass
and momentum.
At this point it is important to note that (2.14) is valid only for horizontal or
gently sloping beds. In the numerical solution of flow over variable bathymetry
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with steep gradients, instabilities develop in the free surface because the surface
gradient terms in the momentum equations (2.14b) and (2.14c) are split between
the pressure flux gradient term, 1
2
ρgh2, and the source term which accounts for
the bed slope, ρgh∂zb
∂y
(see, e.g. Rogers et al., 2003). Avoiding these unphysical
instabilities requires a balancing technique. In the present study, an algebraic
balancing technique is employed to prevent such instabilities arising, based on a
similar approach used by Liang and Borthwick (2009), in which the equations are
written in term of the stage η. This avoids the need to implement a numerical
balancing technique, which can increase the complexity of the numerical scheme.
2.3 Mathematical Balancing of the SWSE
Letting the water depth, h = η− zb, where η is the free surface elevation above a
given datum, and following a similar approach to Rogers et al. (2003) and Liang









































































































The system of equations given by (2.19) is well-balanced because the pressure
terms of the momentum equations are implicitly balanced in the mathematical
formulation. The advantage of using the above well-balanced equations is that the
numerical model is now more generally applicable than (2.14), as demonstrated
in Chapter 4, without the need for additional numerical balancing techniques.
2.4 Model Closure
To close the above system of governing equations, it is necessary to define param-
eters which describe the bed shear stresses, the sediment flux exchange between
the bed layer and the liquid-sediment mixture, and the transport of material
along the bed. Appropriate selection of the empirical parameters is paramount
for obtaining a physically relevant numerical solution.
2.4.1 Bed Friction
In the following test cases Cf , the dimensionless bed friction coefficient, is defined





where, n is the Manning coefficient (sm-1/3).
2.4.2 Bedload and Suspended Sediment Transport
When the flow velocity exceeds a certain threshold value (see e.g. Soulsby, 1997),
sediment can be transported along the bed by rolling, saltating, or sliding of par-
ticles. This bedload transport is traditionally defined by the bedload discharge
components, qbx and qby, and bedload particle velocity components, ubx and uby.
If the flow velocity increases further and the shear velocity uf exceeds the set-
28
tling velocity of the particles ws, particles are entrained into suspension. Later,
when the flow velocity reduces, these particles can be deposited on the bed. En-
trainment and deposition coefficients, E and D respectively, are used to express
the processes which define this exchange of sediment between the bed and the
water-sediment mixture.
The present study does not aim to present a comprehensive analysis of ex-
isting sediment transport formulae and empirical expressions. For the purpose
of verifying the mathematical model presented above, and investigating some in-
teresting properties of fully coupled water-sediment modelling, parameters are
described using a selection of well-established empirical formulae taken from the
literature.
The bedload discharge components in the x and y directions are expressed











where A is a dimensional constant, which incorporates grain diameter and kine-
matic viscosity, and m is a power parameter, which is normally defined as m =




(s− 1)gd3(θx − θcx)3/2, (2.22a)
qby = 8
√
(s− 1)gd3(θy − θcy)3/2, (2.22b)





ρ(s−1)gd are the components of the dimensionless shear stress (Shields pa-
rameter) in the x and y directions. The relative density of sediment s = ρs/ρ.
The above formulae were derived for bedload transport on horizontal or mildly-
sloping channels. Several authors have proposed modifications which account for
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the influence that bed-slope can have on bedload transport (e.g. Soulsby, 1997;
Johnson and Zyserman, 2002; Maldonado-Villanueva, 2015); either modifying the
critical Shields parameter which controls the initiation of sediment transport, or
by including a modification coefficient when calculating the bedload transport
discharge. In this work, the former method is implemented; the modified critical
Shields parameters, θcx and θcy, which account for the influence that bed-slope








where βx and βy represent the angles of the bed slope in the x and y directions,
ϕ is the angle of repose of the sediment, and θc is the critical Shields parameter
for the initiation of sediment transport on an horizontal bed.
When sediment is present in suspension, it is necessary to define the deposition
and entrainment fluxes; D and E. It is well known that D can be described as a
function of the near bed concentration and the settling velocity of particles (Cao
and Carling, 2002b; Garcia and Parker, 1991). Following Cao et al. (2004) and
Cao (1999), the deposition flux coefficient of suspended sediment is given by
D = wsαdc(1− αdc)md , (2.24)
where md is an exponent. Setting md > 0 accounts for hindered settling velocity,
caused by the presence of sediment particles in suspension (Richardson and Zaki,
1954). The settling velocity of the sediment particles, ws, is calculated using the















The deposition coefficient αd relates the depth-averaged concentration of sus-
pended sediment c, to the near-bed concentration ca. For flows which can carry
large concentrations of suspended sediment, the value of αd remains uncertain,
but generally, αd > 1. For hyperconcentrated flows, as the depth-averaged con-
centration increases and c→ ca, αd → 1. To ensure that ca cannot exceed (1−ε),








In the literature many different empirical formulae have been presented for
estimating the entrainment function E, which is usually a function of the flow
velocity, bed shear stresses and physical characteristics of the sediment (see for
example, Van Rijn, 1984b; Garcia and Parker, 1991; Cao et al., 2004, 2006). The
numerical model results are highly sensitive to the choice of formula. In this study,
two different formulae are tentatively employed in the test cases in Chapters 4
and 5, depending on the flow conditions and sediment characteristics.
For scenarios where large volumes of fine sediment can be entrained into sus-
pension, the formula given by Cao et al. (2004) is used,
E =
αe(θ − θc)uh
−1d−0.2 if θ ≥ θc ,
0 else,
(2.28)
where θ = τb
ρ(s−1)gd is the local Shields parameter with the local bed shear stress,
τb =
√
τ 2bx + τ
2
by. The coefficient αe in (2.28), an empirical dimensional constant
(see Cao, 1999; Cao et al., 2004), is a function of grain diameter (m), sediment
density, bed porosity, and critical Shields parameter, and has to be calibrated for
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each specific case.
Under certain hydraulic conditions, particularly when the bed is composed
of coarse sediment, the depth-averaged concentration of suspended sediment re-
mains small. In a sense, the dominant mode of transport could be described as
bedload. However, use of the traditional Exner-type bedload transport formula,
such as (2.22), does not allow for small local entrainment and deposition of par-
ticles. If E and D are neglected from (2.14e), certain bed forms may not be
captured. One method of admitting sediment entrainment while ensuring that
the depth-averaged volumetric concentration remains small is to calculate E using
the bedload transport capacity concentration at equilibrium, ceq. It is assumed
that, at equilibrium, E = D (Garcia and Parker, 1991), and therefore,
E = αdwsceq, D = αdwsc, (2.29)
where ws is given by (2.25). For this empirical relationship, i.e. when E and
D are used to describe bedload transport, αd is defined as the ratio of the flow











such that δb is a function of θ (e.g. Van Rijn, 1984a; Cao et al., 2010), but the
minimum bedload layer thickness is twice the particle diameter (Einstein, 1950).
The equilibrium concentration of suspended sediment ceq is the ratio of the local
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and the unit-width bedload discharge is calculated using the Meyer-Peter-Mueller
formula; qb = φe
√
(s− 1)gd3(θ−θc)3/2; where φe = 8 (2.32) reduces to the original
MPM formula proposed by Meyer-Peter and Müller (1948). The coefficient φe
is employed so that the model can be easily extended to scenarios which differ
from the uniform, steady flow conditions under which the MPM formula was
derived. For example, φe > 8 can be used under fast, transient flows, such as
dam break flows, where sediment transport is expected to be more intense (Cao
et al., 2010). When φe = 4, qb is approximately equal to the variation described by
Wong and Parker (2006), who showed that for horizontal beds with no bedforms,
their modified MPM provided better agreement with laboratory-based data than
the original formula presented by Meyer-Peter and Müller (1948). Othman et al.
(2014) proposed several optimum φe values for modelling sediment transport in
the swash zone based on a set of experimental measurements, and found φe was
also a function of grain size. This method of calculating E and D is widely
used but once again, the results are sensitive to the choice of bedload discharge
formula.
Use of E and D, by definition, does not account for bedload transport in
the traditional manner, because sediment is entrained into suspension. Instead
local entrainment and deposition of particles, combined with appropriate closure
relationships, (2.30) and (2.32), mimics the saltation of bedload particles; the
choice of αd in (2.30) results in a very large value of αd, increasing the settling
velocity in (2.29). Consequently, particles entrained into suspension are deposited
quickly on the bed. This approach ensures that the depth-averaged concentration
remains small. Following from (2.17), the density of the fluid is not significantly
altered. As a result the flow hydrodynamics are not affected significantly by
the presence of suspended sediment and are impacted solely by changes in bed
morphology, as would be expected for bedload transport mechanisms.
For all test cases in this study, θc = 0.047.
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2.4.3 Determining the Dominant Transport Regime
The Rouse number, Rn, is used to determine whether the transport process is
predominantly bedload or suspended sediment transport, or a combination of





where ws is the settling velocity of an individual sediment particle, κ = 0.4 is the
von Kármán constant, and uf =
√
τb/ρ is the shear (friction) velocity.
The dominant transport process is selected by implementing the condition
(Soulsby, 1997, see, e.g. ),
Rn ≥ 2.5 bedload only,
1.2 ≤ Rn < 2.5 suspended sediment and bedload,
and, Rn < 1.2 suspended sediment only.
The importance of using the Rouse number to obtain accurate results is demon-
strated in Section 4.2.5.
The foregoing empirical formulae have been proposed for case-specific values
of bed friction and resulting shear stress. Closure relationships are often derived
from experimental data for cases of low shear stress (Cao et al., 2004). For prac-
tical applications, a calibration study is necessary when selecting the appropriate
formulations and corresponding empirical coefficients prior to applying the model.
2.5 Concluding Remarks
The depth-averaged shallow water-sediment equations have been derived; they
include bedload and suspended sediment transport mechanisms, and bed mor-
phological change. In deriving the above system of governing equations, it was
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assumed that the vertical velocity was negligible and the pressure was hydro-
static. Under certain hydrodynamic conditions these assumptions are not valid.
For example, during the initial seconds following a dam break, there is a strong
vertical velocity and acceleration component, exacerbated by the presence of a
mobile bed. It is important to remember this when interpreting the results of
the numerical solver presented in the following chapters. Moreover, the shallow
water equations are derived for smoothly varying bathymetries and small bed
slopes. Caution must be exercised when analysing shallow flows on steep slopes
or bed profiles which exhibit discontinuities. Closure relationships for sediment
transport must be chosen carefully for each application; numerical results should
always be interpreted with consideration for the physical conditions under which
the empirical formulae chosen were developed. The numerical solver of (2.14)
and (2.19) will now be presented.
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Chapter 3
Finite Volume Numerical Model
3.1 Introduction
A Godunov-type finite volume HLLC scheme is used to solve (2.14) on a rectan-
gular grid. The solver, which is second-order accurate in space, is conservative,
and preserves shocks and discontinuities, such as those which occur in the free
surface or velocity gradients following an abrupt dam breach. MUSCL-Hancock
time integration, combined with a TVD slope limiter, is used to ensure the solu-
tion is second-order accurate in time. Before the equations can be solved using
this scheme, they are written in conservative, hyperbolic, stage-discharge form.
Fluxes are approximated at each side of each grid cell, at every time step. Bound-
ary conditions are applied at the domain boundaries. The bed update equation
(2.14e) is solved using a simple, second-order accurate finite difference scheme.
In a first instance, the HLLC Riemann solver will be presented for (2.14a) to
(2.14d). It will be shown later how this solver is easily extended to the mathe-
matically balanced form of the equations (2.19).
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3.2 Hyperbolic Form of the Governing Equa-
tions















































−ρs ∂qbx∂t − ρs
∂
∂x











where the symbols have their usual meaning, as given in Chapter 2 and the
Notation list.
Once written in hyperbolic form, the equations can now be solved using a
Godunov-type scheme.
3.3 Godunov-Type Finite Volume Scheme
Finite volume schemes are more widely applicable, and in some scenarios more
accurate, than their finite difference counterparts, because the equations are pre-
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sented in conservative form, ensuring that the local numerical fluxes are conserved
at each time step, across each of the grid cells. Unlike finite difference schemes,
in which the differential form of the equations is maintained, the volume integral
form of the conservation equations is employed in finite volume schemes, allowing
shocks and discontinuities to be preserved. In the present work, a Godunov-type
HLLC approximate Riemann solver is used to calculate values of the conserved
variables at the centre of each grid point every time step.





























(gi,j+1/2 − gi,j−1/2) + ∆tsi,j, (3.3)
where fi+1/2,j, fi−1/2,j, gi,j+1/2 and gi,j−1/2 are the flux vectors passing through
the east, west, north and south faces of the cell, respectively. ∆x and ∆y are
the cell dimensions in the x and y directions. qi,j and si,j are the vectors of the
dependent variables and source terms, respectively. The flux terms are evaluated
at time step k + 1
2
and source terms are evaluated at time step k + 1, but the
superscripts have been left out for simplicity.
3.4 Variable Density Riemann Problem
An HLLC (Harten-Lax-vanLeer-Contact) approximate Riemann solver (see e.g
Fraccarollo and Toro, 1995) is used to solve (3.2). Toro et al. (1994b) gives a
complete description of this scheme. The Riemann solver uses the linearised,
approximate solution of the flux components, reducing the computational com-
plexity of having to find the exact solution. One of the major advantages of the
HLLC scheme, expanded from the earlier HLL (Harten et al., 1983) Riemann
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problem by Toro et al. (1994b), is that it can account for intermediate waves (S∗
in Figure 3.1); examples include shear waves which arise in the case of 2D flow
over a dry bed, or contact waves in the case of a discontinuity in the mixture
(fluid) density. Figure 3.1 presents the four constant states separated by three
waves, SL, SR, and S∗. The waves in Figure 3.1 are approximated as discontin-
uous waves but SL and SR could be replaced with rarefaction waves, depending













Figure 3.1: Wave structure of the HLLC Riemann problem (bottom) with SL, S∗
and SR describing the wave speeds of the left, intermediate (middle) and right
waves, separating four constant states (top) at time t.
By analysing the eigenstructure of the conventional shallow water equations,
Fraccarollo and Toro (1995) showed that the normal velocity component and the
water depth remain constant across the contact wave S∗; only the tangential
velocity is discontinuous. It will be demonstrated herein that the property of
constant normal velocity holds also across the contact and shear waves for the
variable-density equations. However, across the contact wave associated with a
discontinuity in mixture density, the water depth can vary, and is determined by
the mixture density. Moreover, it will be shown that the density of the water-
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sediment mixture is constant across rarefaction and shock waves. Similarly to
Fraccarollo and Toro (1995) and Toro (2001), the solution to the Riemann prob-
lem is derived by determining the Jacobian matrix, eigenvalues, and eigenvectors
of system (3.2), and then solving the Riemann invariants across the continuous
waves, and the Rankine-Hugoniot conditions across the shock waves.
3.4.1 Eigenvalue Problem
The Jacobian matrix and the corresponding eigenstructure of the variable-density
problem differ from the conventional shallow water problem and also from the
formulation of the variable-density problem proposed by Cao et al. (2004), in
which the variable-density term ρ is eliminated from the conserved variables of
the water-sediment mixture mass and momentum equations, and redistributed
to the source terms. The Jacobian matrix C is an extension of the 1D problem
presented by Leighton et al. (2010), and is similar to the Jacobian matrix given
by Murillo et al. (2012);
C =

0 nx ny 0
(a2 − u2 + α)nx − uvny 2unx + vny uny −βnx









ny unx + vny
 ,
where the local dynamic wave velocity, a =
√



















unx + vny − a
unx + vny
unx + vny + a
unx + vny
 . (3.4)
Given that the 2D Riemann problem is treated as two 1D problems applied in
the x and y directions, the solution across the rarefaction, shock, and shear waves
shall be presented in the x direction only.
Letting nx equal unity, the corresponding Jacobian, A = A(q), of the quasi-
linear system,




0 1 0 0
(a2 − u2 + α) 2u 0 −β







where qt is the derivative of the matrix of conserved variables with respect to
time t, qx is the derivative of the matrix of conserved variables with respect to
x and sx is the matrix of source terms in the x direction. The the eigenvalues of















Vector (3.6) is similar to that of the constant-density 2D shallow-water problem
but with a fourth eigenvalue, noting that the present variable-density problem is
hyperbolic, but not strictly hyperbolic, since one of the eigenvalues has a multi-
plicity of 2; λ2 = λ4 = u.











0 0 1 0
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2ρw






1 0 1 ρ(ρs−ρw)
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u− a 0 u+ a uρ(ρs−ρw)
ρs(ρw+ρ)







3.4.2 Properties of the HLLC Wave Structure
The Riemann problem is now solved in a similar way to the conventional shallow
water problem (Toro, 2001) by considering the generalised Riemann invariants
across the rarefaction and shear waves using the right eigenvector of the Jacobian
matrix, and by analysing the Rankine-Hugoniot condition across the shock wave.
Rarefaction Waves





















This clearly shows that ρ = constant and c = constant, from the relationship
between ρ and c, defined in (2.18).
Using (3.8), the first two equations of (3.7) reduce to the constant density
problem such that
v = constant, and u− 2a = constant.
In summary, across a left rarefaction,
ρ = constant, c = constant, v = constant, and u− 2a = constant.
(3.9)
Similar considerations across the right rarefaction using R(3) yield,
ρ = constant, c = constant, v = constant, and u+ 2a = constant.
(3.10)
Shock Waves
For a shock wave, the Rankine-Hugoniot condition holds such that
f(q∗L)− f(qL) = SL(q∗L − qL) for a left shock wave, (3.11)
f(qR)− f(q∗R) = SR(qR − q∗R) for a right shock wave, (3.12)
where SL and SR are the speeds of the left and right shock waves respectively, and
subscripts L, ∗L,R and ∗R denote the states of the Riemann problem as shown
in Figure 3.1.
Considering a left shock wave, the conserved variables to the left of the star
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The Rankine-Hugoniot conditions for the first two equations of (3.11) are













L) = SL(ρ∗Lu∗Lh∗L − ρLuLhL) .
(3.14)
Following Toro (2001), to facilitate the use of the Rankine-Hugoniot conditions,
the frame of reference of the problem described by (3.11) is transformed to that
moving with the speed of the shock wave, SL. The relative velocities, û, are:
ûL = uL − SL, and, û∗L = u∗L − SL. (3.15)
Substituting (3.15) into (3.13) and (3.14), the RH conditions can be written in
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the transformed frame of reference as,
















Similarly, substitution of (3.15) into the third and fourth equations of (3.11)
yields,
ρ∗Lû∗Lv̂∗Lh∗L = ρLv̂LûLhL , (3.18)
and, c∗Lû∗Lh∗L = cLûLhL . (3.19)
Dividing (3.18) by (3.16) confirms that the tangential velocity across a shock
wave is constant, as expected following from the constant-density problem, i.e.,
v̂∗L = v̂L , (3.20)







Combining the relationship between ρ and c, given by (2.18), with (3.21), dividing
both sides by (ρs − ρw), and rearranging, we obtain
ρL = ρ∗L , (3.22)
i.e. the density of the water-sediment mixture is preserved across the shock wave.
This mathematical derivation demonstrates consistency with the physical as-
sumption made when deriving the governing equations; that the suspended sed-
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iment particles are carried at the same speed as the water particles. Thus, the
presence of sediment does not impact the properties of the flow velocity and water
depth across shock waves and rarefaction waves.
Similar analysis can be performed across a right shock wave to yield the same
results; v∗R = vR, c∗R = cR and ρ∗R = ρR.
In summary, across a shock wave,
ρ∗L = ρL , ρ∗R = ρR , (3.23)
c∗L = cL , c∗R = cR , (3.24)
and, v∗L = vL , v∗R = vR . (3.25)
Shear Waves
The Riemann invariants across the shear waves associated with a 2D dry bed
contact discontinuity and a density discontinuity are R(2) and R(4), respectively.
It is easily shown that the Riemann invariants across R(2) yield similar results to
the constant density problem;
ρh = constant, u = constant, v 6= constant. (3.26)











Equating the first two terms and dividing by ρs(ρw+ρ)
ρ(ρs−ρw) , it is straightforward to
show that u = constant. Now, equating the first and last terms, and substituting
c = ρ−ρw
ρs−ρw , after some simple manipulation we can write,
2ρdh+ hdρ = 0, (3.28)
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or, multiplying both sides by h and integrating,
ρh2 = constant, (3.29)
in agreement with the hydrostatic pressure assumption made in the initial deriva-
tion of the shallow water-sediment equations. Note here that if the bathymetry
is variable, the change in bed elevation needs to be incorporated in the pressure
term such that ρ(h2 − z2b ) = constant. The eigenvector element of ρvh is zero,
i.e. there is no variation in ρvh, thus v = constant.
In summary, across a contact discontinuity, the following properties are de-
fined;
u∗L = u∗R = S∗ , (3.30)










v∗L 6= v∗R for R(2), (3.33)
and, v∗L = v∗R for R
(4). (3.34)
From (3.32), it is clear that the depth of the fluid must change across a contact
discontinuity associated with a jump in fluid density. This will be verified numeri-
cally in Sections 4.2.1 and 4.2.5. The properties defined in (3.9) to (3.34) are now
used to solve approximately the Riemann problem using the HLLC approach,
similar to Toro (2001).
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3.4.3 HLLC Riemann Solver















Following from condition (3.32), equating (3.35) and (3.36) such that,
ρRh
2
R(SR − uR)(S∗ − SR) = ρLh2L(SL − uL)(S∗ − SR) , (3.37)




R(SR − uR)− SRρLh2L(SL − uL)
ρRh2R(SR − uR)− ρLh2L(SL − uL)
. (3.38)
This is very similar to the solution for S∗ obtained from the classical shallow-water
equations presented by Toro (2001). The main difference is that here, the variable
depth-integrated mass of the water-sediment mixture, ρh, must be incorporated
when calculating S∗. Equation (3.38) is a generalised form of the equation given
by Toro (2001). When ρ is constant in space and time, (3.38) reduces exactly
to the equation for S∗ proposed by Toro (2001). For the examples considered
herein, a similar result is obtained when using either (3.38) or the equation for
the middle wave given by Toro (2001). However, the results could be expected
to differ for a highly concentrated bore of water-sediment mixture flowing into a
region of clear water, such as a mud flow entering a lake or a tsunami front in
the form of a broken wave.
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The approximate solution to the numerical flux, fi+ 1
2
, at the interface between





fL if 0 ≤ SL
f∗L if SL ≤ 0 ≤ S∗
f∗R if S∗ ≤ 0 ≤ SR
fR if 0 ≥ SR
,
where fL = f(qL) and fR = f(qR) are calculated from the left and right Riemann
states, qL and qR, respectively. The fluxes to the left and right of the contact


















where the fluxes, f∗1 and f∗2 are the HLL flux components calculated using the
vector equation (Harten et al. (1983))
f∗ =
SRfL − SLfR + SLSR(qR − qL)
SR − SL
.
Values of the left and right wave speeds for the two-wave Riemann problem, SL
and SR, are estimated following Fraccarollo and Toro (1995) as:
SL =
 uR − 2
√










 uL + 2
√





gh∗) if hR > 0
,
where uL, uR, hL and hR are the left and right constant Riemann states, and the



























Godunov-type schemes, such as the HLLC approximate Riemann solver used
in the present work, are at most first-order accurate in time (Godunov, 1959).
The MUSCL-Hancock method is a predictor-corrector approach used to ensure
second-order accuracy, which was first presented by van Leer (1985), although
the name was first coined by Toro (1999). This method includes three main steps
(i) reconstruction of cell-centred data, (ii) evolution of the reconstructed data in
time and (iii) solution of the Riemann problem.
The first step (predictor) estimates values of the conserved variables of cell
(i,j ) at the cell interfaces using interpolation. The cell interface fluxes are cal-
culated with the reconstructed variables and used to advance the solution of the
cell-centred variables in time by half a time step, ∆t
2
using the formula (shown






























































































, are then used
to find the solution of the Riemann problem using (3.3), advancing the solution
over the full time step, ∆t.
It is well known that high order schemes can produce spurious oscillations in
regions of steep gradients. To contain the solution and avoid numerical oscilla-
tions, a total variation diminishing (TVD) slope limiter, Φ(r), is applied when








































Φ(r)r(qki,j − qki,j−1), (3.42d)
where subscripts e, w, n, s represent the east, west, north, and south faces of cell
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if qi,j 6= qi−1,j
0 if qi,j = qi−1,j
, (3.43)





if qi,j 6= qi,j−1
0 if qi,j = qi,j−1,
, (3.44)
for updating qn and qs in the y direction.
The slope limiter is evaluated using a well-tested formula suggested by Sweby
(1984);
Φ(r) = max[0,min(βr, 1),min(r, β)], (3.45)
where Φ(r) is the MINIMOD limiter when β is equal to 1 and the SUPERBEE
limiter when β is taken to be 2.
3.6 HLLC Riemann Solver for Balanced Stage-
Discharge Equations
Rogers et al. (2003) showed that the Jacobian matrix and the eigenstructure of the
balanced shallow water equations (2.19) are the same as the unbalanced equations
for the constant density case. For the variable density equations presented here,
the Jacobian matrix of (2.19) is not identical to that of (2.14). However, because
balancing does not change the wave speeds of the physical variables, here we
assume that the eigenvalues of system (2.19) are the same as those of (2.14). As
a result, the wave speeds derived in this chapter are retained in the HLLC solver of
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the balanced equations (2.19). The the hyperbolic system for the mathematically
















































−ρs ∂qbx∂t − ρs
∂
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The validity of this assumption is investigated in Section 4.2.5.
3.7 Convenient Form of the Governing Equa-
tions
To facilitate the numerical scheme and solve (2.19) (or (3.46)) simultaneously
each time step, the dependent variables, ρ, η (or h when system (2.14) is used),
c, u and v in (2.19a)-(2.19d) are substituted for by new variables, M, px, py, and
MS , following the approach of Apostolidou (2011). Let,
M = ρη, px = ρuh, py = ρvh, and MS = ρsch, (3.47)
53
where M incorporates the mass of the water-sediment mixture, px and py are
momenta of the water-sediment mixture in the x and y directions, and MS is the
depth-integrated mass of suspended sediment.































































































− ρs(D − E), (3.48d)















































−ρs ∂qbx∂t − ρs
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The problem is solved at each time step using the numerical method described
previously in this chapter above. The relationships defined in (3.47) are then
used to find updated values of the conserved variables; η, ρ, u, v and c.
3.8 Discretisation of Source Terms and Bed Up-
date Equation
Unlike the four equations of system (3.1) solved above, in its general form, the
bed morphological equation (2.14e) is not a traditional advection equation. Sev-
eral researchers (see e.g. Hudson and Sweby, 2003; Murillo and Garćıa-Navarro,
2010; Benkhaldoun et al., 2013; Briganti et al., 2012) have solved (2.14e) us-
ing finite volumes by including it in the above eigenvalue problem. However, a
straightforward extension of the eigenvalue problem is possible only for subcrit-
ical and supercritical flows when the Grass bedload formula is used to estimate
the bedload discharge. To ensure that the model can be extended and applied
to a wider range of physical scenarios while avoiding additional computational
effort (as required by Murillo and Garćıa-Navarro, 2010, for example), here the
bed morphological equation (2.14e) is calculated using second-order central dif-
ferences. The system of equations is still defined as a fully coupled model because
the bed morphological equation and (3.1) or (3.46) are simultaneously updated
at each time step.
The source terms are evaluated at the centre of the grid cells, also using
second-order accurate central differences. After mathematical balancing, in the
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The partial derivative of the last term on the right hand side, ∂ρzb
∂t
, cannot be
solved for explicitly using the finite difference scheme. A simple iterative method
is adopted for this term.
Verification and validation tests (see Chapter 4 and Chapter 5) will show
that the second-order central difference scheme is an acceptably accurate method
for updating the source terms and the bed update equation for the engineering
applications considered here.
3.9 Numerical Stability
The stability of the present numerical scheme is determined using the Courant-
Friedrichs-Lewy (CFL) number, Ccfl. The minimum appropriate time step, ∆t,









where ∆x and ∆y are the dimensions of the grid cell, u and v are the velocity
components in the x and y directions, respectively, g is acceleration due to gravity
and h is the water depth at the centre of the grid cell. The numerical scheme
remains stable when the CFL condition satisfies
0 < Ccfl ≤ 1.
Grid and time step convergence tests have been carried out for every test case to
obtain a sensible balance between accuracy and computational efficiency.
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3.10 Boundary Conditions
In the majority of the cases presented in this work, two simple boundary condi-
tions are applied: closed, slip conditions; or open, transmissive conditions. Slip
conditions represent a frictionless, reflective solid boundary where the velocity
normal to the wall is zero and the tangential flow along the wall is unrestrained.



















where B represents the cell outside the domain boundary, I is the cell inside the
domain boundary and k is the kth timestep. A similar condition is applied to a
boundary running in the y direction except that,
pk+1xB = p
k+1
xI , and p
k+1
yB = 0 . (3.51)
Transmissive, or open, boundary conditions are applied to allow inflow to and





















In some of the test cases in Chapter 4 and Chapter 5, the discharge is prescribed






A robust, finite volume numerical scheme has been presented to solve the shallow
water-sediment equations. An updated solution has been derived for the speed of
the middle wave of the HLLC Riemann problem, to include the depth-averaged
variable density of the water-sediment mixture. This is a general form of the
equation given by Toro (2001), and reduces exactly to Toro’s equation when the
density of the mixture is constant. It has been demonstrated that the properties
of the water depth and flow velocities are not altered across shock and rarefaction
waves when sediment is present in suspension. However, it has been shown that
the water depth is discontinuous across a contact wave associated with a density
discontinuity, with the square of the water depth directly proportional to the
mixture density.
A detailed solution of the Riemann problem has been presented for the water
depth-discharge (h − q) form of the equations. It will be shown in the following
chapters that the wave speeds of this problem remain unchanged for the math-
ematically balanced equations, written in free surface elevation-discharge form
(η − q), allowing the solution presented in this chapter to be used to solve the
well-balanced governing equations.
In the numerical solver described above, no specific wetting and drying al-
gorithm has been used. As will be demonstrated in Chapter 4, the numerical
model described above is able to simulate flow over an initially dry, frictionless,
horizontal bed. For a sloping bed or a rough bed (i.e. bed with friction slope),
the numerical model is not valid for flow over an initially dry bed. To account
for this, the dry-bed is modelled by including a very small layer of water in the
initially dry section of the domain, ≈ 10−6m (see Chapter 5). It is important to
note, however, that this method is only approximately valid for modelling flow
over a fixed bed. In the absence of a wetting and drying algorithm, the numerical
solver cannot be used to model intense sediment transport over an almost dry
bed, such as a dam break over an initially dry bed.
The numerical solver will now be verified and validated extensively in Chap-





To ensure the present scheme is accurate and reliable, the numerical model is
verified against a variety of well-established test cases with analytical and semi-
analytical solutions, and numerical predictions from high resolution models (e.g.
Toro, 2001). These tests are used to verify that mass and momentum are con-
served, and that the implemented boundary conditions accurately represent the
physics of the surrounding environment. The tests were chosen carefully to ver-
ify complex hydrodynamic scenarios over a fixed bed, and the interaction of the
steady flow and sediment transport over a mobile bed. In all of the following test
cases the pressure is hydrostatic, the vertical motion is negligible, and all waves
are assumed to be long with small amplitude.
4.1 Clear Water Test Cases
If the initial density of the water-sediment mixture is constant, in the absence of
sediment transport, the governing equations (2.19) reduce to the constant density
shallow-water equations. The following test cases are used to verify the ability of
the numerical scheme to simulate constant density flows, including, steady flow
over a fixed bed hump, a frictionless rectangular dam breach, one dimensional
bores and rarefactions, and a circular dam break.
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4.1.1 Case 1: Steady Flow over a Fixed Hump
This test case considers one-dimensional steady flow over a fixed hump in a chan-
nel 25 m long and 1 m wide. It is a widely used benchmark test problem for
numerical methods which simulate dam break flows, because it tests the scheme’s
ability to model supercritical flow and hydraulic jumps (see e.g. Garćıa-Navarro
et al., 1992; Zhou et al., 2001; Ying and Wang, 2008). The rectangular channel
has a horizontal, frictionless bed, except for a single hump. The bed profile (in
m) is defined by
zb(x, t) =
 0.2− 0.05(x− 10)2 if 8 ≤ x ≤ 12 ,0.0 otherwise.
where x is the distance downstream from the inlet and all the above values are
given in m. At the downstream boundary, the free surface elevation, η, is fixed at
0.33 m and the discharge is free to vary. At the inflow, a transmissive condition

















0      5          10   15        20 25     
Figure 4.1: Formation of a hydraulic jump in steady flow over a bed hump; ana-
lytical solution (solid line) and numerical results (blue x) of free surface elevation,
η (m). Bed elevation, zb (m), shown as dashed line.
Grid convergence was carried out to determine the optimum mesh size to
ensure accuracy and computational efficiency. The computational domain is
mapped on a uniform grid with ∆x = ∆y = 0.1 m. The corresponding time






























Figure 4.2: Steady flow over a hump; discharge profiles at t = 1000 s; (a) updated
using momentum equation; (b) sampled following Ying and Wang (2008).
Figure 4.1 shows the results for the free surface elevation and the bed eleva-
tion after 1000 s, in 1D and 2D, respectively. Results are in excellent agreement
with the analytical solution, obtained by Goutal and Maurel (1997), using the
Bernoulli equation and the continuity equation. Figure 4.2(b) presents the dis-
charge profile, obtained following Ying and Wang (2008), using values directly
taken from the flux terms of (2.19a), rather than using the updated momentum
variables, px and py, calculated from (2.19b) and (2.19c). If the momentum equa-
tion method is used, the discharge produces a spurious result at one or two cells
near the hydraulic jump, as seen in Figure 4.2(a). This is merely an artefact of
the numerical solver, as explained fully by Ying and Wang (2008).
This test case not only verifies that the numerical model can simulate a hy-
draulic jump, but also that it can accurately predict the discharge in the presence
of a hydraulic jump, verifying the well-balanced property of (2.19).
4.1.2 Case 2: One Dimensional Bores and Rarefactions
The following test cases are taken from Toro (2001). The channel is 50 m in
length and has a flat, frictionless bed. Transmissive boundary conditions are
applied at each end of the domain. For all five cases ∆x = 0.0625 m, ∆y = 0.2 m
and ∆t = 0.00125 s. In cases 2a, 2c, 2d, and 2e, the results are in very close
agreement with Toro (2001). For this reason the comparison is not shown in
the corresponding figures. For case 2b, there are some discrepancies (discussed
below), and the comparison has been included.
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Case 2a: Dam break - left rarefaction & right shock
This case simulates the instantaneous removal of a dam wall, located at x = 10 m.
Initial upstream and downstream water depths in the channel are h = 1 m and
h = 0.1 m, respectively. Initial flow velocity upstream is u = 2.5 ms-1. Elsewhere,
u = 0 ms-1. The model is run until t = 7.0 s. As shown in Figure 4.3, a shock
wave propagates to the right while a left rarefaction simultaneously propagates
to the left. The results for h∗ and u∗, the values for the water depth and flow
velocity in the region between the shock and rarefaction waves, respectively, are
0.6117 m and 3.865 ms-1, respectively. These results are excellent agreement with
those obtained by Toro (2001), who used a very high resolution solver and found
h∗ = 0.611753 m, and u∗ = 3.86398 ms
-1.





















Figure 4.3: Dam break, right wet-bed Riemann problem: water depth (m) and
flow velocity (m/s) profiles at t = 7 s.
Case 2b: Two rarefactions and nearly dry bed
Two regions of constant water depth, h = 1 m, with opposite currents, with
speed, u = 5.0 ms -1, are released. The initial flow discontinuity occurs at the
centre of the channel at x = 25 m. Figure 4.4 shows the results obtained at t
= 2.5 s, which are in close agreement to those presented by Toro (2001), noting
that there is a slight oscillation in the present numerical results at the original
location of the discontinuity. These oscillations do not appear in the solution of
Toro (2001) due to the very high resolution of the numerical solver used.
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Figure 4.4: Two opposing rarefaction waves: water depth (m) and flow velocity
(m/s) profiles at t = 2.5 s.
Case 2c: Generation of a dry bed
As with Case 2b, in this case considers two regions of water with opposing currents
of equal speed, but with u = 0.3 ms -1. The initial water depth in both regions
is h = 0.1 m. The results for the free surface elevation and flow velocity, Figure
4.5, are again in close agreement with those of Toro (2001) at tend = 5.0 s.






























Figure 4.5: Two opposing rarefaction waves generating dry bed: water depth and
flow velocity profiles at t = 5 s.
Case 2d & 2e: Right/Left dry bed Riemann problem
In this case a dam break, with initial water depth upstream of the dam h =
1 m, travels over an initially dry, frictionless horizontal bed, producing a right
rarefaction wave. Figure 4.6 shows the results at t = 4.0 s, which again, are very
similar to those presented by Toro (2001). The left dry bed Riemann problem
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is the mirror of the right dry bed problem, as seen in Figure 4.7. This test case
verifies the solver’s ability to model a simple wet/dry front over a frictionless
horizontal bed.
























Figure 4.6: Dam break, right dry-bed Riemann problem: water depth and flow
velocity profiles at t = 4 s.
























Figure 4.7: Dam break, left dry-bed Riemann problem: water depth and flow
velocity profiles at t = 4 s.
4.1.3 Case 3: Frictionless Rectangular Dam Breach
This test case involves an asymmetric dam breach in a frictionless channel due to
the rapid opening of a sluice gate. It has been used extensively in the literature
to examine the performance of Riemann solvers applied to complex, initially dis-
continuous, shallow-water flows (see e.g. Fennema and Chaudhry, 1990; Alcrudo
and Garćıa-Navarro, 1993; Mingham and Causon, 1998; Fujihara and Borthwick,
2000; Liang et al., 2004). The discontinuous flow and the lack of symmetry present
64
a difficult numerical test for the solver. The domain consists of a 200 m square
box with a horizontal bed, divided into two equal regions by an infinitesimally
thin wall. Two different cases are run; a) an initially wet bed downstream, h = 5
m and b) an initially dry bed downstream, h = 0 m. In both cases the still water
depth upstream of the wall is 10 m. The domain is mapped on a uniform square
mesh with 125 cells in both the x and y directions, such that ∆x = ∆y = 1.6
m. Refining the grid further did not alter the results significantly, ensuring grid
convergence was achieved. The time step ∆t = 0.01 s. At t = 0 s, a 75 m wide
breach is created instantaneously in the dam wall from y = 95 m to 170 m. From
the results presented in Figure 4.8, at t = 7.2 s, it is observed that a shock wave
propagates downstream while expanding laterally. At the same time a depres-
sion wave propagates upstream. The results are in good agreement with those
of Mingham and Causon (1998) and other authors mentioned above, including
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x (m)
Figure 4.8: Frictionless rectangular dam break with wet bed at t = 7.2 s free
surface elevation, η, surface and contour plots (m).
It is seen in Figure 4.8 that vortices form at the corners of the dam wall
breach, which were also observed by previously mentioned authors. In a real dam
breach scenario, these eddies would be produced as a result of flow separation and
recirculation at the sharp corner of the dam wall, due to the fluid viscosity. In
the numerical simulation, the eddies are a result of artificial numerical viscosity
which prevents the velocity going to infinity, as would be predicted using potential
theory. This is an interesting component of partial dam breach flows, and will be
important when interpreting the numerical simulations of laboratory dam break
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flows over mobile beds described in Chapter 5, because the high velocities at
these locations can result in an overestimated scour hole being produced during
the numerical simulation.
Figure 4.9 show the free surface elevation as a 3D visualisation and a contour
plot at t = 5 s for the dam breach over an initially dry downstream bed. The bore
free surface elevation is lower than in the wet-bed case, and the bore does not
expand significantly in the transverse direction. However, the bore propagates at
a much faster speed over the dry bed, reaching further downstream by t = 5 s
than the wet-bed case at t = 7.2 s. Again, the results are very similar to those
















0             100           200
x (m)0    
100    
200    
0    
100    







Figure 4.9: Frictionless rectangular dam break with dry bed at t = 5 s free
surface elevation, η, surface and contour plots (m).
This test confirms that the model can simulate shallow water flows over both
wet beds, and dry frictionless, horizontal beds, even for a complicated case in-
volving initially discontinuous, asymmetric flow conditions over an initially dry
bed.
4.1.4 Case 4: Circular Dam Breach
The instantaneous collapse of an idealised two-dimensional circular dam is now
considered (see for example, Toro, 2001; Liang et al., 2004). It is also noted that
Alcrudo and Garćıa-Navarro (1993), Lai and Khan (2012) and Liu et al. (2013)
modelled a similar case, but with different dam geometries. The initial radius of
the dam is r = 2.5 m. The dam is centred at xc = 20 m and yc = 20 m in a
square domain of plan dimensions 40 m x 40 m, which is discretised using square
grid cells of length, ∆x = ∆y = 0.16 m. The time step chosen is ∆t = 0.01 s.
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Transmissive boundary conditions are applied at all domain boundaries.
Initially the flow velocity is set to zero everywhere (u = v = 0 ms-1) and the
initial water depth is given by
h(x, y) =
 hdam = 2.5m if (x− xc)2 + (y − yc)2 ≤ r2,hdomain = 0.5m if (x− xc)2 + (y − yc)2 > r2.
The infinitesimally thin wall of the dam is removed instantaneously at the
beginning of the simulation. Figure 4.10 shows the model predictions of the
free surface and velocity profiles across the centreline of the basin, along the x
or y direction, at three time instants. The predictions are in close agreement
with the results presented by Toro (2001) and Liang et al. (2004). Figure 4.11
presents a 3D representation, and contour plots of the water depth, at t = 0.4 s
(Figure 4.11a & b), and at t = 4.7 s (Figure 4.11c & d). This test case verifies
that the model predictions are not affected by grid alignment and also validates
the solver’s ability to handle transmissive boundary conditions.
The grid chosen for the current model is similar to that used by Toro (2001),
but the shock waves produced by the present model are slightly less steep. When
the grid resolution of the model is increased, the results converge to Toro’s. It
should be noted that the WAF numerical method used by Toro (2001) is more
accurate than the current method but has the drawback of requiring a large
computational stencil, making it awkward to apply near complicated boundaries.
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Radial distance (m) Radial distance (m)
Radial distance (m) Radial distance (m)
t = 0.4 s
t = 0.7 s
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t = 4.7 s
Figure 4.10: Circular dam break; transverse profile of water depth (a-c) and

























































Figure 4.11: Circular dam break water depth h; 3D visualisation and contour
plots at; t = 0.4 s, and t = 4.7 s.
4.2 Shallow Water-Sediment Test Cases
The following test cases are used to analyse the numerical scheme’s ability to sim-
ulate water-sediment interaction for bedload or suspended sediment transport, or
a combination of both. In the case of suspended sediment, it is assumed that
the water-sediment mixture is well mixed, and the concentration of suspended
sediment is constant through the depth. The well-balanced property of the solver
is verified for a variable-density dam break over a immobile bed step. Bed-
load transport is compared to the semi-analytical solution of Hudson and Sweby
(2003) for the evolving morphology of a sandbar under steady flow conditions.
Following Apostolidou (2011), suspended sediment entrainment and deposition
are simulated separately in a flat-bottomed rectangular tank of still water, and
the results compared to semi-analytical solutions. Finally, the model is verified
against a benchmark numerical test of a 1D dam break over a mobile bed, first
presented by Cao et al. (2004).
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4.2.1 Case 5: Dam Break over a Bed Step
In order to demonstrate further the need to use the well-balanced shallow water-
sediment equations (2.19) under certain conditions, thus improving the general
applicability of the numerical model, a test case of variable-density dam break
flow over a bed step is presented, which includes a discontinuity in fluid density,
similar to test cases presented by Murillo et al. (2012).
The dam, located at the centre of a 300 m long channel (at x = 0 m), is
instantaneously removed at t = 0 s. Initially, the upstream and downstream
water depths are 4 m and 0.78 m, respectively. For x ≤ 0 m, zb = 0 m and
c = 0.8. For x > 0 m, zb = 1.5 m and c = 0. The relative density of the particles,
s = 2.65. The bed is fixed and D = E = 0.
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Figure 4.12: Variable density dam break over a bed step: spatial profiles of
concentration (solid line), free-surface elevation (dashed-dot) and bed elevation
(dashed line) at t = 6 s for (a) unbalanced equations (3.1), (b) well-balanced
equations, and (c) well-balanced equations including a simple upwinding treat-
ment of c(i) at the bedstep. The velocity profile at t = 6 s is given in (d).
This test case is run with three different numerical models. In DB1, the
water depth-discharge formulation of the governing equations, (2.14) is used. The
results presented in Figure 4.12(a) show that this formulation of the equations
is not well-balanced and cannot account for the pressure change at the bed step.
Equation (2.19) is used in the two other models. No additional treatment of the
density term is used at the bed step for DB2. As seen in Figure 4.12(b), when
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(2.19) is used, a small discontinuity develops in the concentration profile at the
bed step. This is due to the fact that c is a function of M , MS and zb. When the
discontinuity in the bed ∆zb is large with respect to η, an unphysical discontinuity
is produced in the concentration profile. In order to account for this, a simple
upwinding treatment is used in DB3 to update c at the location of a vertical bed
step. As seen in Figure 4.12(c), the upwinding eliminates the discontinuity.
In addition, Figure 4.12(d) confirms the property of the Riemann solver identi-
fied in Chapter 3, (3.30); the velocity is constant across the shear wave associated
with the density discontinuity.
This test case shows that, in theory, the well-balanced governing equations are
required to avoid unphysical discontinuities in the free surface elevation profile at
a bed step, particularly when the step is large. However, it should be noted that
the bathymetry is not discontinuous for most of the laboratory data presented
in the literature for variable-density flows. As such, further laboratory studies
are necessary to validate well-balanced models for real engineering scenarios of
variable-density flow over sharp discontinuities.
4.2.2 Case 6: Bedload Evolution of a 1D Sandbar in Steady
Flow
This test is used to verify that the solver is capable of modelling bedload transport
and bed morphodynamic change. It is a 2D simulation analogous to the 1-D test
case presented by Hudson and Sweby (2003) to predict the evolution of a sandbar
along a flat, frictionless, non-erodible bed in an open channel. The case was
subsequently modelled by other researchers including, Castro Dı́az et al. (2008),
Huang et al. (2008) and Zhou (2014). An approximate analytical solution for the
bed morphology was developed by Hudson and Sweby (2003) following De Vries
(1973).
The problem domain consists of a frictionless channel of plan dimensions
length 1000 m x width 240 m. The initial horizontal bed is flat everywhere,
except for a 1 m high hump located between x1 = 300 m and x2 = 500 m. The
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initial conditions for flow depth, h, bed elevation, zb, and flow velocity, u are:















where zbmax = 1 m is the maximum initial height of the hump, and q0 = 10 m
2s-1
is the initial flow discharge. The bedload flux, qb, is calculated using the Meyer-
Peter-Mueller formula (2.22). The porosity of the bed, ε = 0.4. Bedload transport
dominates, and so suspended sediment, deposition and entrainment processes are
set to zero.
Hudson and Sweby (2003) use the sediment transport flux of Grass, (2.21),
to model bedload transport. For m = 3, η = 10 m and A = 0.01 s2m-1, the
approximate analytical solution presented by Hudson and Sweby (2003) is valid
until t ≈ 23800 s.
It is possible to model bedload transport over a frictionless bed using (2.21),
because the value of A can be chosen arbitrarily. However, in order to use the
MPM formula (2.22), it is necessary to define an equivalent friction coefficient Cf
to estimate the value of the Shields parameter θ, required for (2.22). Assuming
that θ  θc - a reasonable assumption for intense bedload transport (Hudson
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Figure 4.13: Evolution of a 1D hump;
bed hump profile at t = 0 (dashed black
line), analytical solution at t/T = 11.9
(dashed red line), and the numerical re-
sults (solid black line) at t = 23800 s
and 33000 s.
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Figure 4.14: Evolution of 1D hump;
stacked x - t plots from t= 0 until t
= 33000 s.
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u|u|2 = Au|u|2 . (4.1)






The value of Cf derived from (4.2) is used only to calculate the bedload discharge.
The friction coefficient in the momentum equations is still zero, maintaining the
frictionless channel modelled by Hudson and Sweby (2003).
The numerical grid comprises 400 cells in the x direction, such that ∆x =
2.5 m, and 5 cells in the y direction, such that ∆y = 5 m. The time step,
∆t = 0.1 s. The model is initially run for approximately 40,000 s, with the bed
fixed, until a steady-state flow field is achieved. The model is then run for 33,000 s
with a mobile bed. Since no exact analytical solution exists for this problem, the
numerical results are compared to the approximate analytical solution given by
Hudson and Sweby (2003), where it is assumed that the flow discharge and the
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free surface elevation remain constant throughout the whole domain.
Figure 4.13 shows the numerical model results are in satisfactory agreement
with the approximate analytical solution. As the sandbar propagates along the
bed (Figure 4.14), the downstream face steepens, eventually forming a vertical
shock after t ≈ 23800 s, after which time the analytical solution is no longer
valid. However, as seen in Figure 4.13, the numerical model is valid for all t >
0 s. Use of the modified critical Shields parameter from (2.23) prevents non-
physical oscillations forming in the bed profile which can occur when using a
finite difference solver for the bed morphological equation (2.19e) (see e.g. Huang
et al., 2008), because it allows for the diffusion which occurs naturally in bedload
transport on steep-sloping beds (see e.g. Soulsby, 1997).
4.2.3 Case 7: Bedload Evolution of a 2D hump in Steady
Flow
This test case was presented first by de Vriend (1987), and later simulated by
Hudson and Sweby (2005), Huang et al. (2010) and Castro Dı́az et al. (2009),
among others. A similar case was modelled by Lesser et al. (2004), who used
different geometry and initial conditions. The test case consists of a channel with
dimensions, 1500 m × 1000 m, and initial conditions,













if 300 ≤ x ≤ 500, 400 ≤ y ≤ 600
0 otherwise,




where all values are in (m) and (s); zbmax = 1m is the initial height of the dome,
and q0 = 10m
2s-1 is the initial flow discharge. Previous authors used the Grass
bedload equation to calculate the bedload discharge qb. Using an approximate
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analytical solution, de Vriend (1987) deduced that the dome would spread into
a star shape as it propagated downstream by t = 200 hrs forA = 0.001 s2m-1,
where A is the Grass constant in (2.21). This time is equivalent to t = 2 hrs for


























































Figure 4.15: Evolution of a 2D hump at t = 2 hrs; 3D and plan view. Bed-
load transport calculated using (a) second-order central differences, and (b) a
combination of second-order central differences and upwinding.
Again, Cf is calculated with (4.1). The bed porosity ε = 0.4, the grain
diameter d = 0.2 mm and the density of sediment grains ρs = 2650 kgm
3. In the
numerical model, the domain is mapped onto a uniform mesh with ∆x = ∆y =
10 m. The time step ∆t = 0.4 s. As with the previous case 4.2.2, the model is
initially run over a fixed bed until a steady state flow field is achieved. The model
is then run over a mobile bed for t = 2 hrs.
Results in Figure 4.15 are presented for two different methods for updating
the bed morphology equation (2.19e) using; (i) second-order central differences;







qb(i+ 1, j)− qb(i− 1, j)
2∆x
+













qb(i, j + 1)− qb(i, j − 1)
2∆x
+





In both cases, the dome spreads into a star shape, as expected following de Vriend
(1987). In Figure 4.15a, small peaks are observed in the bed surface as is steepens
with time. This is a common difficulty encountered when using central difference
schemes (Huang et al., 2010), even when the critical Shields parameter is mod-
ified to account for flow over steep-sloping beds, as in (2.22). As mentioned in
Chapter 2, other methods have been presented in the literature to account for
the effect of bed-slope on bedload transport, which include a diffusion term in
the calculation of the bedload discharge qb (see e.g. Johnson and Zyserman, 2002;
Maldonado-Villanueva, 2015). For future work, it would be interesting to inves-
tigate the final bed topography of this test case using a diffusion-based bedload
transport model.
4.2.4 Case 8: Suspended Sediment
To verify the model’s capability to simulate accurately deposition and entrain-
ment of suspended sediment, simple semi-analytical solutions are derived using
the water depth-discharge form of the governing equations (2.14), following a
similar approach to that of Apostolidou (2011). Two cases are presented below:
deposition in the absence of entrainment; and entrainment without deposition.
In both cases, the problem consists of a flat-bottomed rectangular tank with a
fixed free surface elevation. Neglecting bedload transport, (2.14) is rearranged
following Cao et al. (2004) so that the variable density term does not appear
on the left-hand side. This is achieved by substituting (2.14d) and (2.14e) into



















































































No further assumptions are required to obtain (4.4) from (2.14).
When there is no horizontal flow, but there is intense vertical mixing to maintain
a homogeneous concentration along the depth, in a tank with a horizontal bed




















Case 8a: Deposition in flat-bottomed tank of still water with no en-
trainment
For deposition of dilute suspended sediment in a flat-bottomed tank with no net













= −cws , (4.6b)








Assuming that the solution is in the form c = c0e
−t/T for any time 0 ≤ t ≤ ∞,


















= −ws . (4.9)
















Now, integrating (4.6a) one obtains
















(e−t/T − 1) = zb0 − zb . (4.13)
Substituting (4.11) into (4.13) for T , one can write
h = h0 −
c0h0
(1− ε− c0)
(e−t/T − 1) , (4.14)
and
zb = zb0 +
c0h0
(1− ε− c0)
(e−t/T − 1) . (4.15)
In the above equations, h0, zb0, and c0 are initial values for the water depth, the
bed elevation above a fixed horizontal datum and the depth-averaged concentra-
tion of suspended sediment (at time t = 0). h, zb and c are the water height, bed
elevation and depth-averaged concentration of suspended sediment at any time,
t > 0.
In the numerical model, the initial free surface water elevation and bed eleva-
tion are 6 m and 1 m above the datum, respectively. The numerical model is run
for 5000 s with an initial concentration of suspended sediment equal to 0.5 %.
Figure 4.16 depicts the time histories of the bed elevation, water depth and ele-
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Figure 4.16: Evolution of deposition of suspended sediment at cross section of
tank; profiles of bed elevation (brown), water depth (dark blue) and free surface
(light blue). Analytical solution shown as solid line. Numerical results shown as
stars.
vation of the free surface. The majority of the sediment settles out in the first few
hundred seconds and the rate of deposition decreases exponentially with time, in
perfect agreement with the semi-analytical solution. The results confirm that the
bed level increases at the same rate as the water depth decreases and that the
free surface elevation remains constant, thus conserving the mass of water and
sediment.
Case 8b: Entrainment in flat-bottomed tank of still water without
deposition
This test case is used to verify that the model can simulate the entrainment of
sediment into suspension while conserving the mass of sediment and water. There
is no deposition of suspended sediment. The numerical results are again compared
to a semi-analytical solution derived from Equations (4.5). The entrainment, E,







for τb > τc
0 otherwise,
80
where τb is the total bed shear stress, τc is the critical bed shear stress and EM
is the entrainment constant. Here E is kept constant by fixing EM , τb and τc as
constants.
For constant entrainment of dilute suspended sediment in a frictionless, flat-
bottomed tank with no net flow and no entrainment but intense vertical mixing,













Integrating (4.16), the solution of h and zb is obtained, such that,









The initial free surface water elevation and bed elevation are again set to 6 m
and 1 m, respectively. The bed shear stress, τb = 1 Nm
-2, the threshold bed
shear stress, τc= 0.2 Nm
-2 and the entrainment constant, EM = 0.001 ms
-1. The
numerical model is run until t = 5000 s with an initial concentration of suspended
sediment equal to zero. The numerical predictions are in excellent agreement with
the analytical solution. Figure 4.17 shows that the concentration of suspended
sediment increases at a constant rate with time, as would be expected given
that the entrainment is constant. The bed elevation decreases at the same rate
as the depth of water increases. The excellent agreement between the model
















Figure 4.17: Evolution of entrainment of bed material into suspension at cross
section of tank; bed elevation (brown), water depth (dark blue) and free surface
(light blue). Analytical solution shown as solid line. Numerical results shown as
stars.
4.2.5 Case 9: Idealised Dam Break over Mobile Bed
To test the capacity of the model to simulate accurately the interaction between
a mobile bed and rapidly-varying dam break flow dynamics and to investigate
further the eigenvalue problem of the variable-density governing equations, nu-
merical solutions are compared to a numerical test presented by Cao et al. (2004)
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Figure 4.18: Cao et al. (2004) dam break: bed elevation and free surface elevation
(m) at t = 2 min. Numerical results (solid or dashed lines) plotted alongside
numerical results of Cao et al. (2004) (×). Initial bed level is also included
(dashed line).
a 50 km long channel, separates initial upstream and downstream river depths,
40 m and 2 m, respectively. The bed is composed of uniform sediment, d = 4 mm,
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and is erodible along the entire channel length. The Manning’s roughness coef-
ficient, n = 0.03 sm-1/3, is used to calculate the bed shear stress. For simplicity,
the bedload discharge components in the x and y directions are expressed using
the Grass formula given by (2.21).
Three different variations of the test case were modelled; CA1, CA2 and CA3.
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Figure 4.19: Cao et al. (2004) dam break: bed elevation and free surface elevation
(m) at t = 20 min. Numerical results (solid or dashed lines) plotted alongside
numerical results of Cao et al. (2004) (×). Initial bed level is also included
(dashed line).
et al. (2004), including the grid size, ∆x = 10 m and entrainment coefficient,
αe = 0.015, and the Grass constant in (2.21), A = 0 s, i.e. only suspended
sediment is considered. In CA2, A = 0.01 s2m-1 and the Rouse number condition
(Section 2.4.3) is used to determine the dominant transport process. For CA3,
A = 0.01 s2m-1 but the Rouse number is not used, i.e. it is assumed that both
bedload transport and suspended sediment transport occur simultaneously for all
t > 0. The third case is similar to the model proposed by Benkhaldoun et al.
(2013). Figure 4.18 and Figure 4.19 show the results for bed elevation and free
surface elevation at t = 2 min and t = 20 min, respectively.
Figure 4.20 shows the volumetric concentration of suspended sediment as it
evolves from t = 2 min to t = 20 min for case CA1 only.
In Figures 4.18 and 4.19, there is very little difference between the results of
cases CA1 and CA2, and these are in almost exact agreement with the numerical
results computed by Cao et al. (2004). This confirms the assumption made by
Cao et al. (2004) that suspended sediment is the dominant transport mechanism.
However, if bedload transport is assumed to occur for all t > 0 (CA3; Rn not
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Figure 4.20: Cao et al. (2004) dam break: volumetric concentration of suspended
sediment after 2 min, 8 min and 20 min. Numerical results (solid lines) are plotted
against results obtained by Cao et al. (2004) (dotted lines with circles).
considered but A = 0.01), the bed elevation and free surface elevation profiles are
somewhat different from cases CA1 and CA2. The results of case CA3 are very
similar to the results obtained by Benkhaldoun et al. (2013) who did not con-
sider which mode of transport dominated, but instead assumed bedload transport
occurred for all t > 0 used in case 3, although Benkhaldoun et al. proposed a
different method of solving the bed morphological equation (2.19e). These results
highlight the importance of the Rouse number condition and the sensitivity of
the final results to the sediment transport equations used in the model.
An important aspect of this test case to note is that the excellent agreement
with Cao et al. (2004), who used an HLLC solver of the water depth-discharge
(h − q) form of the shallow water-sediment equations, confirms the assumption
made in Section 3.4; the same wave speed estimates can be used for the well-
balanced form of the governing equations, even when the Jacobian matrices of
the two systems are not identical. Figure 4.21 shows the stacked x−t plots of the
evolution of free surface elevation, η, the horizontal flow velocity, u, the volumetric
concentration, c and the bed elevation, zb from time, t > 0 to t = 20 min. After
the initial dam break, a large volume of sediment is entrained into suspension as
the fast moving bore front passes along the bed. The fast-moving bore continues
to entrain sediment as it propagates downstream, creating a deep scour hole in
the region between the bore front and the contact discontinuity. This contact
discontinuity, which is represented by a sharp increase in free surface elevation
and a sharp decrease in sediment concentration, marks the interface between
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Figure 4.21: Cao et al. (2004) dam break: stacked x − t plots for (a) the free
surface elevation (m), (b) the streamwise velocity, u, (c) suspended sediment
concentration, and (d) bed elevation (m) for t ≤ 20 minutes.
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Figure 4.22: Cao et al. (2004) dam break: characteristic wave structure of the
dam-break flow over mobile bed. (dotted lines with markers).
the highly concentrated water-sediment mixture in the bore, and the region of
lower volumetric concentration. The sharp increase in free surface elevation at
this point ensures that there is mass conservation of the water-sediment mixture.
Upstream of the initial dam location (x < 25 km), a small amount of bed erosion
is observed due to the passing of the rarefaction wave, but only in the region where
the velocities are large enough for the bed shear stress to exceed the critical shear
stress. Investigating the wave celerities and eigenvalues of the dam break problem,
the local dynamic wave velocity a =
√
gh, of the bore front is approximately
14 ms-1. Figure 4.22 shows the waves, S1 to S4, which demark the leading faces of
the shock, rarefaction and shear waves. The speeds of these waves are calculated
using the x − t plot in Figure 4.21, where S1 = -19.3 ms-1, S2 = -6.3 ms-1,
S3 = 7.05 ms
-1 and S4 = 14 ms
-1. S1 is the left rarefaction wave speed, S4 is the
right shock wave and bore front wave speed, and S2 ≈ S3 is the contact wave
speed. These wave speeds are in agreement with the eigenvalue problem where,




(9.81)(40) = −19.8 ms-1 = S1,
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λ2 = S∗ = 7 ms
-1 = S2 = S3,




(9.81)(20) = 14 ms-1 = S4,
where u1 and h1 are the flow velocity and water depth upstream of the rarefaction
wave, u2 is the flow velocity downstream of the shock wave, h2 is the water depth
of the shock wave and S∗ is the flow velocity of the plateau which develops
between the rarefaction and shock waves. This provides further verification of
the numerical solver, in that the eigenvalues, (3.4), are the same for the variable-
density and constant density cases, except for an additional eigenvalue in the
variable-density case which represents the contact discontinuity in fluid density.
4.3 Chapter Summary
This chapter has presented numerical test cases carefully selected to verify that
the numerical solver is capable of reproducing accurately complex shallow wa-
ter flows and water-sediment interactions. Dam break flows in one and two di-
mensions have verified that the model can predict the correct propagation of a
hydraulic bore over wet and dry beds. The numerical simulation results are in
satisfactory agreement with high resolution numerical models in the literature.
The well-balanced property of the equations has been verified for clear water
flow over a smoothly varied, but steep sloping bathymetry, and variable-density
flow over a bed step. The results are in excellent agreement with analytical
solutions.
Simulations of bedload transport and suspended sediment transport have veri-
fied conservation of mass and momentum for variable-density shallow water flows.
Again, excellent agreement with semi-analytical models was achieved. The im-
portance of the use of the Rouse number to determine the dominant transport
mode has been highlighted.
The solution presented for the variable-density Riemann problem in Chapter
3 has been verified against a dam break over a mobile bed. Excellent agreement
with an extensively-validated model in the literature confirms that the use of the
solution to the Riemann problem for the unbalanced depth-discharge formulation
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of the governing equations can be successfully extended to the well-balanced,
stage-discharge formulation.
The numerical solver will now be used to model high-quality laboratory based
experiments of complex dam break flows over fixed and mobile beds.
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Chapter 5
Validation Test Cases for
Water-Sediment Transport
5.1 Introduction
The model validation tests were carefully selected to test the scheme’s ability to
reproduce accurately the complicated flow field after a dam or dyke breach over
fixed wet and initially-dry beds, and wet mobile beds. The first case was presented
by Stelling and Duinmeijer (2003) and subsequently modelled using finite volume
schemes by several authors, including Liang et al. (2004). It investigates a dyke
breach over an immobile, wet or initially-dry bed. The second set of experimental
results were described by Soares-Frazão et al. (2012) as part of the NSF-Pire
project, obtained from a laboratory based study of a partial dam breach over a
coarse-grained mobile bed in the Hydraulics Laboratory, Université Catholique
de Louvain, Belgium. The third case is based on a case modelled by Xia et al.
(2010) of an experiment carried out in Tsinghua University, China, of a partial
dam breach over a mobile bed composed of fine sand.
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5.2 Case 10: Partial Dam Breach in a Rect-
angular Laboratory-scale Basin with Non-
erodible Bed
Figure 5.1 presents the layout of an experiment carried out by Stelling and Duin-
meijer (2003) who investigated a dam breach flood into a basin with a flat, hor-
izontal bed, 28.9 m long and 8 m wide, in the Fluid Mechanics Laboratory of
Delft University of Technology, the Netherlands. This test was subsequently
modelled numerically using finite volume schemes by Liang et al. (2004), Liang
et al. (2006), Cui et al. (2010), and Li et al. (2013b).
Figure 5.1: Plan view set up of the laboratory basin, Delft University of Tech-
nology
The reservoir upstream of the dam wall initially contains still water of depth
0.6 m. The section of the basin downstream of the wall is initially set either to
be dry or to contain still water 0.05 m deep. At time t = 0 s, a sluice gate, 40 cm
wide, located in the centre of the dam commences opening at a speed of 0.16 ms-1.
For comparison purposes, Manning’s roughness coefficients n = 0.012 sm-1/3 for
the wet-bed case, and n = 0.01 sm-1/3 for the dry-bed case are chosen following
Stelling and Duinmeijer (2003). The computational domain is discretised on a
uniform mesh of square cells, each of length ∆x = ∆y = 0.078 m. The time step,
∆t, is set to 0.01 s for the initially wet basin and 0.001 s for the initially dry
basin, in order to ensure stability. Slip boundary conditions are imposed at all of
the walls, except at the outflow; an open, transmissive boundary.
Because the dam was not removed instantaneously, and the gate was opened
relatively slowly in the laboratory tests, the computation of discharge and water
depth is modified at the gate inflow cells for the initial gate opening stage. When
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the vertical opening height, hg, is less than the water level in the reservoir, the
gate is taken to be a solid wall, and the water depth flowing through the gate is
set to hg. The flow discharge passing through the gate per unit width, Q (m/s) is
then calculated using the following hydraulic formula for submerged culvert flow:
Q = Cchg
√
2g(h1 − Cchg) , (5.1)
where Cc is the contraction coefficient accounting for the combined effect of the
vertical and horizontal contractions, and h1 is water level in the reservoir. The
value of Cc, normally taken as 0.6 for a culvert with square edges, is modified
to 0.9 and 0.8 for the wet and dry-bed cases respectively, following Liang et al.
(2004), and after numerical trials. The value of Cc is altered from the standard
value of 0.6 because the opening in the dam wall is very small with respect to the
width of the reservoir.
5.2.1 Dam Breach over a Wet-bed
Figure 5.2 shows predicted free surface elevation distributions and contours at t
= 4 s and t = 18 s for flow over the wet downstream bed. Initially, the high-
velocity jet emanating from the sluice causes the water to spread laterally as well
as causing the bore to propagate downstream from the gate. This results in a
symmetrical, almost semi-circular wave front propagating away from the gate.
The bore is followed by a rarefaction wave which is pushed downstream by the
high discharge emanating from the gate. At t = 4 s (Figure 5.2a), the primary
bore wave reaches the sides of the channel and is reflected back into the channel.
The reflected waves interact with a water plateau behind the bore front, resulting
in the formation of an increasingly complicated wave pattern, symmetric about
the centre of the channel, y = 0 m. The interaction of the reflected waves and the
bore front also results in the formation of a Mach stem which causes the primary
bore front to become uniform across the basin by t = 18 s (Figure 5.2b). By
this time, the rarefaction wave behind the bore is held almost stationary, about
5 m downstream of the gate, by the supercritical flow issuing through the sluice.
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Meanwhile, the wave pattern becomes increasingly complicated with time, due
partly to side wall interactions. A full description of the flow physics is given by
Liang et al. (2004).
In Figure 5.3, the positions of the bore front obtained from the numerical
model and laboratory experiments are superimposed at t = 1 s, 2 s, 3 s and
4s. When the inflow is modified to account for the slow opening of the gate, as
described above, the propagation speed of the bore in the numerical model is
in excellent agreement with the numerical results, as seen in Figure 5.3(a). For
comparison purposes, the bore position is plotted in Figure 5.2(b) if the gate is
removed instantaneously in the numerical simulation. It is evident that the initial
propagation speed of the bore front in this case is faster than the laboratory
experiments, highlighting the sensitivity of the numerical model results to the
boundary conditions imposed at the inflow.
Time history plots of the free surface elevation at four locations along the
centreline of the basin are presented in Figure 5.4 for both scenarios; when the
inflow condition is modified to account for the gate opening, and when the dam
breach is modelled as instantaneous. Despite the better agreement between lab-
oratory data and numerical results for the bore front location when the gate is
opened slowly (Figure 5.3a), it is observed clearly in Figure 5.4 (a & b) that
modifying the inflow affects the free surface elevation close to the gate signifi-
cantly, particularly during the initial stage of the numerical simulation. At the
gauge located 1 m downstream of the dam wall (Figure 5.4b), the magnitude of
the initial bore elevation is lower when the gate is opened slowly (at ≈ 1 s), as
expected. However, after the primary bore front has moved further downstream,
and up until t ≈ 4 s, the free surface elevation is overestimated when the breach
is not instantaneous. For t > 4 s, after which time the gate is fully open in both
scenarios, the discrepancy between the results is greatly reduced.
From Figure 5.4, it is evident that the results of the free surface elevation are
most sensitive to inflow conditions immediately downstream of the dam breach,
during the initial seconds following the rupture. Further downstream, free sur-
face elevation profiles are less affected by initial inflow conditions. These results
underline the difficulty of modelling complex, supercritical dam break flows using
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the depth-averaged shallow-water equations, particularly for the region close to
the dam wall during the initial seconds following the dam break, when the ver-
tical velocity component of the flow is significant at this location. The results
presented in Figures 5.3 and 5.4 underline the care required when choosing the
appropriate inflow boundary conditions, and in interpreting the corresponding nu-
merical results, the latter of which should always be done with consideration for
the limitations of the particular numerical solver, in this instance the limitations
of the depth averaged scheme. However, these results confirm that the shallow
water equations can be used for successful modelling of complicated dam break
flows, provided that the initial seconds following the dam breach are interpreted
with care. Although this test case does not include sediment, the difficulties in-
volved in modelling the initial hydrodynamics following a dam breach could have
a significant impact on the final bed profiles if the downstream bed is erodible.
This is discussed in further detail in Section 5.2.3.
(a)







































Figure 5.2: Delft University of Technology wet-bed partial dam breach: surface
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Figure 5.3: Delft University of Technology wet-bed partial dam breach: bore
front locations at t = 1 s, 2 s, 3 s and 4 s; laboratory data from Stelling and
Duinmeijer (2003) (dotted line) and present numerical model (solid black line)
for two cases; (a) slow gate opening included in numerical predictions, and (b)























































































































Figure 5.4: Delft University of Technology wet-bed partial dam breach: time
history plots at different gauge locations, -1 m, 1 m, 6 m, 13 m from gate, along
the centre of the basin for laboratory data (red dotted line), numerical model
of Stelling and Duinmeijer (2003) (grey line) and present numerical model; solid
black line - inflow modified using (5.1), dashed black line - instantaneous dam
breach.
5.2.2 Dam Breach over a Dry-bed
As mentioned briefly in Chapter 4, to compensate for the lack of a wetting and
drying algorithm required for flow over initially-dry, sloping or rough beds, a
very thin layer of water is used to represent the initially-dry downstream bed test
94
case. The ‘dry’ downstream basin is covered with water of depth, h = 1×10−5m.
Similarly to the frictionless rectangular dam breach (see Section 4.1.3), when the
downstream basin is initially dry, the bore front propagates downstream at a
higher velocity than in the initially wet-bed case, but the bore does not expand
as much laterally in the early part of the simulation (Figure 5.5a). A rarefaction
wave is not evident in the dry-bed case; however, a water plateau forms between
the bore front and the dam wall. As in the wet-bed case, after the circular bore
front has reached the channel sides, the reflected waves, propagating towards the
centre of the channel, begin to interact with the bore, causing the bore front to
straighten. By t = 18 s (Figure 5.5b), the interaction of the reflected waves in the
centre of the channel approximately 10 m from the gate results in the formation
of a symmetric, free surface pattern. The results are in excellent agreement with
the numerical results presented by Liang et al. (2004), included in Figure 5.5a,
who used an extensively-validated shallow-water model and a quadtree grid.
(a)
(b)

















Figure 5.5: Delft University of Technology dry-bed partial dam breach: surface
and contour plots at t = 4s and t = 18s.
The locations of the bore front, presented in Figure 5.6, at t = 1 s, 2 s, 3 s,
and 4 s, are in satisfactory agreement with the laboratory data. As is observed
for the wet-bed case, the speed of the bore front is much faster in the numerical
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simulation than in the physical experiment if the breach forms instantaneously at
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Figure 5.6: Delft University of Technology dry-bed partial dam breach: bore front
location at t = 1 s, 2 s, 3 s and 4 s; laboratory data from Stelling and Duinmeijer
(2003) (dotted line) and present numerical model (solid black line); (a) slow gate
opening included in numerical predictions, and (b) gate removed instantaneously
at t = 0 s.
Figure 5.7 presents the time history plots of the free surface elevation at
different gauge points for both scenarios; instantaneous removal of the dam wall
and slow lifting of the gate. The results of the initially ‘dry’ bed case appear to
be more sensitive to the inflow boundary conditions than in the wet-bed case.
This is because the water depths are a factor of 10 smaller in this case; a small
absolute difference in the results appears as a large relative difference between
numerical simulations, particularly evident in Figure 5.7(b). Similarly to the wet-
bed experiment, the largest discrepancies between the present numerical results
and the laboratory-based data are observed at the gauge nearest to the dam
wall, in the first 4 s seconds following the breach (Figure 5.7b). Again, this is
the region where the shallow-water approximations are likely to deviate from the
physical experiment because the vertical velocity component is non-negligible,
and the curvature of the free surface profile does not strictly conserve hydrostatic
pressure, as is assumed in the derivation of the governing equations. However,
at all other gauges, and for t > 4s, the numerical results are in satisfactory
agreement with the experimental results. It is also interesting to note that, in
Figures 5.4(a) and 5.7(a), more fluctuation is observed in the free surface elevation
in the numerical model than in the laboratory-based data. These exaggerated
free surface variations were also observed by other authors, including Stelling
and Duinmeijer (2003), Liang et al. (2004), and Li et al. (2013b), and could be
a result of the difficulty in modelling supercritical flow through the narrow gate
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and reflections observed in the reservoir in the numerical model.
Allowing for the above discrepancies and the well-known limitations of the
shallow water equations for modelling the initial seconds following a dam breach,
the overall results obtained by the present numerical model are in close agreement
with the numerical results obtained by Stelling and Duinmeijer (2003) and Liang
et al. (2004), and in good agreement with laboratory-based data for the wet-bed
and ‘dry’-bed cases, shown in Figures 5.2 and 5.4, and Figures 5.5 and 5.7.
Although this test case does not consider sediment transport, the geometry
of the experiment is similar to Section 5.2.3, a dam breach over a mobile bed.
The hydrodynamics presented above will be exploited to explain qualitatively the
final bed topography of Section 5.2.3.
Figure 5.7: Delft University of Technology dry-bed partial dam breach: time
history plots at different gauge locations, -1 m, 1 m, 6 m, 13 m from gate, along
the centre of the basin for laboratory data (red dotted line), numerical model
of Stelling and Duinmeijer (2003) (grey line) and present numerical model; solid
black line - inflow modified using (5.1), dashed black line - instantaneous dam
breach.
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5.2.3 Case 11: Experimental 2D Dam Break over Mobile
Ded
This test case considers a 2D dam break experiment conducted in the Hydraulics
Laboratory, Université Catholique de Louvain, within the framework of the NSF-
Pire project (Soares-Frazão et al., 2012). The flume was 3.6 m wide and had a test
length of approximately 27 m. A 1 m wide dam breach, induced by rapidly lifting
a gate located at x = 0 m (Figure 5.8), modelled numerically as an instantaneous
breach, created a laterally and longitudinally expanding wave. The mobile bed,
initially 0.085 m deep, was spread 1 m upstream and 9 m downstream of the dam
wall. In the rest of the flume, the horizontal, flat bed was fixed. The sediment had
a median grain size d = 1.61 mm and relative density s = 2.63. The mobile bed
porosity ε = 0.42. The Manning coefficient was estimated as n = 0.0165 sm1/3
for the mobile bed and n = 0.01 sm1/3 for the fixed bed. The initial water level
was 0.51 m upstream and 0.15 m downstream of the gate. The experiment was
run for 20 s, after which time the gate was closed and the flow stopped. At 8
gauge locations (see Figure 5.8 and Table 5.1) the water level was measured every
0.1 s for the 20 s duration using ultrasonic gauges. The final bed elevation was
then measured from x = 0.5 m to x = 8 m every 0.05 m (Figure 5.10).
The computational domain is discretised on a uniform mesh of square cells,
each of length ∆x = ∆y = 0.05 m, with the time step ∆t = 0.01 s to ensure
stability. Slip boundary conditions are imposed at all walls, with an open, trans-
missive boundary at the outflow. Bedload is the dominant mode of transport.
Two numerical tests were run using different closure relationships for sediment
transport, CB1 and CB2. In CB1, the entrainment and deposition coefficients
E and D, are set to zero, and (2.19e) reduces to a traditional Exner-type bed
morphology equation, where the bedload discharge is calculated using the Meyer-
Peter-Mueller formula (2.22). For CB2 and CB3, the bedload discharge compo-
nents qbx and qby are neglected and E and D are used to model the sediment
transport using (2.29) for entrainment and deposition, respectively, such that,




























Figure 5.8: Plan view of (a) the experimental set up and (b) the location of the
water depth gauges for the 2D partial dam breach experiment at the Université
Catholique de Louvain (UCL Soares-Frazão et al., 2012). All distances given in
m.
where, αd is calculated using (2.30) and ceq is calculated using (2.32). In CB2,
the modification factor φe = 1. In CB3, φe = 2 is chosen to account for the fast,
transient flow observed during the dam breach experiment.









Table 5.1: Université Catholique de Louvain partial dam breach experiment:
gauge locations for recording the flow depth in the flume.
These two cases are used to validate the accuracy of the numerical solver, to
investigate the uncertainty which lies in the choice of closure relationships and to
highlight the importance of using fully-coupled solvers to model accurately the
interaction between highly unsteady flows and sediment transport.
Figure 5.9 compares the free surface elevation time histories for cases CB1
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Figure 5.9: Université Catholique de Louvain partial dam breach experiment:
free surface elevation profiles for; the experimental results (circles), CB1 (red
solid line), CB2 (black solid line), and CB3 (grey solid line) at gauge locations:
(a) US1, (b) US2, (c) US5, and (d) US6.
and CB2 with the measured results. Noting that the numerical model results are
symmetric about y = 0 m, results at Gauges 1, 2, 5 and 6 are shown in Figure
5.9. In both cases, there is satisfactory agreement between the numerical predic-
tions and the experimental data; in particular the celerity and amplitude of the
bore front are well captured at all gauges, although there are some discrepancies
at US1, located at the corner of the dam wall. A similar finding was reported
by Swartenbroekx et al. (2013), who noted that the 2D depth-averaged model
is unable to account for the turbulent shear stresses due to the vertical wall at
the corner, which would act to slow down the flow, as observed in the laboratory
experiment results. Similarly to Test Case 5.2.1 (Figure 5.4b), the free surface
profile is overestimated in the numerical model immediately downstream of the
dam opening (location US2). Both CB1 and CB2 yield almost identical results
at t < 5 s. This validates the assumptions described previously in Chapter 2
in using (5.2) to model scenarios which are considered to be dominated by bed-
load transport; choosing the appropriate closure relationship for ceq ensures that
the depth-averaged concentration of suspended sediment remains small, and the
hydrodynamics are not affected significantly by the change in mixture density.
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However, after this time, the scour hole has evolved differently for the three cases,
and this affects the free surface elevation. For t > 5 s, at US6 the predicted free
surface profiles vary less than the measured free surface. From the contour plot
of the final bed topography (Figure 5.10) it can be seen that a second scour hole
has formed at US6 in the experiment which is not reproduced by either of the
numerical models. The large variation in η observed at US6 in the laboratory
(Figure 5.9d) can be attributed to the presence of this scour hole.
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Figure 5.10: Université Catholique de Louvain partial dam breach experiment:
final bed topography contours for (a) measured data, (b) CB1, (c) CB2, and (d)
CB3. Black dots in (a) indicate locations of the water gauges; US1, US2, US5,
and US6. Dashed lines in (b) indicate the locations of the bed profiles shown in
Figure 5.11.
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Figure 5.11: Université Catholique de Louvain partial dam breach experiment:
final bed profiles from x = 0.5 m - 8.0 m; (a) y = 0.2 m, (b) y = 0.7 m, (c) y =
1.45 m; for measured data (circles), CB1 (red solid lines), CB2 (black solid line),
and CB3 (grey solid line).
A prominent feature of the experimental results is the well-defined undula-
tions in the final bed topography, seen in Figure 5.10(a). In the literature, the ab-
sence of bedforms in shallow water simulations of dam break flows which include
bedload transport, is often attributed to the limitations of the depth-averaged
equations which cannot account for vertical accelerations (see e.g. Capart and
Young, 1998; Spinewine and Capart, 2013; Canelas et al., 2013). Indeed, the ver-
tical accelerations do impact scour formation and resulting bedforms, particularly
immediately downstream of a dam break, where the vertical velocity component
is a prominent feature of the flow (see for example, Capart and Young, 1998). It
would be reasonable to conclude that the absence of this vertical velocity compo-
nent in the shallow water model is largely responsible for the underestimation of
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the first scour hole when comparing measurements and numerical results, as seen
in Figures 5.10 and 5.11. There are, however, other physical mechanisms which
could be responsible for the undulations seen further downstream, at x > 2.5 m.
Notably, these bedforms appear to have very similar features to cyclic steps,
formed during supercritical flow over an erodible, usually sloping, bed (see for
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Figure 5.12: Université Catholique de Louvain partial dam breach experiment:
spatial profiles of free surface elevation (solid black line), bed elevation (solid grey
line), and Froude no. (dashed line), for CB2 at; (a) t = 4 s, (b) t = 5 s, (c) t =
8 s and (d) t = 10 s.
flows (Parker and Izumi, 2000). They are particular bedforms bounded by hy-
draulic jumps which develop because erosion dominates under fast supercritical
flow and deposition occurs at the point of transition from supercritical to sub-
critical flow. Although no measurements were available for the bed morphology
during the course of the experiment, the process of erosion and deposition which
produces cyclic steps, well-described by Kostic et al. (2010), is clearly visible in
the time history spatial profiles for CB2 in Figure 5.12. A well-defined hydraulic
jump propagates downstream at the location where the rarefaction wave, associ-
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ated with the primary bore front, meets the high-velocity flow emanating from
the dam breach. Similar hydrodynamics were previously described in the discus-
sion of Test Case 5.2, Figure 5.2. Sediment entrained by the fast supercritical
jet emerging from the dam, seen in the deepening of the scour hole at x < 3 m
over time, is deposited immediately downstream of this hydraulic jump, forming
a hump in the bed profile. Because the hydraulic jump is pushed downstream by
the high-velocity jet, the process of deposition is repeated downstream, forming
a series of bed-humps. In Figure 5.12 it can be seen that the bedforms induce
waves in the free surface, which sustain the bedforms allowing them to increase
in size with time. Previously, cyclic steps have been reproduced successfully by
several researchers using 1D shallow-water models coupled with the appropriate
relations for D and E (e.g. Sun and Parker, 2005; Balmforth and Vakil, 2012).
To the author’s knowledge, this process has not been well documented for more
complex 2D shallow-water flows but merits future investigation.
Although in CB2 use of the formulation proposed by Cao et al. (2010) does
predict satisfactorily the undulated bed profile along the centre of the channel
(see Figure 5.11a), from Figure 5.10, it is clear that the bedforms in the numerical
model do not have the same planar shape as those observed in the laboratory.
Rather, the final bed topography in CB2 follows a diagonal pattern (Figure 5.10c),
mirroring the complex free surface behaviour which develops due to the interac-
tions of the bore with the flume walls, as seen in more detail in Test Case 5.2.1
(Figure 5.2). It is likely that additional momentum would have been removed
from the flow to create the deeper scour hole formed at x ≈ 1 m in the physical
experiment. As a result, the intensity of the reflections of the bore front and side
walls would have been reduced, which could have resulted in a more unidirectional
flow, allowing for the hydraulic jump to spread across the entire channel width,
as opposed to taking up the diagonal form seen in the numerical simulations. Be-
cause sediment deposition is directly related to the free surface pattern, and the
resulting bed morphology strongly impacts the hydrodynamics (see Figure 5.12)
a small discrepancy in the initial free surface pattern could significantly affect the
final bed topography. This hypothesis is supported further when analysing the
final bed topography of case CB3, (see Figure 5.10d) where a larger modification
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coefficient, φe = 2 is used. It can be seen in Figure 5.10(d) that the deeper scour
hole immediately downstream of the breach affects the final bed topography fur-
ther downstream. Although the undulations simulated in CB3 are less planar
in shape than the final laboratory measurements, the diagonal shape is reduced
somewhat when compared to CB2, Figure 5.10(c).
Soares-Frazão et al. (2012) note that bed undulations were not captured by
most of the shallow water models in the initial NSF-Pire project, although certain
models which used a very fine mesh (∆x = 0.02 m) did reproduce qualitatively
some of the bedforms. Interestingly, the latter models used either two-layer depth-
averaged schemes with closure relationships for sediment transport based on the
local bed shear stresses (for example Swartenbroekx et al., 2013), or the formu-
lation used in CB2 and CB3, which allows for local entrainment and deposition
of particles (see Cao et al., 2010). This is an important finding, reiterated in
the present study, which encourages further research into refining the sediment
transport model used in CB2 and CB3 and other such models which allow for
local entrainment and deposition, even when bedload transport appears to be
the dominant process. In a more recent study, Fourtakas et al. (2013) used a
SPH model to simulate this test case. Fourtakas et al.’s results were in excellent
agreement with the measured results, although at high computational cost.
In the absence of more detailed experimental measurements of the free surface
elevation along the entire length of the erodible bed, as well as measurements of
bed morphodynamics during the course of the experiments, the latter which are
difficult to obtain in practice, the above explanation is not intended as an absolute
description of the physical processes which occurred during the experiment. It is
presented as a qualitative analysis of highly coupled water-sediment interactions
and offers an alternative interpretation of the formation of bedforms under dam
break flows.
One of the main conclusions of Soares-Frazão et al. (2012), through compar-
ison of various numerical model results with the measured data, is that a major
uncertainty in sediment transport modelling lies in the choice of empirical formu-
lae and closure relationships. This is reiterated in the present work, where the
final bed topography profiles vary significantly depending on the closure model
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used, even though all other aspects of the numerical solver are identical in all
cases. In addition, the present results suggest that oscillations observed in dam
break flows over mobile, granular beds, cannot be attributed solely to vertical ac-
celerations, often suggested in the literature (Capart and Young, 1998; Spinewine
and Capart, 2013). Indeed, it appears that even when bedload transport domi-
nates, under certain conditions, local erosion and deposition of particles may be
responsible for the final bed morphology. In light of this, future numerical studies
of bedload transport caused by dam break flows, which consider alternative ap-
proaches to the Exner-type equation, and admit local entrainment and deposition
of particles, merit investigation.
This validation case highlights another advantage of this numerical model; it
can be used to investigate a very wide range of sediment transport formulae, from
the Exner-type equations for bedload transport, to the total load transport form
of the sediment transport equations. Thus, it could be used for a large variety of
engineering applications and different flow-sediment regimes, provided that care
is taken when choosing the appropriate closure relationships.
5.3 Case 12: Partial Dam Breach Flow over
Partly-mobile Bed
The final demonstration case of water-sediment interactions is based on experi-
mental results presented by Xia et al. (2010) of a partial dam breach flow over
a partly erodible bed. The experiment was carried out in the Department of
Hydraulic Engineering, Tsinghua University, China. Predictions by the present
model are compared against the experimental measurements at Tsinghua Uni-
versity and results by an alternative finite volume approximate Riemann solver,
reported by Xia et al. (2010).
The experiment was carried out in a rectangular flume, 18.5 m long, and
1.6 m wide, with an initially horizontal bed. A thin-walled dam, located 2 m
downstream of the upstream wall of the basin, held back water, 0.4 m in depth in
a reservoir. The initial water depth downstream of the dam was 0.12 m. The bed
included a 4.5 m long tray filled with coal ash, commencing at the downstream
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face of the dam wall, at x = 2 m (see Figure 5.13). Everywhere else the bed
was constructed from non-erodible concrete. The initial surface elevation of both
the erodible and non-erodible beds is set to 0 m in the numerical simulation. In
the laboratory experiment, a 20 cm breach was opened abruptly in the centre of
the thin-walled dam, at t = 20 s. The downstream boundary comprised an open
overflow. The erodible bed region was made of coal ash, containing a range of 6
particle sizes, of median diameter d = 0.135 mm, mean density ρs = 2248 kg m
-3

















Figure 5.13: Plan view of the laboratory flume in Tsinghua University, China.
All values shown in m.
The following numerical simulations concern a uniform bed, with particle
diameter set to the median size. The Manning coefficient n = 0.015 sm-1/3,
following Xia et al. (2010). All boundaries are represented by a reflective, solid
wall boundary condition, except for the downstream boundary which is open,
transmissive. The model is discretised on a mesh with cell sizes ∆x = 0.01 m and
∆y = 0.025 m, and the time step, ∆t = 0.002 s. The only data available from the
laboratory experiment for comparison, are two final cross-section profiles of the
bed level, at x = 2.5 m, and x = 3.5 m. Due to the lack of laboratory-based data,
such as time histories of free surface elevation profiles, or final bed topography
data along the entire plan area of the flume, this test case can be used only as a
qualitative study. It poses an interesting case to investigate some of the features of
fully-coupled, complicated water-sediment interactions, highlighting some of the
challenges for shallow water-sediment modellers; but it cannot be used to validate
the numerical model quantitatively. In this respect, two different scenarios are
simulated numerically. The first case, TC1, represents the initial conditions noted
above, with the reservoir water depth h = 0.4 m. In the second case, TC2, the
upstream water depth is increased to h = 0.6 m. In both scenarios, D and E are
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calculated using equations (2.24) and (2.28), respectively. The entrainment flux
coefficient required in (2.28) αe = 5 × 10−6 in TC1, and αe = 1 × 10−6 in TC2.
These values of αe are selected to yield maximum erosion depths at x = 2.5 m
similar to those observed in the laboratory experiment.






























Figure 5.14: Tsinghua University dam breach experiment: final bed topography
cross sections for TC1 and TC2 at; (a) x = 2.5 m, and (b) x = 3.5 m.
In Figure 5.14, the final bed-elevation cross-sections at x = 2.5 m and x =
3.5 m, are compared with the laboratory based data, and numerical results ob-
tained by Xia et al. (2010), who used an alternative FV approximate Riemann
solver. In the numerical simulations, lateral erosion is underestimated at x =
2.5 m. The underestimation of scour immediately downstream of the dam breach,
especially in the lateral direction, was observed previously (Section 5.2.3). Once
again, this is likely to result from the shallow water formulation, which is un-
able to simulate the vertical velocity component - a strong feature of dam breach
flow, particularly in the initial seconds after rupture (see e.g. Cao et al., 2004).
Moreover, in the present test case, the ratio of the width of the dam breach to
the flume width is much smaller (≈ 12.5%), which would result in higher exit ve-
locities, in both horizontal and vertical directions. Thus, the absence of vertical
accelerations in the numerical simulations would provoke even larger discrepan-
cies between observed and computed results than those observed in Section 5.2.3.
When the entrainment coefficient, αe for TC1 is selected to yield reasonable re-
sults for the maximum erosion depth at x = 2.5 m, it is seen in Figure 5.14(b) that
further downstream, the scour hole is largely overestimated. Several values of αe
were investigated for TC1 and, regardless of the value of αe, the ratio between the
scour hole at the two locations was the same. In essence, although the magnitude
of the erosion is affected by the value of αe, it has no significant impact on the
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general shape of the final bed topography. Due to the lack of laboratory data, it
is not possible to determine the exact reason for the difference between observed
and computed results. However, a comparison between the results of TC1 and
TC2 will be used to explore the highly coupled flow-sediment interactions which
could explain these results.
Figure 5.15 and Figure 5.16 present the numerical predictions of the bed
elevation zb and the streamwise flow velocity contours u, at t = 1 s, 5 s, 10 s, and
20 s, for TC1 and TC2, respectively. Noting that E is proportional to |u|3, the
contour plots of u are a good representation of the erosion rate along the flume.
At t = 1 s, (Figure 5.15 - a, e, j), it is seen that a deep but narrow hole is eroded
when the fast moving jet emerging from the breach impacts the erodible bed.
In Figure 5.16 (a, e, j), the scour hole at this time is shallower, but significantly
wider, than for TC1. This is because the value of αe is 5 times smaller, in order to
match with the experimental results. As the bore front moves downstream, at t =
5 s, it may be observed that, in TC2, the magnitude of u remains locally elevated
at x ≤ 2.5 m but is approximately 30% lower further downstream (Figure 5.16 -
j), i.e. the flow velocity reduces significantly downstream of the large scour hole at
x ≈ 2.5 m. Correspondingly, the local bed erosion is much greater at x ≈ 2.5 m.
After t > 5 s, u continues to reduce, with relatively elevated values observed at
several locations along the centreline of the channel (Figure 5.16 - k, l), resulting
in some erosion further downstream (Figure 5.16 - c, d, g, h). It is clear from
Figure 5.16 that maximum erosion occurs at x ≈ 2.5 m in the initial seconds
following the dam rupture, as was seen previously in Figure 5.14 (a). Returning
to Figure 5.15, the difference in magnitude between u at x = 2.5 m and x = 3.5 m
is much less significant in TC1, particularly at t = 5 s and t = 10 s (Figure 5.15
- j, k); resulting in more uniform erosion along the length of the erodible section
of the flume (Figure 5.15 - b, c, g, h).
One explanation for the differences observed between TC1 and TC2, and also
for the better agreement between the results of TC2 and the experimental re-
sults, is that the exit velocity at the breach location is much higher for TC2,
due to the larger head difference between the reservoir water level and the initial
downstream basin water level. In particular, the radial component of the flow is
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greater in TC2, resulting in a wider scour hole at t = 1 s (Figure 5.16 - a, e, i).
The bed erosion removes momentum from the flow, thus reducing the flow speed.
In Figure 5.16 (i), it is observed that the flow expands in the transverse direction
downstream of the scour hole. This occurs because the downstream face of the
hole acts as a bed step, or an ‘obstacle’ to the supercritical jet emerging from the
breach. As the flow encounters this ‘obstacle’, a hydraulic jump is formed (seen
by the sharp decrease in velocity at x = 2.5 m in Figure 5.16 - j), removing addi-
tional momentum from the flow. Simultaneously, the ‘obstacle’ resists flow in the
streamwise direction, causing the flow to spread out in the lateral direction, fur-
ther reducing the downstream velocity in the streamwise direction. In this sense,
the higher velocity of the emerging jet in TC2 compensates for the absence of the
vertical velocity component which would provoke significant erosion immediately
downstream of the breach in the laboratory-based experiment.
The above description of the flow-mobile-bed interactions is compatible with
observations from the previous test case in Section 5.2.3, where the maximum
depth and the lateral erosion of the scour hole was underestimated by the present
numerical model, and also by all of the shallow water models used in the initial
study (see Soares-Frazão et al., 2012). At the time of writing, it is the author’s
view that the discrepancy observed between the experimental and numerical re-
sults in Figure 5.14 primarily arises from the assumptions made in the derivation
of the shallow water equations, which cannot account for the vertical velocity
component, resulting in reduced scour immediately downstream of the breach.
However, other secondary aspects are worth noting. Firstly, from Figure 5.14
it can be seen that the slope of the bed is greater than the angle of repose of
sediment, ϕ ≈ 30◦. In the numerical model, no algorithm has been included to
allow for bank failure in the transverse direction when the bed slope exceeds the
submerged angle of repose of the sediment grains. The results in Figure 5.14
suggest that the addition of such an algorithm should be included in the shallow
water-sediment model to improve the accuracy of the final results. Examples of
such algorithms include those presented by Swartenbroekx et al. (2010) and Sun
et al. (2015). Secondly, the numerical results presented here are for a uniform
sediment grain size. However, even when several grain sizes were used, the re-
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sults obtained were not affected significantly. This is because the shielding effect
of the different grain sizes is not included explicitly in the model - a challenge
to sediment transport numerical models. Lastly, much uncertainty still exists in
the choice of closure relationships. As noted above, although the value of of the
entrainment coefficient, αe does affect the magnitude of bed erosion, αe does not
alter the shape of the final bed profile nor the ratio of the final bed levels at
x = 2.5 m and x = 3.5 m. However, the final shape of the bed profile is sensi-
tive to the formula selected to evaluate E. To investigate this, two alternative
empirical formulae for E are investigated for TC1 (h = 0.4 m), both which use
equation (2.29), combined with an empirical formula to estimate ceq for suspended
sediment.
In the first instance, TC1a, αd = 4 (required for (2.29)) and ceq is calculated








where the symbols have the same meaning as given in previous chapters and in
the Notation list.








Note that all of the above equations for E are a function of the average flow
velocity |u|3, the flow depth h, and the physical properties of the sediment grains.
The results of the three cases, TC1, TC1a, and TC1b, are presented in Figure 5.17
and Figure 5.18. It can be seen that the final bed topography is greatly affected
by the choice of closure relationship, although the lateral bed scour is always
underestimated and the downstream scour hole is systematically overestimated,
suggesting that the primary reason for the discrepancies given above is plausible.
It is noted that the differences between the observed and computed final bed
elevation profiles do not result from errors in the discretisation technique estab-
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lished in the model, which has been verified extensively in previous test cases.
Instead the results highlight certain challenging aspects encountered in modelling
complicated shallow water-sediment interactions. This study shows the obvious
importance of using fully coupled numerical models because of the strong feed-
back that exists between the free surface elevation and the rapidly changing bed
surface. There is a gap in the current literature of reliable test cases concerning
rapidly varying, complex flows over mobile beds; particularly those beds compris-
ing fine sediment for which the dominant mode of sediment transport is suspended
sediment. In order to improve our understanding of the interaction of these pro-
cesses, it is imperative to conduct more detailed experiments. In addition, many
of the empirical formulae used to describe sediment transport are derived for
less active sediment exchange between the water and the bed, and the present
formulae may be unsuitable for rapidly-varied flow conditions.
5.4 Chapter Summary
In this chapter, numerical simulations have been presented of three laboratory-
flume experiments. The results from the first test case have validated the accuracy
of the numerical solver in capturing complicated 2D partial dam breach flows over
fixed beds. The numerical simulation results for the propagation speed and am-
plitude of the bore front were in excellent agreement with the laboratory-based
data. It has been demonstrated that the depth-averaged model results are sensi-
tive to the inflow boundary conditions imposed. The subsequent test cases have
considered complicated flows over a mobile bed. In the second test case, origi-
nally presented by Soares-Frazão et al. (2012), very satisfactory agreement was
obtained for the flow hydrodynamics. The dominant mode of transport in this
case was by bedload. The numerical simulations were able to predict with rea-
sonable accuracy the final shape of the bed topography, however the fine details
of the bedforms were not captured by the depth-averaged model. By compar-
ing final bed topography results using different closure relationships for bedload
transport, it was concluded that the traditional Exner-type bedload transport
formula, which relates the bed morphology to the bedload discharge, may not be
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appropriate for fast, transient flows. Instead, use of closure relationships which
allow for local entrainment and deposition of sediment particles lead to the sim-
ulation of smaller bed forms to a greater degree of accuracy. Indeed, this merits
future investigation. The final test case considered a partial dam breach flow
over a partly erodible bed, consisting of fine particles, transported as suspended
sediment. Only limited data were available for the comparison with numerical
simulations. For this reason, it has not been possible to validate the flow hy-
drodynamics reproduced by the numerical model. However, this test case has
highlighted the importance of using the fully-coupled water sediment equations
for fast, supercritical flow over a mobile bed because of the strong feedback com-
ponent between the bed morphology and the flow hydrodynamics. It has also
been seen that the numerical results are quite sensitive to the choice of empirical
formula used to estimate the entrainment flux. Some of the limitations of the
shallow water models for simulating the erosion downstream of a dam breach
have also been discussed. In particular, the depth averaged formulation of the
equations has difficulty modelling the extent of scour immediately following the
rupture, mainly due to the absence of vertical velocity components assumed in
the derivation. Finally, with consideration for the above-stated, widely-known
limitations of shallow-water models, it was shown that the numerical model pre-
sented here is well capable of modelling the global water-sediment interactions,
and has proved to be an excellent tool for gaining insight into complicated shallow
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Figure 5.15: Tsinghua University dam breach experiment: bed elevation and
streamwise velocity magnitude for TC1 (αe = 5 × 10−6; h = 0.4 m) at t = 1 s,
t = 5 s, t = 10 s, and t = 20 s; (a) - (d) 3D visualisations; (e) - (h) contour
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Figure 5.16: Tsinghua University dam breach experiment: bed elevation and
streamwise velocity magnitude for TC2 (αe = 1 × 10−6; h = 0.6 m) at t = 1 s,
t = 5 s, t = 10 s, and t = 20 s; (a) - (d) 3D visualisations; (e) - (h) contour
plots of bed elevation zb (m); (i) - (l) contour plots of the streamwise velocity
magnitude u.
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Figure 5.17: Tsinghua University dam breach experiment: final bed topography
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Figure 5.18: Tsinghua University dam breach experiment: 3D visualisation of
final bed elevation, at t = 20 s, for; (a) TC1, (b) TC1a, (c) TC1b, and (d) TC2.
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Chapter 6
Flow Through a Porous
Obstruction in a Shallow Channel
In this chapter, the numerical model presented in Chapter 3 is used to inform
a theoretical model developed to predict the flow passing through and around a
uniform porous obstacle, represented as a patch of increased bed roughness, in a
shallow channel, where background friction is important. This problem is relevant
to a number of practical situations, including flow through aquatic vegetation, the
performance of arrays of turbines in tidal channels and the hydrodynamic forces
on offshore structures. To demonstrate this relevance, the theoretical model is
used to (i) reinterpret the core flow velocities in existing laboratory-based data
for an array of emergent cylinders in shallow water, and (ii) reassess the optimum
arrangement of tidal turbines to generate power in a tidal channel.
6.1 Introduction
Consider a uniformly porous obstruction in a shallow channel. The obstacle,
represented as a patch of increased bed friction, is located in the centre of the
channel (Figure 6.1) and is assumed to be rectangular, with planar dimensions
w and l, and compact, such that the aspect ratio AR = w/l ≥ 1. The channel
is assumed to have uniform depth h0, width W , and uniform flow with steady
depth-averaged upstream velocity U . Natural bed resistance is introduced as a
quadratic drag coefficient Cf , and the resistance of the obstruction is defined in
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Figure 6.1: Plan view of a channel with a porous obstacle. Symbols and
locations defined in Section 6.2.
Provided that h0 is small (i.e. shallow) relative to the obstacle and channel
dimensions, the usual approach is to use the shallow water equations to model
this type of simplified problem. If the Froude number is small, it is then possi-
ble to show that three dimensionless parameters influence the core flow velocity,
provided the obstacle is compact (i.e. AR >∼ 1; see Section 6.3.2). These param-
eters are: (i) the porosity of the obstacle (or, equally, its dimensionless resistance
kp); (ii) S = Cfw/h0, which explains the importance of natural drag and is often
referred to as a stability number in the literature on shallow flow (Chen and Jirka,
1995); and (iii) the channel blockage ratio B = w/W . The stability number is a
balance of the friction and inertia forces; as the value of S increases, vortices in
the near wake are suppressed and the near wake stabilises. Collectively this set
of three parameters defines a parameter space in which to explore the core flow
passing through the obstacle, with the solution space having direct application
to problems related to aquatic vegetation, offshore structures and tidal turbine
arrays. To date however, as mentioned in Chapter 1, previous studies have only
explored parts of the parameter space for this simplified problem, focusing on
just one parameter (porosity) or two parameters (porosity and stability number
or channel blockage ratio).
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In the present chapter the solution for the depth-averaged core flow velocity
passing through the porous obstacle in Figure 6.1 will be explored, accounting for
the combined influence of porosity (or obstacle resistance), channel blockage and
natural friction. To achieve this, an approximate theoretical model is developed,
which extends conventional momentum theory for a porous obstacle in a finite
channel to include background bed friction. It is shown that the inclusion of
background friction introduces an additional unknown length scale. To close the
theoretical model, numerical solutions based on the shallow water equations have
therefore been performed, using the solver described in Chapter 3, to estimate this
length scale over a practical range of S, B and kp. To demonstrate the utility of
the new theoretical model, it is then applied to two outstanding problems: firstly
the prediction of the flow through a very porous patch of aquatic vegetation;
and secondly the optimum arrangement of tidal turbines within a shallow tidal
channel.
The theoretical model presented in this paper, and the numerical simulations
performed to close the model, assume that depth-averaged shallow water equa-
tions are a satisfactory approximation to the flow field. With respect to this
assumption, Stansby (2006) has described limitations to depth-averaged mod-
elling in the near wake of a solid body in shallow water. Specifically, it has been
shown that changes in velocity gradients and shear stresses near the bed, which
result from horizontal and vertical mixing in the wake of the body, cannot be
captured in a depth-averaged model (Stansby, 2003). This implies that a shallow
water model may not capture the amplification in bed shear stress in the near
wake of a solid body. Since this shear stress would act to resist flow through a
porous obstacle, it also implies that a shallow water model is expected to over-
predict the core flow velocity passing through the porous obstacle. In addition,
Ball et al. (1996) found that an artificially high pile drag coefficient was required
in shallow water numerical simulations to match the measured velocity profiles
from experiments of flow through a group of piles. Ball et al. also showed that
the ratio of the numerical drag coefficient (required to match the measured ve-
locity) to the experimental drag coefficient increased as the porosity of the pile
group decreased. In light of these earlier studies, the shallow water model is used
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herein on the assumption that mixing and associated amplification of bed shear
stress in the near wake of the obstacle is small. Comparison of the model results
with experiments in 6.4.1 indicates the minimum obstacle porosities (maximum
obstacle resistances) for which this assumption appears to be valid.
6.2 Theoretical Model
To develop an approximate theoretical model for the problem in Figure 6.1, a
general form of the flow field is first assumed, and then arguments involving mass,
energy and momentum conservation are used to relate the core flow velocity to
the obstacle resistance in a similar way to that demonstrated by Garrett and
Cummins (2007) for an obstacle in a frictionless channel.
Figure 6.1 illustrates the assumed flow field, which has two key features.
Firstly the depth-averaged core and bypass flow, which are delineated by the
dashed streamlines, are assumed to be uniform (i.e. one dimensional). Secondly,
the dividing strealines are drawn as smoothly diverging lines, which implies that
the depth-averaged core flow velocity uc(x) and the depth-averaged bypass veloc-
ity ub(x) vary smoothly and monotonically along the channel. Specifically, the
core flow velocity reduces from the free stream velocity to α2U at the centre of
the obstacle, before reducing further to a minimum velocity α4U in the near wake
of the obstacle. Invoking continuity, the bypass flow velocity increases from the
free stream velocity to a maximum velocity β4U when the core flow is a min-
imum. The length scale over which these changes in core and bypass velocity
take place is L = Lu + Ld, where Lu and Ld are the distances upstream and
downstream of the obstacle where streamlines are close to parallel. Hence Lu
is an upstream adjustment length using the terminology in Rominger and Nepf
(2011), and Ld defines the distance from the centre of the obstacle to the near
wake. The smooth variations in core and bypass flow velocities over these length
scales are approximated by a cubic spline (as outlined below); it will be shown
later in Section 6.3.1, that the use of a cublic spline agrees well with numerical
simulations and laboratory based data.
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6.2.1 Cublic Spline
To form the spline, two piecewise cubic polynomials are defined on the intervals
x ∈ (−Lu, 0) and x ∈ (0, Ld). The first and second derivatives of these functions
are set equal at x = 0, and the following constraints are applied:






(uc (Ld)) = 0 . (6.2)
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, (6.4c)
b2 =
3 (α2 − 1)
2(L2u + LuLd)
+
3 (α2 − α4) (Lu + 2Ld)
2Ld (L2d + LuLd)
. (6.4d)
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The width of the bypass flow is
wb = W − wc =
w
B










Finally, from continuity, (ubwb + α2Uw)h0 = wh0U/B. Hence the bypass flow












6.2.2 Deriving the Theoretical Model
Based on the description of the flow field above, it is now possible to relate the
velocity coefficients in the core and bypass flow to the obstacle resistance using
conservation arguments. First, continuity between x = −Lu and x = Ld is used
to write (see Houlsby et al., 2008, for example)







Next, the Bernoulli equation is written along any streamline passing through the
obstacle, assuming unidirectional flow. Undertaking this separately upstream and
downstream of the obstacle, and taking the difference, gives












where ρ is the fluid density and the last term in (6.11) accounts for losses due to
bed friction over the upstream and downstream regions of the core flow, respec-
tively, and pxi represents the pressure at different locations xi along the channel
(noting that p is equal to ρg times the free surface elevation when the Froude
number is small; see Garrett and Cummins, 2007). Strictly speaking the integral
in (6.11) should omit the region within the obstacle; however it is assumed that
this region is small when AR > 1.
The Bernoulli equation can also be written along a streamline in the bypass
flow, leading to













Combining (6.12) with (6.11) gives
















Finally, writing a streamwise momentum balance for the channel extending be-
tween x = −Lu and x = Ld leads to
wh0
B
(p−Lu−pLd)− T − Fb − Fc (6.14)






wh0 (β4 − 1) ,
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where T is the total retarding force component due to the obstacle and Fb and
Fc are force components associated with seabed friction in the bypass flow and











c d (x/L) , (6.15)
and β4 is obtained from (6.9), and wb and wc are the width of the by-pass flow
and core flow, respectively, given by (6.7) and (6.5). The right hand side of (6.14)
represents the difference in momentum in the core and bypass flows respectively,
calculated using the values obtained for uc, ub, wc and wb in Section 6.2.1. In
(6.14) it is assumed that the change in water elevation upstream and downstream
of the obstacle is small so that the difference in hydrostatic pressure integrated
across the channel cross section at x = −Lu and x = Ld is given approximately
as wh0(p−LU −pLd)/B. The change in water elevation will be small provided that
the Froude number is small (see Garrett and Cummins, 2007).
Noting that the thrust T = (p−l/2 − pl/2)wh0, it therefore follows that (6.15)
can be combined with (6.10) and (6.14) to give
β24 (1−B)− β4 (2− 2α4) +
(































































where kp represents a local drag coefficient which, as noted previously, may be
interpreted as the dimensionless resistance of the obstacle. Equations (6.10),
(6.16) and (6.18) now provide the relationships that link the obstacle resistance
to the core flow velocity. For example, by selecting values for S, B, Lu and Ld
for a given scenario, it is possible to choose a wake velocity coefficient α4 and
simultaneously solve (6.16) for β4, and either (6.10) or (6.14) for α2 numerically.
The resistance kp corresponding to the chosen α4 can then be determined from
(6.18). Since kp varies monotonically with 1/α4 , a numerical solution for the
core flow velocity, which may be written functionally as: α2(kp, B, S, Lu, Ld), can
therefore be obtained numerically by repeating this process for a range of α4 .
The solution can be obtained numerically and gives an identical result to that
obtained by Garrett and Cummins (2007) in the limit S = 0. Alternatively,
when S > 0 the only practical difficulty in using the model is that the length
scales Lu and Ld must be quantified. Accurate evaluation of these length scales
is difficult because, although scaling arguments may be useful in some scenarios
(i.e. Rominger and Nepf, 2011, use scaling arguments to show that Lu ∼ O(w)
regardless of kp when B ≈ 0), in general Lu and Ld may vary with blockage
ratio and additional parameters such as stability number S. To explore this
dependency, numerical simulations are employed in the following sections.
6.3 Numerical Simulations
6.3.1 Shallow Water Model
The depth-averaged continuity and momentum equations are used to model the
flow through the channel in Figure 6.1. Sediment transport and bed morphology
are neglected, the depth-averaged density of the fluid is constant, and an addi-
tional shear stress is added to account for the presence of the porous obstacle.
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The governing equations (2.14a), (2.14b), and (2.14c) simplify to give
∂h
∂t




+ ρ (u · ∇)hu =− ρgh∇h− ρ (Cf + Cp)u |u | , (6.20)
where u = (u, v) represents the depth-averaged velocity velocity in horizontal
Cartesian coordinates (x, y), t is time, g is the acceleration due to gravity, ρ is
the density of the fluid, h is water depth, Cf parametrises natural bed resistance
throughout the channel, and Cp parametrises the (additional) equivalent shear
stress τp due to the porous obstacle (and is non-zero only within the obstacle);
so that,
τp = ρCpu |u| . (6.21)
Depending on the application, (6.21) may be rewritten in terms of the drag
coefficients, dimensions and solid volume fraction of constituent structures within
the obstacle. For an array of emergent circular cylinders, the depth-averaged force










where cD is the local drag coefficient of an individual cylinder, dc is the cylinder
diameter, Nc is the number of cylinders per unit plan area of the obstacle and
φ = πNcd
2
c/4 is the solid volume fraction of cylinders within the obstacle (i.e.
the geometric porosity is equal to 1 − φ). It should be noted that (6.22) is only
an approximation of the total force if cD is chosen based on data for isolated
cylinders. A more accurate estimate would include an effective cD accounting for
interference effects between cylinders.
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Alternatively, for an array of tidal stream turbines the net force per unit
width perpendicular to the flow is usually expressed in terms of the resistance kp
(Draper and Nishino, 2014); i.e.















where ac = Ncdc is the frontal area of cylinders per unit volume (Rominger
and Nepf, 2011). Hence kp may be used to represent the resistance of an array
of turbines or an array of cylindrical structures. Herein, results are presented
in terms of kp. However, conversion between parameters is straightforward using
(6.24). To simplify the problem it is useful to introduce non-dimensional variables
h′ = h/h0, x




+∇ · (h′u ′) = 0 , (6.25)
∂h′u ′
∂t′









u ′|u ′| , (6.26)
where Fr = U/
√
gh0 is the Froude number of the upstream uniform flow, and,
as defined previously, S = Cfw/h0 is the stability number and AR = w/l is the
aspect ratio of the obstacle. Scaling the geometry in Figure 6.1 introduces an
additional non-dimensional parameter: B = w/W . Hence, together with the
obstacle resistance kp, a total of five parameters enter the problem. This set can
be reduced to three if it is assumed that (i) Fr is small, so that variations in
water depth are everywhere small (i.e. ∇h′ is small), and (ii) the aspect ratio
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is of secondary importance for a compact obstacle (which is shown to be the
case in the following section). Consequently, the dimensionless velocity field and
the length scales Lu and Ld will depend only on the obstacle resistance kp, the
stability number S, and the channel blockage ratio B.
6.3.2 Numerical Solution
Equations (6.25) and (6.26) are solved numerically using the numerical model
described in Chapter 3. Free slip solid wall, reflective boundary conditions are
applied at the channel side walls, whilst at the upstream boundary the discharge
is prescribed and the water depth is extrapolated from cells inside the domain.
The water depth is fixed at the downstream boundary and the discharge is free
to vary by extrapolation. Domain boundaries are located 6w upstream and 25w
downstream of the obstacle to ensure that upstream flow divergence and down-
stream wake formation are not influenced by the boundaries. The obstacle is
inserted into the channel at t = 0 and the numerical model is run until the local
flow field close to the obstacle is approximately steady. For low values of stabil-
ity number this local flow field is not exactly steady, due to the development of
vortices in the far downstream wake flow field. The formation of these vortices is
qualitatively similar to that for a bluff body with base bleed (Wood, 1964), but
only results in small fluctuations (approximately 1-2%) affecting the velocity of
the core flow passing through the obstacle.
A uniform grid of square elements is used in the simulations. The time step
is chosen to give a maximum Courant-Friedrichs-Lewy number of 0.9. Grid con-
vergence tests indicate that with this time step changes in bulk flow velocity
are generally less than 1% when the number of grid cells is doubled from 32
to 64 across the width of the obstacle. A mesh with 32 cells/w is therefore used
throughout. Numerical simulations are conducted over the finite parameter space
S×B = (0, 0.09, 0.5, 1.0, 1.5)×(0.05, 0.1, 0.25, 0.32, 0.5), which is a representative
range for aquatic vegetation, offshore structures, and tidal turbine arrays. For
each combination of S and B within this space, a minimum of 4 to 6 different kp
values are investigated, ranging from kp = 1 to kp = 12−60, depending on stabil-
ity number and blockage ratio. This range is adequate to identify the maximum
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AR = 1 AR = 2 AR = 4 AR = 8 AR = 16 AR = 32
S = 0 0.538 0.532 0.526 0.525 0.523 0.522
S = 0.2 0.553 0.546 0.537 0.531 0.530 0.528
S = 0.5 0.618 0.599 0.585 0.577 0.573 0.573
S = 1.2 0.730 0.694 0.671 0.659 0.652 0.649
Table 6.1: Core flow velocity parameter α2 (defined in (6.27)) for B = 0.5,
kp = 12.
power dissipated by the obstacle for tidal turbine applications. It also provides
a range in obstacle resistance values typical of aquatic vegetation such as kelp
forests or mangrove forests, the latter which can be very dense and have large
associated k values (see for example Jackson, 1997; Mazda et al., 1997). In all
simulations Fr = 0.05, a sufficiently small value that the flow was insensitive to
any further reduction in Fr.
Preliminary simulations have also considered different obstacle aspect ratios
(Table 6.1). However, when kp is fixed, the influence of this ratio on the core
flow velocity is found to be negligible at low stability number, whilst at larger
stability number (S > 0.5) the core flow velocity is only sensitive to aspect ratio
if the aspect ratio is small (AR < 2). This lack of sensitivity to aspect ratio,
for sufficiently compact obstacles, implies that the flow does not ‘feel ’the length
of a compact obstacle, and so cannot differentiate between the different aspect
ratios modelled. Instead, the flow is resisted only by the net force applied by
the obstacle, which is described entirely by kp irrespective of obstacle length.
This result verifies the assumption made in Section 6.2, equation (6.11), that the
region within the obstacle can be included in the integral without affecting the
overall result, provided that AR > 1. For convenience, a value of AR = 4 is
adopted throughout the remaining numerical simulations in this chapter so that
the results are representative of a compact obstacle (i.e. with AR > 1) over the
range of kp, S and B values investigated.
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6.3.3 Numerical Results
Figure 6.2 presents the computed depth-averaged velocity field for two example
blockage ratios (B = 0.05 and 0.5) and three example stability numbers (S =
0, 0.5 and 1.5) when the obstacle has a fixed resistance of kp = 12. For comparison,
the figures also show the two streamlines which bound the fluid passing through
the centre of the obstacle. It can be seen that these streamlines diverge upstream
of the obstacle, as the core flow velocity reduces. Downstream of the obstacle
the streamlines then continue to diverge. For S > 0, the quadratic background
friction preferentially slows the faster bypassing flow so that both the bypass and
wake flow speeds recover to those of the upstream flow, and the streamlines begin
to converge.
Across the different scenarios in Figure 6.2 it can be seen that the streamlines
which bound the flow through the obstacle diverge by a greater amount as they
pass through the obstacle when both the blockage ratio and stability number are
small; indicating that the flow more easily diverts around the obstacle for the
low stability number and blockage ratio leading to a larger reduction in core flow
velocity. This result is also evident in Figure 6.3, which presents normalised core
flow velocity along y/w = 0. It can be seen in these figures that the core flow
velocity begins to reduce over some adjustment length upstream of the obstacle,
and then reduces monotonically through the obstacle (with a reduction that is
well approximated by the simple cubic spline functions used in Section 6.2.1). For
sufficiently large stability number the core flow begins to increase at some distance
beyond the near wake of the obstacle. Interestingly, Figure 6.4 indicates that the
profile of normalised core flow velocity along the channel is mostly affected by
the stability number and blockage ratio. In contrast only very minor differences
are evident across the range in resistance kp that have been investigated.
When developing the theoretical model in Section 6.2, two important assump-
tions were made regarding the flow field. Firstly, it was assumed that the core and
bypass flows are uniform. Secondly it was assumed that the core and bypass flow
velocities vary smoothly and monotonically along the channel. From Figure 6.2,
it can be seen that at the higher blockage ratio (i.e. B = 0.5) and low stability





















































-1       0       1 -1       0       1 -1       0       1
-1       0       1 -1       0       1 -1       0       1
(a) (b) (c)
(d) (e) (f)
Figure 6.2: Contours of u
′
for (a) S = 0, B = 0.05; (b) S = 0.09, B = 0.05;
(c) S = 0.5, B = 0.05; (d) S = 0, B = 0.5; (e) S = 0.09, B = 0.5 and (f)
S = 0.5, B = 0.5. Solid lines indicate streamlines bounding flow through the
centre of the obstacle, dash-dot lines indicate the corresponding streamlines for
S = 0 and the same blockage ratio, and dotted lines indicate the streamlines for
S = 0, B = 0.05. Dashed line represents the obstacle outline. AR = 4, kp = 12.
is close to uniform across the bypass flow, which is in good agreement with the
model. However, for the lower blockage ratio (and especially for larger stability
number) the increase in bypass velocity becomes more confined to a region close
to the obstacle; hence the bypass flow becomes increasingly two-dimensional as
the blockage ratio reduces and the stability number increases. Consequently the
theoretical model assumptions become more approximate in the limits of large
blockage ratio and small stability number. Secondly, it can be observed that the
core velocity reduces gradually upstream and continues to decrease within, and
immediately downstream of, the obstacle, validating the second assumption.
To compare the theoretical model with the numerical simulations more di-
rectly, and to enable estimates of the length scales Lu and Ld, it is useful to
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quantify the core flow velocity passing through the obstacle in the simulations as






where the centre of the obstacle is assumed to be at (x, y) = (0, 0). Having
evaluated the core flow velocity coefficient α2 for the numerical simulations in
this way, it is possible for each simulation (with a given kp, B and S) to tune
the length scales in the theoretical model to match the velocity coefficient. To
simplify this tuning process it has been assumed that Lu = Ld; this represents a
pragmatic assumption (and ultimately leads via equation (6.28) to an empirical
result for these length scales that may be used to provide robust estimates of the
core flow velocity for different input values of kp, S and B).
Figure 6.4 presents some example fits to the numerical simulations for various
combinations of blockage ratio, stability and resistance. Each line in this figure
represents the theoretical model result with one fitted length scale L = 2Lu =
2Ld. From these results it can be seen that a single length scale is sufficient across
a range of obstacle resistance for a given blockage ratio and stability number; i.e.
L = f(B, S). This is a convenient result which, in physical terms, indicates that
the length over which the flow field diverges around the obstacle is less sensitive
to kp than to S or B, as might be anticipated (at least for low blockage ratio)
from scale analysis presented by Rominger and Nepf (2011) for the upstream
adjustment length.
To explore the functional form of L, the fitted length scales for all combina-
tions of blockage ratio and stability number simulated numerically are presented
in Figure 6.5. Several comments can be made concerning the trends in these
results. Firstly, for small values of S it can be seen that the fitted length scale
increases as the blockage ratio reduces. This trend is consistent with the expec-
tation that increased blockage tends to inhibit the divergence of streamlines, and
therefore reduces the length over which flow divergence occurs. Furthermore for
small blockage and small S the length scale is on the order of the obstacle width









































Figure 6.3: Normalised core flow velocity, (1 − u′c(x))/(min(u
′
c(x)) − 1), profiles
from the numerical simulations (dashed, dashed-dot lines) for a range of kp values
at S = 0, 0.09 and 0.5; (a) B = 0.05, kp = 1 − 35 and (b) B = 0.5, kp = 2 − 32.
Also included in (b) are normalised core flow profiles for S ≈ 0, B = 0.35, kp ≈ 4,
digitised from the laboratory-based data of Zong and Nepf (2011, red +) and Chen
et al. (2011, red x). The velocity is normalised against the minimum wake velocity
for each scenario. Solid black lines are obtained using the theoretical model
presented in Section 6.2 combined with (6.28). Red dashed-dot lines indicate
upstream and downstream faces of the obstacle. For each increasing S value, the
profiles have been displaced vertically by −1.
and Nepf (2011). Secondly, for larger values of S it can be seen that the fitted
length scale still increases as the blockage ratio reduces, but for a given blockage
the length scale reduces as S increases. This implies that increased background
friction reduces the length over which the flow diverges around the obstacle by
an amount similar to the reduction in fitted length scale. However, it should be
noted that as the stability number increases the bypass flow becomes more two-
dimensional in this limit (see figure 6.3). Additionally, the theoretical model fails
to account for that fact that the background friction acts to mix the bypass and
core flow in the wake of the obstacle, altering the pressure in the wake. Because
of these effects, when S is large the fitted length scales are no longer expected to
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Figure 6.4: Variation in core flow velocity as a function of obstacle resistance
kp. (a) S = 0; (b) S = 0.5; (c) S = 1.5. Numerical results for B = 0.05
(squares); B = 0.32 (open circles) and B = 0.5 (solid circles). Solid lines are
predictions using the theoretical model introduced in Section 6.2. Dashed lines
are predictions that are equivalent to those obtained using the model of Garrett
and Cummins (2007).
be directly related to the physical length over which flow divergence occurs.
To quantify the trends in figure 6.5 the following empirical relationship has









where, f1 (S) = 1.4S
2 − 3.9S + 4.9
and, f2 (S) = −0.46S2 + 1.8S − 3.2 .
 (6.29)
Equation (6.28) may be used directly with the theoretical model developed in
Section 6.2 to predict the core flow velocity for any value of stability number
and blockage ratio within the parameter space covered in this paper (i.e. for
0.05 ≤ B ≤ 0.5, 0.09 ≤ S ≤ 1.5). We also remark that whilst the result in (6.28)
is empirical it has the important property that for small stability number the
length scale remains finite for all blockage ratios. This is physically meaningful
since the main assumptions of the theoretical model (i.e. uniform, smoothly-
varying core and bypass flow) are consistent with the numerical solution for small
stability number, and so the fitted length scale is expected to resemble the actual
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Figure 6.5: Variation in fitted length scale as a function of stability number
and channel blockage ratio; B = 0.5 (circles), B = 0.32 (triangles), B = 0.1
(diamonds) and B = 0.05 (squares). Lengths calculated using (4.10) for B = 0.5
(open circles), B = 0.32 (open triangles), B = 0.1 (open diamonds) and B = 0.05
(open squares).
In the following section the numerical model is used to provide new insight
into two example problems that may be modelled according to the simplified
problem geometry in Figure 6.1.
6.4 Example Applications
6.4.1 Prediction of Core Flow Velocity through an Array
of Emergent Cylinders
Ball et al. (1996), Zong and Nepf (2011) and Chen et al. (2012) carried out
laboratory experiments to analyse the bulk flow characteristics and wake structure
associated with a compact porous obstacle represented as an array of emergent
circular rigid cylinders. Apart from the work of Ball et al., the motivation of this
work was to better understand shallow water flows through aquatic vegetation,
and the influence of flow diversion and wake dynamics on sediment and nutrient
transport, bed morphology and water quality. Collectively, these studies explored
a range of obstacle porosities (achieved by changing the number and spacing of
cylinders), as well as a range of obstacle widths (so as to give blockage ratios
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spanning between 0.05 and 0.35) and different obstacle shapes (circle, square or
rectangle). There were also slight variations in the stability parameter between




















Figure 6.6: Variation of α4 with kp for the experiments of Zong and Nepf (2011):
B = 0.1 solid squares, B = 0.18 solid circles, B = 0.35 solid triangles, Chen et al.
(2012): B = 0.083 open diamonds, B = 0.1 open squares, B ≈ 0.18 open circles,
B = 0.35 open triangles, and Ball et al. (1996): B = 0.25, black stars, with;
(a) theoretical model adopted by Zong and Nepf (2011): dotted line, S = 0.019,
AR = 1; and (b) present theoretical model (S = 0.015; B = 0.1 dashed double
dot, B = 0.18 dashed dot, B = 0.35 dashed). Solid red lines indicate the range
in which the experimental results begin to deviate from the theoretical model.
Figure 6.6 presents experimental measurements reported by Zong and Nepf
(2011), Chen et al. (2012), and Ball et al. (1996) for the normalised velocity in
the near wake of the obstacle (defined herein as α4) as a function of obstacle
resistance. In this figure, the obstacle resistance kp has been computed using
(6.24), which requires an estimate for the pile drag coefficient cD. Zong and Nepf
(2011) and Ball et al. (1996) assumed cD = 1 for simplicity, whilst Chen et al.
(2012) estimated cD for each pile arrangement by assuming that the local drag is
proportional to the solid volume fraction φ of the array (Tanino and Nepf, 2008).
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All of the experimental results plotted in Figure 6.6 are for configurations where
φ < 0.15. Within this range, Chen et al. calculated 1 < cD <∼ 2. For simplicity,
the average value, cD = 1.5 has been chosen herein to estimate kp for all of the
experimental values shown in Figure 6.6. For example, in one experiment of Zong
and Nepf (2011), l = D = 22 cm, φ = 0.1, dc = 0.64 cm. Letting cD = 1.5, (6.24)
yields kp = 7.29.
Figure 6.6 (a) shows the predictive formula adopted by Zong and Nepf (2011).
This predictive formula, which is based on scaling arguments given in Rominger
and Nepf (2011), assumes that the flow is able to adjust to the obstacle over its
length, in which case the velocity is set by a momentum balance between the
pressure gradient and the obstacle resistance at the downstream end of the ob-
stacle. To contrast with the predictive formula of Rominger and Nepf (2011),
Figure 6.6 (b) shows the same laboratory data as Figure 6.6 but includes predic-
tions based on the theoretical model presented in Section 6.2 (with S = 0.015;
the mean value of the laboratory-based studies). Focusing initially on the exper-
imental measurements, it can be seen in Figure 6.6 (a) that there is a general
reduction in magnitude of the near wake velocity as the obstacle resistance in-
creases. At large resistance (i.e. kp >∼ 4− 14, depending on channel blockage),
this reduction appears to be captured properly by the predictive formula used
by Zong and Nepf (2011). However, for low porosity it should be noted that
it is difficult to determine a representative near wake velocity (see Figure 4b in
Zong and Nepf, 2011, for example), and this introduces some uncertainty into the
comparison between Zong and Nepfs prediction and the experimental results in
Figure 6.6 for kp > 4. In contrast, for lower resistance (i.e. more porous obstacles
kp < 4 − 14) the Zong and Nepf (2011) model gives a poorer prediction with
the measurements, whilst the present theoretical model provides good agreement
with the measurements, seen in Figure 6.6 (b). In particular, much of the scat-
ter in the laboratory data at lower resistance appears to be explained, according
to the present theoretical model, by the blockage ratio used in the experiments.
Moreover, the normalised core flow velocity profiles from numerical simulations
are in excellent agreement with the experimental results for very porous obstacles,
seen in Figure 6.3b. In terms of predicting the flow through porous obstacles, the
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present theoretical model therefore appears to complement the model adopted
by Zong and Nepf (2011), with the present model providing better predictions
for very porous obstacles. The maximum resistance (or minimum porosity) at
which the obstacle transitions from being very porous (such that wake velocity
no longer agrees with the present theoretical model) appears to be a function
of blockage ratio. For instance, as indicated in Figure 6.6 (b), the maximum
resistance is between kp = 2 − 4 for B = 0.1, kp = 3.5 − 8 for B = 0.18 and
kp = 4− 14 for B = 0.35. This suggests that the channel blockage ratio may be
an important parameter both in controlling the core flow velocity through a very
porous obstacle and in determining the limiting resistance at which the obstacle
starts to behave as a low porosity obstacle.
The exact reason why the present theoretical model begins to over predict
the near wake velocity as the resistance of the obstacle becomes larger cannot be
directly explained from the experimental results given in Figure 6.6. However,
it is relevant to note from Figure 6.4 that the present model gives predictions in
agreement with numerical simulations of the shallow water equations up to re-
sistance values exceeding the threshold kp values indicated above. Consequently,
the maximum obstacle resistance at which the theoretical model starts to over-
predict the measurements in Figure 6.6(b) coincides with the maximum resistance
for which the depth-averaged shallow water simulations over-predict the measure-
ments. In this sense, the results in Figure 6.6 therefore highlight a limitation in
the shallow water equations for modelling the wake behind an obstacle with low
porosity. This is consistent with previously identified limitations of the shallow
water equations to reproduce the wake behind a porous obstacle and the veloc-
ity profile through the obstacle in shallow water (Ball et al., 1996). In their
study, Ball et al. modified the drag coefficient of the obstacle in order to obtain
agreement with the experimental results. As the spacing between the cylinders
reduced, i.e. as kp increased, the ratio between the experimental and numerical
drag coefficients increased. For example, for an experimental kp = 2.76, the nu-
merical model requires cD = 1.9, but for kp = 11, cD = 5.6 is required. Ball et al.
attributed this to the lack of horizontal diffusion in the shallow water model.
The results presented in Figure 6.6 confirm that a simple shallow water model
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and the theoretical model derived herein can be used to simulate accurately the
hydrodynamics through and around a porous obstacle, provided it is sufficiently
porous.
6.4.2 Optimum Arrangements of Turbines in a Channel
It is also possible to use the new theoretical model to explore quantitatively
how natural seabed resistance may affect the optimum local spacing of tidal
stream turbines in a channel. To do this one can follow the approach mapped
out by Nishino and Willden (2012), who introduced an idea of scale separation
to model a fence of turbines partially blocking a wide channel (see Figure 6.7).
Nishino and Willden’s approach was to model individual turbines within the
fence as individual compact obstacles using the same theory as in Section 6.2
(but with S = 0) so as to compute the flow through each turbine as a function of
a local geometric blockage Bl and resistance kl (i.e. to obtain the local velocity
coefficients α2,l(Bl, kl)). At this turbine scale the local blockage Bl was set equal
to At/(st + dc)h0, in which At is the swept area of the turbine, dc is the turbine
diameter, and st is the spacing between adjacent turbines. The power extracted
by each turbine was then computed as








where Ul is the local upstream velocity.
To account for the fact that the collection of turbines also acts like a porous
obstacle, Nishino and Willden (2012) also modelled the fence of turbines as an
obstacle. At this array scale the array blockage Ba was calculated as the ratio of
fence area Af = Nt(st + dc)h0 where Nt is the total number of turbines, to the
cross-sectional area of the tidal channel. The array scale resistance was chosen
to ensure the total force at array scale was equal to Nt times the force at local
scale (i.e. the array and turbine scales were coupled by matching the force). This
was achieved by setting the local resistance equal to ka = α
2
2,lklBl. The solution
for the bulk flow velocity at this array scale was then used to calculate the local
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velocity, which is equal to Ul = α2,aU . Consequently, the total power removed
from the channel was calculated according to







Using this approach Nishino and Willden (2012) found that for a given array
blockage, there was always an optimum local blockage BL (i.e. an optimum
arrangement of turbines) to maximise power. Furthermore, they showed that
this optimum result agreed reasonably well with 3D numerical simulations of
long fences of porous obstacles emulating turbines (Nishino and Willden, 2013).

























Figure 6.7: Maximum power as a function of local blockage for a fence of tur-
bines having a total length equal to 5 % of the channel width (i.e. Ba = 0.05).
Vertical dashed line indicates the maximum local blockage ratio for circular tur-
bines. Dots indicate the optimum local blockage ratio; i.e. the optimum local
spacing/arrangement of turbines within the fence for a given stability number.
tation of the Nishino and Willden (2012) analysis was that the tidal channel was
assumed to be frictionless. In reality, however, a fence of turbines could span over
a width w ∼ O(103) m. Thus, taking Cf ∼ O(10−3) and h0 ∼ O(101) m, it follows
that at the array scale S ∼ O(10−1) and so frictional effects may not be negli-
gible. Motivated by this result, the theoretical model developed in Section 6.2
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is used in this section to update the model presented by Nishino and Willden
(2012). This is achieved by using the theoretical model presented in Section 6.2
to model the fence at array scale, whilst maintaining the frictionless solution at
local scale (where frictional forces are likely to be less important relative to the
force provided by the turbines, i.e. the local length scale is expected to be a small
fraction of the array length scale). To provide an example solution, Ba = 0.05
is assumed. This represents a very wide channel, in which the net resistance of
the tidal turbines is unlikely to have a back effect on the net flow through the
channel (Vennell, 2010).
Results are presented in Figure 6.7 for maximum power, as a function of Bl,
for different values of stability number. It can be seen that there is a substan-
tial increase in power generation as S increases. For example, regardless of local
blockage ratio, there is an increase in maximum extractable power compared to
the frictionless result. This increase occurs simply because background friction
acts to resist the faster moving bypass flow and force more flow through the fence.
Consequently turbines can provide greater resistance and remove more power be-
fore a significant fraction of the flow starts to bypass the fence. Figure 6.7 also
shows that the optimum local blockage increases with stability number; indicat-
ing that it is advantageous to place turbines closer together in frictional tidal
channels. This increase is such that for S >∼ 0.3 the optimum blockage exceeds
π/4 ∼ 0.78, which is the largest local blockage for circular turbines in a rectan-
gular channel. In such instances, the model indicates that the turbines should be
placed as close as practically possible to generate more power. In terms of the
validity of these estimates it should be noted that for optimum power extraction
and optimum turbine arrangement (indicated by the dots in Figure 6.7) the re-
sistance of the array is ka = 1.0 and kl = 4.9 when S = 0. Given that Ba = 0.05
and Bl = 0.44, these resistances appear to be within the very porous range iden-
tified in Section 6.4.1 for similar blockage ratios; thus validating the use of the
underlying theoretical models. For larger values of S the results in Section 6.4.1
cannot be used to infer whether the turbines still represent very porous obstacles.
It would be insightful to investigate if this is the case in future work.
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6.5 Chapter Summary
A theoretical model has been developed to predict the core flow velocity pass-
ing through a compact porous obstacle in a shallow channel which extends the
model of Garrett and Cummins (2007) to include natural bed resistance. The
model has application for predicting flow through emergent aquatic vegetation,
the performance of arrays of stream turbines in tidal channels and the net forces
on offshore structures. The new model is particularly relevant when combined
effects of stability number S, channel blockage B and obstacle resistance kp are
important.
Direct application of the theoretical model to arrays of emergent cylinders
emulating a patch of aquatic vegetation has indicated that the model provides
satisfactory predictions of core flow velocity over the range for which the shallow
water equations are valid. Within this range (i.e. for very porous obstacles) the
present model indicates that channel blockage ratio has a noticeable effect on the
core flow velocity, even at small values of blockage ratio.
The theoretical model proposed herein has also been used to confirm that, for
a given flow velocity, the existence of natural bed resistance (i.e. S > 0) enables
greater power extraction from turbines arranged in a partial fence within a very
wide channel. Natural bed resistance has been shown to influence the optimum
arrangement of turbines in the fence in this case. For S >∼ 0.3, the model
indicates that turbines placed in a fence should be spaced as close together as is
practically possible for maximum power extraction. For S ≤∼ 0.3, there is an
optimum spacing between turbines to remove maximum power.
Through comparison of the proposed theoretical model with experimental
data it was found that there exists a minimum porosity, which is a function of B,
below which the present theoretical model and the shallow water approximation
of flow through a porous obstacle become invalid.
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J. Murillo and P. Garćıa-Navarro. Energy balance numerical schemes for shallow
water equations with discontinuous topography. Journal of Computational
Physics, 236:119–142, 2013.
151
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J. Murillo and P. Garćıa-Navarro. An Exner-based coupled model for two-
dimensional transient flow over erodible bed. Journal of Computational
Physics, 229(23):8704–8732, 2010.
J. Ni, Y. Yue, A.G.L. Borthwick, T. Li, C. Miao, and X. He. Erosion-induced
CO2 flux of small watersheds. Global and Planetary Change, 94:101–110, 2012.
J. Ni, G. Wang, and A. Borthwick. Kinetic theory for particles in dilute and
dense solid-liquid flows. Journal of Hydraulic Engineering, 126(12):893–903,
2000.
A. Nicolle and I. Eames. Numerical study of flow through and around a circular
array of cylinders. Journal of Fluid Mechanics, 679:1–31, 2011.
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