Abstract. Motivated by applications in mathematical finance [U. Cetin, H. M. Soner, and N. Touzi, "Options hedging for small investors under liquidity costs," Finance Stoch., to appear] we continue our study of second order backward stochastic equations. In this paper, we derive the dynamic programming equation for a certain class of problems which we call the second order stochastic target problems. In contrast with previous formulations of similar problems, we restrict control processes to be continuous. This new framework enables us to apply our results to a larger class of models. Also the resulting derivation is more transparent. The main technical tool is the geometric dynamic programming principle in this context, and it is proved by using the framework 1. Introduction. The stochastic target problems were introduced in [17] as a natural extension of the superhedging problem in financial mathematics. In this initial study, only target sets which are epigraphs were considered. General target sets were then studied by the authors in [18] and stochastic representations for geometric flows were derived. In particular, some front propagation problems and extensions of the classical mean curvature flow were studied in [18] . Bouchard [2] and then Saintier [15] extended these results to a more general class of processes, including Levy processes.
stochastic target problem is a viscosity solution of the dynamic programming equation. This result is analogous to the classical Perron's method in harmonic analysis and in viscosity solutions which states that the minimal supersolution is a solution.
The authors studied a closely related problem in [4] . However, in contrast to [4] , in this paper the control processes are continuous. Precise formulation of the control space is given in section 2. Technically, this restriction to continuous control processes implies a more involved proof of the dynamic programming principle, as reported in this paper. However, it induces a considerable simplification of the derivation of the dynamic programming equation. This paper is motivated by a pricing problem in an illiquid market [3] and the earlier work of the authors on gamma constraints [16, 17] . Indeed, in the related work of the authors with Cetin [3] , the continuity of the control processes is crucial.
The paper is organized as follows. The second order stochastic target problem is formulated in section 2. The main results are collected in section 3. Sections 4 and 5 are dedicated, respectively, to the derivation of the viscosity property of the value function and the proof of the geometric dynamic programming principle. Finally, in section 6 we prove the properties of the value function at final time.
Notation. We use the following notation throughout the paper.
• d ≥ 1 is an integer denoting the dimension.
• Equalities and inequalities between random variables are always understood in the almost sure sense.
Problem formulation.

Uncontrolled state variable.
Throughout this paper, we fix a finite time horizon T ∈ (0, ∞), and we consider a d-dimensional Brownian motion {W t } t∈[0,T ] on a complete probability space (Ω, F , P ). For t ∈ [0, T ], we denote by F = (F t ) t∈ [0,T ] the augmented filtration generated by {W t } t∈ [0,T ] .
Let μ :
inv be two functions satisfying the standard Lipschitz and growth conditions for all x, y ∈ R d ,
|μ(x) − μ(y)| + |σ(x) − σ(y)| ≤ K|x − y|, |μ(x)| + |σ(x)| ≤ K(1 + |x|),
for some constant K. Then, for every initial condition (s, x) ∈ [0, T ] × R d , the stochastic differential equation
has a unique strong solution {X s,x t } t∈ [s,T ] ; see, for instance, Theorem 5.2.9 in Karatzas and Shreve [11] . To introduce our notation, we also recall the classical Itô's formula which holds for all ϕ ∈ C 
ϕ(t, x)σ(x)σ(x) ] ,
and Dϕ, D 2 ϕ are the partial gradient and Hessian matrix of ϕ with respect to the x-variables.
Controlled state variable.
This class of controls is very similar to the one introduced in [6] . The main difference is the new relaxed restriction (2.2), below, placed on the drift process A and on the modulus of continuity of Γ. In [6] an L ∞ bound was placed on the drift A t , and Γ was assumed to be Lipschitz.
To state the control space, first we need to define a norm-like function. For 
m,b be the class of all (control) processes of the form
Notice that both Z and Γ are continuous functions of time. Further, all the above processes are assumed to be F-progressively measurable and satisfy the following inequalities: (1/m) .
Notice that these classes of controls also depend on the parameter B, but this dependence is suppressed. We will always fix B ≥ 1 larger than any exponent that will appear in our assumptions.
Remark 2.1. Any element Z ∈ A s,x may be identified by the initial data (z, γ) and the processes A, a, ξ. When we allow the controller to choose an element from A s,x , we implicitly allow her to determine the initial datum as well as the processes. However, in section 5 below, we will allow the controller to choose only the process but not the initial datum. So for future reference, we define the set A s,x,z,γ to be the set of all processes Z and Γ as above with fixed initial data Z s = z and Γ s = γ. . Remark 2.2. The above control processes are defined through the restrictions (2.1) and (2.2). First condition (2.1) is analogous to the growth conditions used in the PDE literature and seems to be quite general. However, the structure of the second restriction (2.2) is technically very important. First, without any assumption of this type, the separation between the processes A, Γ and a, ξ is not clear. Moreover, the uniform approximation results of Leventhal and Skorohod [12] and Bank and Baum [1] apply to our problem, rendering the Γ process irrelevant. For this reason, in our previous studies, we always placed this type of a restriction on the portfolio process. Condition (2.2) used in this paper is the weakest restriction employed in these studies. Indeed, the minimal assumptions on a and ξ are such that the conclusions of Lemma 4.3 below still hold and (2.2) is very close to this minimal assumption. We chose not to state this technical minimal assumption and used (2.2) for simplicity. We next consider a continuous function f : 
(A2) There exist constants F and p ≥ 0 such that
Now consider the stochastic differential equation
with initial data Y s = y. Here • denotes the Fisk-Stratonovich integral. Due to the form of the Z process, this integral can be expressed in terms of standard Itô integral,
Under the above assumptions (A1), (A2) and (2.1) on Z, it follows that for all y ∈ R and Z ∈ A s,x , this equation has a unique strong solution {Y s,x,y,Z t } t∈ [s,T ] . This can be shown, for instance, with the arguments in the proofs of Theorems 2.3, 2.4, and 3.1 in Chapter IV of Ikeda and Watanabe [10] .
We also assume the following control on the monotonicity condition.
(A3) There exists a constant c 0 > 0 such that
2.3. The second order stochastic target problem. Let g : R d → R be a continuous function satisfying the following growth condition.
(A4) Terminal condition g is continuous and there exist constants G and p such that
We are now in a position to define the key object of our study.
For the benefit of the reader, we recall the dynamics of all the processes used in the above definition. Also recall that the class of admissible processes A s,x is given in the previous subsection. We use the short notation
The main objective of our study is to derive a dynamic programming equation for this problem. As it is classical, we will use the theory of viscosity solutions for this derivation. For this theory, we refer the reader to the survey article of Crandall, Ishii, and Lions [7] and to the book of Fleming and Soner [9] . Notice that this problem does not fit into the class of stochastic target problems studied by Soner and Touzi [17] , as the dynamics of the controlled process Y are affected by the process Γ in the spirit of [6] . For this reason, we shall refer to the above control problem as a second order stochastic target problem.
Under the standing assumptions (A1)-(A4), it follows from Proposition 4.5 in [6] that the value function V is bounded from below. To ensure that V is finite we need the following assumption.
Under the above assumption, V < ∞. Then, by a minor modification of the proof of Theorem 4.2 in [6] , we show in section 4 that the value function is a viscosity supersolution of the corresponding dynamic programming equation
The functionf is the smallest majorant of f which is nonincreasing in the γ argument and is called the parabolic envelope of f ; see [5] .
In section 4, we also prove that the value function is a viscosity subsolution, and thus a solution of the above equation.
In our previous papers [4, 5] , the viscosity subsolution property was proved after enlarging the set of control processes A s,x and also by allowing for jumps in the Z process. This control relaxation was used for the formulation of the geometric dynamic programming principle, which is the main ingredient for the derivation of the dynamic programming equation. However, the inclusion of the jumps made the proof of the viscosity supersolution property technical. Moreover, the problems studied in these papers consider only specific functions f related to certain pricing problems.
The main technical contribution of this paper is to prove that the value function V is a viscosity solution of the dynamic programming equation (2.4) without any control relaxation and any jump components.
Main results.
Assumptions (A1)-(A5) are assumed to hold throughout the paper.
This section collects the statements of the main results of this paper. We first state the geometric dynamic programming principle in the context of the second order stochastic target problem (2.3). Notice that the following result is not included in previous studies as we restrict the control processes to be continuous.
Then the dynamic programming equation (2.4) is the infinitesimal analogue of the above geometric dynamic programming principle. Equation (2.4) is obtained in two steps. The supersolution property is deduced from the following consequence of (3.1) in subsection 4.2.
In subsection 4.1, the subsolution property is proved using the following claim, again implied by (3.1).
(GDP2) For every y < V (s, x) and every
Notice that (3.1) is equivalent to (GDP1)-(GDP2). Next, we introduce the semicontinuous envelopes.
Theorem 3.2. The value function V is finite and is a viscosity solution of the dynamic programming equation
, V * and V * are, respectively, the viscosity supersolution and subsolution of (2.4).
Our final result is on the behavior of the value function at the final time T . Under our assumptions, we will show that V * (T, x) ≥ g(x). To prove the reverse inequality, we need an assumption stronger than (A5). Letf be as in (2.5).
In section 6, we derive several conditions on the functions g, f that are sufficient for (A5)'.
Clearly the above viscosity properties need to be complemented by a comparison result in order to provide a characterization of the second order stochastic control problem. Indeed, several deep comparison results are available in the theory of viscosity solutions (see, for instance, [7] ). Moreover, this issue is discussed in detail in [6] . We refer the reader to these articles for this very important point. Such a comparison result is in fact an implicit assumption on the nonlinearity f .
Proof of Theorem 3.2.
In this section, we prove the sub-and supersolution properties separately in the following two subsections. Our proof assumes the geometric dynamic programming principle (3.1). The proof of (3.1) will be given in section 5.
The viscosity subsolution property.
In this subsection, we prove that V * is a subsolution of the dynamic programming equation (2.4).
In order to show that V * is a subsolution of (2.4), we assume the contrary, i.e., suppose that there is
We will then prove the subsolution property by contradicting (GDP2).
Step 1. Set
In view of (4.2), h(t 0 , x 0 ) > 0. Since the nonlinearity f is continuous and ϕ is smooth, the subset
is an open bounded neighborhood of (t 0 , x 0 ). Here B 1 (t 0 , x 0 ) is the unit ball of Q centered at (t 0 , x 0 ). Since (t 0 , x 0 ) is defined by (4.1) as the point of strict maximum of the difference (V * − ϕ), we conclude that
Next we fix λ ∈ (0, 1), and choose t ,x so that
SetX := Xt ,x and define a stopping time by
Then θ >t. The pathwise continuity ofX implies that (θ,X θ ) ∈ ∂N . Then, by (4.3),
Step 2. Consider the control procesŝ
so that, for t ∈ t , θ ,
Since N is bounded and ϕ is smooth, we directly conclude thatẐ ∈ At ,x .
Step 3. Setŷ < V (t,x),Ŷ t := Yt ,x,ŷ,Ẑ t , andΨ t := ψ(t,X t ). Clearly, the process Ψ is bounded on [t, θ] . For later use, we need to show that the processŶ is also bounded. By definition,Ŷt < Ψt. Consider the stopping times τ 0 := inf t ≥t : Ψ t =Ŷ t and, with N := η −1 ,
We will show that for a sufficiently large N , both τ 0 = τ η = θ. This proves that as Ψ,Ŷ is also bounded on [t, θ].
Since both processesŶ and Ψ solve the same stochastic differential equation, it follows from the definition of N that for t ∈ [t,θ]
by the local Lipschitz property (A1) of f . Then
where the last inequality follows from (4.4). This shows that, for λ sufficiently small, θ < τ η , and therefore the difference Ψ −Ŷ is bounded. Since Ψ is bounded, this implies thatŶ is also bounded for small η.
Step 4. In this step we will show that for any initial datâ
we haveŶ θ ≥ V (θ, X θ ). This inequality is in contradiction to (GDP2) asŶt =ŷ < V (t,x). This contradiction proves the subsolution property. Indeed, usingŷ ≥ V (t,x) − λη and V ≤ V * ≤ ϕ together with (4.3) and (4.4), we obtain the following sequence of inequalities:
where the last inequality follows from the nonnegativity of the symmetric matrix β. We next use Itô's formula and the definition of N to arrive at
In the previous step, we proved thatŶ and Ψ are bounded, say by N . Since the nonlinearity f is locally bounded, we use the estimate (4.6) to conclude that
for all sufficiently small λ. This is in contradiction to (GDP2). Hence, the proof of the viscosity property is complete.
The viscosity supersolution property.
The proof is almost as in [6] . First we approximate the value function by
Then, following the proof of (3.3) in section 5, we can prove the following analogue statement of (GDP1) for V m . 
is a viscosity supersolution of (2.4). Consequently, V * is a viscosity supersolution of (2.4).
Proof. This proof of the viscosity property of V m * is exactly the same as the proof of Theorem 4.2 in [6] , with one difference. This difference is due to the different assumption (2.2). In [6] , instead of (2.2) a uniform L ∞ bound was assumed. This change only affects the proof of Lemma 4.4 in [6] . Thus, we follow the proof of Theorem 4.2 in [6] 
.
where we use the compact notation (
Moreover, |z n |, |γ n | ≤ m(1 + |x n | p ) by assumption (2.1). Hence, by passing to a subsequence, we can assume that z n → z 0 ∈ R d and γ n → γ 0 ∈ S d . Observe that α n := y n −ϕ(t n , x n ) → 0. We choose a decreasing sequence of numbers δ n ∈ (0, T −t n ) such that δ n → 0 and α n /δ n → 0. By (GDP1m),
and therefore,
which, after two applications of Itô's formula, becomes
It is shown in Lemma 4.3 below that the sequence of random vectors ⎛
Set η n = |z n − Dϕ(t n , x n )|, and assume δ η n ) has to be bounded, and therefore, possibly after passing to a subsequence,
It follows that z 0 = Dϕ(t 0 , x 0 ). Moreover, we can divide inequality (4.7) by δ n and pass to the limit to get
Since the support of the random vector W 1 is R d , it follows from (4.11) that
This proves that V m is a viscosity supersolution.
Since by definition
by the classical stability property of viscosity solutions, V * is also a viscosity supersolution of the dynamic programming equation (2.4) . The detailed argument is identical to the proof of Corollary 5.5 in [4] . Lemma 4.3. The sequence of random vectors (4.8), on a subsequence, converges in distribution to (4.9) .
Proof. Define a stopping time by
where
Thus in (4.8) we may replace the upper limits of the integrations by τ n instead of t n + δ n .
Therefore, in the interval [t n , τ n ] the process X n is bounded. Moreover, in view of (2.2) so are Z n , Γ n , and ξ n .
Step 1. The convergence of the second component of (4.8) is straightforward and the details are exactly as in Lemma 4.4 of [6] .
Step 2. Let B be as in (2.1). To analyze the other components, set
so that, by (2.2),
Moreover, since on the interval [t n , τ n ], X n is uniformly bounded by a deterministic constant C(x 0 ) depending only on x 0 ,
(Here and below, the constant C(x 0 ) may change from line to line.) We define a n, * similarly. Then it also satisfies the above bounds as well. In view of (2.2), a n, * also satisfies (4.12). Moreover, using (2.1), we conclude that ξ n u is uniformly bounded by m.
Step 3. Recall that dΓ 
Hence, I
n 3 converges to zero in L 2 . Therefore, it also converges almost surely on a subsequence. We prove the convergence of I n 2 using similar estimates. Since a n, * satisfies (4.12),
Therefore, I n 1 converges to zero in L (1/m) and consequently almost surely on a subsequence.
Hence, on a subsequence, Γ n t is uniformly continuous. This together with standard techniques used in Lemma 4.4 of [6] proves the convergence of the first component of (4.8).
Step 4. By integration by parts,
Therefore,
Also X n is uniformly continuous and A n, * satisfies (4.12). Hence, we can show that the above terms, on a subsequence, almost surely converge to zero. This implies the convergence of the third term.
Step 5. To prove the convergence of the final term it suffices to show that
converges to zero. Indeed, since γ n → γ 0 , this convergence together with the standard arguments of Lemma 4.4 of [6] yields the convergence of the fourth component. Since on [t n , τ n ] X n is bounded, on this interval |σ(X n t )| ≤ C(x). Using this bound, we calculate that
In step 3, we proved the almost sure convergence of e n to zero. Moreover, by (2.1), |e n | ≤ m. Therefore, by dominated convergence, we conclude that J n converges to zero in L 2 , and thus almost everywhere on a subsequence.
Geometric dynamic programming.
This section is dedicated to the proof of Theorem 3.1.
The main difficulty is related to the continuity of the optimal processes Z * , Γ * . Indeed, for a stopping time θ and control Z ∈ A t,x , set (ξ, ζ) :
Then there exists a control processẐ
T ) (technical measurability issues are resolved in [18] ). To prove the dynamic programming, we need to extend the control process to [t, T ] by the natural concatenationẐ := Z1 [t,θ) + Z1 [θ,T ] . However, this construction might lead to a discontinuous control process at θ. Therefore,Ẑ is not guaranteed to be in A t,x . Similar difficulty exists for the Γ process as well. We will resolve this difficulty by modifying the concatenation properly.
We start our analysis by recalling the dynamic programming principle proved by the authors in [18] . Recall that, for
In the above definition, the dependence on the initial conditions z, γ is given implicitly through the processes Z and Γ. Indeed, we suppressed this dependence of Z, Γ on the initial data and the further dependencies on the control processes A, a, ξ. Moreover, implicitly the processes Z and Γ are assumed to be continuous in time. Therefore, to apply the general result proved in [18] , we have to include the initial conditions z and γ in the reachability set V(t) defined above. Then, by Theorem 3.1 in [18] ,
for any stopping time θ ∈ [t, T ]. Set
Then the dynamic programming principle satisfied by V translates into an analogous relation forV . Indeed,
Therefore to prove Theorem 3.1 or equivalently (3.1), it suffices to show that V (t, x, z, γ) is independent of z and ξ. This is exactly what we will prove in the remainder of this section.
Theorem 5.1. x) and (3.1) holds. The proof of this result will be completed in several lemmas. Let c 0 be as in (A3). 
and
Set Y := Y t0,x0,y,Z so that the error process is given by δ :
where the last inequality follows from (A3). We now use Gronwall's inequality to conclude that δ u ≥ (y − y 0 )e −c0(u−t0) for u ∈ [t 0 , τ]. Hence τ = T and 
Note that since Z ∈ A t0,x0,z0,γ0 , Z t0 = z 0 . LetÂ,Γ be defined throughẐ. Then this control process has the following properties:
In particular,Ẑ ∈ A t0,x0,z,γ0 . As in the proof of the preceding lemma, let
,y,Ẑ , and R 0 = 1. Define a stopping time τ by
The main property of this construction is as follows.
SinceẐ ∈ A t0,x0,z,γ0 , the above implies that (x 0 , y, z, γ 0 ) ∈ V(t 0 ).
Step 2. The probability of the event {τ < t 0 +1/M } depends on several quantities. However, we will be mainly interested in its dependence on M . So we define
In Lemma 5.3, below, we will prove that for any λ < 1,
Step 3. LetẐ be as in the preceding step. Then Z ∈ A t0,x0,z0,γ0 andẐ ∈ A t0,x0,z,γ0 . Moreover, there exists m 0 so that Z ∈ A t0,x0,z0,γ0 m0
andẐ ∈ A t0,x0,z,γ0 m0
The random integer N is the step at which this procedure stops, i.e., {τ N = τ N −1 + (1/M N )}. As before, on this set we define
s. Hence, we may conclude that (x 0 , y, z, γ 0 ) ∈ V(t 0 ), provided that N < ∞ a.s. and that Z * ∈ A t0,x0,y,z . These will be shown in the next two steps.
Step 7. In view of (5.1),
Therefore, by the Borel-Cantelli lemma, P(N < ∞) is equal to one.
Step ≤ m.
By definition,
Since M k is nondecreasing in k, the maximum over u of the summation term in the above expression is achieved for the final k, i.e., when N = k. Hence,
Remark 5.1. In the proof of the above lemma, the dynamics of the processes are not used. In fact, the above lemma is a recursive procedure to construct the control process. The technical input for this procedure is given through two technical results, Lemma 5.1, proved prior to the lemma, and Lemma 5.3, proved below. However, note that Lemma 5.1 is just a simple consequence of the monotonicity assumption (A3). Hence, for any other situation with an f satisfying (A3) to obtain the conclusions of Lemma 5.2, it suffices to prove the technical estimate proved in Lemma 5.3 below.
Remark 5.2. In the above proof, the construction of the exit times shows that for u ∈ [t 0 , τ k+1 ],
Hence, for u ∈ [t 0 , τ N ], the process X is uniformly bounded. This is the only reason to introduce the exit times in the definition of τ k . Indeed, this property will be used in the proof of Lemma 5.4 below. 
Proof. Recall that τ := (t 0 + (1/M )) ∧ τ 1 ∧ τ 2 , where
Clearly,
Using the notation of the previous proof, set δ u :=Ŷ u −Ȳ u . By definition, δ t0 = (y − y 0 )/2 := η and δ u ≥ 0 on [t 0 , τ]. Also, by the definition of the processẐ,
and therefore
Recall thatẐ and Z have the same diffusion coefficient (i.e., the same Γ). Alsō
Then we directly compute that for some C, P > 0. We now estimate that for some C, P > 0. We then proceed exactly as in the proof of Lemma 5.2.
Terminal condition.
In this section, we first prove Theorem 3.3 under assumption (A5)'. Then we will show that several sets of conditions on the functions f and g imply (A5)'.
