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Abstract
In this paper, we will try to find out the relationship between separating and cyclic
vectors in the theory of von Neumann algebra and entangled states in the theory of
quantum information. The corresponding physical interpretation is presented as
well.
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1 Introduction
First we recall that some concepts about Tomita-Takesaki modular theory in the setting
of von Neumann algebras. For this parts, the readers are referred to [5].
1.1 von Neumann algebras
Let H be a Hilbert space and L (H) the all bounded linear operator defines on H. As-
sume thatM is a subset of L (H), we denote its commutantM′ by the set of all bounded
operators on H commuting with every operator inM, that is
M′ def= {M′ ∈ L (H) : [M′,M] = M′M−MM′ = 0 for all M ∈ M} .
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One has
M ⊆ M′′ =M(iv) =M(vi) = · · ·
M′ = M′′′ =M(v) =M(vii) = · · ·
Definition 1.1. A ∗-algebra M on H is said to be a von Neumann algebra, if
M =M′′.
The center C of a von Neumann algebraM is defined by
C def=M∩M′.
A von Neumann algebra is called a factor if C = C1.
Definition 1.2. If A is a subset of L (H) and X is a subset of H, let [AX ] denote the
closure of the linear span of elements of the form Ax for all A ∈ M, x ∈ X . Let [AX ]
also denote the orthogonal projection onto [AX ].
Proposition 1.3. Let Tr be the usual trace on L (H), and let C1 be the Banach space of trace-class
operators on H equipped with the trace norm T 7→ Tr (|T |) def= ‖T‖1. Then L (H) is the dual C∗1
of C1 by the duality:
(A, T) ∈ L (H)× C1 7−→ Tr (AT) .
Let {|ξn〉} and {|ηn〉} be two sequence of vectors in H, such that ‖|ξn〉‖2 < +∞ and
∑n ‖|ηn〉‖2 < +∞. Then for each A ∈ L (H),
A→ ∑
n
| 〈ξn |A| ηn〉 |
defined a seminorm on L (H). The locally convex topology on L (H) is induced by these
seminorms is called the σ-weakly topology.
The σ-weakly topology of L (H) is just the w∗ topology induced by C1.
Definition 1.4. The space of σ-weakly continuous linear functionals on L (H) is called
the predual of L (H) and is denoted by L (H)∗.
Note that the σ-weakly topology of L (H) is just the w∗ topology induced by C1, so
L (H)∗ = C1.
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1.1.1 Normal states and the predual
Definition 1.5. The predual of a von Neumann algebra M is the space of all σ-weakly
continuous linear functionals onM. It is denoted byM∗.
LetM be a von Neumann algebra, denoteM⊥ = {T : T ∈ C1, Tr (TM) = 0, for all M ∈
M}. Then we haveM∗ = L (H)∗ /M⊥, andM∗∗ =M.
Definition 1.6. LetM be a von Neumann algebra on a Hilbert spaceH, and ω a positive
linear functional on M. We say that ω is normal if for all increasing nets {Aα} in M+
with an upper bound, then ω(supα Aα) = supα ω(Aα).
Remark 1.7. Now we remark here that we can construct an operator (in Dirac notation)
∑
n
|ξn〉〈ηn|
when ∑n ‖|ξn〉‖2 < +∞ and ∑n ‖|ηn〉‖2 < +∞.
Since ∥∥∥∥∥∑n |ξn〉〈ηn|
∥∥∥∥∥ 6 ∑n ‖|ξn〉〈ηn|‖ = ∑n ‖|ξn〉‖ ‖|ηn〉‖
6
(
∑
n
‖|ξn〉‖2
)(
∑
n
‖|ηn〉‖2
)
< +∞,
it follows that ∑n |ξn〉〈ηn| ∈ L (H). Therefore, each normal element ω ∈ M∗ has a
representative in L (H):
ω(M) =
〈
∑
n
|ξn〉〈ηn|,M
〉
HS
,
where 〈X,Y〉HS def= Tr (X∗Y).
Proposition 1.8. The predualM∗ of a von Neumann algebraM is a Banach space in the norm
ofM∗, andM is the dual ofM∗ in the duality
(M,ω) ∈ M×M∗ 7−→ ω(M).
Remark 1.9. We recall the following identifications:
ℓ
∗
1 = ℓ∞, L
∗
1 = L∞, C∗1 = L (H) .
4
Thus the predualM∗ of von Neumann algebraM can be viewed as an analog of Cp-class
with p = 1 in L (H). Therefore, we have that if denote M∞ ≡M andM1 ≡M∗
(M∗)∗ =M, or M∗1 =M∞.
In particular, whenM = L (H), we have L (H)∗1 = L (H)∞.
Proposition 1.10. Let ω be a state on a von Neumann algebraM acting on a Hilbert space H.
Then the following conditions are equivalent:
(i) ω is normal;
(ii) ω is σ-weakly continuous;
(iii) there exist a density matrix Dω, that is, a positive trace-class operator Dω on H with
Tr (Dω) = 1 such that ω(M) = Tr (DωM) for all M inM.
Remark 1.11. We recall that Riesz Representation Theorem describes continuous func-
tional on a Hilbert space has a vector representative: If f is a continuous functional on a
Hilbert space H, then there is a vector |u f 〉 ∈ H such that
f (|v〉) = 〈u f |v〉, ∀|v〉 ∈ H.
By comparison with Riesz Representation Theorem, we have: For each normal state
ω ∈ M∗, it has a representative Dω in L (H) as follows:
ω(M) = 〈Dω,M〉HS .
By the definition of normal element in M∗, there exist a sequence of vectors {|ψn〉} in
H, ∑n ‖|ψn〉‖2 < +∞, such that
Dω = ∑
n
|ψn〉〈ψn|.
Furthermore, setting λn
def
= ‖|ψn〉‖2 > 0 and |ψn〉 =
√
λn|φn〉 with ‖φn‖ = 1, we have
Dω = ∑
n
λn|φn〉〈φn|.
Proposition 1.12. Let M be a von Neumann algebra acting on a Hilbert space H. If I be a
σ-weakly closed two-sided ideal in M. Then there exists a projection E ∈ M∩M′ such that
I = EME.
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1.1.2 σ-finite von Neumann algebras
Definition 1.13. A von Neumann algebra M, acting on a Hilbert space H, is σ-finite if
all collections of mutually orthogonal projections have at most a countable cardinality.
Definition 1.14. LetM be a von Neumann algebra on a Hilbert space H. A subset H0 ⊆
H is cyclic for M if the set {M|u〉 : M ∈ M, |u〉 ∈ H0} is dense in H, i.e., [MH0] = H.
We say that H0 is separating forM if for any M ∈ M, M|u〉 = 0 for all |u〉 ∈ H0 implies
M = 0.
Proposition 1.15. Let M be a von Neumann algebra on a Hilbert space H and H0 ⊆ H a
subset. Then H0 is cyclic forM if and only if H0 is separating forM′.
Definition 1.16. Let M be a von Neumann algebra on a Hilbert space H. A vector |Ω〉
is called cyclic for M if the set {M|Ω〉 : M ∈ M} is dense in H, i.e., [M|Ω〉] = H. We
say that |Ω〉 ∈ H is separating forM if for any M ∈ M, M|Ω〉 = 0 implies M = 0.
Proposition 1.17. LetM be a von Neumann algebra on a Hilbert space H and |Ω〉 ∈ H. Then
|Ω〉 is cyclic forM if and only if |Ω〉 is separating forM′.
Definition 1.18. A state ω on a von Neumann algebra M is faithful if ω(M) > 0 for all
nonzero M ∈ M+.
Proposition 1.19. Let M be a von Neumann algebra on a Hilbert space H. The the following
four conditions are equivalent:
(i) M is σ-finite;
(ii) there exists a countable subset of H which is separating forM;
(iii) there exists a faithful normal state onM;
(iv) M is isomorphic with a von Neumann algebra pi(M) which admits a separating and cyclic
vector.
1.1.3 Tomita-Takesaki modular theory
Tomita-Takesaki Modular Theory has been one of the most exciting subjects for operator
algebras and for its applications to mathematical physics. We will give here a short
introduction to this theory and state some of its main results.
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If von Neumann algebra M is a σ-finite, we may assume that M has a separating
and cyclic vector |Ω〉. In Tomita-Takesaki modular theory, one studies systematically the
relation of a von Neumann algebra M and its commutant M′ in the case where both
algebras have a common cyclic vector |Ω〉. The mapping
M ∈ M 7−→ M|Ω〉 ∈ H,
then establishes a one-to-one linear correspondence between M and a dense subspace
M|Ω〉 of H. This correspondence may be used to transfer algebraic operations onM to
operations on M|Ω〉.
The two anti-linear operators S0 and F0, given by
S0M|Ω〉 = M∗|Ω〉, ∀M ∈ M,
F0M
′|Ω〉 = M′∗|Ω〉, ∀M′ ∈ M′,
are both well-defined on the dense domains D(S0) =M|Ω〉 and D(F0) =M′|Ω〉.
Proposition 1.20. S0 and F0 are closable. And
S∗0 = F0, F∗0 = S0,
where the bar denotes the closure.
Definition 1.21. Define S and F as the closures of S0 and F0, respectively, i.e.,
S = S0, F = F0.
Let ∆ be the unique, positive, self-adjoint operator and J the unique anti-unitary operator
occurring in the polar decomposition
S = J∆
1
2
of S. ∆ is called the modular operator associated with the pair {M, |Ω〉} and J is called the
modular conjugation.
Proposition 1.22. The following relations are valid:{
∆ = FS
∆−1 = SF
,
{
S = J∆
1
2
F = J∆− 12
,
{
J∗ = J
J2 = 1
, ∆−
1
2 = J∆
1
2 J.
Theorem 1.23 (Tomita-Takesaki Theorem). LetM be a von Neumann algebra with cyclic and
separating vector |Ω〉, and let ∆ be the associated modular operator and J the associated modular
conjugation. It follows that {
JMJ = M′,
∆itM∆−it = M, ∀t ∈ R.
1.1.4 Self-dual cones and standard forms
Definition 1.24. The natural positive cone P associated with the pair (M, |Ω〉) is defined
as the closure of the set
{Mj(M)|Ω〉 : M ∈ M} ,
where j :M 7−→M′ is the anti-linear ∗-isomorphism defined by
j(M)
def
= JMJ, ∀M ∈ M.
Proposition 1.25. The closed subset P ⊆ H has the following properties:
(i)
P =
[
∆
1
4M+|Ω〉
]
=
[
∆−
1
4M′+|Ω〉
]
=
[
∆
1
4
[M+|Ω〉]] = [∆− 14 [M′+|Ω〉]]
and hence P is a convex cone;
(ii) ∆itP = P for all t ∈ R;
(iii) if f is a positive-definite function, then f (log∆)P ⊆ P ;
(iv) if |ξ〉 ∈ P , then J|ξ〉 = |ξ〉;
(v) if M ∈ M, then Mj(M)P ⊆ P .
Proposition 1.26. (i) P is a self-adjoint cone, i.e., P = P∨, where
P∨ = {|η〉 ∈ H : 〈ξ|η〉 > 0 for all |ξ〉 ∈ P} .
(ii) P is a pointed cone, i.e.,
P ∩ (−P) = {0}.
(iii) If J|ξ〉 = |ξ〉, then |ξ〉 has a unique decomposition |ξ〉 = |ξ1〉 − |ξ2〉, where |ξ1〉, |ξ2〉 ∈ P
and |ξ1〉⊥|ξ2〉.
(iv) H is linearly spanned by P .
Proposition 1.27 (Universality of the cone P). (i) If |ξ〉 ∈ P , then |ξ〉 is cyclic for M if
and only if |ξ〉 is separating forM.
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(ii) If |ξ〉 ∈ P is cyclic and separating, then the modular conjugation J|ξ〉 and the natural
positive cone P|ξ〉 associated with the pair (M, |ξ〉) satisfy
J|ξ〉 = J, P|ξ〉 = P .
Theorem 1.28. For each |ξ〉 ∈ P , define the normal positive form ω|ξ〉 ∈ M∗,+ by
ωξ(M) = 〈ξ |M| ξ〉 , M ∈ M.
It follows that
(i) for any ω ∈ M∗,+, there exists a unique |ξ〉 ∈ P such that ω = ω|ξ〉,
(ii) the mapping |ξ〉 7−→ ω|ξ〉 is a homeomorphism when both P andM∗,+ are equipped with
the norm topology. Moreover, the following estimates are valid:
‖|ξ〉 − |η〉‖2 6
∥∥∥ω|ξ〉 −ω|η〉∥∥∥ 6 ‖|ξ〉 − |η〉‖ ‖|ξ〉+ |η〉‖ .
2 The operator-vector correspondence
For the operator-vector correspondence [17], we distinguish two situations where slight
differences occurred in the corresponding definitions.
2.1 vec mapping in unipartite operator spaces
It will be helpful throughout this course to make use of a simple correspondence between
the spaces L (X ,Y) and Y ⊗X , for given complex Euclidean spaces X and Y . We define
the mapping
vec : L (X ,Y) −→ Y ⊗X
to be the linear mapping that represents a change of bases from the standard basis of
L (X ,Y) to the standard basis of Y ⊗X . Specifically, we define
vec(Eµ,ν) = eµ ⊗ eν
for all µ ∈ Σ and ν ∈ Γ, at which point the mapping is determined for every A ∈ L (X ,Y)
by linearity. In the Dirac notation, this mapping amounts to flipping a bra to a ket:
vec(|µ〉〈ν|) = |µ〉 ⊗ |ν〉 ≡ |µ〉|ν〉 ≡ |µν〉.
9
(Note that it is only standard basis elements that are flipped in this way.)
The vec mapping is a linear bijection, which implies that every vector |u〉 ∈ Y ⊗ X
uniquely determines an operator A ∈ L (X ,Y) that satisfies vec(A) = |u〉. It is also an
isometry, in the sense that
〈A, B〉 = 〈vec(A), vec(B)〉
for all A, B ∈ L (X ,Y). The following properties of the vec mapping are easily verified:
(i) For every choice of complex Euclidean spaces X1,X2,Y1, and Y2, and every choice
of operators A ∈ L (X1,Y1) , B ∈ L (X2,Y2), and X ∈ L (X2,X1), it holds that
(A⊗ B) vec(X) = vec(AXBT). (2.1)
(ii) For every choice of complex Euclidean spaces X and Y , and every choice of oper-
ators A, B ∈ L (X ,Y), the following equations hold:
TrX (vec(A) vec(B)∗) = AB∗, (2.2)
TrY (vec(A) vec(B)∗) = (B∗A)T. (2.3)
(iii) For |u〉 ∈ X and |v〉 ∈ Y we have
vec(|u〉〈v|) = |u〉 ⊗ |v〉. (2.4)
This includes the special cases vec(|u〉) = |u〉 and vec(〈v|) = |v〉.
Example 2.1 (The Schmidt decomposition). Suppose |u〉 ∈ Y ⊗ X for given complex
Euclidean spaces X and Y . Let A ∈ L (X ,Y) be the unique operator for which |u〉 =
vec(A). There exists a singular value decomposition
A =
r
∑
i=1
si|yi〉〈xi|
of A. Consequently
|u〉 = vec(A) = vec(
r
∑
i=1
si|yi〉〈xi|) =
r
∑
i=1
si vec(|yi〉〈xi|) =
r
∑
i=1
si|yi〉 ⊗ |xi〉.
The fact that {|x1〉, . . . , |xr〉} is orthonormal implies that
{
|x1〉, . . . , |xr〉
}
is orthonormal
as well.
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We have therefore established the validity of the Schmidt decomposition, which states
that every vector |u〉 ∈ Y ⊗ X can be expressed in the form
|u〉 =
r
∑
i=1
si|yi〉 ⊗ |zi〉
for positive real numbers s1, . . . , sr and orthonormal sets
{|y1〉, . . . , |yr〉} ⊂ Y and {|z1〉, . . . , |zr〉} ⊂ X .
2.2 vec mapping in multipartite operator spaces
When the vec mapping is generalized to multipartite spaces, caution should be given
to the bipartite case (multipartite situation similarly). Specifically, for given complex
Euclidean spaces XA/B and YA/B,
vec : L (XA ⊗XB,YA ⊗YB) −→ YA ⊗XA ⊗YB ⊗XB
is defined to be the linear mapping that represents a change of bases from the standard
basis of L (XA ⊗XB,YA ⊗YB) to the standard basis of YA ⊗XA ⊗YB ⊗XB. Concretely,
vec(|m〉〈n| ⊗ |µ〉〈ν|) := |mn〉 ⊗ |µν〉 ≡ |mnµν〉,
where {|n〉} is an orthonormal basis for XA and {|ν〉} is an orthonormal basis for XB,
while {|m〉} is an orthonormal basis for YA and {|µ〉} is an orthonormal basis for YB.
Analogously, the mapping is determined for every operator X ∈ L (XA ⊗XB,YA ⊗YB)
by linearity. Note that if X = A⊗ B, where A ∈ L (XA,YA) and B ∈ L (XB,YB), then
vec(A⊗ B) = vec(A)⊗ vec(B).
3 Explicit examples
Example 3.1. Let Hd be a d-dimensional complex Hilbert space. Consider a von Neu-
mann algebra M ≡ L (Hd). For any X ∈ L (Hd), the following map defined a faithful
representation of von Neumann algebraM on a Hilbert space H ≡ Hd ⊗Hd:
pi : X 7−→ pi(X) = X⊗ 1d.
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Setting |Ω〉 def= vec(1d), we have that |Ω〉 is a separating and cyclic vector in H for von
Neumann algebra pi(M) ≡ L (Hd)⊗ 1d. Therefore we can conclude that von Neumann
algebraM have a standard representation (pi(M),H, |Ω〉).
Consider the Tomita-Takesaki modular theory in (pi(M),H, |Ω〉). According to the
Tomita-Takesaki modular theory
Spi(X)|Ω〉 def= pi(X)∗ |Ω〉 = (X∗ ⊗ 1d)|Ω〉, ∀X ∈ M,
which is equivalently described as
S vec(X) = vec(X∗), ∀X ∈ M.
If we assume that K is the complex conjugate operator and P is a swap operator, then
S vec(X) = vec(X∗) = vec((X)T) = P vec(X)
= PK vec(X) = KP vec(X),
which means that S = PK = KP. Similarly, J = S = F = PK = KP, therefore ∆ = 1. In
quantum physics, K stands for time reversal operation.
Theorem 3.2. The set of all separating and cyclic vectors in H for pi(M) is precisely the set
{vec(A) ∈ H : A ∈ M is not singular} .
Proof. If A ∈ M is not singular, then for any pi(X) ∈ pi(M), we have
pi(X) vec(A) = 0⇐⇒ vec(XA) = 0⇐⇒ XA = 0⇐⇒ X = 0.
Thus vec(A) is a separating vector. When X is all overM, we have
pi(M) vec(A) = vec(MA) = vec(M) = H,
which implies that vec(A) is a cyclic vector.
Now suppose that |ψ〉 ∈ H is a separating and cyclic vector for pi(M). Then there
exists an operator Bψ ∈ M such that |ψ〉 = vec(Bψ). If Bψ is singular, then MBψ is a
proper left ideal of M. Thus pi(M)|ψ〉 6= H and there exists X1 6= X2 such that X1Bψ =
X2Bψ. That is, pi(X1)|ψ〉 = pi(X2)|ψ〉. Therefore |ψ〉 = vec(Bψ) is not a separating and
cyclic vector for singular operator Bψ.
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Remark 3.3. We recall that the Schmidt rank of pure state |ψ〉 ∈ H is defined by
SR(|ψ〉) def= rank(Bψ), |ψ〉 = vec(Bψ).
Hence the above result can be described equivalently as:
Claim: |ψ〉 ∈ H is a separating and cyclic vector for pi(M) if and only if SR(|ψ〉) = d.
In some sense, separating and cyclic vectors stands for quantum states of most en-
tanglement of measure.
If ω is a state on M, then there exist density matrix Dω ∈ L (Hd) such that
ω(M) = Tr (DωM) = 〈Dω,M〉HS , M ∈ L (Hd) .
It is known that ω is faithful if and only if Dω is not singular. Since dim(Hd) = d < +∞,
it follows that all states onM are normal.
Consider the normalized vector |Ω〉 def= vec(√Dω) ∈ H for faithful normal state ω. It
is easily seen that
ω(M) = 〈Ω |pi(M)|Ω〉 .
|Ω〉 is a separating and cyclic vector pi(M). In terms of the language of quantum infor-
mation theory, |Ω〉 is a purification of density matrix Dω inH. Thus there is a connection
between the standard representation of von Neumann algebra with a faithful normal
state and purification of density matrix:
Given a faithful normal state ω on von Neumann algebra M. Then the standard
representation of M is (pi(M),H, |Ω〉), where |Ω〉 = vec(√Dω) is a purification of
density matrix Dω which is not singular.
Example 3.4 (Unification of finite or countable infinite situation, [1, 4]). A simple exam-
ple of the Tomita-Takesaki theory and its related KMS states can be built on the space of
Hilbert-Schmidt operators on a Hilbert space. The set of Hilbert-Schmidt operators is itself
a Hilbert space, and there are two preferred algebras of operators on it, which carry the
modular structure.
Let H be a (complex, separable) Hilbert space of dimension N (finite or infinite) and
{|ψi〉}Ni=1 an orthonormal basis of it. We denote by C2 the space of all Hilbert-Schmidt
operators on H (C2 ⊂ L (H )). This is a Hilbert space with scalar product: (C2, 〈·, ·〉HS)
〈X,Y〉HS = Tr (X∗Y) .
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The vectors (an element of C2 is called vector although it is operator on H ),{
Eij = |ψi〉〈ψj| : i, j = 1, 2, . . . ,N
}
form an orthonormal basis of C2, 〈
Eij, Ekl
〉
= δikδjl.
In particular, the vectors,
Eii = |ψi〉〈ψi|,
are one dimensional projection operators on H . In what follows 1 will denote the
identity operator on H and 12 that on C2 (in later notation: 12 = 1⊠ 1).
All bounded linear operator acting on C2 (i.e., linear super-operators in T (H )) are
denoted by L (C2). We identify a special class of linear operators on C2, denoted by
A⊠ B ∈ L (C2) , A, B ∈ L (H ), which act on a vector X ∈ C2 in the manner:
A⊠ B(X)
def
= AXB∗.
Using the scalar product in C2, we see that
(i) (A⊠ B)∗ = A∗⊠ B∗,
(ii) (A1 ⊠ B1)(A2 ⊠ B2) = A1A2 ⊠ B1B2.
Indeed,
〈(A⊠ B)∗(Y),X〉HS = 〈Y, (A⊠ B)(X)〉HS = Tr (Y∗AXB∗)
= Tr (B∗Y∗AX) =
〈
(B∗Y∗A)∗ ,X
〉
HS
= 〈A∗YB,X〉HS = 〈A∗ ⊠ B∗(Y),X〉HS ,
which implies that (A⊠ B)∗ = A∗⊠ B∗. Similar reasoning goes for (A1⊠ B1)(A2⊠ B2) =
A1A2⊠ B1B2.
There are two special von Neumann algebras which can be built out of these opera-
tors. These are,
Al def= {Al = A⊠ 1 : A ∈ L (H )} , Ar def= {Ar = 1⊠ A : A ∈ L (H )} .
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As a matter of fact, Al is a left regular representation of A or a left multiplication by
A; Ar is a right regular representation of A
∗ or a right multiplication by A∗. For any
A, B ∈ L (H ), we have
AlBr = BrAl, [Al , Br] = 0.
In fact, for any X ∈ C2,
AlBr(X) = (A⊠ 1)(1⊠ B)(X) = (A⊠ 1)(XB
∗)
= AXB∗ = (1⊠ B)(AX) = (1⊠ B)(A⊠ 1)(X)
= BrAl(X).
They are mutual commutants and both are factors:
(Al)′ = Ar, (Ar)′ = Al , Al ∩Ar = C12.
Consider now the operator J : C2 −→ C2, whose action on the vectors Eij is given by
JEij
def
= Eji =⇒ J2 = 12, J(|φ〉〈ψ|) = |ψ〉〈φ|, ∀|φ〉, |ψ〉 ∈ H .
This operator is anti-unitary, and since
[J(A⊠ 1)J]Eij = J(A⊠ 1)Eji = J(AEji)
= J(A|ψj〉〈ψi|) = |ψi〉〈ψj|A∗ = (1⊠ A)Eij,
we immediately get
JAl J = Ar.
• A KMS state.
Let {λi}Ni=1 (N 6 +∞) be a sequence of non-zero, positive numbers, satisfying,
∑
N
i=1 λi = 1. Let
Ω
def
=
N
∑
i=1
√
λiEii ∈ C2. (3.1)
We note the following properties of Ω.
(i) Ω defines a vector state ω on the von Neumann algebra Al . This follows from the
fact that for any A⊠ 1 ∈ Al , we may define the state ω on Al by
ω(A⊠ 1)
def
= 〈Ω, (A⊠ 1)Ω〉HS = Tr (Ω∗AΩ) = Tr (DωA) , Dω =
N
∑
i=1
λiEii, (3.2)
thus Ω = D
1
2
ω.
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(ii) The state ω is faithful and normal. Normality follows from the last equality in
Eq. (3.2) and the fact that Dω is a density matrix. To check for faithfulness, note
that for any A⊠ 1 ∈ Al ,
ω((A⊠ 1)∗(A⊠ 1)) = ω(A∗A⊠ 1)) = Tr (DωA∗A) =
N
∑
i=1
λi ‖A|ψi〉‖2 ,
from which it follows that ω((A⊠ 1)∗(A⊠ 1)) = 0 if and only if A = 0 (since the
|ψi〉 are an orthonormal basis set and the λi > 0), hence if and only if A⊠ 1 = 0.
(iii) The vector Ω is cyclic and separating for Al : [AlΩ] = C2. Indeed, cyclicity follows
from the fact that if X ∈ C2 is orthogonal to all (A⊠ 1)Ω, A ∈ L (H ), then
〈X, (A⊠ 1)Ω〉HS = Tr (X∗AΩ) =
N
∑
i=1
√
λi 〈ψi |X∗A| ψi〉 = 0, ∀A ∈ L (H) .
Taking A = Ekl , we easily get from the above equality, 〈ψl |X∗|ψk〉 = 0 and since
this holds for all k, l, we get X = 0. In the same way, Ω is also cyclic for Ar, hence
separating for Al, i.e., (A⊠ 1)Ω = (B⊠ 1)Ω ⇐⇒ A⊠ 1 = B⊠ 1.
We shall show in the sequel that the state ω constructed above is indeed a KMS state for
a particular choice of λi.
• Time evolution and modular automorphism.
We now construct a time evolution σωt (t ∈ R), on the algebra Al , using the state ω,
with respect to which it has the KMS property, for fixed β > 0,
ω(Alσ
ω
t+iβ(Bl)) = ω(σ
ω
t (Bl)Al), ∀Al, Bl ∈ Al,
and moreover the function,
FAl ,Bl(z)
def
= ω(Alσ
ω
z (Bl)),
is analytic in the strip {z ∈ C : 0 < Im(z) < β} and continuous on its boundaries. We
start by defining the operators,
Pij
def
= Eii ⊠ Ejj.
Clearly Pij are projection operators on the Hilbert space C2:{
P∗ij = Pij,
P2ij = Pij.
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Indeed,
P∗ij = (Eii ⊠ Ejj)
∗ = E∗ii ⊠ E
∗
jj = Eii ⊠ Ejj = Pij,
P2ij = (Eii ⊠ Ejj)
2 = E2ii ⊠ E
2
jj = Eii ⊠ Ejj = Pij.
Using Dω and for a fixed β > 0, define the operator Hω as:
Dω
def
= e−βHω =⇒ Hω = − 1
β
lnDω = − 1
β
N
∑
i=1
(lnλi)Eii.
Clearly [Dω,Hω] = 0. Next we define the operators:
Hlω
def
= Hω ⊠ 1, H
r
ω
def
= 1⊠ Hω, Hω
def
= Hlω − Hrω
Since ∑Ni=1 Eii = 1, we may also write
Hlω = −
1
β
N
∑
i,j=1
(lnλi)Pij, H
r
ω = −
1
β
N
∑
i,j=1
(lnλj)Pij.
Thus
Hω = − 1
β
N
∑
i,j=1
(
ln
λi
λj
)
Pij.
Using the operator:
∆ω
def
=
N
∑
i,j=1
(
λi
λj
)
Pij = e
−βHω ,
we define a time evolution operator on C2:
eiHωt = ∆
− itβ
ω (t ∈ R),
and we note that, for any X ∈ C2,
eiHωt(X) =
N
∑
i,j=1
(
λi
λj
)− itβ
Pij(X)
=
[
N
∑
i=1
λ
− itβ
i Eii
]
⊠
[
N
∑
j=1
λ
− itβ
j Ejj
]
(X)
= eiHωtXe−iHωt,
so that
eiHωt = eiHωt⊠ eiHωt.
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It is clearly that Ω commutes with Hω and hence that it is invariant under this time
evolution:
eiHωt(Ω) = eiHωtΩe−iHωt = Ω.
Finally, using eiHωt(Ω) we define the time evolution σω on the algebra Al, in the manner:
σωt (Al) = e
iHωtAle
−iHωt, ∀Al ∈ Al .
Writing Al = A⊠ 1, A ∈ L (H ), and using the composition law, we see that
eiHωtAle
−iHωt =
[
eiHωtAe−iHωt
]
⊠ 1,
so that
ω(σωt (Al)) = Tr
(
Dωe
iHωtAe−iHωt
)
= Tr
(
e−iHωtDωeiHωtA
)
= Tr (DωA) = ω(Al),
since Dω and Hω commute. Thus, the state ω is invariant under the time evolution σ
ω.
To obtain the KMS condition, we first note that, with Al = A⊠ 1 and Bl = B⊠ 1,
Alσ
ω
t (Bl) =
[
AeiHω tBe−iHωt
]
⊠ 1.
Hence,
FAl ,Bl(t) = ω(Alσ
ω
t (Bl)) = Tr
(
DωAe
iHω tBe−iHωt
)
= Tr
(
e−iHωtDωAeiHωtB
)
= Tr
(
Dωe
−iHωtAeiHω tB
)
,
the last equality following from the commutativity of Dω and Hω. Thus, since Dω =
e−βHω , that is, DωeβHω = 1. Thus
FAl ,Bl(t+ iβ) = Tr
(
Dωe
−iHωteβHω AeiHωte−βHωB
)
= Tr
(
Dωe
βHω e−iHωtAeiHωte−βHωB
)
= Tr
(
e−iHωtAeiHωtDωB
)
= Tr
(
eiHωtDωBe
−iHωtA
)
= Tr
(
Dωe
iHωtBe−iHωtA
)
,
so that
ω(Alσ
ω
t+iβ(Bl)) = Tr
(
Dωe
iHωtBe−iHωtA
)
= ω(σωt (Bl)Al),
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which is the KMS condition.
• The anti-linear operator Sω.
We now analyze the anti-linear operator Sω : C2 −→ C2, which acts as
Sω(AlΩ) = A
∗
l Ω, ∀Al ∈ Al.
Taking Al = A⊠ 1,
Sω(AlΩ) = A
∗
l Ω, ∀Al ∈ Al ⇐⇒ Sω(AΩ) = A∗Ω, ∀A ∈ L (H ) .
Moreover, we may write,
Sω(AΩ) = A
∗
Ω =⇒
N
∑
i=1
√
λiSω(AEii) =
N
∑
i=1
√
λiA
∗Eii.
Taking A = Ekl and using EklEii = δliEki, we then get
√
λlSω(Ekl) =
√
λkElk =⇒ Sω(Ekl) =
√
λk
λl
Elk.
Since any A ∈ L (H ) can be written as A = ∑Ni,j=1 aijEij, where aij =
〈
ψi |A| ψj
〉
, and
furthermore, since Pij(Ekl) = δikδjlEij, we obtain
Sω = J∆
1
2
ω,
which in fact, also gives the polar decomposition of Sω.
Thus, we could have obtained the time evolution automorphisms σωt (t ∈ R), by
analyzing the anti-linear operator Sω, (since S
∗
ωSω = ∆ω) directly. Also, we see that the
modular operator simply defines the Gibbs state corresponding to the Hamiltonian Hω.
• The centralizer.
The centralizer of Al , with respect to the state ω, is the von Neumann algebra,
Mω = {Bl ∈ Al : ω([Bl, Al]) = 0, ∀Al ∈ Al} .
Let us determine this von Neumann algebra. Writing Al = A ⊠ 1, Bl = B ⊠ 1, the
commutator, [Bl, Al] = (AB− BA)⊠ 1. Hence
ω([Bl, Al]) = Tr (Dω(AB− BA)) .
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Thus, in order for the above expression to vanish, we must have,
N
∑
i=1
λi 〈ψi |AB| ψi〉 =
N
∑
i=1
λi 〈ψi |BA|ψi〉 , ∀A ∈ L (H) .
Taking A = |ψk〉〈ψl |, this gives,
λk 〈ψl |B| ψk〉 = λl 〈ψl |B|ψk〉 , ∀k, l = 1, . . . ,N,
and since in general, λk 6= λl , this implies that 〈ψl |B|ψk〉 = 0 whenever k 6= l. Thus,
B is of the general form B = ∑Ni=1 biEii, bi ∈ C. In other words, the centralizer Mω
is generated by the projectors Elii = Eii ⊠ 1, i = 1, . . . ,N, which are minimal (i.e., they
do not contain projectors onto smaller subspaces) in Al . Alternatively, we may write,
Mω =
{
Hlω
}′′
, where Hlω is the Hamiltonian defined above, so that it is an atomic,
commutative von Neumann algebra.
4 Araki relative modular theory
Consider a von Neumann algebra M in its standard form. If M has the standard form
(M,H, J,P), thenM acts on the Hilbert spaceH, J is the modular conjugation, and P is
a natural positive cone in H such that every faithful normal state ω has a unique vector
representative |Ω〉 in P which is cyclic and separating for M. Given another normal
state φ, the densely defined quadratic form
A|Ω〉 7→ φ(AA∗), ∀A ∈ M (4.1)
is closable and there exists an associated positive self-adjoint operator ∆. It is character-
ized by the following properties. M|Ω〉 is a core for ∆ 12 and∥∥∥∆ 12A|Ω〉∥∥∥2 = φ(AA∗).
The ∆ was called by Araki the relative modular operator [2] of φ and ω and it is usually
denoted by ∆(φ/ω) or ∆φ,ω. Equivalently, ∆φ,ω is obtained from the polar decomposition
of the closure Sφ,ω of the conjugate linear operator
A|Ω〉 7→ A∗|Φ〉,
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where |Φ〉 is the vector representative of φ from P . Namely,
Sφ,ω = J∆
1
2
φ,ω.
The operators J,∆ω,ω and σ
ω
t are the standard ingredients of the Tomita-Takesaki mod-
ular theory with respect to ω or |Ω〉. The modular group of ω is a one-parameter group
of automorphisms ofM and it looks like
σωt (A) = ∆
it
ω,ωA∆
−it
ω,ω. (4.2)
Another Radon-Nikodym derivative-like object for comparison of two states is the Radon-
Nikodym cocyle discovered by Connes [6]. If φ is a faithful normal state, then
[Dφ,Dω]t
def
= ∆itφ,ω∆
−it
ω,ω ≡ Ut (4.3)
is a σωt -cocycle and
σ
φ
t = Utσ
ω
t U
∗
t . (4.4)
4.1 Functional calculus for a class of super-operators
We introduce two linear super-operators [11] on the space Md(C) of d× d matrices. Left
multiplication by A is denoted by LA and defined as
LA(X)
def
= AX;
right multiplication by B is denoted RB and defined as
RB(X)
def
= XB.
These super-operators are associated with the relative modular operator
∆A,B = LAR
−1
B
introduced by Araki in a far more general context. They have the following properties:
(i) The super-operators LA,RB commute, i.e. [LA,RB] = 0 since
LARB(X) = AXB = RBLA(X)
even when A and B do not commute, i.e. [A, B] 6= 0.
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(ii) LA and RA are invertible if and only if A is non-singular, in which case
L
−1
A = LA−1 and R
−1
A = RA−1.
(iii) When A is self-adjoint, LA and RA are both self-adjoint with respect to the Hilbert-
Schmidt inner product 〈A, B〉HS def= Tr (A∗B).
(iv) When A > 0, the super-operators LA and RA are positive semi-definite, i.e.
〈X,LA(X)〉HS = Tr (X∗AX) > 0, 〈X,RA(X)〉HS = Tr (X∗XA) = Tr (XAX∗) > 0.
(v) When A > 0, then
(LA)
α = LAα , (RA)
α = RAα
for all α > 0. If A > 0, this extends to all real α. More generally,
f (LA) = L f (A)
for all f : (0,+∞) → (−∞,+∞).
4.2 Version of super-operator representation
Suppose that Ω and Φ are separating and cyclic vectors, induced by faithful normal states
ω and φ, respectively, in C2 for Al. Then there exist two non-singular density operators
Dω,Dφ ∈ C2 such that
Ω = D
1
2
ω, Φ = D
1
2
φ ,
According the Araki relative modular theory, we have that for any Xl ∈ Al and Yr ∈ Ar,{
Sφ,ω(XlΩ) = X
∗
l Φ,
Fφ,ω(YrΩ) = Y
∗
r Φ.
(4.5)
Both expressions are equivalent to
Sφ,ω
(
XD
1
2
ω
)
= X∗D
1
2
φ ,
Fφ,ω
(
D
1
2
ωY
)
= D
1
2
φY
∗,
(4.6)
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for any X,Y ∈ L (H ). Thus if the dimension of the underlying Hilbert space H satisfies
that dim(H ) < +∞, then  Sφ,ω(A) = D
− 12
ω A
∗D
1
2
φ ,
Fφ,ω(B) = D
1
2
φB
∗D−
1
2
ω ,
(4.7)
for any A, B ∈ C2.
∆φ,ω = Fφ,ωSφ,ω = Dφ⊠D
−1
ω ,
which implies that 
Jφ,ωX = X∗,
∆
1
2
φ,ωΩ = Φ,
∆itφ,ω = D
it
φ ⊠D
−it
ω .
(4.8)
4.3 Version of vector representation
Suppose that |Ω〉 and |Φ〉 are separating and cyclic vectors, induced by faithful normal
states ω and φ, respectively, in H ≡ Hd ⊗Hd for pi(M) ≡ M⊗ 1d with M = L (Hd).
Then there exist two non-singular density operators Dω,Dφ ∈ L (Hd) such that their
purifications are |Ω〉 = vec(D 12ω) and |Φ〉 = vec(D
1
2
φ). According the Araki relative
modular theory, we have that for any X,Y ∈ L (Hd),{
Sφ,ω(X ⊗ 1d)|Ω〉 = (X∗ ⊗ 1d)|Φ〉,
Fφ,ω(1d ⊗ Y)|Ω〉 = (1d ⊗ Y∗)|Φ〉.
(4.9)
Both expressions are equivalent to Sφ,ω vec(XD
1
2
ω) = vec(X
∗D
1
2
φ),
Fφ,ω vec(D
1
2
ωY) = vec(D
1
2
φY
∗),
(4.10)
for any X,Y ∈ L (Hd). Thus Sφ,ω vec(X) = vec(D
− 12
ω X
∗D
1
2
φ),
Fφ,ω vec(Y) = vec(D
1
2
φY
∗D−
1
2
ω ),
(4.11)
for any X,Y ∈ L (Hd).
∆φ,ω = FS = Dφ ⊗
(
D−1ω
)
T
,
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which implies that 
Jφ,ω vec(X) = vec(X∗),
∆
1
2
φ,ω|Ω〉 = |Φ〉,
∆itφ,ω = D
it
φ ⊗
(
D−itω
)
T
.
(4.12)
5 Specific form of natural positive cone
Let Hd be a d-dimensional complex Hilbert space. Consider a von Neumann algebra
M ≡ L (Hd). A faithful representation of von Neumann algebra M on a Hilbert space
H ≡ Hd ⊗Hd is defined by the following map:
pi : X 7−→ pi(X) = X⊗ 1d.
|Ω〉 def= vec(1d) is a separating and cyclic vector in H for von Neumann algebra pi(M) ≡
L (Hd)⊗ 1d. Thus von Neumann algebraM have a standard representation (pi(M),H, |Ω〉).
According to the definition of the natural positive cone P associated with the pair
(pi(M), |Ω〉) is the closure of the set:
{pi(M)j(pi(M))|Ω〉 : M ∈ M} ,
where j : pi(M) 7−→ pi(M)′ is the anti-linear ∗-isomorphism defined by
j(pi(M))
def
= Jpi(M)J, ∀M ∈ M.
More concretely,
pi(M)j(pi(M))|Ω〉 = (M⊗ 1d)J(M⊗ 1d)J vec(1d)
= (M⊗ 1d)J(M⊗ 1d) vec(1d)
= (M⊗ 1d)J vec(M) = (M⊗ 1d) vec(M∗)
= vec(MM∗),
which indicate that
P = [{vec(MM∗) : M ∈ M}] = [vec(M+)] = vec(M+).
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For any |ξ〉 ∈ P , there exists an element X ∈ M+ such that |ξ〉 = vec(X), thus
J vec(X) = vec(X∗) = vec(X) since X = X∗. Therefore J|ξ〉 = |ξ〉. For any vec(NN∗) ∈
P for some N ∈ M, we have
pi(M)j(pi(M)) vec(NN∗) = vec(MNN∗M∗) = vec((MN)(MN)∗) ∈ P .
|ξ〉, |η〉 are any given vectors in P . There exist two elements X,Y ∈ M+ such that
|ξ〉 = vec(X) and |η〉 = vec(Y). Then
〈ξ|η〉 = 〈vec(X), vec(Y)〉 = 〈X,Y〉HS = Tr (XY) > 0
since X,Y > 0. Thus P is a self-dual cone. If Z ∈ M+ such that vec(Z) ∈ P ∩ (−P), then
vec(Z) ∈ P and vec(−Z) ∈ P , which implies that −Z,Z > 0, i.e. Z = 0⇐⇒ vec(Z) = 0.
Therefore P ∩ (−P) = {0}.
If |ζ〉 satisfies that J|ζ〉 = |ζ〉, then there is an element T ∈ M such that |ζ〉 = vec(T)
and vec(T) = J vec(T), which is equivalent to the following formula:
vec(T) = vec(T∗)⇐⇒ T = T∗.
Now by employing the Jordan decomposition of operators, we have
T = T+ − T−,
where T+, T− ∈ M+ and T+T− = 0. This means that
|ζ〉 = vec(T) = vec(T+)− vec(T−)
and 〈vec(T+), vec(T−)〉 = 〈T+, T−〉HS = Tr (T+T−) = 0. Denote |ζ1〉 = vec(T+) and
|ζ2〉 = vec(T−), then |ζ〉 = |ζ1〉 − |ζ2〉 with |ζ1〉⊥|ζ2〉.
For any |ς〉 ∈ H, there is an element Y|ς〉 ∈ M such that |ς〉 = vec(Y|ς〉). Now since
Y|ς〉 can be represented by at most four positive element in H+,H−,K+,K− ∈ M+ as
follows:
Y|ς〉 = (H+ − H−) + i(K+ − K−),
i.e.,
vec(Y|ς〉) = vec(H+)− vec(H−) + i vec(K+)− vec(K−).
Setting vec(H+) = |ς1〉, vec(H−) = |ς2〉, vec(K+) = |ς3〉 and vec(K−) = |ς4〉, we have
|ς〉 = |ς1〉 − |ς2〉+ i|ς3〉 − i|ς4〉.
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Clearly, |ς1〉, |ς2〉, |ς3〉, |ς4〉 ∈ P . Finally, H indeed is linearly spanned by P .
Since any normal positive form ω ∈ M∗,+, it follows that |Ω〉 = vec(D
1
2
ω) is the vector
representative of |ω〉 in P : ω(M) = 〈Ω |pi(M)|Ω〉.
Given any normal positive forms ω|ξ〉 and ω|η〉 for |ξ〉, |η〉 ∈ P , thus we have |ξ〉 =
vec(X) and |η〉 = vec(Y) for X,Y ∈ M+:
‖|ξ〉 − |η〉‖2 = 〈ξ − η|ξ − η〉 = 〈vec(X −Y), vec(X − Y)〉HS
= ‖X −Y‖2HS , (5.1)
‖|ξ〉 − |η〉‖ ‖|ξ〉+ |η〉‖ = ‖X −Y‖HS ‖X +Y‖HS , (5.2)∥∥∥ω|ξ〉 − ω|η〉∥∥∥ = ∥∥∥X2 − Y2∥∥∥
1
. (5.3)
By the result in Theorem 1.28, it follows that
‖|ξ〉 − |η〉‖2 6
∥∥∥ω|ξ〉 −ω|η〉∥∥∥ 6 ‖|ξ〉 − |η〉‖ ‖|ξ〉+ |η〉‖ . (5.4)
Thus we arrived at the following inequality (a special case of Powers-Störmer’s inequal-
ity):
Theorem 5.1 ([17]). It holds that
‖X −Y‖2HS 6
∥∥∥X2 − Y2∥∥∥
1
6 ‖X− Y‖HS ‖X +Y‖HS , (5.5)
where X,Y are Hermitian matrices.
In what follows, we can first show that Eq. (5.5) is true, and then Eq. (5.4) is a direct
consequence of Eq. (5.5).
Proof. Since
X2 − Y2 = 1
2
[(X − Y)(X +Y) + (X +Y)(X − Y)] ,
it follows that∥∥∥X2 − Y2∥∥∥
1
6
1
2
‖(X −Y)(X + Y)‖1 +
1
2
‖(X + Y)(X − Y)‖1 .
By employing Schwarz inequality, we have{
‖(X −Y)(X +Y)‖1
‖(X +Y)(X −Y)‖1
}
6 ‖X− Y‖HS ‖X+ Y‖HS .
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Thus ∥∥∥X2 −Y2∥∥∥
1
6 ‖X − Y‖HS ‖X + Y‖HS .
Next, we write the spectral decomposition of X− Y as follows:
X −Y = ∑
i
λi|ui〉〈ui |.
Then
|X− Y| = ∑
i
|λi | |ui〉〈ui |, 〈ui |X− Y| ui〉 = λi.
Denote
U
def
= ∑
i
sign(λi)|ui〉〈ui |.
Thus [U,X − Y] = 0 and |X −Y| = U(X − Y) = (X − Y)U. Now by the triangle
inequality, we have
|λi | = |〈ui |X− Y| ui〉| = |〈ui |X| ui〉 − 〈ui |Y| ui〉|
6 〈ui |X| ui〉+ 〈ui |Y| ui〉
6 〈ui |X+ Y| ui〉 . (5.6)
Therefore∥∥∥X2 − Y2∥∥∥
1
>
∣∣∣Tr ([X2 − Y2]U)∣∣∣
=
∣∣∣∣ 12 Tr ((X −Y)(X + Y)U) + 12 Tr ((X +Y)(X − Y)U)
∣∣∣∣
=
1
2
|Tr (|X −Y| (X +Y)) + Tr ((X + Y) |X− Y|) |
= Tr (|X− Y| (X + Y)) = ∑
i
|λi |Tr (|ui〉〈ui |(X + Y))
= ∑
i
|λi | 〈ui |X +Y| ui〉 > ∑
i
|λi |2 = ‖X− Y‖2HS .
The desired inequality is obtained.
Powers-Störmer’s inequality asserts that for s ∈ [0, 1], the following inequality
2 Tr
(
AsB1−s
)
> Tr (A+ B− |A− B|) (5.7)
holds for any pair of positive matrices A, B. This is a key inequality to prove the upper
bound of Chernoff bound, in quantum hypothesis testing theory [3]. This inequality
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was first proven by Audenaert, using an integral representation of the function ts. After
that, Ozawa gave a much simpler proof for the same inequality, using fact [10] that
f (t) = ts, t ∈ [0,+∞) is an operator monotone function for s ∈ [0, 1].
Theorem 5.2 (Powers-Störmer inequality [15]). For positive compact operators A, B, the fol-
lowing inequality is valid: ∥∥∥√A−√B∥∥∥2
2
6 ‖A− B‖1 .
Theorem 5.3. Let A, B be semi-definite positive matrices in Mn(C). Then
2 Tr
(
BsA1−s
)
> Tr (A+ B− |A− B|)
holds for any s ∈ [0, 1].
Proof. (Ozawa, unpublished) For X self-adjoint, X± denotes its positive/negative part.
Decomposing A− B = (A− B)+ − (A− B)−, one gets
1
2
Tr (A+ B− |A− B|) = Tr (A)− Tr ((A− B)+) .
Now the original inequality is equivalent to
Tr (A)− Tr
(
BsA1−s
)
6 Tr ((A− B)+) . (5.8)
Note that
B+ (A− B)+ > B and B+ (A− B)+ = A+ (A− B)− > A.
Since, for s ∈ [0, 1], the function x 7→ xs is operator monotone, i.e. X 6 Y =⇒ Xs 6 Ys
for any positive matrices X,Y, we can write
Tr (A)− Tr
(
BsA1−s
)
= Tr
(
(As − Bs)A1−s
)
6 Tr
(
((B+ (A− B)+)s − Bs)A1−s
)
6 Tr
(
((B+ (A− B)+)s − Bs)(B+ (A− B)+)1−s
)
= Tr (B+ (A− B)+)− Tr
(
Bs(B+ (A− B)+)1−s
)
6 Tr (B+ (A− B)+) .
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Theorem 5.4 (Ogata [13]). Let φ1, φ2 are normal positive linear functionals on a von Neumann
algebraM for which the vector representatives in the natural positive cone P are |Φ1〉 and |Φ2〉,
respectively. Then we have that, ∀s ∈ [0, 1],
2
∥∥∥∆ s2φ2,φ1 |Φ1〉∥∥∥2 > φ1(1) + φ2(1)− |φ1 − φ2 | (1). (5.9)
The equality holds if and only if
φ2 = (φ2 − φ1)+ + ψ and φ1 = (φ2 − φ1)− + ψ
for some normal positive linear functional ψ onM whose support is orthogonal to the support of
|φ2− φ1 |.
Theorem 5.5 (Hoa [9]). Let f be a 2n-monotone function on [0,+∞) such that f ((0,+∞)) ⊆
(0,+∞). Then for any pair of positive matrices A, B ∈ Mn(C), we have:
2 Tr
(√
f (A)g(B)
√
f (A)
)
> Tr (A+ B− |A− B|) , (5.10)
where
g(t)
def
=

t
f (t)
, t ∈ (0,+∞),
0, t = 0.
Theorem 5.6 (Hoa [9]). Let τ be a tracial functional on a C∗-algebra A, f be a strictly positive,
operator monotone function on [0,+∞). Then for any pair of positive elements A, B ∈ A:
2τ
(√
f (A)g(B)
√
f (A)
)
> τ(A+ B− |A− B|), g(t) def= t/ f (t). (5.11)
Theorem 5.7 (Phillips [14]). Let A > B > 0 and t > 1. Then∥∥∥A1/t − B1/t∥∥∥t
t
6 ‖A− B‖1 .
Let M be a general von Neumann algebra with a faithful normal semi-finite weight
ϕ. Denote by N the crossed product M ⋊σϕ R which admits the canonical faithful
normal semi-finite trace τ and the dual action θs(s ∈ R), satisfying τ ◦ θs = e−sτ(s ∈ R).
For p ∈ (0,∞], the Haagerup Lp-space Lp(M) = Lp(M; ϕ) is defined by
Lp(M) def=
{
X ∈ N˜ : θs(X) = e−s/pX, s ∈ R
}
.
Here M = L∞(M). For each ψ ∈ M+∗ , a unique Dψ ∈ N˜+ is given by ψ˜ = τ(Dψ·),
where ψ˜ is the dual weight of ψ. The mapping ψ 7→ Dψ is extended to a linear bijection
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fromM∗ onto L1(M), and so the linear functional Tr on L1(M) is defined by Tr
(
Dψ
)
=
ψ(1)(ψ ∈ M∗).
For p ∈ (0,∞), the Haagerup (quasi-)norm ‖X‖p of X ∈ Lp(M) is defined by
‖X‖p = Tr
(|X |p)1/p. When p ∈ [1,∞), Lp(M) is a Banach space with the norm ‖·‖p,
and its dual Banach space is Lq(M), where 1p + 1q = 1 by the following duality:
〈X,Y〉 = Tr (XY) (= Tr (YX)), X ∈ Lp(M),Y ∈ Lq(M).
In particular,M∗ ∼= L1(M) by the isometry ψ 7→ Dψ.
Theorem 5.8 (Hiai [8]). Let Lp(M) be the Haagerup Lp-space for some von Neumann algebra.
For A, B ∈ Lp(M)+, we have ∥∥At − Bt∥∥
p/t
6 ‖A− B‖tp ,
where t ∈ (0, 1) and p ∈ [t,∞].
6 Effros’ approach—applications of Araki relative modu-
lar operator
6.1 The classical and matrix notions of perspectives
Given a convex function f defined on a convex set C ⊆ Rn, the perspective g is defined
on the subset
L
def
= {(x, t) : t > 0 and x/t ∈ C}
by
g(x, t)
def
= f (x/t)t.
It is a simple exercise to verify that g(x, t) is a jointly convex function in the sense that,
if λ ∈ [0, 1]
g(λx1 + (1− λ)x2, λt1 + (1− λ)t2) 6 λg(x1, t1) + (1− λ)g(x2, t2).
An elementary but important example is provided by the continuous convex function
f (x) = x log x, with f (0) = 0 defined on [0,+∞) ⊂ R. It follows that the perspective
function
g(x, t) = t
x
t
log
x
t
= x log x− x log t
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is jointly convex. Letting p = (pi) and q = (qi) be finite probability measures with pi > 0
and qi > 0, the convexity of f implies that the classical entropy
H(p) = −∑
i
pi log pi
is concave, and the convexity of g implies that the relative entropy
(q, p) 7→ H(q||p) = ∑
i
pi log pi − pi log qi
is jointly convex on pairs of probability measures.
We recall that if f : I = [a, b] → R is continuous, and T is an n × n self-adjoint
matrix with spectrum in [a, b], then we can define fn(T) by spectral theory (or by using
a basis in which T is diagonal). f is said to be matrix convex if for each n ∈ N, the
corresponding function fn is convex on the self-adjoint n× n matrices with spectrum in
[a, b]. Throughout the rest of the article we only consider n× n matrices, and we usually
omit the subscript n. The following is the affine version of the Hansen-Pedersen-Jensen
inequality
Theorem 6.1. If f is matrix convex, and A and B satisfy A†A+ B†B = 1n, then
f (A†T1A+ B
†T2B) 6 A
† f (T1)A+ B
† f (T2)B.
Theorem 6.2 (Effros [7]). Suppose that f (x) is operator convex. When restricted to positive
commuting matrices L,R, i.e. [L,R] = 0, the "perspective function"
(L,R) 7→ g(L,R) = f (L/R)R (6.1)
is jointly convex in the sense that if
L = λL1 + (1− λ)L2 and R = λR1 + (1− λ)R2
with [Li,Ri] = 0 (i = 1, 2), λ ∈ [0, 1],
g(L,R) 6 λg(L1,R1) + (1− λ)g(L2,R2). (6.2)
Proof. The matrices A = (λR1)
1
2R
− 12 and B = ((1− λ)R2) 12R− 12 satisfy A†A+ B†B = 1.
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From the above Theorem, we have
g(L,R) = R f (L/R) = R
1
2 f (R−
1
2LR
− 12 )R
1
2
= R
1
2 f (A†(L1/R1)A+ B
†(L2/R2)B)R
1
2
6 R
1
2
(
A† f (L1/R1)A+ B
† f (L2/R2)B
)
R
1
2
= (λR1)
1
2 f (L1/R1)(λR1)
1
2 + ((1− λ)R2) 12 f (L2/R2)((1− λ)R2) 12
= λg(L1,R1) + (1− λ)g(L2,R2).
Corollary 6.3. The relative entropy function
(ρ, σ) 7→ S(ρ||σ) = Tr (ρ log ρ− ρ log σ)
is jointly convex on the strictly positive n× n density matrices ρ, σ.
Proof. The function f (x) = x log x is operator convex and thus〈
1, g(Lρ,Rσ)(1)
〉
= S(ρ||σ)
is jointly convex.
Corollary 6.4. If s ∈ (0, 1), then the function
F(A, B) = Tr
(
AsK†B1−sK
)
is jointly concave on the strictly positive n× n matrices A, B.
Proof. f (t) = −ts is operator convex, − Tr (AsK†B1−sK) = 〈K†, g(LA,RB)(K†)〉 is jointly
convex.
6.2 Maréchal’s perspectives
We assume that the functions f and g are defined on an interval I ⊆ R and that 0 ∈ I.
Theorem 6.5. If f is matrix convex, f (0) 6 0, and A and B are matrices with A†A+ B†B 6 1n,
then
f (A†T1A+ B
†T2B) 6 A
† f (T1)A+ B
† f (T2)B.
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Given continuous functions f and h, and commuting positive matrices L and R, we
define
( f∆h)(L,R)
def
= f (L/h(R))h(R)
Theorem 6.6. Suppose that f is matrix convex, f (0) 6 0, and that h is matrix concave with
h > 0. Then
(L,R) 7→ ( f∆h)(L,R)
is jointly convex on positive commuting matrices L,R in the sense of Theorem 6.2.
Proof. Let us suppose that L = λL1 + (1 − λ)L2 and R = λR1 + (1 − λ)R2 where[
L j,R j
]
= 0. Then
λh(R1) + (1− λ)h(R2) 6 h(R),
hence
A = (λh(R1))
1
2 (h(R))−
1
2 , B = ((1− λ)h(R2)) 12 (h(R))− 12
satisfy
A†A+ B†B 6 1.
It follows from Theorem 6.5 that
( f∆h)(L,R) = (h(R))
1
2 f ((h(R))−
1
2L(h(R))−
1
2 )(h(R))
1
2
= (h(R))
1
2 f (A†(L1/R1)A+ B
†(L2/R2)B)(h(R))
1
2
6 (h(R))
1
2A† f (L1/R1)A(h(R))
1
2 + (h(R))
1
2B† f (L2/R2)B(h(R))
1
2
= λ( f∆h)(L1 ,R1) + (1− λ)( f∆h)(L2 ,R2).
Corollary 6.7. Suppose that 0 < p, q and that p+ q 6 1. Then the function
(A, B) 7→ Tr
(
AqX†BpX
)
is jointly concave on the positive n× n matrices.
Proof. Since p + q 6 1, p + q is a convex combination of q and 1, i.e. we may choose
t ∈ [0, 1] with p+ q = (1− t)q+ t1. If we let q = s, then
p = −tq+ t = (1− q)t = (1− s)t.
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Thus, it suffices to show that if s, t ∈ [0, 1], then
(A, B) 7→ − Tr
(
AsX†B(1−s)tX
)
is jointly convex. The functions f (x) = −xs and h(y) = yt are operator convex and
concave, respectively, and
( f∆h)(LA ,RB) = h(RA) f (LA/h(RB)) = −LsAR(1−s)tB .
Therefore
− Tr
(
AsX†B(1−s)tX
)
=
〈
X†, ( f∆h)(LA ,RB)(X
†)
〉
is jointly convex.
Lemma 6.8. Let A, B ∈ Pd (H) and X ∈ L (H). Then
[
A X
X† B
]
is positive semi-definite if
and only if B > X∗A−1X.
Lemma 6.9. Let A, B, Ai, Bi ∈ Pd (H) (i = 1, 2) be such that [A, B] = [Ai, Bi] = 0(i = 1, 2),
and
A > λA1 + (1− λ)A2, B > λB1 + (1− λ)B2, ∀λ ∈ [0, 1].
Then
AsBt > λAs1B
t
1 + (1− λ)As2Bt2 (6.3)
for all 0 6 s, t; s+ t 6 1.
Proof. Let E be the set of all (s, t) ∈ [0, 1]× [0, 1] for which the inequality Eq. (6.3) holds.
We first show that (12 ,
1
2) ∈ E. From Lemma 6.8, it follows that[
A1
√
A1B1√
A1B1 B1
]
and
[
A2
√
A2B2√
A2B2 B2
]
are positive semi-definite. Consequently,[
λA1 + (1− λ)A2 λ
√
A1B1 + (1− λ)
√
A2B2
λ
√
A1B1 + (1− λ)
√
A2B2 λB1 + (1− λ)B2
]
is positive semi-definite. Using the facts that A > λA1 + (1− λ)A2 and B > λB1 + (1−
λ)B2, we see that[
A λ
√
A1B1 + (1− λ)
√
A2B2
λ
√
A1B1 + (1− λ)
√
A2B2 B
]
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is positive semi-definite and hence[
1 A− 12
[
λ
√
A1B1 + (1− λ)
√
A2B2
]
A− 12
A− 12
[
λ
√
A1B1 + (1− λ)
√
A2B2
]
A− 12 A− 12BA− 12
]
is positive semi-definite. Thus, again by Lemma 6.8, we have
A−1B = A−
1
2BA−
1
2 >
[
A−
1
2
[
λ
√
A1B1 + (1− λ)
√
A2B2
]
A−
1
2
]2
.
Using the fact that the function g(x) =
√
x is operator monotone on [0,+∞), we get
√
A−1B > A−
1
2
[
λ
√
A1B1 + (1− λ)
√
A2B2
]
A−
1
2 ,
which implies
√
AB > λ
√
A1B1 + (1− λ)
√
A2B2. (6.4)
This proves that (12 ,
1
2) ∈ E. Clearly, (0, 0), (0, 1), (1, 0) are in E and E is closed. If
(s1, t1), (s2, t2) ∈ E, then it follows as the proof of Eq. (6.4) that ( s1+s22 , t1+t22 ) ∈ E, and so
E is convex. This proves the lemma.
The following theorem is known as Lieb’s concavity theorem.
Theorem 6.10 (Lieb’s concavity theorem). Let X ∈ L (H) and s, t > 0 be such that s+ t 6 1.
Then the map
f (A, B) = Tr
(
X∗AsXBt
)
is jointly concave on Pd (H)× Pd (H).
Proof. Let Ai, Bi ∈ Pd (H) (i = 1, 2) and λ ∈ [0, 1]. Let LAi ,LA be the left multiplication
operators on the space L (H) induced by Ai, A = λA1 + (1 − λ)A2, where i = 1, 2,
respectively; RBi ,RB be the right multiplication operators on the space L (H) induced
by Bi, B = λB1+ (1− λ)B2, where i = 1, 2, respectively. The LAi ,LA,RBi ,RB are positive
operators on L (H). Moreover, LAi commutes with RBi , LA commutes with RB. Also,
we have
LA = λLA1 + (1− λ)LA2 and RB = λRB1 + (1− λ)RB2 .
Therefore, by Lemma 6.9,
L
s
AR
t
B > λL
s
A1
R
t
B1
+ (1− λ)LsA2RtB2
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for 0 6 s, t; s+ t 6 1. Thus, for every X ∈ L (H),〈
X,
(
L
s
AR
t
B
)
(X)
〉
>
〈
X,
(
λLsA1R
t
B1
+ (1− λ)LsA2RtB2
)
(X)
〉
= λ
〈
X,
(
L
s
A1
R
t
B1
)
(X)
〉
+ (1− λ)
〈
X,
(
L
s
A2
R
t
B2
)
(X)
〉
.
That is,〈
X, (λA1 + (1− λ)A2)sX(λB1 + (1− λ)B2)t
〉
> λ
〈
X, As1XB
t
1
〉
+ (1− λ) 〈X, As2XBt2〉 .
This completes the proof.
Remark 6.11. There are two key elements in this proof. One is the replacement of the
noncommuting matrices Ai and Bi by left and right multiplication operators Ai and Bi,
respectively, which act on matrices and commute. This idea is implicit in proofs based
on Araki’s relative modular operator.
6.3 Operator extension of strong subadditivity of entropy
Following Effros, we choose Lρ and Rσ to be superoperators that multiplies matrix from
the left or right. For X ∈ L (H), Lρ and Rσ are defined as follows.
LρX = ρX and RσX = Xσ. (6.5)
Note in particular, that Lρ and Rσ commute with each other. One can also show the
following relations.
log(Lρ)X = log(ρ)X and log(Rσ)X = X log(σ). (6.6)
Denoting ĤA = − log(ρA)⊗ 1Ac , following statement follows from Effros’ result.
Theorem 6.12 (Kim [12]). Let ρABC ∈ D (HA ⊗HB ⊗HC). Denote ĤX = log(ρX)⊗ 1Xc ,
where X ∈ {AB, BC, B, ABC}.
TrAB
(
ρABC
(
ĤAB + ĤBC − ĤB − ĤABC
))
> 0, (6.7)
TrBC
(
ρABC
(
ĤAB + ĤBC − ĤB − ĤABC
))
> 0. (6.8)
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Proof. Let f (x) = x log x. Since f (x) is operator convex,
g(Lρ,Rσ) = Lρ log(Lρ)−Lρ log(Rσ)
is jointly convex in Lρ and Rσ. Therefore,〈
K, g(Lρ,Rσ)(K)
〉
= Tr
(
ρ log(ρ)KK† − ρK log(σ)K†
)
(6.9)
is jointly convex in Lρ and Rσ for all K ∈ L (H). Choose
ρ = ρABC, σ = ρAB ⊗ 1C/dC, K = 1AB ⊗ PC,
where PC is a projector acting on HC and dC is dimension of HC. Note
1A/dA ⊗ ρBC = 1
d2A
d2A
∑
µ=1
UA,µρABCU
†
A,µ (6.10)
for some unitaries {UA,µ}. Using joint convexity, we see that
Tr ((1A/dA ⊗ ρBC) [log (1A/dA ⊗ ρBC)− log (1A/dA ⊗ ρB ⊗ 1C/dC)] PC)
6
1
d2A
d2A
∑
µ=1
Tr
(
(UA,µρABCU
†
A,µ)
[
log
(
UA,µρABCU
†
A,µ
)
− log
(
UA,µρABU
†
A,µ ⊗ 1C/dC
)]
PC
)
= Tr (ρABC(log(ρABC)− log(ρAB ⊗ 1C/dC))PC) .
Now denote
L.H.S.
def
= Tr ((1A/dA ⊗ ρBC) [log (1A/dA ⊗ ρBC)− log (1A/dA ⊗ ρB ⊗ 1C/dC)] PC) ,
R.H.S.
def
= Tr (ρABC(log(ρABC)− log(ρAB ⊗ 1C/dC))PC) .
Then
L.H.S. = Tr
(
ρBC
(
ĤB − ĤBC
)
PC
)
+ log(dC)Tr (ρCPC)
= Tr
(
ρABC
(
ĤB − ĤBC
)
PC
)
+ log(dC)Tr (ρCPC) ,
R.H.S. = Tr
(
ρABC
(
ĤAB − ĤABC
)
PC
)
+ log(dC)Tr (ρCPC) .
Since
Tr
(
ρABC
(
ĤAB + ĤBC − ĤB − ĤABC
)
PC
)
= R.H.S.− L.H.S. > 0
holds for an arbitrary projector PC, it follows that
TrAB
(
ρABC
(
ĤAB + ĤBC − ĤB − ĤABC
))
> 0.
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That is, TrAB
(
ρABC
(
ĤAB + ĤBC − ĤB − ĤABC
))
is a positive semi-definite operator act-
ing on HC. Similarly, we have that
TrBC
(
ρABC
(
ĤAB + ĤBC − ĤB − ĤABC
))
> 0.
One may wish to find a similar inequality when partial trace is restricted to A or B.
In both cases, the resulting operators are not even hermitian.
Theorem 6.13 (Ruskai [16]). Let ρABC ∈ D (HA ⊗HB ⊗HC). Denote ĤX = log(ρX)⊗ 1Xc ,
where X ∈ {AB, BC, B, ABC}.
TrAB
((
ĤAB + ĤBC − ĤB − ĤABC
)
ρABC
)
> 0, (6.11)
TrBC
((
ĤAB + ĤBC − ĤB − ĤABC
)
ρABC
)
> 0, (6.12)
TrAB
(
ρAB
(
ĤAB + ĤBC − ĤB − ĤABC
))
6 0 (6.13)
Corollary 6.14 (Kim [12]). Let ρAB ∈ D (HA ⊗HB). The we have:
TrA
(
ρAB
(
ĤA + ĤB − ĤAB
))
> 0, (6.14)
TrB
(
ρAB
(
ĤA + ĤB − ĤAB
))
> 0. (6.15)
Corollary 6.15 (Ruskai [16]). Let ρAB ∈ D (HA ⊗HB). The we have:
TrA
((
ĤA + ĤB − ĤAB
)
ρAB
)
> 0, (6.16)
TrB
((
ĤA + ĤB − ĤAB
)
ρAB
)
> 0. (6.17)
Example 6.16. Let ρ be a state and Kρ(X)
def
=
∫ 1
0 ρ
tXρ1−tdt defined for Hermite matrices.
Recall that if ρ = ∑i λi|λi〉〈λi |, then ρ−1 = ∑i 1λi |λi〉〈λi |. For a super-operator, the
spectral projection is L|λi〉〈λi|R|λj〉〈λj| for which its action is given by
L|λi〉〈λi|R|λj〉〈λj|Kρ(X) =
〈
λi
∣∣∣∣∫ 1
0
ρtXρ1−tdt
∣∣∣∣ λj〉 |λi〉〈λj|
=
∫ 1
0
λtiλ
1−t
j dt
〈
λi |X| λj
〉 |λi〉〈λj|
=
λi − λj
lnλi − lnλjL|λi〉〈λi|R|λj〉〈λj|(X),
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that is
L|λi〉〈λi|R|λj〉〈λj|Kρ = KρL|λi〉〈λi|R|λj〉〈λj| =
λi − λj
lnλi − lnλjL|λi〉〈λi|R|λj〉〈λj|.
This gives that
L|λi〉〈λi|R|λj〉〈λj|K
−1
ρ = K
−1
ρ L|λi〉〈λi|R|λj〉〈λj| =
lnλi − lnλj
λi − λj L|λi〉〈λi|R|λj〉〈λj|.
Using the integral representation of ln x:
ln x =
∫ ∞
0
(
1
1+ t
− 1
x+ t
)
dt,
it follows that
lnλi − lnλj
λi − λj =
1
λi − λj
[∫ ∞
0
(
1
1+ t
− 1
λi + t
)
dt−
∫ ∞
0
(
1
1+ t
− 1
λj + t
)
dt
]
=
1
λi − λj
[∫ ∞
0
(
1
λj + t
− 1
λi + t
)
dt
]
=
∫ ∞
0
1
(λi + t)(λj + t)
dt.
Thus
L|λi〉〈λi|R|λj〉〈λj|K
−1
ρ =
∫ ∞
0
1
(λi + t)(λj + t)
dtL|λi〉〈λi|R|λj〉〈λj|.
Furthermore,
L|λi〉〈λi|R|λj〉〈λj|K
−1
ρ (X) =
∫ ∞
0
1
(λi + t)(λj + t)
dtL|λi〉〈λi|R|λj〉〈λj|(X)
=
∫ ∞
0
1
(λi + t)(λj + t)
dt|λi〉〈λi |X|λj〉〈λj|
=
∫ ∞
0
(λi + t)
−1|λi〉〈λi |X(λj + t)−1|λj〉〈λj|dt.
Finally,
K
−1
ρ (X) = ∑
i,j
L|λi〉〈λi|R|λj〉〈λj|K
−1
ρ (X)
= ∑
i,j
∫ ∞
0
(λi + t)
−1|λi〉〈λi |X(λj + t)−1|λj〉〈λj|dt
=
∫ ∞
0
(
∑
i
(λi + t)
−1|λi〉〈λi |
)
X
(
∑
j
(λj + t)
−1|λj〉〈λj|
)
dt
=
∫ ∞
0
(ρ + t)−1X(ρ + t)−1dt.
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In what follows, we show that
Kρ
{
C† = C : Tr (ρC) = 0
}
=
{
B† = B : Tr (B) = 0
}
.
Since Tr
(
Kρ(C)
)
= Tr (ρC), it follows that
Kρ
{
C† = C : Tr (ρC) = 0
}
⊆
{
B† = B : Tr (B) = 0
}
.
Now let B ∈ {B† = B : Tr (B) = 0}. Since Kρ is invertible, the equation B = Kρ(X) has
a unique solution: X = K−1ρ (B). It suffice to show Tr (ρX) = 0. Clearly
Tr (ρX) = Tr
(
ρK−1ρ (B)
)
= Tr
(
ρ
∫ ∞
0
(ρ + t)−1B(ρ + t)−1dt
)
=
∫ ∞
0
Tr
(
ρ(ρ + t)−2B
)
dt = ∑
i
∫ ∞
0
λi
(λi + t)2
dt 〈λi |B| λi〉
= ∑
i
〈λi |B| λi〉 = Tr (B) = 0.
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