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Artificial Neural Networks (ANNs) are widely used in the field of wave forecasting as data-based soft-computing 
techniques that do not require prior knowledge regarding the nature of the relationships between the forecasted waves and 
the controlling physical mechanisms. Among ANN-techniques is the Nonlinear Auto-Regressive Network with eXogenous 
inputs (NARX), based on which two models were developed in this study to predict the significant wave heights in Eastern 
Central Red Sea for the next 3, 6, 12 and 24 h. The two NARX-based models differ only by the inclusion of the variance 
between wind and wave directions in one model and not in the other. Both models have shown the ability to efficiently 
predict the significant wave heights up to 12 hours in advance. However, the outperformance of the model that included the 
difference between wind and wave directions indicated the significance of the inclusion of such an input term. 
[Keywords: Artificial neural network (ANN); Non-linear auto-regressive network with eXogenous inputs (NARX); Red 
Sea; Wave Forecasting] 
Introduction 
Wind generated waves can have significant impacts 
on navigation, shoreline structures and coastal marine 
environments. Long-term wave hindcasting and 
relatively short-term wave forecasting are important 
procedures to obtain wave information required to 
minimize such impacts. For locally generated waves, 
wave parameters can be hindcasted using empirical 
formulas, such as those given in Shore Protection 
Manual1, Guide to Wave Analysis and Forecasting2 and 
Coastal Engineering Manual3, based on the local wind 
speeds. Furthermore, local wind speeds can also be 
utilized to obtain wave spectrum using more 
sophisticated empirical formulas, such as Pierson-
Moskowitz Spectrum4, JONSWAP Spectrum5, and 
TMA Spectrum6,7. The propagation of the wind 
generated waves can be simulated using phase-resolving 
and phase-averaging numerical wave models8,9. Phase-
averaging numerical models such as WAM10, SWAN11 
and WAVEWATCH III12 are based on energy balance 
(or action balance in the presence of currents) equation 
and are widely used, nowadays, to simulate wave 
generation, propagation and energy transformation. 
Performance of all these numerical models depends 
mainly on the quality of the input wind filed 
representing the forcing function for such models as well 
as the ability of the models to account for the associated 
physical mechanisms. The spatial and temporal 
resolutions of the forcing wind filed can significantly 
affect the quality of the wave field simulation13,14. 
Artificial Neural Networks (ANNs) are soft-
computing techniques whose core is represented by an 
imitated design of human neurons that are utilized (as a 
network) in the development of cognitive algorithms to 
mimic the functioning of the human brain15. These 
algorithms train the network through learning 
processes to allow for the approximation of the actual 
mathematical behavior without any beforehand 
assumption of the interrelations between the input and 
output data. The learning processes involve continuous 
adjusting of weights and biases within the hidden layer 
that connects the input and output layers in a typical  
3 layers ANN structure. Previous studies16-18 have 
provided extensive reviews of ANN applications in the 
different fields of ocean engineering. In terms of wave 
prediction, several studies19-26 have demonstrated the 
efficiency of ANN techniques. In addition, other 
studies27-30 have shown the superiority of ANN 
techniques in wave prediction when compared with 
other soft-computing techniques.  
Nonlinear Auto-Regressive Network with 
eXogenous inputs (NARX) is a dynamic ANN in 
which the output depends on both the current input 
to the network and the previous input and output, 
therefore, it is classified under Recurrent Neural 
Network  (RNN)  type31,32. This soft-computing  
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technique, NARX, has been used in wave height 
forecasting/prediction. Based on calculated 
correlation coefficients, one study33 showed that using 
NARX yields better results, in terms of wave height 
forecasting, than the previous neural network 
applications by other researchers. Another study34 
used correlation coefficients as indicator to show the 
better performance of NARX, in comparison to Feed-
Forward Back Propagation Network (FFBP), in wave 
height prediction.  
The Red Sea is considered as one of the most 
economically important water bodies, judged by the 
high volume of navigation including commercial 
shipping and oil tankers transportation. In addition, 
the Red Sea is characterized by a unique marine 
environment that countries located on the Red Sea 
are striving to protect and conserve as a source for 
water and food security. The Red Sea can 
experience occasional energetic wave conditions 
due to strong monsoonal winds. Using SWAN 
model, several studies35-38 simulated the observed 
wave conditions in the Red Sea. In other  
studies39-46, WAVEWATCH III model was used to  
simulate the Red Sea wave conditions.  
The validation/verification procedures, using 
conventional wave buoy/rider measurements and 
satellite-based wave measurements, have indicated 
the good performance of these two spectral wave 
models. The wave measurements obtained using 
Thual Met/Ocean Buoy (NDBC: 23020), located on 
the central eastern side of the Red Sea, have been 
used by most of the above mentioned studies for 
model verification. 
In this study, two NARX based models were 
developed to predict the significant wave heights at 
Thual Met/Ocean Buoy location with different 
forecasting horizons (3, 6, 12, and 24 h). In both 
models, the input layer contains time delayed wind 
data and fed-back wave data. The only difference 
between the two models is the inclusion of the 
variance between wind and wave directions in one 
model (B) and not in the other model (A). This 
allowed for the determination of the role played by 
the directional difference on the overall performance. 
As the first study using ANN to predict waves in the 
Red Sea, this study attempts to encourage other 
researchers to carry on future work along this line of 
research in a sea that is apparently lacking in terms of 
conventional wave measurements and operational 
wave predictions.  
Materials and Methods 
Thual met/ocean buoy (NDBC: 23020) was 
deployed offshore Thual, in the eastern central Red 
Sea (Fig. 1) at (22°9'43" N 38°30'0" E) where water 
depth is 693 m, by King Abdullah University for 
Science and Technology (KAUST). More than 10 
months (2009/11/24 – 2010/09/18) records of hourly 
wind (speed and direction) and wave (height and 
direction) data were used in this study. From these 
records, the following two data sets were generated:  
 
Set (A): ( ∗ܷ , H)  
Set (B):  ( ∗ܷcos( - ) , H) 
where ∗ܷ is the wind shear velocity, H is the 
significant wave height,  is the wind direction, and  
 is the mean wave direction.  
The wind shear velocity was calculated based on 
the following equation: 
 
∗ܷ = ଵܷ଴	ඥܥ஽ … (1) 
 
Fig. 1 — Red Sea map with location of Buoy shown as red circle. 
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where ܥ஽ is the wind drag coefficient which varies 
with the 10 meter wind speed ଵܷ଴ according to the 
following: 
 
ܥ஽ ൜ 1.2875		 × 	10ିଷ															݂݋ݎ	 ଵܷ଴ 	< 7.5	 ݉ ݏ⁄ሺ0.8 + 0.065	 × 	 ଵܷ଴ሻ 	× 	10ିଷ݂݋ݎ	 ଵܷ଴ 	≥ 7.5	 ݉ ݏ⁄   
… (2) 
 
NARX is a type of ANN that is utilized in time 
series analysis to efficiently recognize the non-linear 
relationships between temporal data. The most 
common NARX architecture (Figure 2) consists of 
three layers: Input, Hidden and Output. The input 
layer contains number of neurons that are fed-forward 
with specified time-delay, while the output layer 
contains a single neuron. The hidden layer, which 
falls in between the input and the output layers 
contains selected number of hidden neurons. With this 
architecture, the following two NARX-based models 
were developed in this study: 
 
Model (A): 
ܪ௧ା௜ 	= ݂ሺ ∗ܷ௧ , ∗ܷ௧ିଵ, ∗ܷ௧ିଶ,ܪ௧ ,ܪ௧ିଵ,ܪ௧ିଶሻ … (3) 
Model (B): 
ܪ௧ା௜ 	= ݂ሺ ∗ܷ௧ cosሺ߮ − ߠሻ , ∗ܷ௧ିଵ cosሺ߮ −
ߠሻ , ∗ܷ௧ିଶ cosሺ߮ − ߠሻ ,ܪ௧ ,ܪ௧ିଵ,ܪ௧ିଶሻ…  … (4) 
 
where t represents the time and i represents the 
forecasting time horizon of 3, 6, 12 and 24 h.  
The utilization of wind shear velocity as an input 
rather than the wind speed (U10) was based on the 
comparison made by another study29, which showed 
that using the wind shear velocity yields more 
accurate results. That same study also recommended 
the inclusion of the cosine-shaped function cosሺ߮ − ߠሻ in modeling to account for the difference 
between the wind and wave directions which could 
have an important role.  
Each data set (A and B) was divided into two sub-
sets, 80 % for training and 20 % for testing. For 
training purposes, three backpropagation training 
functions (Levenberg–Marquardt, Bayesian 
Regularization and Scaled Conjugate Gradient) were 
applied to each model and performances were 
compared. For both models, the comparison clearly 
showed that better performance was obtained using 
the Bayesian Regularization training function.  
 
 
Fig. 2 — Schematic of NARX-based Model (B). 
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Without a well-recognized standard for selecting 
inputs lag times, trial and error approach had to be used. 
Optimal model performance was obtained through using 
lag time of 2 for both wind and wave inputs. For 
selecting optimal number of hidden neurons, also the 
trial and error approach had to be used, but with a limit 
that is based on the following criteria47: 
 
ܰு < 2 ூܰ … (5) 
 
where NH represents the number of hidden neurons 
and NI represent the number of inputs.  
Based on Equations (3 and 4), and considering the 
lag time of 2, the number of hidden neurons (NH), 
according to Equation (5), should be less than 24 for 
both models (A and B). Through trial and error, 4 was 
determined as the optimal number of hidden neurons. 
Table (1) shows that for Model (A), with the same 
output, the modeling scheme (Equation 3) changes in terms 
of input (U*,H) hours with the different forecasting 
horizons (i) according to the following equation: 
 
Ht + i  = f((U*,H)t,(U*,H)t-1,(U*,H)t-2,(U*,H)t-i,(U*,H)t-i-
1,(U*,H)t-i-2) ... (6) 
 
The same scheme change applies to Equation (4) 
Model (B) input (U*cosሺ߮ − ߠሻ,ܪ), Figure (2). 
For both models (A and B), each input cell contains 
two data sets; corresponding to tapped-delay steps  
(1 and 2); of 3 consecutive hours each and these two 
data sets are separated by number of hours equivalent 
to the forecasting horizon (Table 1). 
Performances of the two models were determined 
using three statistical parameters: Correlation 
Coefficient (r), Index of Agreement (Ia) and Mean 
Square Error (mse), given by the following equations: 
 
ݎ = ∑ ((௧೙ି௧̅ሻ∗(௬೙ି௬തሻ೙ )ඥ∑ (௧೙ି௧̅)మ ∑ (௬೙ି௬ത)మ೙೙  … (7) 
 
ܫ௔ = 1−	 ∑ (௬೙ି௧೙)మ೙∑ ൣห௬೙ି௧หାห௧೙ି௧ห൧೙  … (8) 
݉ݏ݁ = ∑ (௧೙ି௬೙)మ೙ ே  … (9) 
 
where t represents the actual target (observed),  
y represents the model output, n represents the time 
step and N represents the total number of data points. 
 
Results and Discussion 
Figure 3 shows the variations in the overall 
performance for the two models, in terms of (r) and 
 
 
Fig. 3 — Variations of model overall performance in terms of correlation coefficient (r) [top panel] and mean square error (mse) 
[bottom panel] with forecasting horizons.  
Table 1 — Examples of the utilized modeling scheme for two 
forecasting horizons. 
Forecasting 
Horizon (i) 
Time 
(t) 
Delay 
(d) 
Input Hours Output 
Hour 
6 21 2 13 14 15 27 
1 19 20 21 
       
12 15 2 1 2 3 27 
1 13 14 15 
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(mse), with the different forecasting horizons. The 
high performance obtained by the two models is 
mainly attributed to the high-resolution scheme that 
was adopted in this study (shown in Table 1 and 
Figure 2). The higher (r) and lower (mse) for model 
(B) in comparison with model (A), at all forecasting 
horizons, clearly indicated that model (B) 
outperformed model (A). This outperformance 
(Figure 3) has reached its maximum value at 
forecasting horizon of 12 hours for which model  
(B) has a much higher (r) and a much lower (mse) in 
comparison to those for Model (A). The models 
training and testing performances shown in Figure 4 
in terms of (Ia), for the different forecasting horizons, 
also indicated the outperformance of model (B). 
The comparisons between the observed (Target) 
and model predicted (Output) wave heights for 
forecasting horizon of 3 hours are shown in the form 
of scatter plots in Figures 5a and 5b for models  
(A) and (B), respectively. The scatter plots showed 
the good agreements between the observed and 
predicted wave heights with the majority of the points 
are in the proximity of the 45º line.  The plots also 
showed, in terms of best fit lines that both models 
 
 
Fig. 4 — Variation of model training and testing performances in terms of index of agreement (Ia) with forecasting horizons. 
 
    
 
Fig. 5 — (a) Scatter plot comparison between Model (A) predicted (Output) and observed (Target) wave heights for 3 hours forecasting
horizon. The colour bar indicates the number of collocated points; (b) Scatter plot comparison between Model (B) predicted (Output) and 
observed (Target) wave heights for 3 hours forecasting horizon. The colour bar indicates the number of collocated points. 
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slightly overestimated the low range wave heights and 
underestimated the high range wave heights. 
Furthermore, comparison between the two plots did 
not indicate a significant difference in performance 
between the two models. Figures 3 and 4 show that 
there is a slight difference in the performance of the 
two models in favor of Model (B). 
For forecasting horizon of 6 hours, time series plots 
of observed (Target) and model predicted (Output) wave 
heights are given in Figures 6a and 6b for models (A) 
and (B), respectively. Comparison of the two plots 
shows that not only Model (A) overestimated a 
considerable number of peaks along the time series but 
also shows that Model (B) is producing a better match 
with the target time series. This was also indicated by 
the statistical comparisons shown in Figures 3 and 4. 
The comparisons between the observed (Target) 
and model predicted (Output) wave heights for 
forecasting horizon of 12 hours are shown in the form 
of scatter plots in Figures 7a and 7b for models  
(A) and (B), respectively. The figures showed that 
both models overestimated the waves that were lower 
than 1 m height and underestimated the larger wave 
heights with the underestimation magnitude 
significantly increases as the wave height increases 
over 1 m. The comparison between the two Figures 7a 
and 7b shows that for model (B) the majority of  
the points are distributed much more closely to  
the best fit line indicating that Model (B) 
outperformed Model (A). This is also supported by 
the performance statistical comparisons given in 
Figures 3 and 4 for this forecasting horizon. 
 
 
Fig. 6 — (a) Time series comparison between Model (A) predicted (Output) and observed (Target) wave heights for 6 hours forecasting horizon; 
(b) Time series comparison between Model (B) predicted (Output) and observed (Target) wave heights for 6 hours forecasting horizon. 
 
 
 
Fig. 7 — (a) Scatter plot comparison between Model (A) predicted (Output) and observed (Target) wave heights for 12 hours forecasting 
horizon. The colour bar indicates the number of collocated points; (b) Scatter plot comparison between Model (B) predicted (Output) and 
observed (Target) wave heights for 12 hours forecasting horizon. The colour bar indicates the number of collocated points. 
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For forecasting horizon of 24 hours, time series 
plots of observed (Target) and model predicted 
(Output) wave heights are given in Figures 8a and 8b 
for models (A) and (B), respectively. Comparison of 
the two plots shows that Model (A) overestimated a 
considerable number of peaks along the time series 
while Model (B) is showing a better match, in terms 
of peaks, between the two time series. Visually, it can 
be seen from the Figures 8a and 8b that both models 
(A and B) somewhat similarly over- and under- 
estimated the observed wave heights, however, a 
closer inspection shows that wave heights predicted 
by Model (B) have a pattern that is better matching 
the observed wave heights. This can be also indicated 
from Figures (3 and 4) which showed that the two 
models have a somewhat closer (mse) values but more 
differing (r) and (Ia) values. 
 
Conclusion 
Two NARX-based models have been developed for 
predicting waves observed at Eastern Central Red Sea 
for different forecasting horizons (3, 6, 12 and 24 h).  
The two models (A and B) differ by the inclusion of a 
wind and wave directions difference term as an input 
to model B only. Both models (A and B) predicted the 
observed wave heights with decreasing performances 
as the forecasting horizons increased. However, for all 
forecasting horizons, Model (B) has outperformed 
Model (A) indicating that the inclusion of the wind 
and wave directions difference input term have 
improved the quality of the predictions. 
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