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Abstract
We consider a polling system where a group of an infinite number of servers visits sequen-
tially a set of queues. When visited, each queue is attended for a random time. Arrivals at
each queue follow a Poisson process, and service time of each individual customer is drawn
from a general probability distribution function. Thus, each of the queues comprising the
system is, in isolation, an M/G/∞-type queue. A job that is not completed during a visit
will have a new service time requirement sampled from the service-time distribution of the
corresponding queue. To the best of our knowledge, this paper is the first in which an
M/G/∞-type polling system is analysed. For this polling model, we derive the probabil-
ity generating function and expected value of the queue lengths, and the Laplace-Stieltjes
transform and expected value of the sojourn time of a customer. Moreover, we identify
the policy that maximises the throughput of the system per cycle and conclude that under
the Hamiltonian-tour approach, the optimal visiting order is independent of the number of
customers present at the various queues at the start of the cycle.
1 Introduction
A typical polling system consists of a number of queues, attended by a single server in a cyclic
fashion. There is a huge body of literature on polling systems that has developed since the late
1950s, when the papers of Mack et al. [12, 13] concerning a patrolling repairman model for the
British cotton industry were published. Rather than giving a partial overview of the literature,
we refer the interested reader to the following books, surveys, and papers on polling systems:
Takagi [17, 18, 19], Boxma and Groenendijk [6], Levy and Sidi [11], Yechiali [26], Borst [4],
Eliazar and Yechiali [10], Nakdimon and Yechiali [14].
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Polling systems have been used as a central model for the analysis of a wide variety of
applications in the areas of repair problems [12, 13], telecommunication systems [9], road traffic
control [15], computer networks [25], multiple access protocols [3], multiplexing schemes in
ISDN [21], satellite systems [1], flexible manufacturing systems [24], and the like.
In many of these applications, as well as in most polling models, it is customary to control
the amount of service given to each queue during the server’s visit. Common service policies
are the exhaustive, gated, globally gated and limited regimes. Under the exhaustive regime, at
each visit the server attends the queue until it becomes completely empty, and only then is
the server allowed to move on. Under the gated regime, the only customers served during a
visit are the ones who are present when the server enters (polls) the queue, while customers
arriving when the queue is attended will be served during the next visit. The globally gated
regime, introduced by Boxma, Levy and Yechiali [5], is a modification of the gated one: the only
customers served during a visit are those who are present at the beginning of a cycle. Finally,
under the k-Limited service discipline only a limited number of jobs (at most k) are served at
each server’s visit to each queue. These service policies imply that the duration of the visit time
in a polled queue is a function of the number of customers present there at a given moment
(such as the beginning of the cycle or the moment the server enters the queue).
In this paper, we analyse a polling system that differs in two ways from the classical polling
model. Rather than considering a single server providing service to customers at the various
queues, we assume that an infinite number of servers is moving as a single group between the
queues. Moreover, the service policy we study is independent of the queue length. We assume
that the group of servers visits each queue for a (possibly random) amount of time that is
independent of everything else and which has a distribution that may vary per queue. We
further assume that the arrival process of customers to each queue is Poisson and that the
service time distribution for customers in each queue is general. To the best of our knowledge,
this paper is the first in which an M/G/∞-type polling system is analysed.
The specific application that raised our attention and led us to this model is in the field of
road traffic control. Polling models for road traffic are typically along the lines of the classical
polling system; namely, they involve a single server rotating around a number of queues. Other
assumptions that are typically being made for such models include deterministic service times
(i.e. the amount of time that a car needs to pass a traffic light after possibly standing in the
queue) and deterministic visit times (i.e. the time the traffic light remains green); see, for
example, van der Heijden [22]. Although these models provide fairly good approximations of
reality, such assumptions fail to capture the variation both in service times and in visit times.
Cars do not need the same amount of time to cross a segment of the road; the ones standing
ahead in the queue will inevitably need less time and those that arrive while the queue is
empty and the traffic light is still green will not even require the additional time incurred by
acceleration. Moreover, recent developments in the technology of traffic lights has led to the
design of traffic lights that do not turn green unless a queue is formed, and turn red either
when the queue is empty or after a maximum amount of time, which may also vary within a
day. As a result, in this paper we provide a framework for studying road traffic control under
less restrictive assumptions. We propose an infinite-server polling system, which models the
behaviour of traffic: while the traffic light is green all cars present in the queue or approaching
the traffic light proceed (receive service) and the time they need to complete service is assumed
to be a random variable following a general distribution. Furthermore, we assume that the
time the traffic light is green (visit time) is random, although our results are directly applicable
in case of deterministic visit times or, more generally, in case the visit times follow a discrete
distribution taking positive values.
A common approximation to road traffic is to consider the traffic as fluid passing through the
2
road. This approximation is fairly accurate when the traffic is relatively high. Mathematically,
high traffic can be modelled by assuming that the arrival rate of customers at each of the
queues tends to infinity. The study of such a model provides insights at the queue length (and
thus the congestion of a junction) under heavy load. In this paper though we do not study the
evolution of the system under heavy load. We assume that the arrival rate at each queue is fixed.
This assumption is usually made for the standard polling systems and provides a reasonable
approximation to normal traffic conditions.
The rest of the present paper is organized as follows. Section 2 introduces the model,
gives further notation, and describes formally the evolution of the system. In Section 3 we
compute recursively the first moment and the probability generating function of the queue
length distributions at a polling instant. Later on, in Section 4 we derive the mean and the
Laplace-Stieltjes transform of the sojourn time of a customer arriving at queue i, and we show
how these expressions simplify in the special case where both the service time and the visit
time at queue i are exponentially distributed. Based on the results derived up to that point, in
Section 5 we give some numerical results. Specifically, we examine numerically the effect of the
first two moments of the visit and service times on the sojourn time of an arbitrary customer.
These numerical results indicate that there is an optimal value for the mean visit time to the
various queues that minimises the mean sojourn time of an arbitrary customer. In Section 6
we investigate how we can optimise the visit order of the servers at the various queues so that
the expected throughput of the system is maximised. It emerges that even when considering
semi-dynamic control policies, in which the group of servers plans a new route for each cycle,
the optimal visiting order that maximises the expected throughput per cycle is fixed for all
cycles. In other words, because of the infinite number of servers, information regarding the
queue lengths of all queues at the beginning of a cycle has no effect on the choice of the optimal
strategy.
2 Model description and notation
We consider a polling system with N > 2 infinite-buffer queues attended by a group of ample
number of servers that visits the queues in a fixed cyclic fashion. We index the queues by
i = 1, 2, . . . , N in the order of the servers’ movement. We shall refer to the polling instant of
queue i as the moment when the servers enter that queue. When visiting queue i, the group
of servers continues working at this queue for Vi units of time, and acts there as an M/G/∞
queue. We assume that the visit times are independent, identically distributed (i.i.d.) random
variables.
Customers arrive at all queues according to independent homogeneous Poisson processes
with rate λi for queue i. After completing their service time, customers leave the system. The
service time of each individual customer at queue i is denoted by Bi. It is assumed that all
service times in one queue are i.i.d. random variables, which are mutually independent of all
service times at any other queue. At the end of a visit to queue i, the group of servers moves
to queue i+ 1, incurring a switch-over time Di and a realisation of Vi+1 is drawn. We assume
that {Di} is a sequence of independent random variables. The total switch-over time during a
full cycle is D =
∑N
i=1Di, and the length of a full cycle is denoted by the random variable C.
We assume that all random variables so far are mutually independent.
During the visit time of the group of servers to queue i, a customer present at queue
i at the polling instant of that queue will successfully complete his service with probability
pi(Vi) = P[Bi 6 Vi | Vi]. We assume that if the service of a customer of queue i is not completed
during a single visit, then at the next visit a new service time will be drawn from the service
time distribution of Bi for that particular customer.
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For a generic random variable Yi, we denote its first two moments by E[Yi] and E[Y 2i ],
respectively. Thus, for example, E[Vi] is the mean visit time of the servers at queue i. By
convention,
∑
i 6=j Yi =
∑N
i=1
i 6=j
Yi, and similarly for the product operator. All further notation
will be introduced when it is first used.
Law of motion
Let Xji , i, j = 1, 2, . . . , N , denote the number of customers in queue j at the moment when
queue i is polled and let Aj(t) denote the number of Poisson arrivals to queue j during a time
interval of length t. The law of motion describing the evolution of the system when the server
moves from queue i to queue i+ 1 connects Xji+1 to X
j
i and is given by
Xji+1 =
{
Xji +Aj,1(Vi) +Aj,2(Di), j 6= i,
Binom(Xii , 1− pi(Vi)) + Poisson
(
Λi(Vi)
)
+Ai(Di), j = i,
(2.1)
where for all k, Aj,k(t) is an i.i.d. copy of Aj(t), Binom(n, p) is a binomial random variable with
parameters n and p, and Poisson
(
Λi(t)
)
is a Poisson random variable with rate
Λi(t) = λi
∫ t
0
P[Bi > y] dy.
Note that from (2.1) we see that for all j, the random variables Xji are independent of Vi
and Di, which is evident, considering that the number of customers in a queue at the beginning
of a visit does not depend on the length of the upcoming visit time or switch-over time.
The relation for j 6= i is straightforward. The number of customers at queue j at polling
instant of queue i+1 equals the number of customers that were there at polling instant of queue
i plus all customers that arrived during the visit time of queue i and the switch-over time from
queue i to queue i+ 1.
For j = i, the relation is more involved. When the servers start polling queue i they
encounter Xii customers. After Vi time units, only a binomial number of customers out of the
initial Xii is still present. The probability that a single customer does not complete his service
after Vi time units is 1− pi(Vi) = P[Bi > Vi | Vi]. In addition, there is a stream of new arrivals
to queue i. The number of customers present at time t in an M/G/∞ queue (starting with
zero customers at time t = 0) is Poisson distributed with rate Λi(t), as it is given above; see
Taka´cs [16]. The last term at the right-hand side of (2.1) incorporates the customers that
arrived at the queue during the switch-over time from queue i to queue i+ 1.
We shall employ this relation to derive the mean queue length and the probability generating
function of all queues at a polling instant.
3 Queue lengths at polling instants
One of the main tools used in the analysis of polling systems is the derivation of a set of multi-
dimensional probability generating functions of the number of jobs present in the various queues
at a polling instant of queue i. The common method is to derive the probability generating
function of a given queue at some polling instant in terms of the probability generating function
of the same queue at the previous polling instant. Then, from the set of N (implicit) dependent
equations of the unknown probability generating functions one can obtain expressions which
allow for numerical calculation of the mean queue length at each queue. These equations simplify
significantly for several cases of the distribution of the visit times. In this section, we use the
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law of motion (buffer occupancy), which is given by Equation (2.1) and apply this technique
to compute recursively the first moment and the probability generating function of the queue
length distributions at a polling instant.
3.1 Mean queue length
From (2.1) we have the following relation for the mean queue length of queue j at two consecutive
polling instants.
E[Xji+1] =
{
E[Xji ] + λjE[Vi] + λjE[Di], j 6= i,
(1− pi)E[Xii ] + E[Λi(Vi)] + λiE[Di], j = i,
(3.1)
where pi = P[Bi 6 Vi] = E[pi(Vi)]. Summing (3.1) over i we obtain
pjE[Xjj ] = λj
∑
i 6=j
E[Vi] + E[Λj(Vj)] + λjE[D]. (3.2)
Indeed, in steady state, the mean number of jobs in queue j at a polling instant equals the
fraction of jobs (1−pj)E[Xjj ] left behind at the end of the previous visit, plus the mean number
of arrivals during the cycle time out of queue j, which is λj
(∑
i 6=j E[Vi] +E[D]
)
, plus the mean
number of customers in a M/G/∞ queue at time Vj . The mean queue length of queue j at
polling instant of queue i is easily derived from (3.1), yielding
E[Xji ] = E[X
j
j ](1− pj) + E[Λj(Vj)] + λj
i−1∑
k=j+1
E[Vk] + λj
i−1∑
k=j
E[Dk]. (3.3)
For example, suppose that Bj is exponentially distributed with parameter µj . Then,
Λj(Vj) = λj
∫ Vj
0
e−µjy dy =
λj
µj
(1− e−µjVj ).
Thus, E[Λj(Vj)] = λj(1−E[e−µjVj ])/µj . So, in particular, if Vj is also exponentially distributed
with parameter γj , then we have that E[Λj(Vj)] = λj/(γj + µj), and the mean queue length of
each queue can now easily be computed recursively from (3.3).
3.2 Recursive relation for the generating function
Define the generating function of the queue length of all queues at polling instants of queue i
as Gi(z) = E[
∏N
j=1 z
Xji
j ]. Then, from (2.1) we have that
Gi+1(z) = E[
∏
j 6=i
z
Xji +Aj,1(Vi)+Aj,2(Di)
j z
Binom(Xii ,1−pi(Vi))+Poisson
(
Λi(Vi)
)
+Ai(Di)
i ] (3.4)
By conditioning on the vector (X1i , . . . , X
N
i ), on Vi, and on Di, Equation (3.4) becomes
Gi+1(z) = E[
∏
j 6=i
z
Xji
j E[
∏
j 6=i
z
Aj,1(Vi)
j | Vi] E[
N∏
j=1
z
Aj,2(Di)
j | Di]×
× E[zBinom(Xii ,1−pi(Vi))i | Xii , Vi] E[z
Poisson
(
Λi(Vi)
)
i | Vi]]. (3.5)
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Since the number of arrivals at any queue during a fixed amount of time is independent of the
number of arrivals at any other queue during the same given period, we have that
E[
N∏
j=1
z
Aj(Di)
j | Di = x] = E[
N∏
j=1
z
Aj(x)
j ] =
N∏
j=1
E[zAj(x)j ]
=
N∏
j=1
∞∑
n=0
znj
(λjx)
n
n!
e−λjx =
N∏
j=1
e−λjx(1−zj).
Therefore, we have
E[
N∏
j=1
z
Aj(Di)
j | Di] = e−Di
∑N
j=1 λj(1−zj). (3.6)
Likewise, we obtain that
E[
∏
j 6=i
z
Aj(Vi)
j | Vi] = e−Vi
∑
j 6=i λj(1−zj). (3.7)
Moreover,
E[zBinom(X
i
i ,1−pi(Vi))
i | Xii = k, Vi = x] = E[zBinom(k,1−pi(x))i ]
=
k∑
`=0
z`i
(
k
`
)
(1− pi(x))`pi(x)k−` =
(
pi(x) + zi[1− pi(x)]
)k
,
or in other words,
E[zBinom(X
i
i ,1−pi(Vi))
i | Xii , Vi] =
(
pi(Vi) + zi[1− pi(Vi)]
)Xii . (3.8)
For the last term of the right-hand side of (3.5) we have that
E[z
Poisson
(
Λi(Vi)
)
i | Vi = x] = E[z
Poisson
(
Λi(x)
)
i ] =
∞∑
n=0
zni
(
Λi(x)
)n
n!
e−Λi(x) = e−Λi(x)(1−zi),
which yields that
E[z
Poisson
(
Λi(Vi)
)
i | Vi] = e−Λi(Vi)(1−zi). (3.9)
Substituting (3.6) – (3.9) into (3.5), we obtain
Gi+1(z) = E[
∏
j 6=i
z
Xji
j e
−Vi
∑
j 6=i λj(1−zj)e−Di
∑N
j=1 λj(1−zj)(pi(Vi) + zi[1− pi(Vi)])Xii e−Λi(Vi)(1−zi)].
(3.10)
Recall that for all j, the random variables Xji are independent of Vi and Di. Therefore, Equa-
tion (3.10) becomes
Gi+1(z) = E[e−Di
∑N
j=1 λj(1−zj)]×
× E[
∏
j 6=i
z
Xji
j e
−Vi
∑
j 6=i λj(1−zj)(pi(Vi) + zi[1− pi(Vi)])Xii e−Λi(Vi)(1−zi)]. (3.11)
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Consequently,
Gi+1(z) = D˜i
( N∑
j=1
λj(1− zj)
)×
× E[e−Vi
∑
j 6=i λj(1−zj)e−Λi(Vi)(1−zi)Gi(z1, z2, . . . , zi−1, pi(Vi) + [1− pi(Vi)]zi, zi+1, . . . , zN )],
(3.12)
where D˜i(s) = E[e−sDi ] denotes the Laplace-Stieltjes transform of the random variable Di.
Evidently, if Vi follows a discrete distribution, the above expression simplifies significantly. Note
that the mean queue length at a polling instant (3.3) can also be obtained by differentiating
Equation (3.12).
Remark 1. Applying similar techniques, we can also derive the probability generating function
of the number of customers at the end of a visit at queue i+ 1. If we denote by Y ji the number
of customers in queue j = 1, . . . , N at the moment when the service at queue i = 1, . . . , N is
completed, then the law of motion describing the evolution of the system is given by
Y ji+1 =
{
Y ji +Aj(Di) +Aj(Vi+1), j 6= i+ 1,
Binom(Y ji +Aj(Di), 1− pj(Vj)) + Poisson
(
Λj(Vj)
)
, j = i+ 1.
(3.13)
Also note that the expected value of Y ji can be easily computed from (3.3) by observing that
for all j 6= i, Y ji = Xji + Aj(Vi), while for the i-th queue we have that Y ii = Binom(Xii , 1 −
pi(Vi)) + Poisson
(
Λi(Vi)
)
.
4 Sojourn time
Let the sojourn time of a customer at queue i be denoted by Si. We compute its expected value
(and thus, by Little’s law, also the mean queue length of queue i at an arbitrary moment), and
we derive the Laplace-Stieltjes transform of Si. As stated before, for each queue we assume
that if the service of a customer is not completed during a visit, then, for the next visit at
that queue, a new service time will be resampled for the same customer from the service time
distribution of that queue.
4.1 Mean sojourn time
Recall that the cycle time is given by C =
∑N
i=1(Vi +Di). In order to derive the mean sojourn
time of a customer arriving at queue i, we shall need some further notation. Denote by V resi
the residual visit time of the group of servers at queue i and by C/i the cycle time except the
time spent serving queue i, i.e. C/i = C − Vi. Similarly, Cres/i represents the residual cycle time
excluding the visit time of queue i. That is, Cres/i measures the length of time from a random
moment after leaving queue i until the next polling instant of queue i. Furthermore, let {Cm}
be a family of i.i.d. random variables distributed like C, and Ni be a (shifted) geometric random
variable with success probability pi = E[pi(Vi)] =P[Bi 6 Vi], i.e. P[Ni = n] = (1 − pi)npi, for
all integer n > 0. One should observe here that Ni + 1 is a stopping time as it is the first time
when the service time of a customer in queue i is less than or equal to the visit time at that
queue; that is, Ni + 1 = inf{k : Bi,k 6 Vi,k}, where Bi,k and Vi,k are i.i.d. copies of Bi and
Vi respectively. Similarly, a second index is added to a random variable, every time that we
explicitly need to indicate that an independent copy is considered. Then the sojourn time of a
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customer at queue i is given by
Si =

Bi,0, (arrival during Vi and Bi,0 6 V resi,0 ),
V resi,0 +
∑Ni
m=1Cm + C/i +Bi,Ni+1, (arrival during Vi,0 and Bi,0 > V
res
i,0 ),
Cres/i +
∑Ni
m=1Cm +Bi,Ni+1, (arrival during C/i).
(4.1)
Note that the probability of an arrival occurring during the visit time of queue i is E[Vi]/E[C],
i.e. the expected visit time of queue i over the expected cycle time, and similarly for the other
two events. Therefore, from (4.1) we obtain that the expected sojourn time of a customer of
queue i is given by
E[Si] =
E[Vi]
E[C]
P[Bi 6 V resi ] E[Bi | Bi 6 V resi ]+
+
E[Vi]
E[C]
P[Bi > V resi ] E[V resi,0 +
Ni∑
m=1
Cm + C/i +Bi,Ni+1 | Bi,0 > V resi,0 ]+
+
E[C/i]
E[C]
E[Cres/i +
Ni∑
m=1
Cm +Bi,Ni+1]. (4.2)
In order to compute the second conditional expectation appearing at the right-hand side of the
above equation, we think as follows. For Ni cycles, the service of the customer is not completed
during that visit because for every visit Bi > Vi, while at the Ni + 1st visit the service is
completed within that cycle. Therefore, define
Cm = C/i,m + min(Bi,m, Vi,m)
and observe that
E[
Ni+1∑
m=1
Cm] = E[
Ni∑
m=1
Cm + C/i +Bi].
Thus
E[V resi,0 +
Ni∑
m=1
Cm + C/i +Bi,Ni+1 | Bi,0 > V resi,0 ] = E[V resi | Bi > V resi ] + E[
Ni+1∑
m=1
Cm]
= E[V resi | Bi > V resi ] + E[Ni + 1]E[Cm]
= E[V resi | Bi > V resi ] + E[Ni + 1]
(
E[C/i] + E[min(Bi, Vi)]
)
, (4.3)
where in the second equality we used Wald’s equation.
For the third conditional expectation appearing at the right-hand side of (4.2), we have that
E[Cres/i +
Ni∑
m=1
Cm +Bi,Ni+1] =
E[C2/i]
2E[C/i]
+ E[
Ni∑
m=1
(C/i,m + Vi,m) +Bi,Ni+1]
=
E[C2/i]
2E[C/i]
+ E[
Ni∑
m=1
C/i,m] + E[
Ni+1∑
m=1
min(Bi,m, Vi,m)]
=
E[C2/i]
2E[C/i]
+ E[Ni]E[C/i] + E[Ni + 1]E[min(Bi, Vi)]. (4.4)
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Summarising the above, we have that
E[Si] =
E[Vi]
E[C]
P[Bi 6 V resi ] E[Bi | Bi 6 V resi ]+
+
E[Vi]
E[C]
P[Bi > V resi ]
(
E[V resi | Bi > V resi ] + E[Ni + 1]
(
E[C/i] + E[min(Bi, Vi)]
))
+
+
E[C/i]
E[C]
( E[C2/i]
2E[C/i]
+ E[Ni]E[C/i] + E[Ni + 1]E[min(Bi, Vi)]
)
. (4.5)
In Section 5 we shall illustrate through an example the effect of the first two moments of the
visit time and the service time on the mean sojourn time of an arbitrary customer.
4.2 The Laplace-Stieltjes transform
We now derive the Laplace-Stieltjes transform of the sojourn time of a customer of queue i. We
first rewrite Equation (4.1) in terms of the Laplace-Stieltjes transforms of all variables involved
(cf. (4.5)), and thus we get that
E[e−sSi ] =
E[Vi]
E[C]
P[Bi 6 V resi ]E[e−sBi | Bi 6 V resi ]+
+
E[Vi]
E[C]
P[Bi > V resi ]E[e−sV
res
i | Bi > V resi ]E[e−s
∑Ni+1
m=1 Cm ]+
+
E[C/i]
E[C]
E[e−sC
res
/i ]E[e−s
∑Ni
m=1 C/i,m ]E[e−s
∑Ni+1
m=1 min(Bi,m,Vi,m)]. (4.6)
We rewrite several of the terms appearing above as follows. The distribution function of V resi
is given by
P[V resi 6 x] =
1
E[Vi]
∫ x
0
P[Vi > y] dy,
yielding
P[Bi > V resi ] =
1
E[Vi]
∫ ∞
0
P[Bi > x]P[Vi > x] dx. (4.7)
Similarly, we have that
P[Cres/i 6 x] =
1
E[C/i]
∫ x
0
P[C/i > y] dy,
which implies that
E[e−sC
res
/i ] =
1− C˜/i(s)
sE[C/i]
, (4.8)
where C˜/i denotes the Laplace-Stieltjes transform of the random variable C/i. Moreover,
E[e−s
∑Ni+1
m=1 Cm ] =
∞∑
n=0
E[e−s
∑n+1
m=1 Cm ](1− pi)npi =
∞∑
n=0
E[e−sC ]n+1(1− pi)npi
=
piE[e−sC ]
1− (1− pi)E[e−sC ]
, (4.9)
where C = C/i + min(Bi, Vi). Likewise, we have that
E[e−s
∑Ni
m=1 C/i,m ] =
pi
1− (1− pi)E[e−sC/i ]
(4.10)
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and
E[e−s
∑Ni+1
m=1 min(Bi,m,Vi,m)] =
piE[e−smin(Bi,Vi)]
1− (1− pi)E[e−smin(Bi,Vi)]
. (4.11)
Substituting (4.7) – (4.11) into (4.6) we have that the Laplace-Stieltjes transform of the
sojourn time of a customer of queue i is given by
E[e−sSi ] =
1
E[C]
E[e−sBi | Bi 6 V resi ]
∫ ∞
0
P[Bi 6 x]P[Vi > x] dx+
+
1
E[C]
E[e−sV
res
i | Bi > V resi ]
piE[e−sC ]
1− (1− pi)E[e−sC ]
∫ ∞
0
P[Bi > x]P[Vi > x] dx+
+
1− C˜/i(s)
sE[C]
pi
1− (1− pi)C˜/i(s)
piE[e−smin(Bi,Vi)]
1− (1− pi)E[e−smin(Bi,Vi)]
. (4.12)
Clearly, from the expression above, one can retrieve Equation (4.5) for the mean sojourn time
of a customer of queue i.
The transforms appearing in (4.12) may be cumbersome to compute when the service times
or the visit times are generally distributed. However, when both Bi and Vi follow a phase-type
distribution, all transforms can be computed explicitly since the class of phase-type distributions
is closed under finite minima. Phase-type distributions are widely used in computations. The
class of phase-type distributions is dense (in the sense of weak convergence) in the class of
all distributions on (0,∞) (cf. [2, Propositions 1 and 2]). As an example, we will derive the
Laplace-Stieltjes transform of the sojourn time of a customer of queue i, as well as its mean, in
case both the visit time and the service time at queue i are exponentially distributed.
4.3 A special case
Let the service time and the visit time at queue i be exponentially distributed with rates µi
and γi respectively. Then all terms appearing in (4.5) can be easily computed in terms of µi
and γi. For example,
E[Bi | Bi 6 V resi ] =
1
γi + µi
and P[Bi > V resi ] = γi/(γi + µi). Thus, (4.5) becomes
E[Si] =
1
γiE[C]
µi
γi + µi
1
γi + µi
+
1
γiE[C]
γi
γi + µi
( 1
γi + µi
+
(γi
µi
+ 1
)(
E[C/i] +
1
γi + µi
))
+
+
E[C/i]
E[C]
( E[C2/i]
2E[C/i]
+
γi
µi
E[C/i] + (
γi
µi
+ 1)
1
γi + µi
)
or
E[Si] =
(γiE[C/i] + 1)2
γiµiE[C]
+
E[C2/i]
2E[C]
.
Similarly, (4.12) reduces to
E[e−sSi ] =
1
E[C]
γi + µi
γi + µi + s
µi
γi(γi + µi)
+
1
E[C]
γi + µi
γi + µi + s
µiE[e−sC ]
γi + µi − γiE[e−sC ]
1
γi + µi
+
+
1− C˜/i(s)
sE[C]
µi
γi + µi − γiC˜/i(s)
µi
γi+µi
γi+µi+s
γi + µi − γi γi+µiγi+µi+s
.
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Since E[e−sC ] = C˜/i(s)E[e−smin(Bi,Vi)] we have that the previous expression reduces to
E[e−sSi ] =
1
E[C]
1
γi + µi + s
µi
γi
+
1
E[C]
1
γi + µi + s
µiC˜/i(s)
γi + µi + s− γiC˜/i(s)
+
+
1− C˜/i(s)
sE[C]
µi
γi + µi − γiC˜/i(s)
µi
µi + s
.
Similar expressions can be easily derived in case both the visit times and the service times follow
some phase-type distribution, such as Gamma, hyperexponential, or Coxian distributions.
5 Numerical results
This section is devoted to some numerical results. In particular, we want to examine numerically
the effect of the first two moments of the visit and service times on the sojourn time of an
arbitrary customer. In all examples, we make the following assumptions. We consider a polling
system with two queues. The arrival rate at the first queue is λ1 = 0.8 and at the second
queue it is λ2 = 0.5. The service time and the visit time at the first queue are exponentially
distributed with rates µ1 = 1 and γ1 = 1 respectively. Moreover, the total mean switch-over
time is taken to be E[D] = 0.5, while its second moment is assumed to be zero. In all figures
that follow, we plot the mean sojourn time of an arbitrary customer, which is estimated by
(λ1E[S1] + λ2E[S2])/(λ1 + λ2).
In Figures 1 and 2 we investigate the effect of the first two moments of the service time at the
second queue on the mean sojourn time of an arbitrary customer. For these plots, the visit time
at the second queue is considered to be exponentially distributed with rate γ2 = 3/2. For various
values of the squared coefficient of variation of the service time at the second queue, which is
denoted by c2B2 , we plot in Figure 1 the mean sojourn time of an arbitrary customer versus the
mean service time E[B2]. The squared coefficient of variation of the service time is chosen to be
comparable to the squared coefficient of variation of the (exponentially distributed) visit time,
which is equal to 1. In Figure 2, we plot the mean sojourn time of an arbitrary customer versus
c2B2 for three values of E[B2], which again are chosen to be comparable to E[V2].
For each case of c2B2 , we fit a mixed Erlang or hyperexponential distribution to E[B2] and
c2B2 , depending on whether the squared coefficient of variation is less or greater than one; see,
e.g., Tijms [20]. So, if 1/n 6 c2B2 6 1/(n− 1) for some n = 2, 3, . . ., then the mean and squared
coefficient of variation of the mixed-Erlang distribution
G(x) = p
(
1− e−ζx
n−2∑
j=0
(ζx)j
j!
)
+ (1− p)
(
1− e−ζx
n−1∑
j=0
(ζx)j
j!
)
, x > 0,
matches with E[B2] and c2B2 , provided the parameters p and ζ are chosen as
p =
1
1 + c2B2
(
nc2B2 −
√
n(1 + c2B2)− n2c2B2
)
, ζ =
n− p
E[B2]
.
On the other hand, if c2B2 > 1, then the mean and squared coefficient of variation of the
hyperexponential distribution
G(x) = p(1− e−ζ1x) + q(1− e−ζ2x), x > 0,
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match with E[B2] and c2B2 , provided the parameters ζ1, ζ2, p, and q are chosen as
p =
1
2
(
1 +
√
c2B2 − 1
c2B2 + 1
)
, q = 1− p,
ζ1 =
2p
E[B2]
and ζ2 =
2q
E[B2]
.
As is evident from the plot in Figure 1, the expected sojourn time of an arbitrary customer
increases as the mean service time at the second queue increases. Moreover, the rate that
it increases with is almost linear as c2B2 grows and the effect of the second moment is less
pronounced than the effect of E[B2].
In Figure 2, one observes that the mean sojourn time of an arbitrary customer decreases as
the squared coefficient of variation of the service time increases, contrary to what is the case for
the M/G/1 queue. This result is due to the fact that the service time of a customer that did not
complete his service during one visit time is resampled for the following visit time. Therefore,
the larger the variability in the service times, the bigger is the probability that during the next
visit time this particular customer will complete his service. Recall that the mean visit time at
the second queue is equal to 2/3 and observe that in case E[B2] is less than E[V2], the effect of
the second moment of the service time on the mean sojourn time of an arbitrary customer is
almost negligible.
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Figure 1: Mean sojourn time of an arbitrary
customer against the mean service time E[B2].
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Figure 2: Mean sojourn time of an arbitrary
customer against the squared coefficient of
variation of the service time B2.
In Figures 3 and 4 we now investigate the effects of the first two moments of the visit time at
the second queue on the mean sojourn time of an arbitrary customer. For these plots, we now
take the service time at the second queue to be exponentially distributed with rate µ2 = 3/2.
For various values of the squared coefficient of variation of the visit time at the second queue,
which is denoted by c2V2 , we plot in Figure 3 the mean sojourn time of an arbitrary customer
versus the mean visit time E[V2]. As before, the squared coefficient of variation of the visit
time is chosen to be comparable with the squared coefficient of variation of the (exponentially
distributed) service time, which is equal to 1. In Figure 4, we plot the mean sojourn time of an
arbitrary customer versus c2V2 for three values of E[V2], which again are chosen to be comparable
with E[B2].
The plot in Figure 3 is interesting. Evidently, when E[V2] is significantly smaller than E[B2],
only a very small number of customers will be served during a visit. As the mean visit time
increases, more customers are served during a visit and the mean sojourn time of an arbitrary
customer is reduced. However, as the mean visit time continues to increase, this trend is
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reversed after the mean sojourn time of an arbitrary customer reaches a global minimum. In
other words, there is an optimal value for the mean visit time to some queue that minimises
the mean sojourn time of an arbitrary customer; beyond that value, the mean sojourn time of
an arbitrary customer increases at an almost linear rate. This indicates that the polling system
under consideration can be optimised in expectation by controlling the visit time to each queue.
In the following section, we will develop a policy that minimises the mean sojourn time of an
arbitrary customer in the system.
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Figure 3: Mean sojourn time of an arbitrary
customer against the mean visit time E[V2].
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Figure 4: Mean sojourn time of an arbitrary
customer against the squared coefficient of
variation of the visit time V2.
The plot in Figure 4 is also interesting. As is explained above, we fit either a mixture of
Erlang distributions or a hyperexponential distribution to each pair of the first two moments of
the visit time, depending on the value of the squared coefficient of variation. For every value of
c2V2 , we obtain a different visit time distribution. Note that the jump in Figure 4 occurs when
the distribution we fit to the first two moments of the visit time shifts from a mixture of Erlang
distributions to a hyperexponential distribution. This indicates that the shape of the visit time
distribution is important; for example, hyperexponential distributions are always unimodal,
which is not the case for mixed Erlang distributions. Consequently, the first two moments
cannot capture sufficiently the effect of the visit time distribution on the mean sojourn time of
an arbitrary customer; one needs to know the exact distribution.
6 Dynamic control of servers’ visits
A basic question that arises when planning efficient polling systems concerns the order of visits
performed by the servers. As it is suggested by Figure 3, the polling system we are considering
can be optimised in some way so that the mean sojourn time of an arbitrary customer is
minimised. Rather than identifying the value of the minimum mean sojourn time for the cyclic
processing (visiting) order considered so far, we first investigate whether there exists a fixed
static order that the servers visit the various queues so that the mean (weighted) sojourn time of
an arbitrary customer is minimised. As is evident from Equation (4.5), the mean sojourn time of
a customer of queue i does not depend on the order the queues have been visited, and thus neither
does the weighted sum thereof. Since the mean sojourn time of an arbitrary customer remains
unaffected when altering the processing order, it does not constitute a practical performance
measure of our system.
An appealing approach that leads to a simple and tractable rule is to develop a semi-dynamic
control scheme. The idea is to dispatch the group of servers to perform Hamiltonian tours, each
tour being possibly different from the previous one, depending on the state of the system at the
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beginning of the tour, so as to optimise some performance measure. An adequate performance
measure is the throughput of the system, namely the number of customers served per cycle, as
the throughput can be measured per cycle, while the sojourn time of a customer spans over a
random number of cycles. The goal is to maximise the throughput of the system for each cycle.
Specifically, suppose that at the beginning of a cycle n = (n1, n2, . . . , nN ) is the state of the
system, where ni is the number of jobs waiting in queue i. We shall compute the expected value
of the number of customers served per cycle under a specific processing order, and consequently
identify the optimal processing order per cycle. The following theorem summarises the result.
Theorem 1. For the Hamiltonian-tour approach, the optimal visiting order is independent of
the number of customers present at the various queues at the start of the cycle and is given by
the index-type rule
λipi
E[Vi] + E[Di]
in the sense that the throughput is maximised if and only if the visiting order is arranged ac-
cording to an increasing sequence of this rule.
Before proceeding with the proof we point out that having more information regarding the
system, such as the number of customers present at all queues, has no effect on the optimal
strategy, and thus it does not improve the performance of the system. This stands in contrast
to many other polling systems where typically more information regarding a system leads to
decisions that increase the efficiency of the system; see for example [7], [8], and [26]. This
conclusion stems from the fact that no matter what cycle order is used, the number of customers
served in a cycle among those initially present will have the same distribution and will have no
effect on the number of others served (or the number receiving partial service) during the cycle.
In other words, what happens to those initially present at the beginning of a tour is unaffected
by what ordering is used.
Proof. The proof follows from an interchange argument. Consider the processing order pi0 =
(1, 2, . . . , N). Denote by θi the throughput of queue i under this processing order, i.e. the number
of customers of queue i that are served during a cycle, and denote by θ the total throughput
of the system, i.e. the sum of all θi. Given n, i.e. the state of the system at the beginning of a
cycle, we shall compute the expected value of θ.
The number of customers served after completing a visit at queue i is equal to the portion
of customers that where present at polling instant i and successfully completed their service
plus the number of customers that arrived during the visit time of queue i and completed their
service within that visit. In other words,
θi = Binom
(
ni +Ai
( i−1∑
k=1
(Vk +Dk)
)
, pi(Vi)
)
+
(
Ai(Vi)− Poisson(Λi(Vi)
)
.
As a result,
E[θi] =
(
ni + λi
i−1∑
k=1
(
E[Vk] + E[Dk]
))
pi + λiE[Vi]− E[Λi(Vi)],
which yields
E[θ] = c+
N∑
i=1
λipi
i−1∑
k=1
(
E[Vk] + E[Dk]
)
, (6.1)
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where
c =
N∑
i=1
(nipi + λiE[Vi]− E[Λi(Vi)]).
Observe that the constant c that appears in (6.1) does not depend on pi0, while the second term
at the right-hand side of (6.1) does.
Consider now the processing order pi1 = (1, 2, . . . , j−1, j+1, j, j+2, . . . , N), where the visit
order of queues j and j + 1 is interchanged and denote by θ ′i and θ
′ the throughput of queue
i and of the whole system under pi1, respectively. We promptly have that E[θi] = E[θ ′i ] for all
i 6= j, j + 1 and that
E[θ ′j ] =
(
nj + λj
( j−1∑
k=1
(E[Vk] + E[Dk]) + E[Vj+1] + E[Dj+1]
))
pj + λjE[Vj ]− E[Λj(Vj)],
E[θ ′j+1] =
(
nj+1 + λj+1
j−1∑
k=1
(
E[Vk] + E[Dk]
))
pj+1 + λj+1E[Vj+1]− E[Λj+1(Vj+1)].
Thus,
E[θ ′] = c+
∑
i 6=j,j+1
λipi
i−1∑
k=1
(
E[Vk] + E[Dk]
)
+ λjpj
( j−1∑
k=1
(E[Vk] + E[Dk]) + E[Vj+1] + E[Dj+1]
)
+
+ λj+1pj+1
j−1∑
k=1
(
E[Vk] + E[Dk]
)
.
Therefore, we have that E[θ] 6 E[θ ′] if and only if
λjpj
j−1∑
k=1
(
E[Vk] + E[Dk]
)
+ λj+1pj+1
j∑
k=1
(
E[Vk] + E[Dk]
)
6
λjpj
j−1∑
k=1
(
E[Vk] + E[Dk]
)
+ λjpj
(
E[Vj+1] + E[Dj+1]
)
+ λj+1pj+1
j−1∑
k=1
(
E[Vk] + E[Dk]
)
,
or
λj+1pj+1
(
E[Vj ] + E[Dj ]
)
6 λjpj
(
E[Vj+1] + E[Dj+1]
)
.
In other words, we get that the optimal processing order is by visiting the queues according to
an increasing order of λipi/
(
E[Vi] + E[Di]
)
.
Roughly stated, this rule arranges the visit order according to the ratio between new arrivals
per unit time that will successfully complete their service, i.e. λipi, and the mean duration of
a visit there, i.e. E[Vi] + E[Di]. It is intuitively clear that if the mean visit and switch time for
a queue is relatively long, then one should visit this queue early on. In this way, the number
of customers at the other queues during this cycle will also be relatively high, and as a result
the throughput will be increased since all customers are served simultaneously by an infinite
number of servers.
This is an extremely simple rule, which can be directly implemented. Moreover, suppose
that, for one reason or another, the objective is to minimise the throughput of the system for each
cycle. Then, the index rule that determines the order of visits to the queues is simply reversed ;
the servers complete a Hamiltonian tour arranged in a decreasing order of λipi/
(
E[Vi] +E[Di]
)
.
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Observe that under this strategy the servers also visit the queues that are empty at the beginning
of the cycle.
One expects that the throughput of the system in the long-run is improved when these
queues are not visited within a cycle; namely, it may be more efficient to avoid queues that are
empty at the beginning of the cycle in order to allow them to build up.
According to the way the system is designed, even if the servers do not visit a queue that
at the beginning of the cycle was empty, the switch time associated with this queue (i.e. the
time to switch from this queue to the following one) is still incurred. Therefore, as the number
of queues that will not be visited in a cycle grows, the servers spend an increasing amount of
time being essentially idle (as they switch between queues).
A possibly more efficient system design is as follows. Rather than envision the group of
servers moving from one queue to another, we can think of a central point to which the servers
always return after each completion of a visit to a queue. The return time to the central point
after visiting queue i is denoted by Ri. The servers depart from that central point and move
to the following queue that will be served. The total time from the moment the servers leave
the central point until they enter queue i is denoted by Ei. According to this design, the total
time to go from queue i to queue j is given by Ri + Ej for any i 6= j. The question that arises
is whether there exists a semi-dynamic control of this system. As before, it emerges that a
Hamiltonian-tour approach leads to a static processing order according to an index rule.
Theorem 2. For the polling system with a central point, the Hamiltonian-tour approach leads
to a fixed optimal visiting order, which is independent of the number of customers present at
the various queues at the start of the cycle. The throughput of the system for each cycle is
maximised if and only if the visiting order is arranged according to an increasing sequence of
the index-type rule
λipi
E[Ei] + E[Vi] + E[Ri]
. (6.2)
Proof. As before, let n = (n1, n2, . . . , nN ) be the state of the system at the start of the tour
and denote by L the number of non-empty queues, 0 < L 6 N , at the beginning of the cycle.
The throughput of queue i during a Hamiltonian cycle that visits only the non-empty queues
according to the order pi0 = (1, 2, . . . , L) is given by
θi = Binom
(
ni +Ai
( i−1∑
k=1
(Ek + Vk +Rk) + Ei
)
, pi(Vi)
)
+
(
Ai(Vi)− Poisson(Λi(Vi))
)
.
Consequently,
E[θi] =
(
ni + λi
( i−1∑
k=1
(
E[Ek] + E[Vk] + E[Rk]
)
+ E[Ei]
))
pi + λiE[Vi]− E[Λi(Vi)],
which yields
E[θ] = c′ +
N∑
i=1
λipi
i−1∑
k=1
(
E[Ek] + E[Vk] + E[Rk]
)
, (6.3)
where
c′ =
N∑
i=1
(
(ni + λiE[Ei])pi + λiE[Vi]− E[Λi(Vi)]
)
.
Applying an interchange argument we have that the optimal processing order is constructed by
an increasing sequence of the index rule given by (6.2).
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As before, the optimal tour does not depend on the number of customers present at the
beginning of the cycle. This is a direct consequence of the fixed visit times and the underlying
M/G/∞ process at each queue.
Index rules appear regularly when optimising polling systems. Browne and Yechiali [7, 8]
were the first to obtain dynamic control policies for single-server systems under the exhaustive,
gated or mixed service regimes. The mechanics of the system are as described here: at the
beginning of each cycle the server decides on a new Hamiltonian tour and visits the channels
accordingly. The authors showed that if the objective is to optimise the cycle duration under
these policies, then an index-type rule applies, which is similar to the one described here. The
main difference is that the index rule that is optimal for these policies depends on the state of
the system at the beginning of a cycle, contrary to the results obtained for the fixed-visit-time
policy studied in this paper. The result derived by Browne and Yechiali [7, 8] is a surprising
result as the index rule does not include the service times at the various channels. It is also
surprising that the same index rule holds for both the gated and the exhaustive disciplines
although the duration of a cycle starting from the same state is different for the two regimes.
For a further discussion on other types of index-rule policies see Yechiali [26], van der Wal and
Yechiali [23], and references therein.
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