Abstract. We study homogenization by Γ-convergence of periodic nonconvex integrals when the integrand has quasiconvex growth with convex effective domain.
Introduction
Let m, d ě 1 be two integers and p P r1, 8r. Let Ω Ă R d be a nonempty bounded open set with Lipschitz boundary. For each ε ą 0, we define I ε : W 1,p pΩ; R m q Ñ r0, 8s by
where the integrand W : R dˆMmˆd Ñ r0, 8s is Borel measurable and 1-periodic with respect to the first variable, i.e., for every x P Ω, z P Z d and ξ P M mˆd we have W px`z, ξq " W px, ξq.
Nonconvex homogenization by Γ-convergence of the family tI ε u εą0 was mainly studied in the framework of p-polynomial growth conditions on W . Unfortunately, this framework is not compatible with the two basic conditions of hyperelasticity: the non-interpenetration of the matter, i.e., W px, ξq " 8 if and only if detpI`ξq ď 0, and the necessity of an infinite amount of energy to compress a finite volume into zero volume, i.e., for every x P R d , W px, ξq Ñ 8 as detpI`ξq Ñ 0. At present, it seems difficult to take these conditions into account in homogenization problems. Generally, the attempts to go "beyond" the p-polynomial growth are not easy due to the lack of available techniques. However, in the scalar case, we refer to the book [CDA02] where relaxation and homogenization of unbounded functionals were studied.
In the vectorial case, partial investigations can be found in [AHM11] where the homogenization of nonconvex integrals tI ε u εą0 with convex growth conditions was carried out, and in [AHM12a] where the homogenization in W 1,8 without growth conditions but with W having fixed bounded convex effective domain was studied.
In this paper we extend the homogenization result of [AHM11] , when p ą d, to the case where W has quasiconvex growth conditions with convex effective domain. The main difficulty comes from the proof of the upper bound for the Γ-limit. Indeed, in the setting of convex growth conditions on W we can use mollifiers techniques to construct approximations of Sobolev functions by smooth ones. However, when we deal with quasiconvex growth, we need to develop other techniques. We will consider a set function which is a pointwise limit of local Dirichlet minimization problems associated to the family tI ε u εą0 together with measure and localization arguments (introduced by [BFM98] ) which reduce the proof of the upper bound to cut-off techniques, avoiding then any approximation arguments.
Outline of the paper. In Sect. 2 we present the assumptions on G and W . Roughly, W is assumed to have G-growth conditions with G independent of x and satisfying a condition which avoid strong "bumps". We establish the homogenization result Theorem 2.1 whose proof is based on two propositions. Proposition 2.1 is concerned with the lower bound of the Γ-limit, and the upper bound of the Γ-limit in the restrictive case where the gradients belong to the interior of the effective domain. Next, we may need to extend the homogenized integrand to the boundary of the effective domain, this is the purpose of Proposition 2.2. At the end of the section we show that our result is an extension of the classical homogenization theorem with p-polynomial growth in the case p ą d.
In Sect. 3 we present some preliminary notions and results needed in the proofs of the main result. We first give an analogue property of convex functions for nonconvex integrands satisfying (C 1 ) and (C 2 ). Then, we give the definition and some properties of radially uniformly upper semicontinuous integrands. In Subsect. 3.3, we recall some basic facts about subadditive invariant set functions which allow easily to caracterize the homogenized formula. Subsect. 3.4 is devoted to the introduction of the pointwise limit of local Dirichlet minimization problems associated to a family of variational functionals.
In Sect. 4 we prove Proposition 2.2. In Sect. 5 we prove the lower bound for the Γ-limit by the method of localization and cut-off techniques.
In Sect. 6 we prove the upper bound for the Γ-limit for gradients in the interior of the effective domain in three steps. The first step consists in proving that the Γ-limsup is lower than a suitable envelope (similar to a Carathéodory type envelope in measure theory) of a set function given by the pointwise limit of local Dirichlet minimization problems associated to the family tI ε u εą0 . This envelope turns out to be a nonnegative finite Radon measure by a domination condition coming from the G-growth conditions. Then, the second step is devoted to prove the local equivalence of the envelope with the set function through Radon-Nikodym derivative. In the last step, we use cut-off functions techniques allowing to substitute the Sobolev functions with their affine tangents maps and we conclude by a subadditive argument which gives the homogenized formula.
In Sect. 7 we prove Theorem 2.1 using Propositions 2.1 and 2.2. In Sect. 8 we give an example, when d " m " 2, of W and G satisfying the requirements of the homogenization result. Moreover, we show that the two basic conditions of hyperelasticity can be considered for special constraints on the deformations which make the tension/compression more important than shear deformations.
Main result
Let G : M mˆd Ñ r0, 8s be a Borel measurable function which will play the role of growth conditions on W . We denote by G the effective domain of G and intpGq the interior of G. We consider the following conditions on G:
(C 1 ) 0 P intpGq; (C 2 ) there exists C ą 0 such that for every ξ, ζ P M mˆd and every t Ps0, 1r
Gptξ`p1´tqζq ď Cp1`Gpξq`Gpζqq;
Remark 2.1. Some comments on the previous assertions are in order: (i) The condition (C 2 ) forbids the possible "strong bumps" of G.
(ii) Note that the effective domain G is convex when (C 2 ) holds. Moreover, if both (C 1 ) and (C 2 ) hold then we have the well-known property tξ P intpGq for all t P r0, 1r and all ξ P G, where G denotes the closure of G. It is equivalent to
tG.
The integrand W is supposed to verify the following growth and coercivity conditions:
(H 1 ) G-growth conditions, i.e., there exist α, β ą 0 such that for every x P R d and every ξ P M mˆd αGpξq ď W px, ξq ď βp1`Gpξqq;
(H 2 ) W is p-coercive, i.e., there exists c ą 0 such that for every px, ξq P R
If L : ΩˆM mˆd Ñ r0, 8s is a Borel measurable integrand which is 1-periodic with respect to the first variable then HL : M mˆd Ñ r0, 8s defined by
is usually called the Braides-Müller homogenization formula (see [Bra85, Mül87] Gpξ`∇ϕpxqqdx " Gpξq for any ξ P M mˆd and n P N. So, using the G-growth conditions (H 1 ) we obtain αGpξq ď HW pξq ď βp1`Gpξqq which implies domHW " G.
Since the effective domain of W is not necessarily the whole space M mˆd , we may need to extend the homogenized integrand to the boundary of G. For this purpose, we say that L is periodically radially uniformly upper semicontinuous (periodically ru-usc) if there exists a P L 
For any O P OpΩq, the functional I´p¨; Oq (resp. I`p¨; Oq) is called the Γ-liminf (resp. the Γ-limsup) with respect to the strong topology of L p pΩ; R m q of the family tI ε p¨; Oqu εą0 . Note that we always have I`p¨; Oq ě I´p¨; Oq. When I`p¨; Oq " I´p¨; Oq we say that the family tI ε p¨; Oqu εą0 Γ-converges with the Γ-limit given by the common value and we write I 0 p¨; Oq " Γ-lim εÑ0 I ε p¨; Oq.
When O " Ω we simply write
We define the radial extension of HW by z HW pξq :" lim
Here is the main result of our paper. 2.1. Application to homogenization with p-polynomial growth. We want to show how to recover, from Theorem 2.1, the classical homogenization result with p-polynomial growth on the integrand for p ą d (see [Bra85, Mül87] ). Let L : R dˆMmˆd Ñ r0, 8s be a Borel measurable, 1-periodic with respect the first variable, and satisfying p-polynomial growth: there exist α, β ą 0 such that for
For each ε ą 0 we define J ε : W 1,p pΩ; R m q Ñ r0, 8s by
Theorem 2.2. Let p ą d. The family tJ ε u εą0 Γ-converges with respect to the strong topology of L p pΩ; R m q to J 0 : W 1,p pΩ; R m q Ñ r0, 8s given by
Proof. First, we apply our result to the family tI ε u εą0 with the growth given by Gp¨q :" |¨| p and the corresponding integrand given by W the quasiconvexification of L, i.e.,
It is easy to see that (C 1 ), (C 2 ), (C 3 ), (H 1 ) and (H 2 ) are satisfied since (2.2). It remains to verify that W p" QLq is periodically ru-usc. Fix any t P r0, 1s, any x P R d and any ξ P G. As W is quasiconvex and satisfies (2.2), there exists K ą 0 such that
for all x P R d and all ζ, ζ 1 P M dˆd . Using (2.4) with ζ " tξ and ζ 1 " ξ and taking the left inequality in (2.2) into account, we obtain (2.5) W px, tξq´W px, ξq ď K 1 p1´tqp1`W px, ξqq
Dividing by 1`W px, ξq and passing to the supremum in x P R d and ξ P M mˆd , we have
Passing to the limit t Ñ 1, we have W is periodically ru-usc. For each ε ą 0 we apply the Dacorogna-Acerbi-Fusco relaxation theorem to have
for all u P W 1,p pΩ; R m q, where the bar over J ε denotes the lower semicontinuous envelope with respect to the strong topology of L p pΩ; R m q. On the other hand, it is well-known that
Collecting (2.6), (2.8) and (2.9), we finally obtain (2.3).
The only thing remains to prove is (2.7). Let tξ ε u εą0 , ξ 0 P M mˆd be such that ξ ε Ñ ξ 0 as ε Ñ 0. Without loss of generality, we can assume that Fix ε Ps0, 1r. We choose k ε P N and
where a change of variable is used. Set φ ε p¨q :" 1 kε ϕpk ε¨q . It is easy to see that QL satisfies (2.2) with the same constants. So, it follows that
By Hölder inequality and (2.10) we have for every ε ą 0
and also by norm inequality
By the definition of HpQLqpξ 0 q, (2.4), (2.11) and (2.12), we have for every ε ą 0
letting ε Ñ 0 we obtain the lower semicontinuity of HpQLq.
3. Preliminaries 3.1. Consequence of assumptions (C 1 ) and (C 2 ). The following lemma is an extension, for nonconvex functions satisfying (C 1 ) and (C 2 ), of the classical local upper bound property for convex functions.
Lemma 3.1. Let L : M mˆd Ñ r0, 8s be a Borel measurable integrand. If L satisfies (C 1 ) and (C 2 ) then there exists ρ 0 ą 0 such that
Lpζq ă 8.
Proof. From (C 1 ) there exists ρ 0 ą 0 such that Lpξq ă 8 for all ξ P B ρ0 p0q. Each matrix ξ P B ρ0 p0q is identified to the vector ξ " pξ 11 ,¨¨¨, ξ 1d ,¨¨¨, ξ i1 ,¨¨¨, ξ id ,¨¨¨, ξ m1 ,¨¨¨, ξ md q .
Consider the finite subset
and we define L˚:" max ξPS Lpξq ă 8.
Let ζ " pζ 11 ,¨¨¨, ζ 1d ,¨¨¨, ζ i1 ,¨¨¨, ζ id ,¨¨¨, ζ m1 ,¨¨¨, ζ md q P S and ξ P B ρ0 p0q with ξ ij " ζ ij for all i " 1 and j " 1. If ξ 11 " 0 then by (C 2 ) we have
where sgnpξ ij q denotes the sign of ξ ij . The same upper bound in (3.1) holds for Lpξq when ξ 11 " 0.
Assume now that ξ ij " ζ ij for all i " 1 and j R t1, 2u. Then using (3.1) and (C 2 ), we have
Recursively, we obtain C˚ą 0 which depends on C only, such that Lpξq ď C˚p1`L˚q for all ξ P B ρ0 p0q. For a detailed study of ru-usc functions see [AHM12b] .
for all x P U and all ξ P L x . Indeed, given x P U and ξ P L x , we have Lpx, tξq ď ∆ a L ptq papxq`Lpx, ξqq`Lpx, ξq for all t P r0, 1s, which gives (3.2) since apxq`Lpx, ξq ą 0 and
The following lemma gives some properties of p L when L is ru-usc (for the proof see also [AHM11, Lemma 3.4 and Theorem 3.5 (ii)]).
Lemma 3.2. If L is ru-usc and if for every x P U ,
Proof. First we prove (i). Fix x P U . We have to prove that for every
Fix ξ P L x . It suffices to prove that
Ψptq.
where Ψptq :" Lpx, tξq for all t P r0, 1s. Without loss of generality we can assume that lim tÑ1 Ψptq ă 8. Choose two sequences tt n u n , ts n u n Ăs0, 1r such that t n Ñ 1, s n Ñ 1, tn sn ă 1 for all n P N, and lim
Ψpt n q;
Ψps n q.
It is possible because, once the sequences tt n u n , ts n u n Ăs0, 1r satisfying t n Ñ 1, s n Ñ 1 choosen, we can extract a subsequence ts σpnq u n such that tn s σpnq ă 1 for all n P N. Indeed, it suffices to consider the increasing map σ : N Ñ N defined by σp0q :" mintν P N : s ν ą t 0 u and σpn`1q :" mintν P N : ν ą σpnq and s ν ą t n`1 u for all n P N.
Since (3.3) we have t n ξ P L x for all n P N, so we can assert that for every n P N Ψpt n q " Ψˆt n s n s n˙" Lˆx, t n s n ps n ξq(3.5)
ď ∆ a Lˆt n s n˙p apxq`Ψps n qq`Ψps n q.
Letting n Ñ 8 we deduce (3.4) from (3.5) since L is ru-usc. It remains to prove (ii)
Letting t Ñ 1, we finish the proof.
Assume that U " R d and define HL : R dˆMmˆd Ñ r0, 8s by
The following result shows that the ru-usc property is stable by homogenization.
Proposition 3.1. If L is periodically ru-usc then HL is ru-usc.
Proof. Fix any t P r0, 1s and any ξ P HL, where HL denotes the effective domain of HL. By definition, there exists tk n ; φ n u n such that
Lpx, ξ`∇φ n pxqqdx;
ξ`∇φ n pxq P L x for all n ě 1 and a.a. x P k n Y .
Moreover, for every n ě 1,
Lpx, tpξ`∇φ n pxqqqdx since tφ n P W 1,p 0 pk n Y ; R m q, and so
As L is periodically ru-usc it follows that
HLptξq´HLpξq ď ∆ a L ptq`xay`HLpξqw ith xay :"´Y apyqdy, which implies that ∆ xay HL ptq ď ∆ a L ptq for all t P r0, 1s, and the proof is complete. 
Given a Borel measurable function W : R dˆMmˆd Ñ r0, 8s, we define for each
It is easy to see that the set function S ξ is subadditive. If we assume that W is 1-periodic with respect to the first variable, then S ξ is Z d -invariant. Moreover, if W is such that there exist a Borel measurable function G : M mˆd Ñ r0, 8s and β ą 0 satisfying
From the above, we see that the following result is a direct consequence of Theorem 3.1.
Corollary 3.1. Assume that W is 1-periodic with respect to the first variable and satisfies (3.8). Then, for every ξ P G For each ε ą 0 and each O P OpΩq, denote by V ε pOq the class of all countable family tQ i :" Q ρi px i qu iPI of disjointed (pairwise disjoint) closed balls of O with x i P O and ρ i " diampQ i q Ps0, εr such that |O z Y iPI Q i | " 0. Let u P W 1,p pΩ; R m q and ε ą 0. Consider M ε pu;¨q : OpΩq Ñ r0, 8s defined by Proof. Fix pu, Oq P W 1,p pΩ; R m qˆOpΩq satisfying (3.9). Fix ε ą 0. Choose
0 pO; R m q. By the countable subadditivity of H δ puφ δ,ε ;¨q and (3.12) we have Applying the dominated convergence theorem and using (3.9) together with (3.14), we have
Collecting (3.11), (3.15) and (3.13) and letting ε Ñ 0 we obtain (3.10).
Remark 3.2. Let pu, Oq P W 1,p pΩ; R m qˆOpΩq and let G : W 1,p pΩ; R m qˆOpΩq Ñ r0, 8s be such that Gpu, Oq ă 8 and Gpv,¨q is a measure for all v P W 1,p pΩ; R m q. If there exists β ą 0 such that for every δ ą 0 it holds H δ pu; U q ď β p|U |`Gpu; Ufor all U P OpOq, then (3.9) is satisfied. Indeed, we have ÿ iPI sup δą0 H δ pu; Q i q ď ÿ iPI β p|Q i |`Gpu; Q i" β p|O|`Gpu; Oqq ă 8.
The following result is needed for the proof of Lemma 6.1. 
Proof of Proposition 2.2
The function HW is ru-usc since Proposition 3.1, and so z HW is ru-usc by Lemma 3.2 (ii). Since Remark 2.2 we have domHW " G. It is easy to deduce that dom z HW " G. From Lemma 3.2 (i) it holds that
The proof is complete.
Proof of Proposition 2.1 (i)
Let O P OpΩq and let u P W 1,p pΩ; R m q be such that I´pu; Oq ă 8. It follows that ∇up¨q P G a.e. in O since G is convex and the coercivity condition (H 2 ).
We have to prove that (5.1) I´pu; Oq ěˆO z HW p∇upxqqdx.
Consider tu ε u εą0 Ă W 1,p pΩ; R m q satisfying }u ε´u } L p pΩ;R m q Ñ 0. Without loss of generality we can assume that Step 1: Localization. For each ε ą 0, we define the nonnegative Radon measure µ ε on O by
From (5.2) we see that sup ε µ ε pOq ă 8, and so there exists a Radon measure µ on O such that (up to a subsequence) µ εá µ. By Lebesgue's decomposition theorem, we have µ " µ a`µs where µ a and µ s are nonnegative Radon measures such that µ a ! dxt O and µ s K dxt O , and from Radon-Nikodym's theorem we deduce that there exists f P L 1 pO; r0, 8rq, given by
with Q ρ pxq :" x`ρY , such that µ a pAq "ˆA f pxqdx for all measurable sets A Ă O.
Remark 5.1. The support of µ s , sptpµ s q, is the smallest closed subset F of O such that µ s pO z F q " 0. Hence, O z sptpµ s q is an open set, and so, given any x P O z sptpµ s q, there existsρ ą 0 such that Qρpxq Ă O z sptpµ s q with Qρpxq :" x`ρY . Thus, for a.a. x P Ω, µpQ ρ pxqq " µ a pQ ρ pxqq for all ρ ą 0 sufficiently small.
To prove (5.1) it suffices to show that Note that Gpt˚∇up¨qq ă 8 a.e. in O since Remark 2.1 (ii) and ∇up¨q P G a.e. in O. Note also that u is almost everywhere differentiable, i.e., lim ρÑ0 1 ρ }uú x } L 8 pQρpxq;R m q " 0 a.e. in O since p ą d (where u x p¨q :" upxq`∇upxqp¨´xq is the affine tangent map of u at x P O).
We have to prove that f px 0 q ě z HW p∇upx 0 qq.
As µpOq ă 8 we have µpBQ ρ px 0" 0 for all ρ Ps0, 1s z D where D is a countable set. From (5.6) and Alexandrov theorem (see Appendix 1.2) we deduce that W´x ε , t∇u ε pxq¯dx ě z HW p∇upx 0 qq.
Step 2: Cut-off method to substitute tu ε with tv ε P tu x0`W t∇u ε on Q sρ px 0 q τ pφt˚∇u ε`p 1´φqt˚∇upx 0 qq`p1´τ qΦ ε,ρ on S ρ with S ρ :" Q ρ px 0 q z Q sρ px 0 q and Φ ε,ρ :" t 1´τ ∇φ b pu ε´ux0 q. Using the G-growth conditions (H 1 ) we have
On the other hand, taking (5.16) into account and using (C 2 ), we have
Moreover, it is easy to see that Gpξq ă 8.
By (
5.17) there exists ρ ą 0 such that 4t p1´tqp1´sq 1 ρ }u´u x0 } L 8 pQρpx0q;R m q ă ρ0 2 for all ρ Ps0, ρr. Fix any ρ Ps0, ρr. Taking (5.18) into account we can assert that there exists ε ρ ą 0 such that for every ε Ps0, ε ρ r G pΦ ε,ρ q ď r 0 a.e. in Q ρ px 0 q. Thus, for every ε Ps0, ε ρ r, we have Qρpx0q W´x ε , t∇v ε¯d x (5.19) ď
Qρpx0q
W´x ε , t∇u ε¯d x``1´s
where 2βC 1 :" C. Since W is periodically ru-usc, for every ε Ps0, ε ρ r we have the estimate for the last term of (5.19) shown as follows
(5.20)
Step 3: End of the proof. Taking (5.15) into account we see that for every ε Ps0, ε ρ r
where S ξ pAq is given by (3.7) for all ξ P M mˆd and all open set A Ă R d . By (5.9) we have ∇upx 0 q P G, and so t∇upx 0 q P G because G is convex and 0 P intpGq since (C 1 ) and (C 2 ). From Corollary 3.1 we deduce that
W´x ε , t∇v ε¯d x ě HW pt∇upx 0for all ρ Ps0, ρr. On the other hand, as µ ε pS ρ q ď µ ε pS ρ q for all ε Ps0, ε ρ r, S ρ is compact and µ εá µ, we have lim εÑ0 µ ε pS ρ q ď µpS ρ q by Alexandrov theorem. But µpS ρ q " µ a pS ρ q since S ρ Ă Q ρ px 0 q Ă Ω z sptpµ s q (see Remark 5.1). Hence, for every ρ Ps0, ρr, W´x ε , t∇u ε¯d x, and (5.14) follows when t Ñ 1.
Proof of Proposition 2.1(ii)
For each pu, Oq P W 1,p pΩ; R m qˆOpΩq we recall that m ε pu; Oq :" inf
We give a sketch of the proof which is divided into three steps. The first step consists in proving that I`pu; Oq ď M˚pu; Oq for all pu, Oq P W 1,p pΩ; R m qˆOpΩq. When we assume that Gpu; Oq ă 8, Lemma 3.4 and the G-growth conditions imply that M˚pu;¨q is a Radon measure which is absolutely continuous with respect to the Lebesgue measure on O. Thus, we can write I`pu; Oq ď M˚pu; Oq "ˆO lim
The second step consists in showing that M˚pu;¨q is locally equivalent to M pu;¨q, i.e., for a.a.
This is carrying out by measure theoretic arguments (see Step 2).
In the third and last step we replace u by tu with t Ps0, 1r and we show, using cut-off techniques, that for a.a.
where u x p¨q :" upxq`∇upxqp¨´xq. The right hand term of (6.3) is equal to HW pt∇upxqq. Indeed, it is easy to see that for any ε, ρ ą 0 and any M ptu x ; Q sρ pxqq psρq d dx "ˆO HW pt∇upxqqdx.
Step 1: Prove that I`pu; Oq ď M˚pu; Oq when Gpu; Oq ă 8. Fix pu, Oq P W 1,p pΩ; R m qˆOpΩq such that Gpu; Oq ă 8. Without loss of generality we assume that
From (6.6) we have that since (6.10). A simultaneous diagonalization of (6.9) and (6.11) gives a sequence
I`pu; Oq ď lim δÑ0 I δ pu δ ; Oq ď M˚pu; Oq since the definition of I`pu; Oq. The proof is complete.
Step 2: Prove that M˚pu;¨q is locally equivalent to M pu;¨q. In this step we use the following result from [BFM98, BB00] . For a sake of completeness we give a proof.
Lemma 6.1. If Gpu; Oq ă 8 then we have
Proof. Let u P W 1,p pΩ; R m q be such that Gpu; Oq ă 8. Then for each U P OpOq
so, using Lemma 3.4 with µ u :" β p|¨|`Gp∇up¨qqdxqq t O , we have M pu;¨q is the trace of a Radon measure λ u on O satisfying 0 ď λ u ď µ u . Since µ u is absolutely continuous with respect to dxt O the Lebesgue measure on O, the limit lim ρÑ0
exists for a.a. x 0 P O as the Radon-Nikodym derivative of λ u with respect to dxt O . Moreover, using Lemma 3.3, the G-growth conditions together with Remark 3.2 we have
It remains to prove that
Fix any θ ą 0. Consider the following sets
,
It is sufficient to prove that N θ is a negligible set for the Lebesgue measure on O. Indeed, given x 0 P O z N θ there exists δ 0 ą 0 such that M˚pu; Q ρ px 0ď M pu; Q ρ px 0 qq`θ |Q ρ px 0 q| for all ρ Ps0, δ 0 r. Hence
then we obtain (6.12) when θ Ñ 0. Fix δ ą 0. Consider the set
Using the definition of N θ we can see that inf QPF δ diam pQq " 0. By the Vitali covering theorem there exists a (pairwise) disjointed countable subfamily tQ i u iě1 of F δ such thatˇˇN
To prove that N θ is a negligible set is equivalent to prove that |V j | " 0 for all j ě 1 where
Recalling that M˚pu;¨q is the trace on OpOq of a nonnegative finite Radon measure, we see that
M˚pu; Q i q.
Since each Q i P G θ , by (6.14) we have
It is easy to see that the countable family tQ
Letting δ Ñ 0, we have M δ pu; Oq Ñ M˚pu; Oq, and so |V j | " 0 since θ ą 0.
Step 3: Cut-off technique to locally substitute tu with tu x0 in since t∇up¨q P G a.e. in O by (6.15).
We are reduced to prove (6.17). Consider x 0 P O satisfying lim ρÑ0 Qρpx0q
Gpt∇upxqqdx " Gpt∇upx 0ă 8; (6.18) lim ρÑ0 Qρpx0q
Gpt˚∇upxqqdx " Gpt˚∇upx 0ă 8. where C 1 :" βp1`Cq and C 2 :" C 1 p1`Cq. Since (5.12), we choose ρ ą 0 such that for every ρ Ps0, ρr it holds 4t p1´τ qp1´sq 1 ρ }u x0´u } L 8 pQρpx0q;R m q ď ρ 0 2 .
It follows that
}Φ ρ } L 8 pQρpx0q;M mˆd q ď ρ 0 .
Proof. The only not direct property is (v). Fix any t P r0, 1s, any x P R d and any ξ P G. As Φ is quasiconvex and satisfies (8.6), then repeating the same arguments as in the proof of Theorem 2.2 (Subsect. 2.1) we see that Φ is periodically ru-usc with a " 1.
On the other hand, as g is ru-usc by Proposition 8. To verify (A 4 ), we note that for every ξ, ζ P G it holds tr pcofpI`ξq ⊺ pI`ζqq " p1`ξ 11 q p1`ζ 11 q`p1`ξ 22 q p1`ζ 11 q´ξ 12 ζ 21´ξ21 ζ 12 ą|ξ 12 ζ 21 |`|ξ 21 ζ 12 |´ξ 12 ζ 21´ξ21 ζ 12 ě 0.
We can take g : M 2ˆ2 Ñ r0, 8s defined by
where h is the convex and nonincreasing function defined by hpxq :" 1 x for all x ą 0 satisfying (8.2) with r " 1.
Remark 8.3. It is easy to see that r gp¨q :" gp¨´Iq is polyconvex but not convex. Indeed, consider F P I`G defined by Remark 8.4. A necessary condition for r g to be frame indifferent is that P pI`Gq Ď I`G for all P P SOp2q, which in particular means that SOp2q Ď I`G since (A 1 ). But, this is not true because the rotation of angle π
