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LISTE DES ABREVIATIONS 
A Expression anaphorique 
AC Série signalée par la combinaison d’une expression anaphorique et d’un 
connecteur. 
ACL Série signalée par la combinaison d’une expression anaphorique, d’un 
connecteur et d’une construction numéro+nom. 
AL Série signalée par la combinaison d’une expression anaphorique et d’une 
construction numéro+nom. 
C Connecteur 
CL Série signalée par la combinaison d’un connecteur et d’une construction 
numéro+nom. 
Construction Num+N 
 Construction numéro+nom, du type le premier exemple ou un autre 
travail. 
Equiv. Equivalence structurelle des items. 
HOMO  Série homogène, composée d’items signalés par le même type de 
marqueurs. 
L Construction numéro+nom 
MIL  Marqueur d’intégration linéaire (cf. Turco et Coltier 1988) 
MIX  Série mixte, composée d’items signalés par des marqueurs différents. 
MIXAL  Série mixte, signalée par des expressions anaphoriques et par des 
constructions numéro+nom. Sous-type des séries MIX. 
MIXREST  Série mixte, signalée par d’autres marqueurs que des expressions 
anaphoriques et des constructions numéro+nom. 
N  Nombre d’occurrences présentées dans la figure ou tableau. 
NM  Série composée d’items non marqués, dans laquelle le nombre d’items est 
signalé avant ou après par une amorce ou une clôture. 
NMet  Série composée d’items non marqués et d’items signalés par des 
conjonctions de coordination. Le nombre d’items est signalé avant ou 
après par une amorce ou une clôture. 
0=0 La série n’est pas précédée d’une amorce. 
0=IMP Amorce implicite. 
0=NUM Énumération exacte. L’amorce indique le nombre d’items de la série. 
0=Q Amorce-question. 
0=VAG Énumération vague. L’amorce indique que le texte  à suivre estsegmenté 
en items, mais n’en indique pas le nombre. 
Para. La paraphrase crée de la cohésion lexicale entre les items et est souvent 
employée dans les séries métadiscursives afin de présenter les items-
sections suivants.  
PE  Principe d’énumération 
PNM  Série partiellement non marquée, composée d’items non marqués et 
explicitement signalés. 
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R=0 La série n’est pas suivie d’une clôture. 
R=ACON La clôture est signalée par un autre connecteur.  
R=ANA La clôture correspond à une reprise anaphorique. 
R=CON La clôture est signalée par un connecteur conclusif / explicatif. 
R=NUM La clôture définit le nombre d’items de la série. 
Rep. La répétition proprement dite correspond à la reprise de mots ou de 
syntagmes selon le même rôle syntaxique dans tous les items de la série. 
Rep.dif. La répétition des éléments différents établit un lien de répétition entre les 
items de la série mais seulement entre une partie d’eux.  
Rep.par. La répétition partielle  correspond à la répétition de mots individuels dans 
les items, insuffisante seule pour leur identification. 
RST Rhetorical Structure Theory (Mann et Thompson 1988) 
SDRT Segmented Discourse Representation Theory, la Théorie des 
représentations discursives segmentées (Asher 1993 ; Asher & Lascarides 
2003) 
TSC Text strategic continuity, continuité stratégique du texte. 
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1. INTRODUCTION 
1.1 POUR UNE ORGANISATION TEXTUELLE PAR DES SERIES LINEAIRES 
 
Cette thèse examine les façons dont les phrases individuelles forment un texte en tant 
qu’ensemble pertinent. Le point de départ de notre problématique est qu’une suite 
quelconque de phrases ne forme pas un texte et qu’un texte n’est pas une suite quelconque 
de phrases. Au contraire, un texte est un tout intelligible et organisé : les phrases s’y 
combinent afin de former un tout compréhensible pour le lecteur.  
 
Contrairement à la phrase, dans laquelle la syntaxe détermine l’agencement des mots, 
aucune règle ne définit la façon dont les phrases devraient être organisées dans le texte. 
C’est la sémantique qui règne dans le texte : un texte est un texte s’il a du sens. Pour ce 
faire, c’est le lecteur qui doit, en s’appuyant sur ses connaissances, pouvoir comprendre la 
façon dont les phrases sont liées pour former un tout.  
 
Le texte peut également contenir des indices signalant explicitement comment les phrases 
sont reliées. Ces indices guident le lecteur dans l’interprétation des liens entre les phrases 
afin qu’il n’ait pas à les déduire lui-même. Ces indices peuvent être, notamment, des 
connecteurs spécifiant la nature de la relation entre les phrases, ensuite par exemple, ou des 
constructions indiquant la place de la phrase dans une énumération, telle que la deuxième 
raison. Aussi, les expressions qui indiquent l’organisation des phrases à venir, comme la 
section suivante consiste en trois parties, fonctionnent comme des signaux de la façon dont 
les phrases doivent être interprétées. Un texte peut cependant être clair et bien organisé 
même sans ces indices explicites. Dans ce cas, c’est le lecteur qui doit travailler davantage 
afin de situer le texte dans le contexte souhaité par l’auteur. 
 
L’organisation des phrases individuelles comme un tout intelligible ainsi que les façons 
dont cette organisation est marquée, ou non, sont au centre de cette thèse. Nous traiterons 
essentiellement les différents marqueurs utilisés pour indiquer cette organisation ainsi que 
les cas où les marqueurs explicites ne sont pas utilisés. De la sorte, nous chercherons à 
mieux comprendre ce qui fait un texte et à étudier pourquoi les marqueurs explicites ne 
sont pas toujours utilisés. 
 
Un texte peut être organisé de plusieurs façons. Nous nous limiterons à l’étude de 
l’organisation pourvue par les séries linéaires. Les séries linéaires segmentent le texte en 
items qui se suivent en son sein et sont, au moins partiellement, ordonnés. L’ordre ou le 
nombre de ces items peut être indiqué devant un, voire tous les items qui, ensemble, 
forment une série linéaire dont la longueur varie de deux phrases à un texte intégral. Ci-
dessous, l’Exemple 1 illustre une série linéaire segmentant le texte en trois items, tous 
introduits par des marqueurs linguistiques signalant l’ordre : le connecteur tout d’abord, la 
construction le deuxième exemple et la combinaison du connecteur enfin et de la mention 
dernier exemple indiquant qu’il s’agit du dernier item de la liste. De plus, dans cet 
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exemple, la série est également précédée par une amorce indiquant déjà à l’avance au 
lecteur le nombre d’items de la série.  
Exemple 1 Les parties en gras et les numéros devant les composants sont de nous.  
0 Illustrons ceci, à partir de trois exemples. 
1 Tout d’abord, la quantification nous a permis de comparer les différents sous-corpus 
du point de vue de deux des principales « étiquettes » de significations que nous avons 
attribuées au Npr Outreau entre la première et la dernière période. […] 
2 Le deuxième exemple, déjà abordé sous « l’angle d’attaque » 3 du § 3.3 (scénario et 
actants), se rapporte aux rangs de fréquences des mots des sous-corpus comparés. 
[…] 
3 Enfin – dernier exemple –, nous avons eu l’occasion de signaler, dans le cadre de 
l’angle d’analyse 2 (se rapportant aux réseaux de Npr), que la référence à Dutroux 
comme comparant était révélatrice du cadre de référence de Outreau comme fait 
public. […] 
                    Lecolle1 
 
Dans les séries linéaires objets de notre thèse, les items sont, en tout ou partie, marqués par 
des moyens lexicaux signalant énumération, addition ou progression. Prototypiquement, 
chaque item est introduit par un marqueur d’intégration linéaire (désormais MIL, cf. 
Turco & Coltier 1988) : Premièrement… Deuxièmement… Enfin… De plus, les séries 
linéaires sont souvent définies comme comprenant des items équivalents ou parallèles. 
Jackiewicz (2005 : 95) constate, par exemple, que « La sériation […] est un procédé […] 
permettant à la fois d’ordonner et de situer sur un axe d’équivalence paradigmatique des 
portions de texte ». Dans la pratique, pourtant, Virbel (1999) et Péry-Woodley (2000 : 138-
139) ont noté que les items peuvent être très hétérogènes et marqués de façons variées. 
 
Outre les MIL, les items de la série peuvent aussi être introduits, par exemple, par les 
anaphoriques, les constructions numéro+nom et les verbes : Le premier… Le deuxième 
exemple… Terminons par… De plus, la sériation peut être signalée avant la série par une 
amorce marquant le début d’une série et, possiblement, le nombre de ses items (cf. 
l’Exemple 1), ou après la série par une clôture indiquant la fin de la série et, possiblement, 
le nombre d’items de la série : Ces deux parties… / Donc… (cf. Tadros 1994 ; Jackiewicz 
2005). Enfin, la série peut également inclure des items non marqués qui ne sont pas 
introduits par un marqueur indiquant leur ajout ou leur place dans la série. Ces items 
peuvent être identifiables, par exemple, grâce à la répétition de mots identiques au début de 
chaque item ou d’autres indices contextuels. L’Exemple 2 ci-dessous illustre le non 
marquage. Le premier item est, selon nos critères, non marqué car il n’est pas signalé par 
un marqueur d’addition ou d’ordre. Nous pouvons toutefois identifier l’item grâce à 
l’amorce quelques départements et aux expressions spatiales devant chacun des deux 
items. Indiquant au lecteur la fin de la série, la clôture dans ces départements facilite 
encore la lecture. 
 
                                                     
1 Nous indiquons à la fin de chaque exemple le nom du premier auteur de l’article dont l’extrait est 
tiré. Les informations bibliographiques plus précises se trouvent dans l’annexe.  
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Exemple 2 
0 De nombreux départements actifs dans le pétitionnement répondent à ce modèle 
gardois. 
1 Dans la Sarthe, 11 800 signatures sont récoltées dans 90 communes, dont seulement 
16 % au Mans. 
2 Dans le Bas-Rhin également, seuls 22 % des 12 252 signatures ont été recueillies à 
Strasbourg 62. 
Cl. Dans ces départements, le pétitionnement se caractérise par la prépondérance de 
l’initiative villageoise et la dissémination rurale.  
                                                                                                                                      Jarrige 
 
1.2 OBJECTIFS 
 
Cette thèse a pour objectif l’étude de l’organisation du texte par des séries linéaires. Ce 
sont surtout les modes de marquage de cette organisation qui nous intéressent, en 
particulier la variation des marqueurs utilisés et l’alternance de marquage explicite et 
d’absence de marquage. Comment les séries linéaires contribuent-elles à l’organisation du 
texte? Pourquoi sont-elles introduites de la sorte ?  
 
Le marquage de l’organisation textuelle est souvent étudié à travers des marqueurs 
individuels, tels que premièrement, mais ou enfin. Pourtant, comme le dit Halliday (1977-
2003 : 45), c’est uniquement ensemble que les indices de cohésion présents dans le texte 
facilitent la formation d’une entité intelligible (cf. également Péry-Woodley et Scott 2006 : 
12-13 ; Ho Dac et Péry-Woodley 2009 et les résultats rapportés dans Ho Dac 2007). Ainsi, 
afin d’examiner l’organisation textuelle dans son ensemble, tout type d’indices 
linguistiques devrait être pris en compte. Cette approche assure une étude plus réaliste de 
la façon dont les textes sont organisés et dont les différents types de marqueurs 
fonctionnent ensemble. 
 
Un texte organisé peut donc être perçu comme le produit d’une combinaison d’indices. 
Péry-Woodley (2000 : 9, 134-135) propose une façon d’observer le texte plus 
globalement : prendre comme point de départ de l’analyse une fonction discursive, soit une 
relation qui fonctionne dans l’organisation du texte, et non un marqueur préalablement 
choisi, susceptible d’être signe de cette fonction. Péry-Woodley constate (ibid.) également 
que l’étude des marqueurs individuels reste insuffisante. Ils ne sont, en effet, pas 
indispensables pour l’établissement de la fonction : par exemple, une relation de 
conséquence entre deux phrases n’a pas besoin de marqueur consécutif pour exister. En 
outre, les marqueurs lexicaux peuvent être plurifonctionnels et par conséquent, leur 
fonction n’est pas nécessairement figée à leur forme. Cette approche proposée par Péry-
Woodley (ibid.) - prendre comme point de départ une fonction discursive - est adoptée, 
entre autres, dans la thèse de Ho Dac (2007). Elle examine les fonctions de la place initiale 
de la phrase dans l’organisation du discours en tenant compte de tous les types d’indices de 
surface, connecteurs, adverbiaux et constructions impersonnelles inclus. Notre thèse 
s’efforce d’adopter une approche similaire : nous examinons les séries linéaires introduites 
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par tout type de marqueurs repérés dans le texte, fonctionnant comme introducteur d’item 
d’une série. Ce faisant, nous cherchons, d’une part, à compléter les travaux antérieurs 
relatifs aux différents types de marqueurs et, d'autre part, à acquérir une vision plus 
englobante de l’organisation textuelle. 
 
Notre choix - prendre comme point de départ de l’analyse la fonction discursive des séries 
linéaires et non une forme spécifique - nous a également conduite à prendre en compte 
dans l’analyse les items non marqués des séries linéaires. Bien que cette résolution risque 
de soulever des difficultés d’identification, elle assure une étude plus complète de 
l’organisation textuelle et de son marquage. De plus, dans les études relatives à 
l’organisation textuelle, les raisons textuelles sous-jacentes du non marquage restent 
encore à clarifier. Ainsi, Jackiewicz (2005 : 107-109) se contente de noter que les items 
des séries linéaires peuvent également être non marqués, sans marqueurs explicites. Dans 
le cadre d’un modèle structural de l’organisation du texte, la Théorie des structures 
rhétorique (RST – Rhetorical Structure Theory, Mann et Thompson 1988), l’organisation 
textuelle est décrite via la définition de toutes les relations, marquées ou non marquées, 
entre les phrases et les segments supérieurs. En s’appuyant sur cette même théorie, 
Taboada (2006) a également calculé des proportions de relations signalées et non 
signalées. Nous nous efforçons de mener l’analyse plus loin en recherchant des raisons 
textuelles sous-jacentes du non marquage. Pourquoi tous les items des séries linéaires ne 
sont-ils pas marqués explicitement ? 
 
Une autre restriction, souvent présente dans des travaux sur l’organisation textuelle, est 
leur manque de corpus : ils invoquent fréquemment des exemples inventés ou des extraits 
en nombre limité. Par conséquent, et bien qu’ils fournissent une description adéquate des 
fonctions possibles, d’un marqueur ou d’un type de marqueur par exemple, ils ne peuvent 
que difficilement avancer des résultats généralisables sur l’usage de ces marqueurs dans le 
texte.  
 
Notre étude porte sur cet aspect moins considéré de l’organisation textuelle et, plus 
particulièrement, sur l’usage pratique des séries linéaires. Pour ce faire, nous les 
examinons dans un corpus et, suivant Biber et al (1998: 1 et passim), « au lieu d’examiner 
ce qui est en théorie possible, étudions l’usage de la langue dans son contexte naturel » 
(notre traduction). Ce faisant, nous cherchons, encore, à acquérir une vision plus globale de 
l’organisation textuelle en tenant compte de la pratique et du contexte naturel de la langue.  
 
Enfin, l’organisation textuelle et son marquage dépendent du contexte et de la situation 
dans lesquels le texte est rédigé. Un roman policier, dans lequel le lecteur ne doit pas tout 
savoir dès le début, n’est pas organisé de la même façon, par exemple, qu’un article dans le 
journal Le Monde dont l’intention est d’informer le lecteur. Notre corpus est composé 
d’articles de recherche dont le but est non seulement d’informer mais également de 
persuader le lecteur d’accepter leur contenu (cf. section 2.2). L’organisation textuelle joue 
un rôle important dans ces articles car un texte mal organisé risque d’être peu convaincant. 
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De plus, comme les disciplines scientifiques se différencient les unes des autres selon 
divers aspects, l’organisation textuelle dans les articles de recherche varie également selon 
la discipline. Notre corpus comprend des articles appartenant à trois disciplines : la 
linguistique, l’histoire et l’éducation. Comme nous l’exposerons plus tard en section 5.1.2, 
cette répartition nous permet d’examiner les séries linéaires dans un corpus davantage 
représentatif tout en comparant différentes disciplines. 
 
1.3 QUESTIONS DE RECHERCHE ET HYPOTHESES  
 
Cette thèse se propose d’observer l’organisation textuelle à l’aide des séries linéaires ainsi 
que la variation des marqueurs et le non marquage constatés dans ces structures. 
L’approche adoptée tend à examiner l’usage des séries linéaires dans un corpus d’articles 
de recherche de trois disciplines en sciences humaines et sociales. Nous considérons 
l’organisation textuelle comme le produit de l’usage de différents types de marqueurs et du 
non marquage. 
 
Plus spécifiquement, notre problématique est donc double : d’une part, nous examinons 
l’usage et le fonctionnement des séries linéaires dans l’organisation textuelle ; d’autre part, 
nous abordons la variation des marqueurs utilisés pour signaler cette organisation, de 
même que l’alternance du marquage explicite et de l’absence de marquage. Nous 
recherchons de ce fait une perception globale des différents marqueurs et du rôle du non-
marquage. Ces questions sont complétées par l’aspect comparatif entre les différentes 
disciplines scientifiques examinées.  
 
Les questions de recherche auxquelles nous visons à répondre sont :  
 
1. Comment les séries linéaires participent-elles à l’organisation textuelle ? 
- Quels sont les types de segments textuels organisés en séries linéaires ? 
- Quelles formes (structures hiérarchiques) les séries linéaires prennent-elles dans 
le texte ? 
- Comment les séries linéaires sont-elles introduites dans le texte ? Par quels types 
de marqueurs ? Le non marquage est-il fréquent ? 
  
2. Pourquoi les séries linéaires sont-elles signalées comme elles le sont? 
- Des facteurs textuels sont-ils susceptibles d’expliquer la façon dont la série est 
marquée ou l’usage d’un marqueur particulier ? 
- Des facteurs textuels sont-ils susceptibles d’expliquer le non marquage d’un ou 
plusieurs items ? 
- En l’absence d’usage de marqueur explicite, comment l’item est-il identifié ? 
 
3. L’usage des séries linéaires, varie-t-il selon la discipline scientifique ? 
 
Comme hypothèse 1, nous avançons que les séries linéaires contribuent à l’organisation 
textuelle à plusieurs niveaux du texte, organisant des segments très courts et très longs. De 
plus, outre le fait de segmenter le texte en items qui se suivent, nous supposons que les 
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séries linéaires peuvent également organiser un segment textuel en thèse, antithèse et 
conclusion, comme le note l’étude de Jackiewicz (2005) : D’abord… Mais… Bref… De 
plus, suivant les travaux de Porhiel (2007) sur les séries à deux temps, soit les séries 
combinant deux séries, il est à supposer que ces structures sont utilisées également dans 
notre corpus.  
 
Deuxièmement, comme hypothèse 2, nous supposons que le marquage des séries est 
accompli avec une rigueur certaine grâce au rôle important que le marquage de 
l’organisation textuelle joue dans les articles de recherche et grâce au processus d’édition 
et de révision que ces textes ont parcouru avant d’être publiés. Par conséquent, l’usage des 
marqueurs ou des paires de marqueurs dont l’acceptabilité peut être mise en question, tel 
que d’une part sans d’autre part, est assurément peu fréquent. De même, il est probable 
que les amorces incorrectes, telles que Cet article consiste en trois parties alors que ce 
n’est pas le cas en réalité, sont très rares.  
 
Or, quoique le marquage de l’organisation textuelle soit rigoureux, il serait irréaliste de 
penser que tout soit indiqué explicitement dans les articles de recherche : un tel texte serait 
très pesant à lire. Ainsi, l’usage abondant des séries prototypiques, dans lesquelles tous les 
items sont signalés par des MIL, alourdirait le texte et  nous semble peu probable. Une 
autre question liée au marquage porte sur l’équivalence entre les items des séries linéaires, 
notamment proposée par Jackiewicz (2005 : 95) mais contestée par Virbel (1999) et Péry-
Woodley (2000 : 138-139). Dans la pratique, le déséquilibre peut se manifester, entre 
autres, par l’usage de marqueurs différents dans une même série, par des items non 
marqués ou par une variation importante de longueur entre les items (cf. Luc 2001 et la 
section 4.2.4). Bien qu’il soit difficile d’estimer la proportion des séries équivalentes ou 
déséquilibrées, le rôle important du marquage de l’organisation textuelle dans les articles 
de recherche et le processus d’édition et de révision qu’ils ont parcouru ont sans doute 
également un effet sur celle-ci.  
 
Une autre hypothèse liée au marquage des items, soit l’hypothèse 3, concerne le 
fonctionnement des différents types de marqueurs. De fait, les résultats de plusieurs 
travaux antérieurs montrent que leur capacité organisatrice varie. Entre autres selon 
Schnedecker (2000 : 22), le point de référence des expressions anaphoriques le premier – 
le second se trouve en général dans la proximité. De façon analogue, les séries introduites 
par ces marqueurs devraient être relativement courtes. Pour les connecteurs, Ho Dac 
(2007 : 227) avance que ces marqueurs  organiseraient le plus souvent des segments d’un 
paragraphe tandis que Jackiewicz et Minel (2003 : 7) parlent de deux paragraphes. La 
capacité des connecteurs semble donc également plutôt limitée quoique plus vaste que 
celle des anaphoriques. 
 
Enfin, notre dernière hypothèse 4 porte sur la fréquence inférieure des séries linéaires dans 
les articles du domaine de l’histoire en regard des deux autres disciplines. Comme nous 
l’exposons dans la section suivante, le marquage de l’organisation textuelle varie selon la 
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discipline d’appartenance de l’article. L’histoire se caractérise ainsi par l’usage des 
structures et du style narratifs (cf. par exemple Holmes 1997 ; Silver & Bondi 2004 ; Bondi 
2009a) ce qui peut s’associer avec la rareté relative du marquage d’organisation textuelle. 
Par conséquent, nous estimons que les séries linéaires  sont moins fréquentes dans ce sous 
corpus que dans les articles de linguistique et d’éducation. 
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PARTIE THÉORIQUE 
2. LINGUISTIQUE DE CORPUS ET LE DISCOURS DE  
RECHERCHE 
Nous approchons les séries linéaires d’un point de vue fonctionnel. Autrement dit, nous les 
examinons à partir de leur fonction dans le texte. Ensuite, notre approche est textuelle : 
nous nous intéressons à la relation entre une forme linguistique et sa fonction textuelle et 
non entre une forme linguistique et un processus cognitif sous-jacent à son usage, par 
exemple. De surcroît, notre approche intègre deux autres aspects déterminants que sont la 
linguistique de corpus et le discours de recherche que nous avons d’ailleurs choisi comme 
genre de notre étude. Cette section traite ces deux aspects. Nous commencerons par la 
justification de l’usage d’un corpus et la discussion des atouts d’une approche quantitative, 
et puis, la seconde partie de la section abordera le discours de recherche. Nous présentons 
d’une façon générale le discours de recherche et les articles de recherche et menons une 
réflexion sur le métadiscours, un phénomène textuel proche des séries linéaires et souvent 
étudié dans les articles de recherche. Enfin, la section débat des articles de recherche et de 
leur variation selon la langue et la discipline en question.  
 
2.1 LINGUISTIQUE DE CORPUS 
 
En définissant nos objectifs pour cette thèse, nous avons indiqué vouloir examiner les 
séries linéaires par rapport à leur usage en nous concentrant sur leur mode d’emploi dans la 
pratique. Pour ce faire, nous adoptons une approche quantitative et fondons notre étude sur 
un corpus2.  
 
Traditionnellement les études quantitatives sur l’organisation textuelle et son marquage 
sont considérées comme encore plutôt rares et  les études portent souvent sur des exemples 
inventés par le chercheur ou sur un nombre limité d’attestations. Biber et al. (1998 : 106-
107) et Péry-Woodley (2005 : 202, cf. aussi Leech et al. 1997 ; Péry-Woodley et Scott 
2006 : 14) soulignent que l’analyse quantitative de l’organisation textuelle est compliquée, 
avant tout, par une difficulté d’identification automatique et un manque d’outils 
computationnels nécessaires. Contrairement aux mots ou morphèmes individuels, elle peut 
se manifester par des indices très variés difficiles à énumérer à l’avance de manière 
exhaustive. Le non marquage est une autre éventualité : tout n’est pas signalé 
explicitement par un indice linguistique. En outre, les indices linguistiques, comme les 
connecteurs, sont souvent polyfonctionnels et peuvent remplir d’autres fonctions que 
l’indication de l’organisation textuelle. Par conséquent, un traitement manuel, facilement 
laborieux et exigeant des outils spécialisés, est en général nécessaire pour le repérage de 
ces indices. 
                                                     
2 Par corpus nous comprenons une collection de textes avec un volume de données important 
permettant une étude quantitative (cf. 5.1.1).  
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Deuxièmement, la rareté des études quantitatives sur l’organisation textuelle peut 
également être imputée au fait que cette approche n’a simplement pas été considérée 
comme utile dans des travaux antérieurs. Dans la tradition générativiste, par exemple, 
l’intuition du chercheur est considérée comme une source d’information suffisante. Un 
corpus de soutien n’est donc pas jugé nécessaire (cf. Chomsky 1957 ; la discussion dans 
McEnery & Wilson 1996 : 4-11 ; Condamines 2003 : 13-15). 
 
Nous adoptons une approche quantitative surtout dans le but d’examiner l’usage de la 
langue et non ses possibilités théoriques. Nous estimons que l’intuition ne suffit pas à 
expliquer, par exemple, les raisons sous-jacentes du non marquage et les différentes 
fonctions textuelles des marqueurs. L’intuition peut également se fourvoyer (cf. aussi 
Reppen et al. 2002 : VII et Condamines 2005 : 16). Dans l’approche quantitative, en 
revanche, les résultats sont plus indépendants de l’analyste et ainsi plus objectifs que s’ils 
se fondent sur l’introspection ou seulement quelques exemples. En outre, la généralisation 
des résultats au-delà du corpus d’étude et la comparaison des résultats sont des atouts 
souvent associés à un corpus vaste (voir Biber 1995 : 32 ; McEnery & Wilson 1996 : 62, 
77-81 ; Biber et al. 1998 : 106 ; Péry-Woodley 2005 : 185). Pour autant, nous tenons à 
souligner que notre approche demeure strictement complémentaire de l’approche 
qualitative et que la présente étude serait inenvisageable sans les connaissances issues des 
travaux fondés sur des corpus restreints. Notre but est de compléter ces travaux par 
l’examen de l’emploi, dans la pratique, du mode d’agencement du texte et de son 
marquage. 
 
Pour surmonter les écueils liés à la difficulté d’identification des marqueurs d’organisation 
textuelle, la méthode conventionnelle porte sur leur marquage manuel dans le corpus puis 
leur examen à partir de ce marquage (entre autres Taboada 2006 ; Prasad et al. 2008 ; Ho 
Dac et al. 2009). Selon cette méthode, les connecteurs tout comme les contenus 
sémantiques des relations non marquées sont indiqués dans le texte par les annotateurs 
humains. Optionnellement, le repérage automatique des phénomènes textuels examinés et 
les techniques automatiques d’accès au contenu textuel offrent une méthode alternative à 
l’annotation manuelle. Ces techniques sont cependant surtout utilisées à d’autres fins que 
l’examen de l’organisation textuelle (Nazarenko 2005, mais aussi Teufel 1998 pour un 
exemple opposé). 
 
Enfin, pour le repérage des séries linéaires dans le corpus, nous suivons le modèle adopté 
entre autres par Taboada (2006), Prasad et al. (2008) et Ho Dac et al. (2009) : nous 
annotons les séries linéaires manuellement dans le texte. Notre analyse partant du principe 
que la fonction discursive n’est pas une forme ni une liste de formes préalablement 
rédigée, le repérage automatique des séries linéaires et surtout des items non marqués 
serait une tâche trop exigeante. L’annotation manuelle a pourtant aussi quelques points 
faibles. Le plus important, peut-être, concerne l’objectivité des résultats tirés d’annotations 
faites par des humains. Comme nous l’expliquons en section 5.2, nous nous efforçons de 
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minimiser cette subjectivité par l’identification automatique des marqueurs explicites et 
par l’analyse des cas difficiles par plusieurs personnes. 
 
2.2 DISCOURS DE RECHERCHE 
 
Cette thèse fait partie intégrante du projet Perspectives croisées sur le discours de 
recherche du département d’études françaises de l’Université de Turku. Le projet vise à 
étudier les stratégies organisationnelles, cognitives et textuelles dans trois disciplines de 
recherche, soit en linguistique, l’éducation et l’histoire. Par discours de recherche, nous 
entendons, d’une manière plutôt restreinte, la communication entre les spécialistes dans un 
milieu universitaire sur des sujets professionnels. Toutefois, nous en excluons la 
communication d’enseignement de cette pratique aux étudiants, à l’école comme à 
l’université. 
2.2.1 POURQUOI LE DISCOURS DE RECHERCHE ? 
Le discours de recherche a fait l’objet, surtout depuis les années 1990, d’un nombre 
croissant de travaux. Cet intérêt peut s’expliquer par la nouvelle conception de ce domaine. 
Contrairement à son présupposé traditionnel d’objectivité et de neutralité, les travaux plus 
récents s’accordent sur le fait que le discours de recherche vise, outre le fait d’informer, à 
convaincre et influencer le lecteur tout en se faisant accepter dans la communauté 
scientifique. Markkanen et Schröder (1997 : 9), par exemple, notent que « scientific texts 
are not only content-oriented and informative but also aim at convincing and influencing 
their audience » (« les textes scientifiques ne sont pas uniquement orientés sur le contenu 
et l’information mais tendent également à convaincre et influencer leur public ») (cf. aussi 
Hyland 1998a : 438-439). Le discours de recherche n’est non plus considéré comme 
neutre. En revanche, les marques d’atténuation, c'est-à-dire les façons dont l’auteur 
exprime son incertitude ou des précautions envers son discours, sont un aspect très étudié 
dans ce domaine (cf. Meyer 1997 ; Hyland 1998b ; Vold 2008). 
 
Cas fréquent dans les différents domaines de la linguistique, la majorité des études menées 
sur le discours de recherche traite de l’anglais. Citons, notamment, en exemple le travail de 
Hyland sur les marques d’atténuation (1998b, 2005b) et sur le métadiscours qui guide le 
lecteur dans l’interprétation du texte (Hyland 1998a, 2005a). Le travail de Swales (1990 et 
2004, etc.), pour sa part, traite la description des articles de recherche comme un genre 
discursif et sa macrostructure ainsi que les pas rhétoriques propres à chaque section de 
l’article. Les études contrastant les pratiques de l’anglais et d’une autre langue, par 
exemple pour la pratique rhétorique des natifs et des non natifs (Mauranen 1993, 2009) ou 
l’amorce des introductions dans les articles de recherche (Silver & Bondi 2004 ; Bondi 
2009a), constituent également un groupe important de travaux.  
 
En revanche, les études sur le discours de recherche en français sont relativement rares. 
Nous pouvons noter, en exception, les travaux réalisés dans le cadre du projet KIAP à 
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l’université de Bergen sur la manifestation de l’identité culturelle. Comparant les articles 
de recherche en français, anglais et norvégien, d’une part, et en linguistique, médecine et 
économie de l’autre, ce projet opte pour une double perspective contrastive (Fløttum et al. 
2006 : 1-2). En son sein, la modalité épistémique (Vold 2008), le métadiscours (Dahl 2004 
et Fløttum et al 2006) et l’usage du pronom on (Gjesdahl 2008), notamment, ont constitué 
des objets d’intérêt. D’autres travaux sur le discours de recherche en français incluent la 
thèse de Poudat (2006) sur l’analyse des genres, la thèse de Rinck (2006) sur les modes de 
« subjectivité représentée » dans l’article scientifique, et le travail de Vassileva (2000) sur 
la présence de l’auteur en français, anglais, russe, allemand et bulgare. 
 
Dans les travaux relatifs au discours de recherche, les articles de recherche ont reçu 
beaucoup d’attention (pour le genre de l’article de recherche, cf. Swales 1990 et 2004). Le 
rôle central des articles au sein de la communauté de recherche est l’une des raisons de cet 
intérêt ; comme le dit Eva Vold dans sa thèse (2008 : 21), il s’agit du moyen central de 
communication pour les chercheurs afin d’échanger des résultats (cf. aussi Hyland 2005a : 
89-90). De plus, contrairement aux communications orales et aux ouvrages entiers, par 
exemple, les articles de recherche offrent un accès relativement facile, même au format 
électronique.  
 
Les articles de recherche forment pour nous un objet d’étude opportun à divers titres. Une 
première raison concerne le rôle central que l’organisation textuelle et son marquage 
revêtent dans ce genre. Comme nous venons de le constater, le but des articles de 
recherche est non seulement d’informer le lecteur mais également de le convaincre des 
résultats présentés. Hyland (1998a : 438-439) a également avancé que, pour convaincre le 
lecteur, il est primordial de le prendre en compte lors de la rédaction. En ce sens, 
l’organisation textuelle doit être également claire et suffisamment explicite puisqu’un texte 
mal organisé ne peut que difficilement être convaincant. Cela étant, nous devons toutefois 
convenir que tous les articles de recherche ne correspondent sans doute pas à cette 
présomption et que ce n’est pas nécessairement le but de certains articles. Les textes 
rédigés par des chercheurs très renommés, par exemple, peuvent être extrêmement lus et 
faire l’objet de multiples interprétations bien qu’ils ne soient ni clairs ni faciles à lire.  
 
Le processus d’édition et de révision affecte également l’organisation textuelle et, pour le 
moins, son marquage dans les articles de recherche. Au lieu d’être rédigé par une seule 
personne, l’article de recherche peut être modifié par l’éditeur et les évaluateurs anonymes 
de la revue. Comme l’indique Swales (1990 : 93), l’article publié est plutôt un produit de la 
négociation menée entre l’auteur et l’éditeur afin de préserver la qualité et les autres 
normes de la revue. Pour les séries linéaires, nous pouvons supposer que ce processus 
résulte en une réflexion sur les façons dont l’article est organisé et dont cette organisation 
est signalée. En pratique, elle pourrait notamment être visible dans l’absence de marqueurs 
à l’acceptabilité questionnable, tels que d’une part sans d’autre part. 
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La nature soutenue des articles de recherche et le rôle central que l’organisation textuelle y 
occupe font de ces textes un objet d’étude intéressant, surtout pour les séries linéaires. De 
fait, et comme nous l’indiquions en définissant les séries linéaires, ces structures sont 
souvent associées à une certaine équivalence entre les items (cf. par exemple Jackiewicz 
2005). Toutefois, dans la pratique, Virbel (1999) et Péry-Woodley (2000 : 138-139), entre 
autres, constatent que les items peuvent tout de même être très différents et marqués de 
façons variées. Pour notre part, nous estimons très intéressant l’examen de la fréquence du 
non marquage des items et des structures déséquilibrées également dans les articles de 
recherche qui, comme nous venons de l’exposer, sont souvent associés à la clarté et la 
précision ainsi qu’à une organisation textuelle rigoureuse.  
 
Enfin, nous justifions notre choix des articles de recherche comme corpus par  une dernière 
raison qui est d’ordre pratique : leur longueur est idéale pour une étude des séries linéaires. 
Ils sont tout à la fois suffisamment longs pour permettre l’observation du fonctionnement 
des séries linéaires dans des segments vastes, organisés en sections et sous-sections, et 
suffisamment courts pour rendre possible une étude quantitative reposant sur un corpus 
composé d’un nombre relativement important de textes entiers. De plus, Internet et les 
versions électroniques des articles de recherche qu’il contient assurent un accès 
relativement commode à un nombre important de textes au format électronique : un aspect 
facilitant l’étude quantitative que nous souhaitons mener. 
2.2.2 METADISCOURS ET SERIES LINEAIRES 
Parmi les travaux sur les articles de recherche, les plus proches de notre problématique 
sont ceux traitant du métadiscours (par exemple Hyland 1998a et 2005a ; Dahl 2004 ; 
Lores Sanz et al. 2006). Le métadiscours est souvent (Hyland et Tse 2004 : 156 ; Hyland 
1998 : 437 ; Dahl 2004 : 1811) défini comme les aspects du texte par lesquels l’auteur 
prend en compte le lecteur et est lui-même présent dans le texte. Cette définition repose sur 
la conception de l’écriture comme un engagement social entre l’auteur et le lecteur. 
Traditionnellement, Hyland (1998a : 442-444) attribue deux fonctions au métadiscours : le 
métadiscours textuel inclut les indices exprimant explicitement le mode d’interprétation 
des propositions afin de correspondre aux intentions de l’auteur. Cette catégorie contient 
des connecteurs tels que finalement, mais, ainsi ainsi que des expressions référant ailleurs 
dans le texte telles que comme nous l’avons déjà indiqué et voir section 2. La plupart des 
séries linéaires serait également classifiée dans cette catégorie. La deuxième catégorie, le 
métadiscours interpersonnel, indique, en revanche, au lecteur l’attitude de l’auteur vis-à-
vis de l’information propositionnelle du texte et du lecteur lui-même. Ce type de 
métadiscours peut se manifester, par exemple, par les marques d’attitude ou de personne 
tels que nous sommes d’accord, étonnamment et nous, à moi, etc. (Pour d’autres 
classifications, cf. Vande Kopple 1985 ; Crismore et al. 1993 ; Dahl 2004). 
 
Au lieu d’une distinction nette entre les fonctions textuelle et interpersonnelle du 
métadiscours, les travaux plus récents de Hyland (2005a) et de Hyland et Tse (2004) 
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soulignent l’aspect interpersonnel de tout le métadiscours. Cette nouvelle vue correspond 
peut-être mieux à la nôtre puisqu’elle privilégie l’importance du marquage de 
l’organisation textuelle dans la construction du texte même et ne la traite pas comme une 
partie séparée. Selon cette approche, outre le métadiscours interpersonnel, aussi le 
métadiscours textuel reflète la façon dont le lecteur perçoit et comprend le texte. Par 
conséquent, ce type de métadiscours affecte également le contenu sémantique du texte. 
Pour mieux s’ajuster à cette conception du texte, Hyland (2005a : 48-49) et Hyland et Tse 
(2004) proposent un nouveau schéma des deux fonctions du métadiscours. La fonction 
interactive est liée à la prise en compte du lecteur et de ses besoins. Elle tend à expliciter 
l’organisation du texte et les interprétations souhaitées par l’auteur, soit à « guider le 
lecteur à travers le texte » (Hyland 2005a : 49). Les indices de ce type de métadiscours 
correspondent à ceux du métadiscours textuel du paragraphe précédent. La deuxième 
fonction interactionnelle, en revanche, est liée à la façon dont l’auteur poursuit 
l’interaction et commente son message. L’auteur cherche à exprimer explicitement son 
opinion envers le texte et à engager le lecteur dans le texte. Cette fonction du métadiscours 
peut être manifestée par le même type d’indices que le métadiscours interpersonnel du 
paragraphe précédent.  
 
En définitive, un aspect du métadiscours qui le distingue de notre problématique est que les 
séries linéaires n’en font pas toutes partie : au lieu de se référer au texte, les marques de 
cohésion et autres indices signalant les items des séries linéaires peuvent également faire 
référence aux événements du monde extérieur (Martin 1992 : 178-183 ; Martin et Rose 
2003 : 120-140 ; cf. aussi Adam 1990 : 1603). Dans les travaux sur le métadiscours, cette 
distinction entre les connecteurs internes et externes se fait naturellement : les connecteurs 
internes peuvent être inclus dans le métadiscours, tandis que les connecteurs externes en 
sont exclus (cf. aussi Hyland et Tse 2004 ; Hyland 2005a : 45-48). Ainsi, dans l’Exemple 3 
suivant, le connecteur enfin se réfère aux événements du monde extérieur énumérés et ne 
peut pas être analysé comme métadiscours.  
Exemple 3 
1  Par exemple, c’est elle qui, en 1932, demande la création du système de cartes. 
2  Deux ans plus tard, le bureau de placement, qui avait fermé ses portes en 1931 en 
raison de ses coûts trop élevés et des cas d’abus découverts, est également réorganisé à 
la suite d’une requête de l’Association des manufacturiers. 
3  Enfin, en 1940, lorsque le conseil de ville voudra réformer la distribution des pièces 
d’identité par le centre de placement, il ne manquera pas de consulter l’Association des 
manufacturiers.  
                                                                                                                     Roux-Pratte 
 
Dans les travaux relatifs à la cohésion et l’organisation textuelle, la distinction entre les 
marqueurs internes et externes ne survient que rarement (citons comme exceptions les 
                                                     
3 Dans la distinction des deux directions de référence, Adam (1990 : 160) adopte une perspective 
alternative et sépare l’organisation réalisée par la référence, c'est-à-dire par un mode d’organisation 
du réel, et l’organisation construite par le discours qui est une trace de la mise en texte. 
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travaux de Martin 1992 et Martin et Rose 2003 ; Adam 1990) ; nous pouvons supposer que 
ce choix est influencé par la contribution des deux types marqueurs à la cohérence. De 
plus, comme le constate Martin (1992 : 183), certains cas rendent parfois difficile la 
distinction entre ces deux types qui adoptent aussi les mêmes formes lexicales. Nous 
incluons dans l’analyse les deux types de marqueurs mais faisons également la distinction 
entre ceux-ci (cf. section 6.1). 
 
Deuxièmement, un autre aspect du métadiscours l’éloigne de notre problématique : il est 
obligatoirement explicitement marqué dans le texte tandis que nous nous intéressons 
également aux séries linéaires avec des items non marqués. Comme l’énonce Hyland 
(2005a : 28), l’intérêt envers l’étude du métadiscours réside dans sa présence dans le texte 
et ses fonctions, la principale étant de guider le lecteur dans la lecture. Celle-ci exige un 
usage explicite : le métadiscours non marqué ne peut pas guider le lecteur et serait ainsi 
peu intéressant. Dans l’étude de l’organisation textuelle, en revanche, il est également 
généralement admis, entre autres, que les connecteurs sont uniquement des signes de 
surface de l’organisation textuelle sous-jacente. L’alternance des marquages explicite et 
implicite ainsi que le lien entre une relation implicite et les marqueurs individuels utilisés 
pour la signaler ont également fait l’objet de nombreuses études (entre autres Mann et 
Thompson 1988 ; Taboada 2006 ; Vergez-Couret 2009). 
 
Vu ces deux aspects distinctifs entre le métadiscours et les séries linéaires,  notre 
problématique porte plus sur l’étude de l’organisation textuelle et moins directement sur 
l’étude du métadiscours. Tout de même, nous estimons pouvoir également contribuer à la 
recherche sur le discours de recherche, les articles de recherche voire le métadiscours. En 
menant une étude détaillée sur le marquage (et non marquage) de l’organisation textuelle, 
nous pensons pouvoir fournir des informations sur son usage plus exactes que celles 
proposées par les études antérieures sur le métadiscours. Par exemple, outre les fréquences 
des séries linéaires, nous pouvons également analyser leur longueur et les marqueurs 
utilisés.  
2.2.3 ARTICLES DE RECHERCHE ET VARIATION INTERDISCIPLINAIRE ET 
INTERLINGUISTIQUE 
La variation interdisciplinaire et interlinguistique du discours de recherche a inspiré de 
nombreuses études. L’hypothèse principale fondant ces travaux est l’influence de ces deux 
propriétés au texte ; comme l’indiquent Dahl (2004 : 1808) et Fløttum et al. (2006 : 16 et 
passim) (voir aussi Becher & Trowler 2001), le chercheur rédigeant un article de recherche 
est influencé par les pratiques de sa langue maternelle ainsi que par celles de sa discipline 
et de sa communauté scientifique d’appartenance. Par conséquent, les articles contiennent 
des traces de ces cultures et diffèrent selon la langue et la discipline. Des différences 
existent, entre autres, dans la présence de l’auteur, la fréquence des marques d’incertitude 
qu’il emploie et le marquage de l’organisation textuelle.  
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Dans cette étude, outre l’examen de l’organisation textuelle et du métadiscours en général, 
nous adoptons également une perspective comparative : comme nous l’indiquions, notre 
corpus se compose d’articles de recherche de trois disciplines : la linguistique, l’histoire et 
l’éducation. Grâce à cette répartition, non seulement nous élargissons la représentativité de 
notre étude au-delà d’une seule discipline mais nous comparons aussi les domaines étudiés.  
 
Dans les sections suivantes, nous chercherons à décrire les articles de recherche formant 
notre corpus, en tenant surtout compte des particularités qu’ils portent par rapport à la 
langue utilisée (le français) et aux disciplines représentées. Ce faisant, nous nous 
efforcerons de prévoir les différences potentielles de ces disciplines dans l’organisation 
textuelle et son marquage, tout en prenant en compte le fait qu’un article de recherche 
typique n’existe probablement pas (cf. Fløttum 2006). Nous commencerons par présenter 
les caractéristiques des articles de recherche rédigés en français et poursuivrons par la 
discussion d’ordre général de la distinction entre les sciences dures et les sciences 
humaines et sociales, sans oublier les raisons sous-jacentes des différences entre ces deux 
groupes. Enfin, nous terminerons par l’examen plus détaillé de chaque discipline choisie 
dans notre corpus. 
2.2.3.1 Articles de recherche en français 
Les articles de notre corpus sont, évidemment, rédigés en français. Bien que la langue de 
rédaction de l’article semble influencer sa forme et son contenu dans une moindre mesure 
que sa discipline d’appartenance, quelques différences notables entre les articles de 
recherche rédigés en différentes langues existent, essentiellement rapportées grâce au 
projet KIAP (Fløttum et al. 2006). Notre problématique est notamment influencée par une 
différence interlinguistique concernant la distinction proposée par Hinds (1987) entre les 
langues dans lesquelles la réussite de communication repose surtout sur l’auteur et celles 
pour lesquelles cette tâche revient au lecteur. En anglais, ces deux rôles sont dénommés 
« writer responsible » (« auteur responsable ») et « reader responsible » (« lecteur 
responsable »). Autrement dit, selon Hinds (1987 : 143), dans les langues « writer 
responsible », l’auteur doit répondre de la réussite du passage de son message. L’échec de 
la transmission de l’information et de la communication est dû à un manque de clarté de 
l’auteur et non à un défaut d’attention du lecteur. Dans les langues « reader responsible », 
en revanche, la charge de la responsabilité est inversée. Dans la pratique, la différence 
entre ces deux types de langue est manifeste par exemple dans la fréquence du 
métadiscours, utilisé par l’auteur pour guider le lecteur dans l’interprétation du texte et 
pour expliciter, entre autres, l’attitude de l’auteur vis-à-vis des phénomènes discutés. Dans 
les langues recourant moins au métadiscours, le lecteur doit s’efforcer davantage de 
comprendre ces aspects du texte. 
 
Selon Dahl (2004 : 1820-1821), le français dans les articles de recherche se caractérise 
surtout comme « reader responsible » : l’interprétation du texte incombe au lecteur qui doit 
s’efforcer de comprendre le message. L’auteur n’est pas responsable du succès de la 
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communication. En ce sens, Dahl (2004 : 1820) relève que la responsabilité du lecteur se 
reflète dans l’usage du métadiscours : il représente en français uniquement la moitié de 
celui utilisé en anglais et en norvégien, des langues caractérisées comme « writer 
responsible ». La différence semble donc essentielle.  
 
Outre le métadiscours, le projet KIAP a également relevé d’autres indices textuels dont le 
statut varie selon la langue de rédaction. Selon Fløttum et al. (2006 : 74), l’usage des 
pronoms personnels de la première personne comme sujets d’une phrase, par exemple, 
apparaît plus fréquent en anglais et en norvégien qu’en français. Le français tente de les 
éviter. De plus, Fløttum et al. (2006 : 265) indiquent qu’en norvégien il est avéré que 
l’usage des négations et des conjonctions adversatives est plus fréquent qu’en français et 
anglais. Cet élément pourrait suggérer que le discours de recherche norvégien est plus 
ouvertement polyphonique que celui des deux autres langues. Enfin, pour la modalité 
épistémique, ou le marquage d’incertitude et de certitude, Vold (2008) a démontré que le 
français utilise moins des expressions de ce genre que les deux autres langues. 
 
Selon ces résultats, le français apparaît, en définitive, comme une langue « reader 
responsible », recourant donc moins au métadiscours. De plus, la fréquence relativement 
basse des indices explicites du lecteur (marques de modalité épistémique, usage de la 
première personne et indices de polyphonie) et de l’interaction entre le lecteur et l’auteur 
(surtout le métadiscours) propose que cette langue tente d’éviter des indices explicites de 
l’auteur et de son interaction avec le lecteur dans le texte. Enfin, la nature « reader 
responsible » du français ne signifie pourtant pas que le métadiscours, et par conséquent le 
marquage de l’organisation textuelle, soient absents des articles de recherche en français. 
En effet, cette propriété est relative et dépend également de l’objet de comparaison. 
Suomela-Salmi (1992), par exemple, constate que l’auteur exprime plus explicitement la 
façon dont le texte est organisé en français qu’en finnois. 
2.2.3.2 Articles de recherche en sciences naturelles et en sciences humaines et sociales 
Les différences entre les disciplines sont souvent illustrées à travers une division des 
domaines entre sciences « dures » et sciences « molles », c'est-à-dire entre les sciences 
naturelles et les sciences sociales et humaines. Les différences entre ces deux domaines 
sont si fondamentales qu’elles ont des conséquences inévitables pour la forme et le contenu 
d’un article. Les objets de recherche et les communautés scientifiques de ces domaines, par 
exemple, diffèrent grandement, ce qui influence le mode de rédaction des articles et les 
attentes des lecteurs à leur égard.  
 
Tout d’abord, comme l’indique Hyland (2005b : 187-188), les pratiques rhétoriques de 
l’auteur sont intimement liées au but et à la nature des résultats de la discipline. Or, ils ne 
sont pas nécessairement identiques dans tous les domaines. Les sciences naturelles 
cherchent à produire de l’information fondée sur la croissance cumulative des résultats. 
Pour les fournir, le chercheur peut s’appuyer sur des procédures communément acceptées 
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et connues dans la communauté. Dans les sciences humaines et sociales, en revanche, 
l’auteur n’a jamais la certitude que l’audience accepte l’approche méthodologique adoptée 
et doit argumenter pour ses choix.  
 
Plus loin, Hyland (2005b : 187-188, cf. aussi Hyland 2000 : 33 ; Dahl 2005 : 294-296 ; 
Fløttum et al. 2006 : 20-21) relève que la nature différente des résultats est manifeste dans 
les modes de rédaction des articles : les sciences naturelles rapportent plutôt les résultats de 
tests effectués, tandis que les sciences sociales et humaines interprètent les résultats et les 
construisent dans le texte. Afin de les faire accepter, l’auteur doit également argumenter 
plus ouvertement. Les articles sont donc plus subjectifs et la présence de l’auteur plus 
explicite. Pour cette raison, les articles de recherche en sciences humaines et sociales 
contiennent également davantage d’indices d’incertitude et de certitude. Pour décrire cette 
différence, Hyland (2000 : 33) avance que les chercheurs en sciences humaines et sociales 
se proposent comme but de « découvrir la vérité au lieu de la créer » (« discovering the 
truth, not making it »). 
 
L’objet de la recherche et la nature des résultats distinguent également les sciences 
humaines et les sciences sociales. Cependant, cette distinction n’est pas aussi nette que 
celle entre les sciences naturelles et celles-ci. Fløttum et al. (2006 : 20-21) notent que les 
sciences sociales sont situées entre les sciences humaines et les sciences naturelles : 
certaines parties d’articles peuvent, par exemple, reposer sur des calculs exacts et des 
résultats mesurables, tandis que d’autres sont plus subjectives. En sciences humaines, en 
revanche, l’interprétation subjective des résultats est le mode d’analyse principal. Cela ne 
signifie évidemment pas que la recherche en sciences humaines se fonde uniquement sur la 
réflexion personnelle du chercheur. Pourtant, le chercheur y est plus libre pour créer des 
relations entre des faits constatés.  
 
La communauté scientifique de rédaction de l’article n’est pas non plus sans conséquences. 
Selon Gunnarsson (2003, cité in Dahl 2005 : 294), les communautés scientifiques fortes 
ont des conventions plus strictes que les communautés dispersées. La structuration du texte 
selon le modèle traditionnel Introduction-Méthode-Résultat-Et-Discussion (IMRAD, 
Swales 1990) est l’exemple d’une telle convention, qui est aussi le signe d’une 
communauté forte. Le projet KIAP (Dahl 2004 : 1819-20) concluait que les articles de 
médecine suivent ce modèle beaucoup plus strictement que, par exemple, les articles en 
linguistique. La même tendance est notée par Breivega (2003 : 12) qui constate que les 
textes des sciences humaines sont beaucoup plus hétérogènes que ceux des sciences 
naturelles. Poursuivant, elle relève que la personnalité de l’auteur s’y apprécie d’une 
manière différente : le style personnel de l’auteur peut être visible. 
 
Les articles en sciences humaines et sociales semblent donc se caractériser par une certaine 
liberté, issue de la nature de leur objet de recherche et des traditions de leur communauté 
scientifique. Comme ils sont ouvertement plus argumentatifs que leurs équivalents en 
sciences dures, l’auteur y est plus explicitement présent pour soutenir son opinion. 
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L’auteur bénéficie également du droit d’écrire son article plus librement que ses collègues 
des sciences naturelles, contraints de suivre plus strictement les conventions de leur 
communauté.  
 
Notre corpus consiste donc en articles de linguistique, d’histoire et d’éducation. Toutes 
trois peuvent être considérées comme des sciences « molles » dont nous venons de 
souligner certaines caractéristiques. Elles ne forment pourtant pas un champ homogène. 
Tandis que l’histoire est souvent conçue comme un prototype des sciences humaines, la 
linguistique a été nommément située à l’intersection des sciences humaines et sociales 
(Fløttum et al. 2006 : 20-21). En revanche, les sciences de l’éducation peuvent être 
incluses aussi bien dans les sciences humaines que dans les sciences sociales. 
 
Evidemment, l’inclusion dans le corpus d’une science « dure », probablement très différant 
des sciens « molles », nous permettrait plus certainement de contester des différences entre 
les domaines examinés. Au lieu de viser à démontrer des différences aussi claires que 
possibles, notre choix des disciplines étudiées se base pourtant sur d’autres critères.  
 
Nous avons choisi les articles en éducation et en histoire surtout en raison de la rareté des 
études en ces domaines. Nous relevons une lacune nette des travaux sur ces disciplines, 
surtout en français. De plus, comme nous allons l’exposer, l’organisation textuelle des 
articles en histoire est censée (Holmes 1997 ; Silver & Bondi 2004 ; Bondi 2009a) différer 
de celle des autres domaines, ce qui les rend particulièrement intéressants à nos yeux. 
Enfin, les articles en linguistique ont été choisis en premier lieu pour garder un point de 
repère en regard des autres travaux.  
 
À la suite, nous poursuivrons par l’examen plus en détail de chacune de ces disciplines. 
Nous commencerons par la linguistique et continuerons par l’éducation et l’histoire.  
2.2.3.3 Articles de recherche en linguistique 
Selon Fløttum et al. (2006 : 21), la linguistique n’est pas nécessairement une discipline 
prototypique des sciences humaines : son argumentation ne repose pas uniquement sur le 
raisonnement et l’argumentation de l’auteur, et les résultats peuvent également contenir 
des informations mesurables. En outre, le processus de recherche peut comporter des 
régularités et des outils méthodologiques plus communs dans les sciences sociales. 
 
Toutefois, la linguistique affiche également beaucoup de propriétés l’ancrant fermement 
dans les sciences humaines. Ce sont surtout le rôle important de l’argumentation et la 
visibilité explicite de l’auteur dans les articles, principalement provoqués par la nature 
subjective des résultats, qui en constituent des signes. Plusieurs études du projet KIAP 
discutent de ces propriétés. Dahl (2004 : 1819-1820) indique que l’auteur en linguistique 
se caractérise comme l’auteur-acteur visible dans le texte, essentiellement du fait que les 
résultats sont en large part construits via l’argumentation. Poursuivant, elle énonce que la 
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visibilité explicite de l’auteur se manifeste également dans l’usage plus important du 
métadiscours. En outre, Fløttum et al. (2006 : 263) notent que la nature argumentative des 
articles en linguistique se manifeste dans la pratique, par exemple, par l’usage accru des 
négations et des conjonctions adversatives et par la fréquence plus élevée des pronoms de 
la première personne. Les verbes utilisés pour se référer aux sources bibliographiques 
démontrent également la visibilité explicite de l’auteur.  
 
Le rôle et la nature de la communauté scientifique forment une autre propriété de la 
linguistique typique des sciences humaines. Comme nous l’indiquions, la normalisation du 
format de l’article de recherche est signe d’une communauté scientifique forte, au sein de 
laquelle l’auteur doit suivre les conventions du domaine plus strictement que dans les 
communautés moins fortes. Les sciences humaines, comme la linguistique, se caractérisent 
par des conventions plutôt libres. Dahl (2004 : 1819-1820), entre autres, indique que la 
linguistique est dépourvue de format d’article de recherche normalisé. De là des 
organisations hétérogènes ainsi qu’un usage fréquent du métadiscours pour guider le 
lecteur. Comme le lecteur ne peut pas connaître à l’avance le mode d’organisation de 
l’article, il a besoin d’une aide accrue dans sa lecture. 
2.2.3.4 Articles de recherche en éducation 
Selon Rinne et al. (2004 : 45), l’éducation peut faire partie soit des sciences sociales, soit 
des sciences humaines. Beke et Bolìvar (2009), en revanche, la considèrent comme partie 
intégrante des sciences humaines. Pourtant, pour le moins comparée aux sciences 
humaines prototypiques, l’éducation affiche des caractéristiques susceptibles de la lier 
également aux sciences sociales. Rinne et al. (2004 : 27-29) indiquent, par exemple, que la 
recherche en éducation repose sur l’empirisme et que les méthodes statistiques sont 
souvent appliquées dans le cadre de la recherche bien qu’elles ne conviennent pas à tous 
les objets d’étude. Quelle que soit la place exacte de l’éducation parmi les sciences 
humaines et sociales, cette description peut également nous servir pour la description du 
domaine de l’éducation.  
 
D’abord, les résultats des sciences de l’éducation affichant des traits des deux types, soit 
des éléments mesurables ainsi que des éléments plus subjectifs, nous pouvons penser que 
l’argumentation et la visibilité explicite de l’auteur dans ces articles se situent à 
équidistance des articles des sciences dures et des sciences humaines. Nous pouvons 
également supposer que les conventions relatives, par exemple, à la structuration du texte y 
sont plus libres que dans les sciences naturelles mais plus strictes que dans les sciences 
humaines prototypiques.  
 
La nature plutôt libre des conventions des sciences de l’éducation est soutenue par une 
remarque de Beke (2005) dans son article sur le métadiscours interpersonnel dans les 
articles en éducation en espagnol. Elle y note que son usage varie selon l’auteur. Par 
conséquent, les conventions concernant la structuration du discours et l’usage du 
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métadiscours ne peuvent pas y être très strictes.  De plus, Beke (2005) compare l’usage du 
métadiscours de son corpus à un corpus d’articles en anglais issus de disciplines variées 
étudié par Hyland (1999). Beke conclut que son corpus comprend en moyenne une 
expression métadiscursive pour 80 mots, alors que la fréquence est d’une expression pour 
28 mots dans le corpus de Hyland. À notre avis, le résultat est pourtant difficile à 
généraliser pour décrire l’usage de tout type de métadiscours en éducation. En effet, le 
corpus de Hyland intègre huit disciplines parmi lesquelles les pratiques peuvent varier de 
façon notable (Hyland 1999 : 103). Par ailleurs, les études de Hyland (1999) et Beke 
(2005) s’intéressent uniquement au métadiscours interpersonnel, susceptible de couvrir 
aussi bien la majorité que la minorité du total du métadiscours. Par conséquent, ils ne 
permettent pas de déduire la fréquence totale du métadiscours dans le domaine. 
 
Un deuxième aspect des sciences de l’éducation, étudié dans de rares travaux sur le sujet, 
concerne les marques de modalité utilisées. Dans un travail contrastif, Beke & Bolivar 
(2009) examinent les marques de modalité en éducation. Leurs résultats sont en fait plutôt 
surprenants : les marques de modalité sont plus fréquentes en éducation qu’en linguistique. 
Ce résultat proposerait que l’éducation, sous cet aspect, appartienne davantage aux 
sciences humaines que la linguistique. Or, la différence entre les deux disciplines étant 
minimale, la différence ou la similitude entre elles est à étudier plus en détail.  
 
En somme, la description des articles de l’éducation n’est pas évidente, bien que certains 
travaux aient été menés en l’espèce. Des études ultérieures, et de préférence comparatives, 
seront nécessaires pour pouvoir situer correctement l’éducation en regard des autres 
disciplines. La présente étude tente également de contribuer à cette recherche.  
2.2.3.5 Articles de recherche en histoire 
Nous avons déjà mentionné que l’organisation textuelle des articles en histoire peut 
différer de celle des autres domaines. D’autres propriétés de l’histoire lui confèrent 
également une place à part en regard des autres disciplines. Commençons, pourtant, par les 
similarités présentées par ce domaine.  
 
Tout d’abord, typiquement pour les sciences humaines, l’interprétation du lecteur constitue 
un aspect important de la recherche en histoire. Suivant Hunston (1993 : 132), nous 
pouvons même avancer que l’interprétation humaine constitue toute la discipline4. 
Pourtant, comme l’affirme Bondi (2009a : 87), elle n’est guère suffisante. Il convient 
également d’argumenter pour l’interprétation choisie : « history is not just account and 
interpretation of events, but also dialogic argumentation of the interpretation put forward » 
(« l’histoire n’est pas simplement un compte-rendu et une interprétation d'événements mais 
également une argumentation diagnostique de l'interprétation avancée ») (cf. aussi Martin 
2003). Le rôle important de l’argumentation a aussi été prouvé par Hunston (1993) qui 
                                                     
4 Le fait de renoncer au but d’une description objective a provoqué beaucoup de discussion chez les 
historiens (cf. par exemple Carr 1961).  
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dans son étude contrastive entre la linguistique, la biochimie et l’histoire montre que 
l’histoire est la plus argumentative des disciplines étudiées.  
 
Ensuite, une autre propriété de l’histoire typique des sciences humaines concerne le niveau 
de normalisation des articles. Comme constaté à plusieurs reprises, les sciences humaines 
se caractérisent par un niveau de normalisation plutôt faible. C’est également un constat de 
Bondi (2009a : 91) qui, en examinant les introductions et la façon dont les auteurs 
commencent l’article en histoire et en économie, note qu’en économie les ouvertures sont 
beaucoup plus normalisées et la structure plus explicitement signalée qu’en histoire. 
Poursuivant, elle relève la difficulté de la distinction des différents types d’ouvertures dans 
les articles d’histoire, du fait de leur nature dispersée.  
 
Or, comme nous l’avons dit, l’histoire en tant que domaine affiche des propriétés qui la 
distinguent des autres, même au sein des sciences humaines. Dans cette discipline, le but 
de la recherche depuis le XIX siècle est censément de présenter « ce qui s'est réellement 
passé » (Carr 1961). Bien que cet objectif et son mode d’interprétation soient encore objets 
de discussion de nos jours (cf. Kalela 2000 ; Day 2008), nous pouvons relever ici une 
différence par rapport aux autres domaines. Tandis que plusieurs disciplines s’efforcent de 
généraliser des phénomènes ou d’autres actions à l’extérieur de l’objet d’étude limité, 
l’histoire cherche à présenter des périodes ou événements individuels du passé tels qu’ils 
étaient et à argumenter pour cette interprétation. Leur généralisation ou abstraction à 
concerner d’autres événements ou périodes ne ferait pas de sens, comme le note Holmes 
(1997 : 328).  
 
Ce but - présenter des événements tels qu’ils se sont déroulés - est également visible dans 
l’organisation des textes des articles d’histoire : ils sont souvent « set in the narrative 
mode » (« en mode narratif ») (Bondi 2009a : 98) et accaparent également d’autres 
propriétés typiques des textes narratifs (voir aussi Bondi 2009b). Les articles en histoire 
examinés par Bondi (2009a) et Silver et Bondi (2004) commencent, entre autres, souvent 
par des descriptions d’un événement du passé pour lesquelles les voix des sources sont 
dramatisées par un discours rapporté. En outre, Holmes (1997 : 328) constate que les 
articles en histoire privilégient la structure Introduction – Argument principal ou narratif – 
Discussion ou conclusion et non pas le modèle IMRAD. Enfin, en se référant notamment 
aux travaux d’Eggins et al. (1993), Coffin (1997, 2006) et Martin (2003), Bondi (2009b : 
163) souligne également l’importance des éléments temporels dans ce domaine.  
2.2.3.6 Bilan : articles de recherche 
Dans cette sous-section, nous avons eu pour but la description des façons dont les articles 
de recherche varient selon la langue et la discipline ainsi que la présentation des trois 
disciplines représentées par notre corpus. Très peu d’études offrant une vue holistique des 
particularités de ces disciplines, c’est une tâche que nous avons souhaité compléter. 
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Toutefois, tous les aspects de ces descriptions ne sont peut-être pas très importants en 
regard de notre problématique dans cette étude. 
 
Les disciplines choisies dans notre corpus ont toutes leurs propres caractéristiques, 
susceptibles d’influencer l’organisation textuelle et son marquage. La linguistique et 
l’éducation présentent pourtant plusieurs similitudes : nous pouvons avancer qu’elles se 
situent à l’intersection des sciences humaines et sociales et qu’elles fondent leurs résultats 
tantôt sur des faits objectifs et mesurables, tantôt sur l’argumentation et le raisonnement de 
l’auteur. Les façons d’utiliser les marques de modalité dans ces deux domaines semblent 
également similaires. Par conséquent, nous présumons que leurs modes d’organisation et 
de marquage du texte sont aussi semblables. Il est pourtant intéressant de déterminer si 
c’est bien le cas : les résultats concrets, surtout sur les conventions de l’éducation, étant 
rares, il n’est pas possible de prévoir des résultats exacts.  
 
Selon les travaux antérieurs, des trois disciplines décrites, c’est l’histoire qui diffère des 
autres le plus clairement. Le rôle inévitable de l’interprétation subjective des résultats peut 
être considéré comme un signe de son appartenance aux sciences humaines prototypiques. 
De plus, la nature de ses résultats et sa manière d’argumenter comportent des traits qui la 
distinguent même des autres sciences humaines : contrairement à celles-ci, l’histoire ne 
vise pas à généraliser des résultats au-delà de l’objet d’étude, ni à en déduire des 
abstractions. Les articles d’histoire ont également une tendance à dramatiser les voix de 
leurs sources ainsi qu’à utiliser des structures narratives dans le texte. Ces éléments 
affectent sans doute l’organisation du texte et son marquage. Le style narratif, surtout, 
suggérerait que les séries linéaires seraient moins fréquentes dans ces articles que dans 
ceux des deux autres disciplines.  
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3. FORMATION DU TEXTE 
Un texte ne peut pas se composer de phrases individuelles et les phrases individuelles 
agencées les unes après les autres ne peuvent pas former de texte. Un texte est un 
ensemble, une unité complexe dont nous pouvons observer la formation selon divers points 
de vue et à laquelle de nombreux éléments linguistiques et extra-linguistiques contribuent.  
 
Dans cette section, nous examinerons le texte ainsi que la façon dont les phrases 
individuelles peuvent le former et se transformer en une unité intelligible. Nous 
commencerons par étudier la cohérence, c'est-à-dire le principe cognitif selon lequel toutes 
les séquences d’énoncés, phrases incluses, sont interprétées comme une unité. Puis, nous 
nous proposerons de définir les deux concepts de texte et de discours, souvent susceptibles 
d’être confondus du fait du nombre de définitions attribuées à ces deux termes. Ensuite, la 
section 3.3 abordera la cohésion qui englobe les ressources linguistiques de l’organisation 
textuelle, soit les marqueurs  linguistiques utilisés pour relier les phrases entre elles. Enfin, 
nous terminerons cette section par l’examen détaillé des différents types de marqueur de 
cohésion importants pour le marquage des séries linéaires, notamment les connecteurs, les 
expressions anaphoriques, la cohésion lexicale et l’encadrement du discours.  
 
3.1 COHERENCE 
 
La façon dont les phrases individuelles forment une unité intelligible est une question 
centrale en linguistique textuelle qui ne cesse d’intéresser les chercheurs. Comme 
l’indiquait déjà Charolles (2006 : 39), il est généralement accepté que le processus 
d’interprétation des phrases comme une unité est soumis au principe de cohérence qui 
s’applique à toutes les séquences d’énoncés. C’est donc ce processus qu’il faut explorer 
afin de pouvoir comprendre ce qu’est un texte et comment il est établi.  
 
La cohérence est discutée par différents travaux selon diverses perspectives. Parmi toutes 
ces approches5, deux conviennent le mieux à notre étude. Charolles (1995, 1997, 2006) 
examine la cohérence comme un principe d’interprétation du texte, principalement du 
point de vue cognitif (voir aussi de Beaugrande et Dressler 1981). Halliday (1985), 
Halliday et Hasan (1976) et Mann et Thompson (1988 ; 2001), en revanche, l’approchent 
selon une perspective textuelle et l’étudient essentiellement à partir de l’unité du texte et 
des relations sémantiques entre les segments textuels. À la suite, nous aborderons plus en 
détail l’approche de Charolles pour passer ensuite aux travaux fondés sur l’aspect textuel 
de la cohérence.  
 
Selon Charolles (1997 : 2, 2006 : 39), c’est donc grâce à la cohérence que les phrases se 
suivant d’une façon linéaire dans le texte sont comprises comme une unité. Afin 
                                                     
5 Pour d’autres travaux et approches, cf. inter alia Van Dijk (1972) ; Brown et Yule (1983) ; 
Sanders & Spooren (1999) ; Jaubert (2005), et aussi la discussion dans Carter-Thomas (2000 : 47). 
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d’interpréter les phrases, le destinataire cherche à établir des relations entre elles. Comme 
l’illustre l’extrait suivant, Charolles propose que ce processus d’interprétation repose sur 
des connaissances linguistiques et extralinguistiques du destinataire et non sur des indices 
linguistiques du texte. 
 
La reconnaissance de ce qui rend un discours cohérent implique non seulement 
l’interprétation des éventuelles marques de cohésion qu’il comporte mais encore 
[…] la mise en œuvre d’opérations inférentielles […] portant conjointement sur le 
contenu donné discursif, la situation dans laquelle il est communiqué et les 
connaissances d’arrière-plan des sujets. 
Charolles (1995 : 133)  
 
Dans l’extrait, Charolles souligne la nature sémantique et pragmatique de la cohérence : 
c’est le contexte du discours et la situation de communication qui guident le lecteur. Dans 
un autre article moins récent, Charolles (1983) accentue également l’importance de la 
compréhension de l’intention de l’émetteur dans le texte. Charolles (1983 : 72-73) affirme 
que, pour comprendre la façon dont une séquence d’énoncés ou de phrases forme une 
entité cohérente, il faut connaître la raison sous-jacente de leur union. Ainsi, pour 
appréhender la façon dont les phrases sont reliées dans un texte, il faudrait savoir où et 
pourquoi le texte est produit. En introduction, nous avons mentionné qu’un roman policier 
n’est pas organisé de la même façon qu’un article dans le journal Le Monde. Dans les deux 
cas, malgré leurs organisations différentes, le lecteur peut concevoir les textes comme étant 
cohérents. Pourtant, si l’article du journal Le Monde était organisé comme le roman 
policier, il serait sûrement considéré comme mal organisé. L’interprétation du lecteur 
dépend donc du contexte qui, en l’occurrence, est le genre discursif du texte. 
 
Le rôle du destinataire est un autre aspect important de la cohérence pour Charolles. Il 
propose (1983 : 95) qu’un texte n’est pas fondamentalement cohérent ou incohérent mais 
qu’il est interprété comme tel par le destinataire. Ainsi, il entend que la cohérence dépend 
de la capacité du destinataire à interpréter les indices présents dans le texte. Par 
conséquent, selon Charolles (1983 :81, 1995 : 133), la cohérence ne serait pas un trait 
physique du discours, ni un aspect structural du texte, mais un principe cognitif guidant le 
lecteur dans l’interprétation, simplement « a matter of point of view » (« une question de 
point de vue ») (1983 : 81). 
 
Le rôle du destinataire et l’aspect subjectif de la cohérence sont également discutés par 
d’autres chercheurs. Hoey, par exemple, constate que « coherence is a facet of the reader’s 
evaluation of a text » (« la cohérence est une facette de l’évaluation du texte par le 
lecteur ») et qu’elle est donc subjective (1991 : 12). Pourtant, interprétée littéralement, 
cette perspective se révèle très problématique en ce qu’elle sépare le texte de sa cohérence 
et, suivant cette logique, tous les « textes » pourraient être interprétés comme cohérents, 
bien qu’apparaissant illogiques à première vue.  
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Le fait d’accorder un rôle important au destinataire dans la création de la cohérence a 
provoqué beaucoup de critiques parce que cette approche risque de minimiser l’importance 
des indices linguistiques du texte même. Surtout, la présomption par le lecteur du texte 
comme étant cohérent, présente par exemple dans Brown et Yule (1983 : 223 et passim), a 
été souvent critiquée. Selon cette supposition, non dépourvue de lien avec la maxime de 
pertinence chez Grice (1975), le destinataire présume que le « texte » forme une unité 
intelligible et cherche à tout prix à l’interpréter sous cette lumière. Une remarque souvent 
avancée contre cette minimisation du rôle des indices linguistiques est l’extrait suivant, 
annoncé par de Beaugrande et Dressler (1981 : 35;  cf. aussi Péry-Woodley 2000 : 13). 
 
Recent debates over the role of the reader point up to the dangers of assuming that 
text receivers can do whatever they like with a presentation. If that notion was 
accurate, textual communication would be quite unreliable, perhaps even 
solipsistic. There must be definitive, though not absolute, controls on the 
variations among modes of utilising a text by different receivers. 
De Beaugrande et Dressler (1981 : 35) 
 
Comme le disent de Beaugrande et Dressler, le lecteur ne peut pas faire ce qu’il veut avec 
le texte. Bien que le produit du processus d’interprétation puisse varier selon le 
destinataire, l’étude du texte est impossible si le point de départ n’est pas le texte même. 
L’interprétation du texte ne peut pas dépendre uniquement du destinataire. Comme le 
disent de Beaugrande et Dressler (ci-dessus) et Péry-Woodley (2000 : 13), il faut, de 
quelque sorte, restreindre les interprétations possibles, avoir « des moyens de contrôler les 
variations d’interprétations ». 
 
La séparation du texte de sa cohérence et l’importance du rôle du lecteur, présents surtout 
dans les travaux des années 1980, peuvent être perçus comme une réaction extrême aux 
travaux sur l’unité du texte issus des années 1970 avec un point de départ très différent. 
Ces travaux sur la « grammaire de texte » examinent la cohérence selon le « bon usage » et 
reposent sur l’idée « qu’il existe un critère de bonne formation à l’échelle du texte de la 
même façon qu’il en existe un au niveau de la phrase » (Charolles & Combettes 1999 : 84). 
Influencés par la tradition générative, ces travaux songent à décrire le texte par des 
modèles formels, composés de parties inférieures, et préexistants au texte. Ainsi, la 
fonction de la cohérence dans l’interprétation du texte a été définie comme étant similaire à 
celle de la syntaxe dans la phrase (cf. p.ex. Van Dijk 1972 ; Petöfi 1971 ; pour une 
discussion, cf. Charolles & Combettes 1999). Elle définirait comment la suite d’éléments 
doit être interprétée et comment produire une suite « bien formée », correspondant à une 
« grammaire de texte ».  
 
De même que la séparation complète du texte de sa cohérence, l’idée d’une grammaire de 
texte est de nos jours rejetée. Charolles & Combettes (1999), entre autres, considèrent 
qu’un modèle structural préconstruit ne peut organiser le texte comme la syntaxe organise 
la phrase. Afin qu’une linguistique textuelle soit possible, comme nous venons de le dire, 
toute séquence d’énoncés ne peut pas être cohérente mais la cohérence ne peut pas non 
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plus être prédéterminée. Quoique la cohérence doive, à notre avis, avoir un aspect textuel, 
elle n’est pas non plus une propriété du texte mais dépend, notamment, du destinataire, de 
ses connaissances et de la situation de communication (cf. aussi Hoey 1991 : 11-12). 
 
En définitive, la réflexion sur la cohérence de Charolles porte donc surtout sur les aspects 
pragmatiques et cognitifs de la cohérence. L’aspect textuel de la cohérence ou le fait de 
définir la cohérence à partir du texte ne lui sont pas centraux. Pour cette raison, les travaux 
de Halliday (1985), de Halliday et Hasan (1976, 1989) et de Mann et Thompson (1988) 
complètent bien ceux de Charolles en nous offrant une approche plus globale de la 
cohérence. Contrairement à Charolles, ces travaux partent du texte et de son unité 
sémantique : selon Halliday & Hasan (1976 : 2), le texte est une unité sémantique dont les 
parties sont liées par des relations de sens. La cohérence est une condition inhérente au 
texte par définition : c’est grâce à la cohérence que « the text hangs together » (« le texte 
tient tout seul ») (Halliday & Hasan 1989 : 48).  
 
De même que Charolles ci-dessus, Halliday et Hasan (1976 : 23, 1989 : 48) soulignent 
l’importance du contexte dans la création de la cohérence6. Ils le comprennent de deux 
façons : le contexte de situation, d’une part, et le contexte du texte entourant, de l’autre. Un 
texte doit être cohérent selon ces deux dimensions pour former une unité. Chaque partie du 
texte est « at once both text and context » (« à la fois texte et contexte ») (Halliday et 
Hasan 1989 : 48). Le texte est donc un continuum cohérent de segments qui fournissent un 
contexte d’interprétation aux parties suivantes et qui, simultanément, font déjà partie 
intégrante d’un tout.  
 
L’importance du contexte, dans toutes ses dimensions, est présente également dans 
l’extrait suivant dans lequel Halliday souligne la complexité de la cohérence. Si les 
segments textuels ne se fournissent pas de contexte (sémantique) approprié, le texte ne 
peut pas non plus être cohérent. 
 
For a text to be coherent, it must be cohesive ; but it must be more besides. […] it 
must be semantically appropriate, with lexicogrammatical realizations to match 
(i.e. it must make sense) ; and it must have structure.   
Halliday (1985 : 318) 
 
Selon Halliday, les segments du texte doivent donc former un contexte approprié pour que 
le texte puisse avoir du sens et être cohérent. De plus, un texte cohérent doit également 
avoir une structure. Pourtant, il est important de noter qu‘il s’agit d’une structure de nature 
sémantique et non de règles formelles comme celles de la syntaxe. 
 
Un aspect central de la structure sémantique du texte est les liens sémantiques entre les 
segments formant l’entité textuel. Ces liens, dénommés relations de cohérence, sont en 
                                                     
6 Pour l’importance du contexte dans la création du texte (ou discours) comme un ensemble, voir 
aussi l’approche de Winter (1982) et Hoey (1983). 
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particulier au centre de la Théorie de la Structure Rhétorique (RST, Mann & Thompson 
1988 ; 2001 ; Taboada et Mann 2006). La RST est une méthode d’exploration de la 
structure du texte dont l’objectif est de découper le texte en unités puis d’assigner un rôle à 
chacune de ces unités (Mann & Thompson 1988, 2001). Les rôles sont surtout définis 
grâce à la réunion des unités linguistiques par des liens sémantiques qui définissent la 
façon dont elles sont liées. Ces liens portent des étiquettes selon leur contenu sémantique, 
notamment : élaboration, concession ou motivation. Elles s’établissent récursivement de 
sorte que les unités reliées forment ensemble d’autres unités qui peuvent à nouveau se 
relier avec d’autres. Ainsi, un texte est une structure  hiérarchique composée d’unités et de 
sous unités.  
 
La RST offre également une perspective textuelle à l’examen de la cohérence, et la définit 
à partir de la  segmentation du texte en unités reliées. Selon Mann & Thompson (2001 : 
18), un texte cohérent consiste en parties ayant « un rôle évident et discernable dans le 
texte et rien […] ne donne à penser qu’il manque des parties ». Bien qu’ils admettent que 
cette définition est incomplète du fait d’ignorer des aspects de la compréhension des textes 
(tels que la structure d’information), nous la trouvons simultanément utile grâce à sa 
simplicité : un texte cohérent est une unité sémantique dans laquelle nous trouvons tout le 
nécessaire mais sans superflu pour son interprétation. De plus, la perspective textuelle de la 
RST de la cohérence convient particulièrement à la présente étude en ce sens que nous 
aussi souhaitons conserver un regard textuel sur l’organisation textuelle et la cohérence.  
 
3.2 TEXTE VS. DISCOURS 
 
Dans la section précédente, en définissant la cohérence, nous déterminions également ce 
que nous entendons par texte. Nous le considérons donc comme une unité sémantique 
créée grâce aux relations de cohérence construites entre les éléments du texte par le 
destinataire.  
 
Dans la section précédente, nous avons aussi ajouté que l’interprétation des relations de 
cohérence repose sur les connaissances linguistiques et extralinguistiques du lecteur. Or, 
selon cette définition, le texte peut se confondre avec le concept de discours. Par exemple, 
Charolles (1997 : 2) note seulement que « le discours commence dès que l’on est sorti de 
ce système [la syntaxe] dont la portée est relativement restreinte ». Par ailleurs, d’autres 
définitions semblent considérer les deux concepts comme égaux (cf. Chafe 1992 ; McCabe 
1998). Le discours peut également être compris comme se référant uniquement à la langue 
parlée7 ou à des genres discursifs : discours de recherche, politique ou journalistique. Afin 
de distinguer ces deux concepts, nous en clarifierons à la suite les différences et 
similitudes8. 
                                                     
7 Voir Brown et Yule 1983 : 6-7, 190, et passim), qui utilisent le texte pour se référer « to the verbal 
record of a communicative act » (« à l’enregistrement verbal d’un acte de communication ») (1983 : 
6). 
8 Voir aussi la discussion dans Carter-Thomas (2000 : 27-30). 
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Pour Halliday et Hasan (1989 : 48 ; aussi 1976 : 1-2, Halliday 1985 : 318), comme nous 
l’avons dit, un texte est une unité sémantique qui « hangs together ». Le discours, en 
revanche, est le processus multidimensionnel dont le texte est le produit et qui, pourtant, 
possède la même complexité. La distinction se fait donc entre le processus et le produit.  
 
Cornish (1999 : 32-35, aussi 1990 et 2006 et Rastier 1989 : 37) et Péry-Woodley (2000 : 
13-14), en revanche, comprennent le texte comme une trace physique du discours, qui 
alors est la représentation mentale et hiérarchique des séquences d’énoncés perçues et 
interprétés par le destinataire. Plus précisément, le texte est compris comme « la trace – des 
signes verbaux et signaux non verbaux – d’un discours ancré dans un contexte » (Péry-
Woodley 2000 : 13). De plus, Cornish (1999 : 35, 2006) souligne la sous détermination des 
textes : les textes peuvent donner lieu à plusieurs discours selon le contexte. Le discours 
est donc pour lui « une affaire (re)constructive et […] hautement probabiliste », une 
construction mentale et, d’une certaine façon, interprétative qui inclut le texte mais aussi 
d’autres dimensions.  
 
La hiérarchisation des concepts du texte et du discours est également présente dans la 
façon dont le discours et le texte sont distingués dans le travail de Adam (1990 : 23 ; cf. 
aussi Jaubert 2002) ainsi que dans des travaux sur l’anglais (par exemple Virtanen 1992 : 
3 ; Enkvist 1984 : 65 ; 1989 : 371-372). Selon cette perspective classique, le discours est le 
texte plus les conditions de production, tandis que le texte est le discours moins les 
conditions de production.  Le texte est donc aussi un objet inférieur au discours. Pour 
Adam (ibid.), le discours se caractérise comme un acte de discours concret ancré dans la 
situation. En revanche, le texte « est un objet abstrait résultant de la soustraction du 
contexte opérée sur l’objet concret (discours) » (Adam 1990 : 23). À cet égard, Adam 
(ibid.) affirme que le discours ne peut pas être étudié uniquement par des méthodes 
linguistiques. En effet, les conditions de sa production, c'est-à-dire le lieu, les participants 
et le temps, en font partie intégrante. Ainsi, pour l’examiner dans tous ces aspects, il faut 
également faire appel à d’autres disciplines, telles que l’histoire et la sociologie. Cette 
perspective associe donc également le discours à des genres discursifs.  
 
En définitive, la distinction entre le texte et le discours peut survenir de multiples façons. 
La place du contexte dans le schéma apparaît comme une différence fondamentale dans les 
définitions que nous venons de discuter : tandis que le texte est, pour Adam (1990), un 
objet abstrait déchiré de son contexte de production, pour Cornish (1999) et Péry-Woodley 
(2000) (et aussi Halliday et Hasan 1989 ; Halliday 1985 : xxii-xxiii), il est au contraire 
ancré dans la situation et concret, la trace physique du discours. Pour Cornish et Péry-
Woodley, en revanche, c’est le discours qui demeure plus abstrait en tant que 
représentation mentale des séquences interprétées. 
 
Malgré ces distinctions, il faut cependant admettre que les deux concepts du texte et du 
discours sont également utilisés dans des contextes très similaires dans lesquels les 
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différences discutées ne sont pas évidentes. Dans des travaux plus récents, Adam (1999, 
2005) propose également de ne plus dissocier les deux termes. De plus, plutôt que de 
démontrer simplement l’objet de l’étude, le choix de l’un ou de l’autre terme dans un 
travail semble souvent être lié à la culture et à la tradition adoptées dans la communauté 
scientifique de déroulement du travail. Ainsi, dans les pays anglo-saxons, les études sur la 
linguistique textuelle, dans le sens de text linguistics (De Beaugrande et Dressler 1983, 
Brown et Yule 1983, Coulthard 1994), proposent souvent le texte comme objet d’étude, 
tandis que les recherches similaires francophones ont tendance à parler de l’étude du 
discours (voir Ho Dac 2007, Péry-Woodley 2000, Charolles 1997, etc). Le terme discours 
est également appliqué dans plusieurs travaux anglophones sur l’organisation du discours 
(Virtanen 1992, Goutsos 1996). La linguistique textuelle francophone, finalement, souligne 
les aspects argumentatif et énonciatif du texte et s’oriente souvent sur l’analyse des textes 
littéraires (cf. inter alia Adam 1999, Monte 2008, articles dans Jaubert 2005).  
 
Enfin, il reste encore une façon de définir le texte utile dans notre présente étude. Cette 
définition, proposée par Halliday et Hasan (1976), tend à appréhender le texte par rapport à 
son fonctionnement. Le texte est perçu comme « a unit of language in use » (« une unité de 
langage d’usage ») (Halliday & Hasan 1976 : 1) qui a « une tâche à remplir » (Halliday & 
Hasan 1976 : 1-2, 1989 : 10). Conséquence importante de cette hypothèse : la longueur 
n’est pas un critère dans la formation du texte. Un seul mot, tel que ouverte, peut construire 
un texte autant qu’il a une fonction, c'est-à-dire une tâche à remplir. Comme l’indique 
Péry-Woodley (2000 : 14), le fait d’inclure cet aspect fonctionnel dans la définition du 
texte distingue notre approche de la linguistique de l’interphrastique : le texte peut ne 
comporter qu’un seul mot. 
 
Pour conclure cette discussion, nous comprenons, dans cette étude, le texte comme une 
unité à trois dimensions. Premièrement, nous le voyons comme unité de langue utilisée 
dans un contexte dont l’interprétation repose sur les relations de cohérence construites par 
le destinataire. Dans un deuxième temps, suivant Halliday & Hasan, Cornish et Péry-
Woodley, nous le considérons aussi comme la trace textuelle d’un processus plus 
complexe englobant également des dimensions extralinguistiques. Cette trace textuelle 
forme notre objet d’étude. Ainsi, et bien que nous y fassions référence de temps à autre, les 
processus sous-jacents de cette trace sont secondaires à nos yeux et, par principe, 
échappent à notre intention. Finalement, nous entendons aussi par texte une unité 
fonctionnelle, soit une unité linguistique ayant une fonction, une tâche à remplir (Halliday 
& Hasan 1976 : 1-2, 1989 : 10). Pour nous, un texte peut donc se composer d’un seul mot, 
du moment qu’il se caractérise par une fonction.  
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3.3 COHESION 
 
En examinant la cohérence, nous avons avancé qu’elle ne reposait pas sur des indices 
linguistiques ; par exemple dans le cadre de la RST, une relation de motivation (cf. ci-
dessus) peut relier deux unités textuelles sans marqueur linguistique. Pour autant, la 
cohérence peut être étudiée par des marques linguistiques, autrement dit des indices de 
cohésion. Ces « ressources linguistiques pour créer du texte » (Péry-Woodley 2000 : 15) 
incluent des indices variés d’origine lexicale et grammaticale.  
 
La description classique des indices de cohésion est Cohesion in English de Halliday et 
Hasan (1976) qui les examine de façon systématique pour les distinguer en cinq catégories 
différentes : la référence, l’ellipse, la substitution, la conjonction et la cohésion lexicale. 
Cette classification conforme la base de notre analyse, notamment, parce qu’elle est facile 
à opérationnaliser et parce que les distinctions entre les catégories sont claires. De plus, 
notre analyse englobe également d’autres indices linguistiques pouvant avoir des fonctions 
cohésives, tels que le positionnement initial des adverbiaux dans la phrase (cf. 3.4.4) et les 
amorces (cf. 4.2.4) qui peuvent précéder les séries linéaires. Pour une autre approche sur 
les indices de cohésion, voir par exemple le modèle de Winter (1982) développé également 
par Hoey (1983).  
 
Suivant les termes de Halliday et Hasan (1976), les catégories les plus importantes pour 
notre thèse sont la référence, la conjonction et la cohésion lexicale. Ce sont surtout la 
conjonction (par ex. premièrement… ensuite… mais… pour conclure) et la référence (par 
ex. le premier… le second… l’autre…) qui peuvent introduire les items d’une série 
linéaire. La cohésion lexicale, c'est-à-dire les différentes formes de répétition, peut 
contribuer à l’identification des items mais ne peut pas les introduire de façon explicite (cf. 
5.2.2). Il est à noter que, selon les termes de la linguistique systémique fonctionnelle 
(Halliday et Hasan 1976, 1989 ; Halliday 1985 ; Martin 1992), la conjonction se réfère au 
système des relations sémantico-logiques entre les phrases et les segments textuels. Elle est 
signalée par plusieurs marqueurs différents et ne doit donc pas être confondue avec les 
conjonctions de coordination ou de subordination, des groupes beaucoup plus restreints. 
 
En définitive, si un texte peut être cohérent sans indices de cohésion, il est pertinent de se 
demander quelles sont les raisons de leur usage. Cette question a été posée, entre autres, 
par Mauranen (1993 : 161-163), qui note que ces marqueurs, bien qu’ils n’ajoutent rien au 
texte, le rendent plus clair et en facilitent ainsi la lecture. Cette fonction a aussi été signalée 
par Goutsos (1996 : 505) et Jackiewicz (2005 : 105), qui relèvent que le marquage devient 
nécessaire quand le découpage ne va pas de soi. Charolles (1995 : 125-126, 1997 : 2), pour 
sa part, considère que la fonction des marqueurs de cohésion est le guidage du destinataire 
dans le processus d’interprétation des séquences comme une unité. Les tests  empiriques 
ont également prouvé que les indices de cohésion accélèrent la lecture des segments 
textuels (Bestgen et Vonk 1995 ; Sanders et Noordman 2000).  
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Charolles (1995 : 126, 129-130) signale que les marques de cohésion s’avèrent souvent 
problématiques du fait de leur sous-détermination et de leur polyfonctionnalité ; les 
instructions qu’elles fournissent sont insuffisantes pour aboutir seules à une interprétation 
souhaitée. L’expression anaphorique prototype il, par exemple, nécessite encore une 
interprétation adéquate par le destinataire afin que le texte soit cohérent. Ainsi, Charolles 
(id. : 130) note que ces marqueurs sont uniquement des instructions interprétatives 
n’offrant aucune garantie : « l’occurrence d’un connecteur et/ou d’une anaphore et/ou 
d’une quelconque autre marque de cohésion n’est en effet ni une condition nécessaire ni 
une condition suffisante pour que, par exemple, une suite de deux énoncés paraisse former 
une séquence cohérente ». Cette insuffisance est également notée par Halliday et Hasan 
(1976 : 5, 12), qui soulignent la nature relationnelle de la cohésion en constatant que ce 
n’est pas la présence d’un marqueur qui crée la cohérence mais la relation sous-jacente. 
Une occurrence isolée du mot John, par exemple, ne crée pas de cohésion lexicale, alors 
que c’est le cas pour la répétition de ce mot et le lien entre le mot original et la forme 
répétée. 
 
3.4 INDICES DE COHESION 
 
Les indices de cohésion guident le lecteur dans l’interprétation du texte et signalent (ou 
sont) des relations sémantiques entre les phrases ou segments textuels plus vastes. Dans la 
section précédente, nous avons déjà mentionné que les trois types d’indice de cohésion les 
plus importants à nos yeux, selon Halliday et Hasan (1976), sont la conjonction, la 
référence et la cohésion lexicale. Les indices linguistiques pouvant adopter ces fonctions 
sont fréquemment étudiés selon maintes perspectives. Dans cette section, nous les 
examinerons plus en détail.  
3.4.1 CONJONCTION, CONNECTEURS ET ORGANISATEURS TEXTUELS 
Les particules définies comme conjonctions par Halliday et Hasan (1976) sont examinées 
dans des études sous des dénominations variées : connecteurs, organisateurs textuels, 
marqueurs discursifs… Dans cette thèse, nous optons pour le terme connecteur comme 
dénomination globale de tous ces marqueurs. Lundquist (1980 : 47 ; cf. aussi Charolles 
1997 : 2-3) en fournit la définition suivante : 
 
[Les connecteurs] sont des particules de liaison, telles que « ainsi », « là », 
« donc », « pour cette raison », qui jouent le rôle de « passeurs » d’une phrase à 
une autre. Les connecteurs établissent une cohérence entre des phrases plutôt 
qu’entre des éléments de phrases, ils indiquent des relations entre des 
raisonnements, entres des thèses exprimées dans le texte. 
Lundquist (1980 : 47) 
 
Adam (1990 : 141), pour sa part, examine les connecteurs surtout dans une perspective 
textuelle et inter(trans)phrastique en soulignant les aspects pragmatiques et les fonctions 
énonciatives de ces marqueurs. Pour l’ensemble des connecteurs, il propose une 
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classification selon les fonctions des marqueurs. Ainsi, les organisateurs énumératifs 
accompagnent l’énumération (ensuite, troisièmement, cf. Turco et Coltier 1988 ; 
Schneuwly et al. 1989), les connecteurs de reformulation contribuent au marquage de la 
reformulation ou de la structuration du discours (bref, alors examinés dans Adam et Revaz 
1989) et les connecteurs argumentatifs orientent le discours d’une façon argumentative et 
proposent de traiter un contenu propositionnel comme argument, conclusion ou contre 
argument. Ces derniers, affectés d’une fonction de marquage fort de prise en charge 
énonciative, incluent des connecteurs tels que mais, car, et puisque (entre autres Ducrot et 
al. 1980 ; Anscombre et Ducrot 1997).  
 
Dans son analyse, Adam (1990) se concentre sur l’observation des connecteurs à un niveau 
local et pragmatique du discours. Une autre perspective, adoptée entre autres par Halliday 
et Hasan (1976, Halliday 1985), Lundquist (1980), Schneuwly et al. (1989) et Martin 
(1992) est de nature sémantique et propose d’étudier les connecteurs à partir du lien 
sémantique qu’ils signalent. Par exemple, Halliday & Hasan (1976 : 227) définissent que 
les connecteurs servent de « specification of the way in which what is to follow is 
systematically connected do what has gone before » (« spécification de la manière selon 
laquelle ce qui suit est systématiquement connecté à ce qui précède »). Cette approche 
sémantique est également celle que nous adoptons. En effet, elle s’ajuste le mieux à notre 
but d’observation du rôle des connecteurs dans la structuration du texte comme une unité 
sémantique.  
 
Les connecteurs sont souvent définis comme des particules dont la polysémie  complique 
l’analyse et la classification. Adam (1990 : 142), par exemple, note que les fonctions des 
connecteurs dépendent des types de séquences textuelles dont ils font partie. Il indique 
qu’« un connecteur comme ALORS, par exemple, n’a ni la même fonction ni la même 
valeur dans une séquence narrative et dans une séquence argumentative ». Cette polysémie 
s’observe également dans nombre d’études sur les marqueurs individuels, traitant de leurs 
fonctionnements divers (Pacelli Pekba 2003 ; Mosegaard Hansen 2005 ; Giraud 2008 ; 
Bras et Le Draoulec 2009 ; Vergez-Couret 2009, etc.).  
 
La polysémie des connecteurs s’avère également épineuse pour les travaux tendant à 
classifier les connecteurs ou les relations de cohérence selon leur nature sémantique. Le 
travail de Martin (1992 : 170-175, 179 et passim) vise à une description du système de la 
conjonction et une classification des relations logico sémantiques présentes dans un cadre 
systémique fonctionnel. Sa classification prend comme point de départ quatre types de 
relations de base : additives, comparatives, temporelles et conséquentielles. Admettant que 
toutes les classifications ont leurs atouts et faiblesses, Martin (ibid.) résout le problème en 
plaçant les mêmes connecteurs dans plusieurs systèmes si leurs contenus sémantiques 
l’exigent. Dans l’annotation du Penn Discourse Treebank (Prasad et al. 2008), pour les 
relations indiquées par un connecteur explicite, les annotateurs marquent le sens dans 
lequel le connecteur est utilisé.  
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Au lieu de mener une analyse minutieuse des contenus sémantiques des marqueurs, Mann 
& Thompson (1988, 2001, 2006) et les travaux sur la SDRT9 adoptent une solution 
alternative à l’étude des relations de cohérence. Ces travaux examinent seulement des 
relations sous-jacentes des formes de surface. La RST (Mann et Thompson 1988 : 256-
257) distingue les relations « subject matter » (« sujet ») des relations présentationnelles. 
Les premières, cherchant à faire identifier la relation en question par le lecteur, 
comprennent des types tels que élaboration, contraste, évaluation et condition. Les 
secondes, tendant à renforcer l’envie d’agir du lecteur, intègrent des types tels que 
motivation, concession, et évidence. L’action souhaitée peut donc être, par exemple, le 
désir d’agir ou l’acceptation d’un fait. La SDRT part également des relations sémantiques 
entre les unités et non des indices linguistiques. Dans ce modèle, on distingue les relations 
rhétoriques fondées sur les fonctions rhétoriques des segments reliés (telles que contraste, 
narration, raison) et les relations de cohérence qui fonctionnent à partir des éventualités 
présentées dans les unités (telles que cause). 
 
Quels sont les types de mots susceptibles de fonctionner comme connecteurs ? En français, 
plusieurs types d’adverbes, de conjonctions et de locutions conjonctives peuvent 
fonctionner comme connecteurs. Schneuwly & al. (1989) proposent des critères de surface 
spécifiques que les connecteurs, ou les organisateurs textuels, doivent remplir (pour une 
autre définition et critères, cf. Rossari et al. 2001). Ces marqueurs doivent ainsi : (1) 
joindre des structures propositionnelles en précisant leur insertion dans le cotexte ou dans 
le contexte de production, (2) être placés hors de la syntaxe de la phrase et (3) ne pas être 
soumis aux phénomènes d’accord. Schneuwly et al. (1989 : 43) concluent également que 
deux types d’organisateurs textuels peuvent être distingués : ceux qui le sont toujours 
(conjonctions de coordination et de subordination) et ceux qui le sont lorsqu’ils sont placés 
hors de la structure syntaxique de la phrase (à sept heures, plus tard…)10. 
 
Pour l’anglais, Halliday (1985 : 303) constate que les relations conjonctives peuvent être 
exprimées entre autres par des groupes adverbiaux ou prépositionnels et par des 
conjonctions, en général dans la position initiale de la phrase. De plus, l’expression doit 
pouvoir prendre cette fonction seule sans être accompagnée par ex. par un référent (cf. par 
ex. Halliday & Hasan 1976 : 226-233). Ces expressions incluent des marqueurs comme 
accordingly, then, anyway et as a result.  
 
Les définitions des connecteurs de Schneuwly et al. (ibid.) et de Halliday et Hasan sont 
toutes deux exhaustives et comprennent un large éventail d’expressions. Nous suivons la 
définition de Schneuwly et al. et considérons comme connecteurs tous les marqueurs qui, 
selon leur schéma, le sont toujours. Cette définition nous convient bien parce qu’elle offre 
des critères spécifiques et facilement applicables pour l’analyse des connecteurs. De plus, 
                                                     
9 Segmented Discourse Representation Theory, la théorie des représentations discursives 
segmentées (Asher 1993 ; Asher & Lascarides 2003), est un modèle d’organisation du discours qui 
se base sur la sémantique formelle. 
10 Ce groupe inclut également les cadratifs que nous discutons en section 3.4.4. 
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cette définition présente un aspect important : l’exclusion des connecteurs des 
anaphoriques et autres expressions, susceptibles de fonctionner comme sujets de la phrase. 
Un autre atout du travail de Schneuwly et al. tient à la vision hiérarchique du texte et de 
son organisation. Comparé à la conception générale des connecteurs comme dénotant la 
connexion entre deux segments, Schneuwly & al. (1989) opposent les connecteurs reliant 
des structures propositionnelles et les organisateurs textuels structurant le texte de façon 
hiérarchique à différents niveaux, prenant ainsi en compte plusieurs dimensions du texte. 
Selon eux, la fonction des organisateurs textuels est en fait double : le liage assure la 
connexion des unités et l’empaquetage l’organisation hiérarchique des unités. Le texte 
résultant peut être perçu comme une structure hiérarchique composée d’unités et de sous 
unités reliées. 
3.4.2 REFERENCE ET ANAPHORE 
Il y a relation d’anaphore entre deux unités A et B quand l’interprétation de B 
dépend crucialement de l’existence de A, au point qu’on peut dire que l’unité B 
n’est interprétable que dans la mesure où elle reprend – entièrement ou 
partiellement – A. Cette relation existe quand B est un pronom dont la référence 
virtuelle n’est établie que par l’interprétation d’un N’’ que le pronom répète. Elle 
existe également quand B est un N’’ dont le caractère défini – c'est-à-dire le 
caractère identifié du référent – dépend exclusivement de l’occurrence, dans le 
contexte, d’un certain N’’ […]. 
Milner (1982 : 18) 
 
Cette définition de l’anaphore de Milner en présente la conception traditionnelle : 
l’anaphore est perçue comme une relation asymétrique entre deux unités linguistiques, la 
deuxième nécessitant la récurrence à son antécédent pour être interprétée (cf. aussi Ducrot 
et Todorov 1972 : 358-359 ; Corblin 1985 : 126, 1995 : 31-34 ; Charolles 2002 : 245). 
Typiquement, l’anaphore est illustrée par le pronom il, ainsi dans l’Exemple 4 ci-dessous. 
Exemple 4 
 Le chien dort. Il est grand.  
 
Ce pronom remplit clairement les critères présentés ci-dessus. En effet, il ne peut pas être 
interprété par lui-même mais a besoin d’un antécédent pour être résolu. De plus, le pronom 
il est coréférentiel avec son antécédent, autrement dit il se réfère au même objet que le 
chien. Les corrélats anaphoriques ordinaux  le premier – le second et l’un – l’autre - centre 
d’intérêt de notre thèse - partagent ces mêmes propriétés ; le lecteur ne peut pas savoir ce 
qu’ils désignent sans faire appel à leur point de référence placé à proximité (cf. 
Schnedecker 2000, 2006). 
 
Sur un plan plus général, nous pouvons comprendre l’anaphore comme une sous-classe des 
expressions référentielles. Outre les anaphoriques dans une relation asymétrique avec leur 
antécédent, ce groupe englobe les cataphoriques et les expressions référentielles 
autonomes. En ce qui concerne les cataphoriques, elles sont autrement similaires aux 
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anaphoriques mais l’ordre de l’expression référentielle et de la source est y inversé, car la 
première précède la seconde : il – le chien. Quant aux expressions référentielles 
autonomes, elles se réfèrent au même objet que leur antécédent mais n’en dépendent pas 
pour être interprétées. Contrairement aux anaphoriques, ces expressions sont donc 
sémantiquement autonomes (cf. Corblin 1995 : 177).  
 
Les expressions référentielles peuvent également être examinées selon le lieu de leur objet 
de référence. Halliday et Hasan (1976) distinguent les références exophoriques, se référant 
à la situation d’énonciation, et les références endophoriques, renvoyant au texte. Les 
exophoriques, aussi dénommées déictiques, sont typiquement des pronoms de première ou 
deuxième personne (je, vous) ou des constructions se référant à la situation (maintenant). 
Pourtant, d’autres expressions, comme le pronom personnel il, présentent les deux usages, 
déictique et endophorique. Par exemple, le il dans Il est grand de l’exemple ci-dessus 
pourrait, utilisé dans une phrase indépendante, faire référence à une personne dans la 
situation de communication (cf. aussi Reboul 1994 : 349-352 ; Corblin 1995 : 13-15,). 
 
Dans les cas prototypiques des expressions anaphoriques, tel que le pronom il, la 
détermination dans le texte de l’antécédent ne pose pas de problèmes. La présence de cet 
antécédent et sa nature coréférentielle sont également souvent considérées comme les 
propriétés déterminantes de l’anaphore, comme l’extrait de Milner (1982) au début de cette 
section le montre. Dans des cas moins prototypiques, ces deux propriétés ne sont pourtant 
pas aussi évidentes11. Considérons les exemples suivants, empruntés à Apothéloz (1995 : 
23, 28, citant Karttunen 1969) et à Corblin (1995: 39) : 
Exemple 5 
 Un jeune homme soupçonné d’avoir détourné une ligne téléphonique a été interpellé 
il y a quelques jours par la police à Paris. Il avait « utilisé » la ligne de ses voisins à 
destination des Etats-Unis pour un montant d’environ 50000 F. Le bavard a été 
déféré devant le parquet. (Apothéloz 1995 : 23) 
Exemple 6 
L’homme qui a donné son salaire à son épouse a été plus sage que l’homme qui l’a 
donné à sa maîtresse (Apothéloz 1995 : 28, citant Karttunen 1969) 
Exemple 7 
 Un professeur agrégé m’a parlé. Ce professeur agrégé est un ignorant. (Corblin 
1995 :39) 
Exemple 8 
 Un professeur agrégé est venu. Le professeur agrégé est un ignorant. (Corblin 1995 : 
39) 
 
Tous ces exemples peuvent donc être considérés comme des anaphores. Or, dans le cadre 
d’une analyse plus en détail, nous notons que l’interprétation des anaphoriques ne dépend 
                                                     
11 Sur la complexité des référents, voir le travail classique de Karttunen (1969). 
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pas, dans tous les cas, uniquement de l’antécédent. De plus, dans l’Exemple 5 et dans 
l’Exemple 6, l’identification même de l’antécédent peut s’avérer problématique bien qu’ils 
ressemblent autrement aux cas d’anaphore plus typiques. Il importe donc de réfléchir sur le 
statut de l’antécédent. 
 
Dans l’Exemple 5, l’interprétation du bavard résulte du segment textuel entier et des 
connaissances du monde réel du lecteur (50 000 F est une somme importante et un appel 
aux États-Unis coûte cher). Ainsi, « l’antécédent » un jeune homme ne définit que 
partiellement le mot repris. De même l’antécédent de l’Exemple 6 est problématique car, 
stricto sensu, l’anaphorique l’ n’a pas d’antécédent dans le texte. Bien que le mot salaire 
soit mentionné dans le texte, il ne se réfère pas à la même somme d’argent que celle 
désignée par le l’. Les points de référence de ces deux mots sont différents. Pour distinguer 
ce type d’antécédent de ceux qui le sont stricto sensu, Apothéloz (1995 : 28) fait la 
différence entre les anaphoriques coréférentielles, qui se réfèrent au même objet que leur 
antécédent, et les anaphoriques co-significantes, qui réfèrent aux objets du même type que 
leur antécédent. 
 
Contrairement aux deux premiers exemples, la dépendance sémantique des reprises 
illustrées dans l’Exemple 7 et dans l’Exemple 8 l’ fait l’objet de nombreux débats (cf. par 
exemple Milner 1982 ; Kleiber 1990 ; Corblin 1995 : 49-80 ; Apothéloz 1995 : 55-71). 
Corblin (1995 : 40), tout en examinant les différences entre ces deux constructions, décide 
que c’est « la capacité à faire reconnaître un terme comme antécédent » qui rend possible 
l’usage anaphorique de ces deux types de syntagmes (cf. aussi Kleiber 1990). Milner 
(1982 : 25), en revanche, considère que les constructions démonstratif+nom sont 
compréhensibles même sans référence à un antécédent. En effet, l’énoncé dans lequel la 
construction apparaît contient déjà tout le nécessaire pour son interprétation12. A l’inverse, 
dans les constructions défini+nom, l’identification de l’antécédent se ferait grâce aux 
conditions décrites dans le groupe nominal dont il fait partie. 
 
Le rôle de l’antécédent dans l’interprétation de l’anaphorique n’est donc pas évident dans 
tous les cas. Par conséquent, l’anaphore mérite une définition plus détaillée qui 
corresponde mieux à la réalité. Cornish (1999 : 42) propose une définition opérationnelle, 
selon laquelle c’est l’anaphorique (soit l’élément repris) et « its immediate utterance and 
predicational context » (« son énonciation immédiate et son contexte prédicationnel ») qui 
définissent l’interprétation et non seulement l’antécédent. Au lieu d’être un processus 
purement textuel, l’interprétation de l’anaphorique serait ainsi soutenue par le contexte 
textuel et par les connaissances du contexte du discours du lecteur.  
 
Afin de différencier les antécédents « de surface » et les segments textuels qui en réalité 
contribuent à l’interprétation de l’anaphorique, Cornish (1999 : 41-43) propose de 
distinguer pour eux deux fonctions. La première fonction serait celle de déclencheur 
                                                     
12 Encore, cf. Tesnière (1959) pour une opinion opposée. Voir aussi la discussion sur la saturation 
sémantique et référentielle dans Moeschler et Reboul (1994 : 360-372). 
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d’antécédent (antecedent trigger), soit le segment traditionnellement défini comme 
l’antécédent. Or, pour Cornish (ibid.), il s’agit uniquement d’un segment purement formel, 
insuffisant à lui seul pour interpréter l’anaphorique. Ainsi, un jeune homme dans 
l’Exemple 5 serait un déclencheur d’antécédent ; à lui seul, il ne permet pas d’interpréter le 
lien entre un jeune homme et le bavard. La deuxième fonction de l’antécédent, celle de 
l’anaphore, est réservée, en revanche, à l’entité textuelle permettant l’interprétation de 
l’anaphorique dans son contexte textuel et discursif. Cette fonction rend également 
possible l’interprétation du bavard dans l’Exemple 5. Cornish (id. : 42) conclut que cette 
distinction facilite la compréhension du lien entre l’anaphorique et l’antécédent comme 
une relation dynamique. Ce dynamisme autorise les changements dans cette relation et 
l’interprétation des anaphoriques, même dans les cas où elle ne constitue pas une reprise 
identique de l’antécédent mais doit être interprétée dans le contexte.  
 
La perte d’importance de la distinction traditionnelle entre la référence anaphorique et la 
référence exophorique, ou déictique, est une conséquence notable de l’importance attribuée 
au contexte textuel et discursif dans le processus d’interprétation de l’anaphorique. Cornish 
(1999 : 69) constate que cette distinction est sans importance. En effet, dans les deux cas, 
c’est le contexte textuel et discursif qui définit l’interprétation des référents et non le 
positionnement de l’objet de référence dans le texte précédent ou dans le monde réel. De 
plus, Cornish (id. : 52-53) indique que ces usages ne sont pas toujours facilement 
identifiables et qu’il s’agit davantage d’un continuum entre les usages déictique et 
anaphorique que de groupes distincts13. Cette opinion est soutenue par Corblin (1995 : 17) 
qui note qu’« il est d’ailleurs facile de montrer que loin de s’exclure, les deux usages sont 
dans beaucoup de situations indistinguables ». 
 
En définitive, à la définition de l’anaphore de Milner discutée au début de cette section 
peuvent donc s’ajouter maintes spécifications. Grâce à elles, l’anaphore se présente comme 
un phénomène plus complexe et varié. Cette variation autorise également la distinction 
d’un nombre de types d’anaphores, facilitant ainsi leur analyse. Nous illustrons, à la suite, 
les cas les plus fréquents.  
 
Une première distinction, classique, s’établit entre les anaphores fidèles et infidèles 
discutée, entre autres, dans Apothéloz (1995 : 36-38), Riegel et al. (1994 : 614). Les 
anaphores fidèles sont des reprises d’un SN indéfini par un SN défini ou démonstratif, 
répétant le nom du syntagme : un chien – ce / le chien. Une anaphore infidèle, en revanche, 
ne répète pas le nom de l’antécédent mais présente souvent son synonyme ou 
hypéronyme : un chien – cet / l’animal. Cas particulier des anaphoriques infidèles, 
l’anaphore conceptuelle est définie par Moirand (1975) comme une reprise qui se 
distingue formellement de sa source mais en présente « l’objet de pensée », un SN lié à un 
démonstratif ou à l’expression un tel / une telle. Souvent, il s’agit d’une nominalisation 
d’un verbe, telle que décider – décision ou mettre en liberté – libération, qui sert « à 
                                                     
13 La distinction entre les expressions se référant au texte et celles se référant au monde extérieur est 
également centrale dans le métadiscours, cf. 2.2.2. 
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paraphraser un énoncé qui précède et permet un enchaînement dans l’expression du 
scripteur ainsi que dans le décodage, la compréhension du lecteur » (Moirand 1975 : 65)14.  
 
Le deuxième type d’anaphore, l’anaphore associative, est plutôt abstrait et ne reprend pas 
directement un antécédent. Selon la définition traditionnelle de Blanche-Benveniste et 
Chervel (1966 : 31-32), cette anaphore relie des mots ou syntagmes dans une relation 
partie-tout au sein de laquelle le premier objet contient le second, c'est-à-dire l’anaphorique 
De plus, Apothéloz (1995 : 40) précise que cette anaphore entend son antécédent comme 
étant déjà connu, bien qu’il n’ait pas été indiqué auparavant. Deux exemples typiques et 
généralement acceptés de l’anaphore associative sont un village – l’église (Kleiber 1992) 
et un stylo – la plume (Fradin 1984). Ces cas peuvent également être considérés comme 
des anaphores infidèles. 
 
Pourtant, d’autres exemples plus complexes des anaphores associatives ont engendré une 
discussion ainsi que deux définitions différentes de ces reprises. Kleiber et al. (1994 : 8-9), 
notamment, distinguent une conception étendue et une conception étroite de cette relation. 
Selon la conception étendue, toutes les anaphoriques, c'est-à-dire les expressions 
identifiées par ce qui est exposé avant dans le texte, non coréférentielles sont des 
anaphores associatives. Cette définition est adoptée entre autres par Berrendonner (1994) 
et Apothéloz (1994, 1995). La conception étroite, en revanche, est beaucoup plus 
restrictive et n’accepte pas comme anaphoriques associatives les anaphores infidèles 
incluant un démonstratif et un pronom indéfini qui, selon la conception alternative, 
peuvent appartenir à cette catégorie. Ainsi, dans la pratique, Kleiber et al. (1994 : 8) 
expliquent que, selon la définition étendue, la paire un village – cette église, par exemple, 
est une anaphore associative, tandis que la conception étroite accepte uniquement la paire 
un village – l’église. Kleiber et al. (1994 : 8-9) précisent également que la définition étroite 
est plus répandue et peut ainsi devenir normative. 
 
Dernier type d’anaphore examiné, l’anaphore résomptive que certains classifient 
également dans le même groupe que les anaphores conceptuelles (ainsi Charaudeau et 
Maingueneau 2002 : 49, cf. aussi Auricchio et al 1995). Étudiant ces expressions dans le 
texte narratif du XVeme siècle, Guillot (2006 : 298) les définit comme une reprise 
condensée et résumée du contexte précédant sous la forme d’un tout unifié. La forme de 
cette anaphorique est une nominalisation précédée par un déterminant, tel que le ou ce. Un 
exemple illustratif en est la clôture des séries linéaires : Le premier chapitre… Le second 
chapitre… Ces sections… Comme le constate Guillot (2006 : 301), ces expressions 
signalent les frontières des séquences et se révèlent ainsi un outil utile dans la structuration 
du texte. C’est également ce fonctionnement qui nous a conduite à garder celles-ci et les 
                                                     
14 Comme nous l’avons déjà remarqué, le statut anaphorique des anaphores fidèles, infidèles et 
conceptuelles peut être mis en question car les travaux divergent sur l’indépendance ou la 
dépendance sémantique de ces reprises. Moirand (1975 : 62), afin de les analyser comme 
anaphoriques, adopte une approche vaste et, suivant Maillard (1974), les définit comme un fragment 
énonciatif qui se réfère à un énoncé antérieur dans le texte.  
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anaphores associatives en tant que groupes séparés. Les propriétés distinctives sont 
principalement la fonction synthétisante des anaphores résomptives, permettant la reprise 
de plusieurs éléments sous un seul et, comparée à la conception étroite des anaphores 
associatives, la possibilité d’être introduite par ce ou même par un tel.  
 
En définitive, l’anaphore est donc un phénomène textuel complexe qui relie des mots et 
des segments textuels et contribue ainsi à la cohésion et à la cohérence. Outre le fait de 
relier des paires de mots, les anaphoriques et autres expressions référentielles peuvent 
également se combiner pour former des chaînes de référence, c'est-à-dire « des suites 
d’expressions d’un texte entre lesquelles l’interprétation construit une identité 
référentielle » (Corblin 1985 : 123, voir aussi Charolles 1988 ; Moeschler et Reboul 1994 : 
461 ; Suomela-Salmi 1997). Ces constructions se composent d’au moins trois expressions 
coréférentielles (Schnedecker 1997 : 9-10) : Un chien… Il… Ce chien… Souvent, comme 
le mentionne Corblin (1995 : 169, 174-175 et aussi Suomela-Salmi 1997), se combinent 
dans ces chaînes des références hétérogènes, comme les pronoms personnels, les 
démonstratifs et les syntagmes nominaux définis. Ainsi, une partie des références d’une 
chaîne peut correspondre à des anaphoriques tandis que d’autres ne sont que des 
coréférentiels. Les chaînes anaphoriques, en revanche, sont composées uniquement 
d’expressions anaphoriques. 
3.4.3 COHESION LEXICALE 
La cohésion lexicale (étudiée et développée également par Hoey 1991, cf. aussi Tanskanen 
2006) est la dernière catégorie d’indices de cohésion définie par Halliday et Hasan (1976) 
que nous examinons. Dans sa forme la plus évidente, la cohésion lexicale s’établit entre 
deux items lexicaux répétés dans le texte, tels que chapitre… chapitre… Pourtant, des 
relations lexicales de ressemblance et d’opposition plus complexes peuvent également 
avoir lieu, telles que chapitre… thèse…. et thèse… travail. Comme le notent Halliday et 
Hasan (1976 : 285), la cohésion lexicale peut relier « any pair of lexical items that stand to 
each other in some recognizable lexicosemantic relation » (« une paire quelconque d’items 
lexicaux liés entre eux par une relation lexico sémantique reconnaissable ») (cf. aussi 
Halliday & Matthiessen 2004 : 570-571). 
 
Patterns of Lexis in Text par Hoey (1991) continue le travail de Halliday et Hasan (1976) 
sur la cohésion lexicale et l’examine comme une propriété organisatrice des textes. Dans 
une perspective textuelle, ce travail traite essentiellement des liens de répétition 
s’établissant entre les items lexicaux d’un texte. Grâce à ces relations, un texte devient un 
réseau de mots à partir duquel l’organisation du texte peut être étudiée. 
 
Hoey (1991 : 7-8) indique que la cohésion lexicale diffère des autres indices de cohésion 
en ce qu’elle est d’abord une relation lexicale et, seulement ensuite, une relation textuelle. 
Autrement dit, c’est uniquement la relation lexicale identifiée dans le texte par le lecteur 
qui permet la création de la relation textuelle contribuant, pour sa part, à la cohérence. 
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Cette relation textuelle est pourtant très importante. Notant qu’il s’agit d’un moyen 
dominant de l’établissement du texte, Hoey (id. : 10) indique que « the study of the greater 
part of cohesion is the study of lexis, and the study of cohesion in text is to a considerable 
degree the study of patterns of lexis in text » (« l’étude de la majeure partie de la cohésion 
est celle du lexique et l’étude de la cohésion dans le texte est, à un degré considérable, 
celle du lexique dans le texte »). Hoey (id. : 9-10) justifie cet argument en constatant que, 
dans une analyse de Halliday & Hasan (1976), la répétition couvrait en tout 48 % des 
relations cohésives. 
 
Dans certains cas, la cohésion lexicale peut se confondre avec l’anaphore ou les 
expressions référentielles en générale. La différence la plus notable entre ces deux 
catégories est que la cohésion lexicale ne nécessite pas de relation coréférentielle (ou co-
significante) entre les éléments liés. De plus, selon Halliday et Hasan (1976 : 284) et 
Halliday (1985 : 311), la cohésion lexicale est surtout une relation entre deux formes 
équivalentes qui cohèrent aussi quand elles ne sont pas coréférentielles. L’anaphore, en 
revanche, relie plutôt des contenus sémantiques, comme le démontre, par exemple, 
l’existence des anaphores associative et conceptuelle, dans lesquelles les formes reprises 
peuvent différer de leur source. Certes, Halliday & Hasan (1976 : 278-279, 282 ; Halliday 
1985 : 310-311) constatent également qu’il n’est pas toujours aisé de distinguer les 
expressions référentielles de la cohésion lexicale et que, par ailleurs, les deux types 
d’indices sont souvent utilisés ensemble. Par exemple, nous pouvons interpréter la paire un 
chapitre… le chapitre de plusieurs façons, notamment comme une répétition du mot 
chapitre, comme une construction combinée de répétition et d’une expression référentielle 
(un…le) ou comme une expression anaphorique.  
 
Outre la répétition d’un même mot, la cohésion lexicale peut, par exemple selon Halliday 
et Hasan (1976 : 278-284), concerner la répétition d’un (quasi-)synonyme ou d’un 
hypéronyme. Ainsi, la seconde occurrence de la paire peut être identique (chien – chien), 
inclusive (chien - animal) ou exclusive (chien – chat) par rapport à la première. Hoey 
(1991 : 52-68) propose également une typologie plus détaillée des différents types de 
répétition et en distingue quatre types. La répétition simple relie deux items lexicaux qui 
diffèrent uniquement au niveau d’un paradigme grammatical fermé : chien – chiens. La 
répétition lexicale complexe, en revanche, relie aussi deux items ayant le même morphème 
lexical mais différant au niveau de la forme ou de la fonction grammaticale : médecin – 
médicine. La paraphrase simple se produit quand un item lexical remplace un autre sans en 
modifier le contenu sémantique, ainsi la paire livre – volume. Il peut donc s’agir, par 
exemple, des synonymes. Enfin, le dernier type de répétition, la paraphrase complexe, est 
un type très vaste que Hoey (ibid.) analyse dans trois cas. D’abord, la paraphrase complexe 
peut s’établir entre les antonymes, tels que chaud – froid. Un deuxième cas de paraphrase 
complexe relie les mots B et C quand A est une répétition complexe de B (travail – 
travaillons) et B une paraphrase simple de C (travail – emploi). Dans ce cas, B & C 
(travaillons – emploi) seraient liés par un lien de paraphrase complexe. Il s’agit donc avant 
tout du produit de deux autres liens qui en créent un troisième. Enfin, le dernier type de 
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paraphrase complexe est similaire au deuxième et peut survenir même si B est absent du 
texte, sous condition qu’il puisse s’agir d’une paraphrase simple de A dans son contexte. 
Ainsi, nous pouvons relier travaillons et emploi même lorsque travail est absent. 
3.4.4 ENCADREMENT DU DISCOURS 
Les marques de cohésion sont souvent considérées comme une classe fermée, composée 
des cinq types d’indices déterminés par Halliday et Hasan (1976). Pourtant, Charolles 
(1997, 2005) propose d’en ajouter un nouveau à ces types d’indice, celui d’encadrement du 
discours. Cette fonction peut être attribuée aux expressions détachées à l’initial de la 
phrase et marquer « que plusieurs unités doivent être traitées de la même manière 
relativement à un critère (plus ou moins) spécifié par ces expressions » (Charolles 1997 : 
3). Ces expressions peuvent étendre leur zone d’influence au-delà de la phrase dont elles 
font syntaxiquement partie et ainsi contribuer à l’organisation du texte et à la cohérence. 
 
Le fonctionnement des adverbiaux en position initiale dans l’organisation du texte et du 
discours est également examiné selon d’autres perspectives, entre autres par Virtanen 
(1992, 2004), Chafe (1984) et Bestgen et Vonk (2000) (voir aussi l’introduction à cette 
thématique par Charolles et Péry-Woodley 2005). À la suite, nous nous concentrerons 
cependant sur l’approche de Charolles. Le travail de Virtanen (1992, 2004) est discuté en 
section 4.1. 
 
Selon Charolles (1997 : 3, 2005 : 4), les adverbiaux détachés à l’initial de la phrase 
peuvent donc cadrer des segments textuels sous leur influence sémantique, c'est-à-dire 
spécifier le critère selon lequel les éléments textuels suivants se regroupent. Comme cette 
influence sémantique peut également excéder la phrase dont l’expression fait 
syntaxiquement partie, le cadre assure une fonction organisatrice dans le texte.  
 
Charolles (2005 : 4) constate que, le plus typiquement, la fonction cadrative est assurée par 
des adverbiaux spatiaux et temporels tels que En France. De plus, les adverbiaux plus 
abstraits, tels que en français, sont aussi capables de fonctionner comme cadres. Charolles 
(ibid.), en revanche, poursuit en relevant que, malgré leur usage commun dans la position 
initiale de la phrase, les adverbiaux ayant une valeur évaluative, comme malheureusement, 
ou qualitative, tels que par hasard, ne peuvent pas prendre cette fonction.  
 
La différence fondamentale entre les relations cohésives et les cadres est la direction de 
référence ; tandis que les premières établissent des relations avec des éléments antérieurs 
dans le texte, le critère spécifié par l’expression cadrative crée des liens avec les éléments 
suivants dans le texte (Charolles 1997 : 3). Plus spécifiquement, les cadres ouvrent un 
univers de discours que Charolles (1997 : 5) suivant R. Martin (1983 : 37) définit comme 
« l’ensemble des circonstances […] dans laquelle la proposition peut être dite vraie ». Une 
expression cadrative peut soit fermer le cadre précédent, soit rester sous la portée 
sémantique de ce cadre et en devenir une subordonnée. Le choix dépend du contenu 
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sémantique du cadre. Le cadre À Paris…, par exemple, deviendrait subordonné au cadre 
En France… tandis que le cadre En Angleterre le fermerait et en ouvrirait un autre 
(Charolles 1997 : 7-14). Comme dans la lecture de tout texte, des connaissances 
encyclopédiques et de contexte sont donc également nécessaires dans l’interprétation des 
cadres.  
 
Le fonctionnement des cadres dans l’organisation du texte est bien illustré par l’Exemple 9 
et l’Exemple 10 de Charolles (1997 : 18), qui opposent deux petits segments textuels.  
Exemple 9 
 Le dimanche, Paul va au café. Il joue au tiercé. (Charolles 1997 : 18) 
Exemple 10 
 Paul va au café le dimanche. Il joue au tiercé. Charolles 1997 : 18) 
 
Selon Charolles (1997 : 18-20), la différence entre les exemples réside dans le fait que, 
dans le premier, la position initiale de l’adverbial temporel permet d’ouvrir un univers de 
discours tandis que, dans le second, l’adverbial est placé à la fin de la phrase et n’a pas ce 
pouvoir. Charolles (ibid.) explique que les deux exemples permettent deux interprétations. 
Premièrement, il est possible de comprendre que Paul va au café le dimanche et y joue au 
tiercé ce jour-là. Deuxièmement, nous pouvons comprendre que Paul va au café le 
dimanche et y joue au tiercé le dimanche mais aussi les autres jours. La première 
interprétation prend donc la seconde phrase sous la portée sémantique de la première mais 
ce n’est pas cas dans la seconde interprétation. Poursuivant, Charolles (ibid.) souligne que 
les deux exemples favorisent des interprétations différentes. Dans l’Exemple 9, grâce à la 
portée sémantique de l’adverbial détaché, la tendance serait de favoriser la première 
interprétation, selon laquelle Paul jouerait au tiercé le dimanche. Dans l'Exemple 10, en 
revanche, les deux interprétations seraient selon Charolles (ibid.) autant probables l’une 
que l’autre. Enfin, Charolles (id. : 19) clarifie le fait que la préférence de la première 
interprétation dans l’Exemple 9 s’explique par l’univers de discours ouvert par le cadre 
temporel Le dimanche, dans lequel la phrase suivante peut être intégrée. C’est donc grâce à 
cette capacité de cadrage que ces expressions organisent le discours, fonctionnent comme 
indices de cohésion et, finalement, contribuent à la cohérence. 
 
Les expressions cadratives les plus importantes pour notre étude sont celles pouvant 
introduire un item d’une série linéaire. Typiquement, ces expressions sont surtout des 
adverbiaux spatiaux combinés à un numéral, qui, suivant la théorie de l’encadrement, 
ouvrent un cadre spatial : dans la première partie, dans la section trois, etc. Les MIL (cf. 
4.2.1) constituent un deuxième groupe d’expressions cadratives pouvant introduire un 
item. Selon Charolles (2005 : 4), ils sont utilisés pour leur capacité organisatrice et, qui 
plus est, sont souvent présents dans une série linéaire. Poursuivant, Charolles (1997 : 27) 
relève pourtant qu’à la différence des expressions ouvrant un univers de discours, ces 
expressions ne portent pas sur la vérité ou la fausseté des propositions. Par conséquent, au 
lieu d’initier des univers de discours, ces expressions ouvrent des espaces de discours. 
Pareillement, les connecteurs conclusifs tels que en somme et bref, également capables 
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d’introduire les clôtures des séries linéaires, peuvent adopter cette même fonction (cf. 
4.2.4).  
 
En définitive, suivant Charolles (1997, 2005), différents types d’expressions peuvent 
adopter une fonction cadrative et ainsi contribuer à la cohérence et à l’organisation 
textuelle. Or, cette théorie a également été critiquée. Dans son article sur les adverbiaux 
dans des textes argumentatifs en anglais, Crompton (2006) affirme que la capacité 
organisatrice des adverbiaux est seulement question de « la continuité par défaut » (cf. 
section 4.1) et que le critère d’organisation introduit par l’adverbial est valide jusqu’à ce 
qu’un nouveau critère soit proposé. Ainsi, selon ses résultats, il n’y a pas de différence 
dans les portées sémantiques des adverbiaux en position initiale et finale de la phrase. En 
concluant ses résultats sur les fonctions de la position initiale dans l’organisation du 
discours, Ho Dac (2007 : 283) constate également que ce n’est pas l’expression cadrative 
elle-même qui peut étendre sa portée sémantique au-delà de sa phrase d’accueil. En effet, 
cette fonction est la conséquence d’autres phénomènes discursifs, tels que le pouvoir 
structurant alloué aux index d’une structure énumérative, la continuité topicale et le 
changement de paragraphe ou de section. Poursuivant, Ho Dac (ibid.) souligne que « dans 
les autres situations discursives, i.e. en situation d’isolement, un adverbial spatial ou 
temporel ne porte pas réellement [de champ sémantique] ». Selon Ho Dac (2007), ce ne 
serait donc pas l’expression cadrative mais le contexte dans lequel elle est utilisée qui 
serait déterminant dans l’établissement d’un univers (ou espace) de discours.  
 
Enfin, dans notre travail, une partie des expressions cadratives pourrait aussi fonctionner 
comme des cadres dans le sens restreint ci-dessus décrit par Ho Dac (2007) : utilisées dans 
des énumérations prototypiques avec items parallèles et facilement identifiables. Ainsi, 
elles peuvent supposer une fonction cadrative grâce à leur placement dans une série 
linéaire. Suivant Ho Dac, ce ne serait pas le cas d’autres expressions, appartenant aux 
séries déséquilibrées dans lesquelles le parallélisme entre les items n’est pas évident (cf. 
4.2.4). Cette distinction nécessiterait pourtant encore des analyses pour être confirmée.  
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4. ORGANISATION TEXTUELLE 
Dans la section précédente, nous avons défini le texte comme une unité cohérente. Selon 
notre définition de la cohérence, cette propriété a pour conséquence qu’un texte est aussi 
forcément organisé. S’il ne l’était pas, il ne serait non plus cohérent et ne remplirait pas la 
définition du texte. Ces deux propriétés vont donc ensemble. 
 
Outre la cohérence, le besoin de l’organisation trouve une raison fondamentale dans la 
contradiction entre le texte et ce qu’il représente ; le texte est forcément de nature linéaire, 
tandis que les représentations métalinguistiques qu’il décrit ne le sont pas (cf. notre 
discussion sur le texte et le discours dans 3.2 et Levelt 1981). Par conséquent, comme le 
notent Ho Dac (2007 : 65) et Ho Dac et Péry-Woodley (2009, cf. aussi Goutsos 1996 : 504 
et Adam & Revaz 1989 : 66 pour les MIL), l’auteur doit attribuer au texte une certaine 
structure pour bien faire passer le message. Phénomène plutôt complexe, l’organisation 
textuelle peut pourtant se dérouler à des niveaux différents selon l’approche adoptée. 
Exemple simple et classique, le modèle IMRAD de représentation de l’organisation des 
articles de recherche divise l’article en sections thématiques : Introduction, Méthode, 
Résultats, Discussion (cf. inter alia Swales 1990). Un autre exemple d’un niveau 
d’organisation textuelle est les séries linéaires au centre de notre étude. 
 
Comme le constate Péry-Woodley dans l’extrait suivant, un aspect central de 
l’organisation textuelle est la segmentation : 
 
Quel que soit le niveau d’organisation envisagé, structurer revient toujours à 
segmenter, c’est-à-dire à la fois diviser et rassembler.[…] C’est le cas des IU 
(introducteurs d’univers) […] qui fournissent un critère pour l’interprétation des 
propositions dans leur portée et qui déterminent ainsi un segment.  
Péry-Woodley (2000 : 136)  
 
De même que l’organisation textuelle, la segmentation ne se limite pas à un seul niveau du 
texte. L’extrait de Péry-Woodley (ibid.) illustre un niveau de segmentation à l’aide des 
expressions cadratives mais la segmentation peut également se dérouler à d’autres niveaux, 
notamment thématiques et typographiques. 
 
Dans cette section, nous nous concentrerons sur l’organisation textuelle à partir de la 
segmentation du texte ainsi que sur la façon dont les séries linéaires effectuent cette tâche. 
Nous commencerons par examiner l’organisation textuelle comme le résultat d’une 
fonction de segmentation et étudierons un modèle qui a comme objet la segmentation du 
texte en séquences se suivant linéairement dans le texte. Ce modèle, celui de la 
séquentialité du discours présenté par Goutsos (1996), part de la contradiction entre la 
linéarité du texte et la non linéarité de ce qu’il représente, se référant souvent au terme 
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discours15. Centré sur des textes expositifs, le modèle adopte une approche holistique de 
segmentation qui ne dépend pas d’un seul niveau mais tient compte de tous les niveaux 
d’organisation du texte et du discours. Dans un second temps, nous aborderons 
l’organisation et la segmentation textuelle plus spécifiquement dans la perspective de la 
présente thèse. Dans cette section, nous explorerons les travaux antérieurs sur les séries 
linéaires et présenterons notre propre définition de ces structures et de leurs fonctions.  
 
4.1 SEQUENTIALITE DU DISCOURS (GOUTSOS 1996) 
 
Le modèle de la séquentialité du discours16 proposé par Goutsos (1996) cherche à 
examiner l’organisation du discours via sa segmentation en séquences se suivant 
linéairement. Sur un plan global, ce modèle bénéficie des travaux de Virtanen (1992, 2004) 
et Enkvist (1975, 1987) sur les stratégies textuelles et l’examen du processus de production 
du texte dans une perspective textuelle et discursive. Le modèle de Goutsos (1996) peut 
également être placé dans le modèle texte-typologique présenté dans Virtanen (1992 : 41-
55), appliqué à l’origine à l’étude des fonctions discursives des adverbiaux dans une 
position initiale de la phrase (Virtanen 1992, 2004, voir section 3.4.4).  
 
Comme motivation pour son modèle, Goutsos (ibid.) note le besoin d’une théorie 
holistique pour examiner la segmentation du discours, une théorie qui ne se limite pas à un 
seul niveau d’organisation. Goutsos (1996 : 501-502, 527) critique les travaux dans 
domaine, trop recentrés sur la cohérence sémantique qui lui semble insuffisante. Goutsos 
(ibid.) constate également que, bien que quelques indices linguistiques individuels de la 
séquentialité (comme ceux étudiés par Halliday et Hasan 1976) soient beaucoup étudiés, ce 
n’est pas le cas de leur usage séquentiel dans le discours, soit la façon dont ils sont utilisés 
ensemble.  
 
Goutsos (id. : 505) souligne que son modèle prend en compte uniquement la segmentation 
linéaire du texte et reste neutre en regard de son contenu propositionnel. Ainsi, 
contrairement à la RST, par exemple, qui segmente le texte en unités reliées par des 
relations sémantiques telles que la motivation, la théorie de la séquentialité ne pose pas de 
critères préalables d’organisation. Les séquences peuvent être organisées par rapport à tous 
types de critères, notamment sémantiques, thématiques ou typographiques. 
 
 
 
                                                     
15 Voir notre discussion dans 3.2 sur le discours comme représentation mentale construite de façon 
hiérarchique et le texte comme une entité physique présentant le discours linéairement. 
16 Comme nous l’avons discuté dans la section 3.2, l’usage des concepts de texte et de discours peut 
différer dans des travaux très similaires. À cet égard, Goutsos dit examiner le discours, alors que 
l’objet de notre travail est le texte. En discutant du travail de Goutsos, nous nous référons cependant 
à sa terminologie et utilisons le terme discours. 
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4.1.1 SCHEMA DE GOUTSOS : STRATEGIES, TECHNIQUES ET ZONES  
Le modèle de Goutsos (1996 : 504) procède à la division du texte en séquences 
essentiellement selon deux principes. En premier lieu, suivant le principe de la continuité 
par défaut de la lecture d’un texte, le lecteur présume que les phrases qui se suivent sont 
liées aux phrases précédentes. Ensuite, si ce n’est pas le cas, c’est à l’auteur d’indiquer la 
discontinuité. Comme le remarque Goutsos (ibid.), « the writer is faced with the task to 
manage the interaction through discourse in sequential terms and to segment discourse into 
chunks and indicate their boundaries, i.e. the discontinuity between one and another » (« le 
rédacteur fait face à la tâche de gérer les interactions via le discours en termes séquentiels 
et de segmenter le discours en fragments tout en indiquant leurs limites, soit la 
discontinuité entre eux »). Poursuivant, il énonce (id. : 504-507) que le résultat, c'est-à-dire 
le texte segmenté, peut être perçu comme un ensemble de séquences formées à partir de 
ces deux principes. Plus spécifiquement, il s’agit d’une alternance de zones de continuation 
construites par des phrases reliées et de zones de transition délimitant les séquences 
formées.  
 
Pour schématiser la segmentation du texte en séquences, Goutsos (1996 : 507) propose un 
modèle à trois niveaux décrivant les aspects du processus de segmentation, présenté ci-
dessous en Figure 1. Parmi ces niveaux, les stratégies sont le composant le plus abstrait et 
elles fonctionnent au niveau cognitif de l’auteur. Ces stratégies sont réalisées dans le texte 
par des techniques linguistiques différentes, également signalées dans la surface du texte 
par des mots et des indices typographiques. Ces techniques opèrent au deuxième niveau du 
modèle. Les zones de continuation et de transition, enfin, sont le résultat textuel des 
stratégies et correspondent à des séquences du texte. Les zones sont donc le produit final 
du processus de segmentation. 
 
STRATÉGIES : Déplacement (shift)                 Continuité 
 
 
TECHNIQUES :  (Fermeture)  (Encadrement)  Introduction       Continuation… 
 
 
ZONES :  Zone de continuation     Zone de transition        Zone de continuation… 
 
() : optionnel,  suivi de      
 
 
Figure 1 Modèle de Goutsos (1996 : 507). 
 
Les stratégies textuelles sont le composant crucial de la segmentation. En effet, c’est à leur 
niveau, soit le niveau cognitif de l’auteur, que la création des séquences est déterminée. 
Les stratégies textuelles relient également le modèle de Goutsos aux travaux de Virtanen 
(1992, 2004) et de Enkvist (1987) sur les stratégies textuelles. Selon ces derniers, les 
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stratégies peuvent être définies comme « the aggregate of all decisions concerning 
textualization that the text producer makes in view of a communication goal » (« l'agrégat 
de toutes les décisions concernant la textualisation que le producteur du texte réalise dans 
un but de communication ») (Virtanen 1992 : 51, et discussion 41-55 ; cf. aussi Enkvist 
1975 : 18-22, 1987). Il s’agit donc des décisions de l’auteur concernant la mise en texte du 
discours en fonction de son but communicatif. Autrement dit, dans la pratique, l’auteur 
prend ces décisions afin d’organiser son texte du mieux possible pour atteindre le but 
communicatif choisi.  
 
De plus, les stratégies textuelles peuvent également correspondre à des stratégies plus 
spécifiques, également présentes à la surface du texte. Suivant Virtanen (1992 : 84-128), 
nous les dénommons text strategic continuities (TSC) (Continuités stratégiques du texte). 
Les TSC peuvent être définies comme « a thematic or topical uniform text-structuring 
orientation chosen to attain […] a maximally profitable text organization » (« une 
orientation de structuration du texte uniforme, thématique ou topique, afin d’atteindre […] 
une organisation textuelle profitable au maximum ») (id. :85) et être signalées dans le texte 
par des indices linguistiques. Par exemple, une TSC temporelle peut se manifester par des 
adverbiaux temporels placés à l’initiale de la phrase : In January… In March… In May… 
(exemple de Virtanen 1992 : 134-136). Ces structures créent de la cohésion et de la 
cohérence tout en segmentant le texte en fonction des critères spécifiés par les adverbiaux. 
 
Dans le modèle de Goutsos (1996), les deux stratégies textuelles principales sont la 
discontinuité, nommée déplacement, et la continuité. Goutsos (id. : 507-508) note que, la 
continuité étant le défaut qui n’a pas nécessairement à être explicitement signalé, c’est la 
stratégie de déplacement qui joue le rôle central dans la création des séquences. Cette 
stratégie a pour fonction d’indiquer la discontinuité ou, plus précisément, la transition 
d’une zone de continuation à une autre. Les techniques linguistiques pour réaliser cette 
stratégie sont la fermeture, l’encadrement et l’introduction dont seule l’introduction est 
obligatoire. Ces techniques fonctionnent également comme signaux linguistiques des zones 
de continuation et de transition. 
4.1.2 TECHNIQUES DE DEPLACEMENT ET DE CONTINUATION 
Dans cette section, nous examinerons les différentes techniques linguistiques qui servent 
les stratégies de déplacement et de continuité. Ces techniques étant indiquées par des 
marqueurs linguistiques à la surface du texte, leur examen illustre bien la façon dont les 
séquences sont formées et signalées dans la pratique. Nous commencerons par les 
techniques servant la stratégie de déplacement pour aborder ensuite la technique de 
continuation.  
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4.1.2.1 Techniques de déplacement 
Le modèle de Goutsos (1996) comprend trois techniques de déplacement : l’introduction, 
l’encadrement et la fermeture (cf. la Figure 1). L’encadrement signale simultanément la 
fermeture d’une zone de continuation et l’ouverture d’une zone de transition. Il indique 
donc qu’une séquence se termine et qu’une autre s’ouvre bientôt. 
 
Selon Goutsos (id. : 508-512), un changement de paragraphe constitue un signal fort et 
fréquent de l’encadrement. Nous relevons, en outre, d’autres signaux comme les 
expressions métadiscursives du type «Now I am opening a new domain » à la fin d’un 
paragraphe, les connecteurs now et then et les reprises formées, par exemple, d’un 
démonstratif et d’un nom, telles que ces aspects. Pour notre travail, la prédiction est, enfin, 
un signe d’encadrement important. Elle correspond aux amorces dans les séries linéaires, 
illustrée par three dans l’Exemple 11, ci-dessous, emprunté à Goutsos (id. : 511). Goutsos 
(ibid.) note que la prédiction indique l’ouverture d’une zone de transition qui couvre la 
phrase dont la prédiction fait partie.  
Exemple 11 Les en gras sont de nous. 
For railway fans, privatisation should, in principle, offer three advantages. 
First, it should encourage […] 
Second, private operators […]. Third, […].  
 
Les amorces sont optionnelles dans les séries linéaires ; si elles sont absentes, le début de 
la série est introduit par le marqueur énumératif first. De même, les encadrements sont 
optionnels dans le modèle de Goutsos (1996). En leur absence, la technique d’encadrement 
n’est simplement pas utilisée. En ce cas, le début de la séquence est signalé par la 
technique d’introduction et par le connecteur first qui indique, sur le niveau textuel, 
l’ouverture d’une nouvelle zone de continuation. Goutsos (1996 : 511) précise également 
que le premier connecteur fonctionne comme indice pour les deux autres connecteurs, 
introduisant les autres items de la série. 
 
Outre les marqueurs indiquant le premier item d’une série linéaire, Goutsos (1996 : 512-
513) note comme indices possibles de la technique d’introduction et du début d’une 
nouvelle zone de continuation les structures présentationnelles, telles que les propositions 
avec un sujet indéfini (Un chien… ou Un exemple typique…). De plus, dans les chaînes de 
référence, l’introduction d’une nouvelle zone de continuation peut être signalée par la 
répétition d’un nom au lieu d’un pronom : Saddam… He… He… Allowing Saddam… 
 
L’introduction diffère des autres techniques de déplacement en ce qu’elle est obligatoire. 
Une nouvelle zone de continuation ne peut pas être établie sans elle. La fermeture d’une 
zone de continuation (précédente), en revanche, est possible soit par l’encadrement, soit 
automatiquement, sans zone de transition. Or, Goutsos (id. : 512) note qu’il est très rare 
qu’une introduction ne soit pas précédée par l’encadrement, ce qui paraît logique étant 
donnée la diversité du marquage de l’encadrement dans le texte. Les changements de 
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paragraphe, par exemple, sont dans la plupart des textes très fréquents et signalent aussi, 
comme nous l’avons dit, des zones de transition. 
 
La fermeture est la dernière technique pour réaliser la stratégie textuelle de déplacement. 
De même que l’encadrement, elle assure l’ouverture d’une zone de transition et fonctionne 
ainsi, comme son nom l’indique, comme un signe de fermeture. Pourtant, contrairement à 
l’encadrement, la fermeture est incapable de fermer seule la zone de continuation ; elle ne 
peut que l’anticiper. La zone de continuation, ouverte plus tôt, et la zone de transition, 
ouverte par la fermeture, restent par conséquent ouvertes simultanément jusqu’à ce que 
l’encadrement ferme la zone de continuation ou l’introduction ouvre une nouvelle zone de 
continuation et la zone de continuation précédente se ferme automatiquement. Comme 
l’encadrement, la fermeture peut aussi être signalée par le changement de paragraphe, les 
reprises nominales et les marqueurs discursifs, tels que therefore et and. L’Exemple 12 ci-
dessous illustre le fonctionnement de la conjonction and comme marqueur de fermeture. 
Cet exemple se compose de trois phrases, dont les deux premières étiquetées 6.7 font partie 
d’une zone de continuation déjà ouverte et la seconde, la phrase 7.1, en ouvre une 
nouvelle.  
Exemple 12 Les italiques sont de Goutsos.  
(6.7)  We do not yet have such theory, and we may still be a long way from having one, 
but we do already know many of the properties that it must have.  
(6.7)  And we shall see, in later chapters, that we already know a fair amount about the 
predictions a quantum theory of gravity must make.  
(7.1)  Now, if you believe that the universe is arbitrary… 
(Goutsos 1996 : 514-515) 
 
Goutsos (id. : 514-515) note que, dans cet extrait, and revêt une triple fonction. La 
première est effectivement la fermeture, c'est-à-dire l’ouverture d’une zone de transition ; 
on sait que and marque le dernier élément d’une succession. Ensuite, l’encadrement, soit la 
fermeture de la zone de continuation dont les deux phrases 6.7 font partie, est également 
ainsi anticipé. Cette fonction d’encadrement est logique car la zone de continuation ne peut 
pas se poursuivre après la fin du dernier élément de la liste. Enfin, la troisième fonction de 
and décrit par Goutsos (id. : 514-515) est l’indication de la continuation : en marquant 
l’addition de la première phrase 6.7 à la seconde, elle indique également son inclusion dans 
la zone de continuation déjà active. 
 
En définitive, comme le fonctionnement de and dans l’Exemple 12 ci-dessus le montre, un 
marqueur peut signaler plusieurs techniques. Aussi Goutsos (id. : 512) note que ces indices 
sont polyfonctionnels. Cette relation complexe entre les techniques et leurs indices 
linguistiques est également motivée par leur redondance partielle. La fermeture et 
l’encadrement, notamment, peuvent tous deux ouvrir une zone de transition et être signalés 
par un changement de paragraphe.  
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4.1.2.2 Technique de continuation 
Contrairement à la stratégie de déplacement qui correspond à trois techniques, la stratégie 
de continuité est servie par une seule, la technique de continuation. Cette technique diffère 
des techniques de déplacement sous certains aspects importants, décrivant également son 
fonctionnement de manière satisfaisante. 
 
Tout d’abord, comme nous l’indiquions, le fait de ne pas toujours être explicitement 
signalé est caractéristique de la technique de continuation. En lisant le texte, le lecteur 
présume que les phrases sont liées aux phrases précédentes et les interprète en tant que 
partie de la zone de continuation active, en l’absence d’indices contraires exprimant la 
transition. De plus, la technique de continuation est également obligatoire. Comme le 
rappelle Goutsos (1996 : 515), il est improbable que deux introductions se suivent dans le 
texte sans zone de continuité entre elles. Goutsos (ibid.) poursuit enfin que la continuation 
ne saurait fonctionner seule : pour qu’elle puisse être appliquée et ajouter un nouvel 
élément à la zone de continuation, celle-ci doit déjà être ouverte par l’introduction. 
 
Nous avons déjà mentionné que la technique de continuation peut être signalée par la 
conjonction and, indiquant qu’un élément textuel, tel qu’une phrase, doit être lié à 
l’élément précédent. Goutsos (id. : 516-517) liste  également d’autres types d’indices de 
continuation, notamment les connecteurs additifs comme again et too et les pronoms 
personnels tels que il. Ces pronoms sont surtout utilisés dans les chaînes de référence Un 
chien… Il… Il… (cf. ci-dessus), par exemple. Se référant à l’élément antérieur dans le 
texte, ces expressions anaphoriques attachent l’élément dont elles font partie au précédent 
et créent ainsi un élément homogène, plus vaste, formant une zone de continuation. Ce 
genre d’homogénéité à l’intérieur d’un élément peut être créée également par une 
continuité temporelle, établie par l’usage répétitif des verbes au même temps verbal : Un 
chien dormait… Il rêvait… 
 
En définitive, de prime abord, les indices linguistiques de la technique de continuation 
diffèrent de ceux indiquant le déplacement. Bien que les connecteurs soient aussi utilisés 
pour indiquer le déplacement, il ne s’agit pas du même type de marqueurs. Goutsos (id.: 
516-517) constate une différence fondamentale entre ces deux groupes de marqueurs : tous 
les indices de continuation fonctionnent à un niveau plutôt local du texte, entre les 
éléments adjacents. Ainsi, le pronom il se réfère à un élément précédent dans le texte. 
Pareillement, l’ellipse fonctionne à ce niveau local. Les indices servant le déplacement, en 
revanche, peuvent relier ou couvrir des segments plus vastes. C’est le cas des reprises 
nominales du type ces chiens… qui, au lieu de se référer seulement à la phrase précédente, 
peuvent aussi reprendre des passages plus longs. Goutsos (ibid.) poursuit en indiquant que 
ce type de cohésion, établie entre les éléments plus distants, peut être le signe d’une zone 
de transition. Suivant cette logique, des marqueurs différents seraient donc utilisés pour 
signaler la cohésion locale et globale. 
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4.1.3 CORRESPONDANCES ET CONFLITS ENTRE LE MODELE DE GOUTSOS ET LES 
TRAVAUX SUR LA COHERENCE 
Grâce à sa perspective holistique de l’organisation textuelle qui ne se restreint ni à un seul 
niveau d’analyse, ni à un seul type de marqueurs, la théorie de la séquentialité de Goutsos 
(1996) fournit une méthode efficace et opérationnelle d’examen des séries linéaires. 
Pourtant, comparée aux études reposant sur la cohérence, examinées dans la section 3.1, et 
à notre perspective des séries linéaires (cf. la suite), la théorie de Goutsos comporte 
quelques aspects qui méritent une remarque. 
 
Une première différence entre le modèle de Goutsos (1996) et les études sur l’organisation 
textuelle reposant sur la cohérence concerne le marquage explicite et le non marquage. 
Pour les travaux fondés sur la cohérence (cf. inter alia Mann et Thompson 1988 ; 
Charolles 1995, 1997, 2006), l’organisation textuelle ne repose pas sur les indices 
linguistiques. Un texte peut ainsi être effectivement cohérent et organisé sans marqueurs 
explicites. Les relations de cohérence dans la RST, notamment, peuvent se produire sans 
indices de surface. Dans le modèle de Goutsos (1996), en revanche, la segmentation du 
texte en séquences naît uniquement des indices linguistiques : « the identification of signal 
is both necessary and adequate for the establishment of sequential relations » 
(« l’identification du signal est à la fois nécessaire et adéquate pour l’établissement de 
relations séquentielles ») (Goutsos 1996 : 518).  
 
 Les roles opposés des indices linguistiques dans les deux approches s’expliquent toutefois 
par les différentes façons de comprendre le marquage explicite. Comme nous le disions, 
Goutsos analyse tout type de marqueurs, indices typographiques, thématiques et pronoms 
indéfinis inclus. Les travaux sur la cohérence et la cohésion, en revanche, sont bien plus 
restrictifs à l’égard de la notion de marquage explicite. En outre, ils abordent souvent un 
seul type de marqueur, tel que les connecteurs (Schneuwly et al. 1989 ;  Martin 1992), les 
expressions référentielles (Apothéloz 1995 ; Cornish 1999) ou la cohésion lexicale (Hoey 
1991 ; Tanskanen 2006). Cette différence de perspective explique le fond du conflit : ce 
qui, dans les travaux sur la cohérence et la cohésion, peut être considéré comme non 
marqué ne l’est pas nécessairement pour Goutsos (1996). Or, il est clair que les relations de 
cohérence sont possibles sans aucun indice de surface, même selon termes de Goutsos. 
L’existence de ces relations dans le texte17 ne peut pourtant pas être confirmée sans une 
analyse de corpus. Cette question est étudiée lors de l’examen des items « non marqués ». 
 
Un deuxième aspect nécessitant une discussion sur le modèle de Goutsos (1996) concerne 
le niveau d’analyse et, surtout, l’importance attribuée à l’aspect cognitif. Nous avons déjà 
souligné, en introduction de la section 2, que nous examinons les séries linéaires dans une 
perspective textuelle. Le modèle de Goutsos (1996), en revanche, adopte une perspective 
holistique composée des niveaux cognitif, linguistique et textuel. Pour éviter les 
                                                     
17 Des relations de cohérence sans aucun marqueur linguistique entre deux phrases sont faciles à 
créer. Leur fréquence dans la pratique, dans le texte, n’est pourtant pas évidente. 
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confrontations possibles, nous devons préciser que nous examinons les séries linéaires 
selon une perspective essentiellement textuelle. Sans ignorer le niveau cognitif du modèle 
de Goutsos, nous traitons avant tout les aspects linguistiques et textuels des séries linéaires. 
À nos yeux, les stratégies textuelles, qui correspondent au niveau cognitif de l’auteur, sont 
surtout un composant supplémentaire susceptible d’être pris en compte en tant que 
nécessaire mais sans constituer l’objet principal de notre étude. 
 
Enfin, le modèle de Goutsos (1996) comporte également des atouts et tient compte des 
aspects de l’organisation textuelle absents de la plupart des travaux relatifs à la cohérence 
et la cohésion. Outre la perspective holistique, déjà mentionnée à plusieurs reprises, la 
distinction claire entre les marqueurs globaux et locaux dans le texte correspond à un tel 
aspect facilitant l’analyse des séries linéaires dans le texte. Comme nous l’avons constaté 
dans la section précédente, Goutsos (1996 : 516-517) distingue les marqueurs locaux, 
signalant des relations entre des phrases adjacentes, et les indices globaux, capables de 
reprendre des éléments plus distants. L’un de nos objectifs dans cette thèse est l’examen de 
la façon dont la longueur du segment à organiser influence la façon dont la série linéaire 
est introduite. Cette distinction nous est particulièrement utile. Dans la plupart des travaux 
sur la cohérence et la cohésion, cette distinction est pourtant totalement absente ou vite 
dépassée : Adam et Revaz (1989 : 73), par exemple, se contentent de noter l’existence de 
cette distinction. Ensuite, un autre atout du modèle de Goutsos central pour la présente 
étude concerne sa neutralité envers le contenu propositionnel des éléments textuels 
organisés, d’une part, et le critère d’organisation appliqué, d’autre part. Comme nous le 
montrons dans la section suivante, cette caractéristique s’harmonise particulièrement bien 
avec le fonctionnement des séries linéaires.  
 
En définitive, les différences potentielles entre le modèle de Goutsos et les travaux sur la 
cohérence et la cohésion sont donc facilement explicables. Leur combinaison ne nous 
cause pas de problèmes. De plus, le modèle de Goutsos (1996) tient compte des aspects qui 
ne sont pas examinés en détail dans les autres travaux. Cependant, le modèle de Goutsos ne 
suffit pas à lui seul pour l’examen des séries linéaires. Le fonctionnement des types de 
marqueurs dans les techniques différentes, surtout, y reste flou18. Un état de fait, au moins 
partiellement, imputable à leur nature multifonctionnelle, comme le montre l’Exemple 12 
sur and. Toutefois, les travaux sur la cohérence et la cohésion offrent une vision plus 
détaillée des types de marqueurs et même des marqueurs individuels. Pour ces raisons, 
nous estimons que la combinaison des deux approches est la solution la plus avantageuse : 
elle fournit un cadre théorique couvrant et expliquant au mieux tous les phénomènes et 
caractéristiques liés aux séries linéaires. 
 
 
 
 
                                                     
18 Les travaux de Virtanen (1992, 2004) sur les adverbiaux placés à l’initiale de la phrase et capables 
d’ouvrir une zone de continuation constituent une exception à cette tendance.  
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4.2 ORGANISATION TEXTUELLE PAR DES SERIES LINEAIRES 
 
Dans cette section, nous nous efforcerons d’aborder l’organisation textuelle plus 
spécifiquement selon la perspective de la présente étude en la traitant à l’aide des séries 
linéaires. Nous commencerons par présenter des travaux antérieurs relatifs aux séries 
linéaires et aux structures similaires à celles-ci. Ces études incluent également quelques 
travaux traitant essentiellement des marqueurs présents dans les séries. Nous 
réfléchisserons ensuite sur la façon dont les séries linéaires devraient être déterminées afin 
que la définition comprenne toutes les structures possibles et non seulement les plus 
prototypiques. En ce faisant, nous discuterons également du rôle des indices de surface 
dans la définition des séries linéaires et en avancerons quelques atouts et problèmes. Pour 
finir, nous examinerons les composants additionnels de ces structures, les amorces et les 
clôtures, qui peuvent également être décisifs dans l’identification et le fonctionnement des 
séries linéaires. 
4.2.1 SERIES LINEAIRES ET LEURS MARQUEURS DANS DES TRAVAUX ANTERIEURS 
Des travaux sur les séries linéaires, les premiers français, surtout ceux de Turco et Coltier 
(1988) et d’Adam et Revaz (1989) traitent essentiellement les marqueurs individuels. Plus 
tard, les travaux de Jackiewicz (2004, 2005), Jackiewicz et Minel (2003), du projet 
Annodis (Ho Dac et al. 2009) et d’autres se fixent comme objet d’étude les combinaisons 
de ces marqueurs et le mode global de participation des séries linéaires à l’organisation du 
discours. Par surcroît, dès les années 1970, entre autres F. Danes (1974) examine des 
structures très similaires aux séries linéaires à partir de la progression thématique.  
 
L’article Des agents doubles de l’organisation textuelle, les marqueurs d’intégration 
linéaire de Turco et Coltier (1988) constitue un travail classique sur les marqueurs 
d’énumération en fondant beaucoup d’autres (dont le nôtre). L’article examine les 
marqueurs qui « accompagnent l’énumération sans fournir de précision autre que le fait 
que le segment discursif qu’ils introduisent est à intégrer de façon linéaire dans la série » 
(Turco et Coltier 1988 : 57) et observe les fonctions des ces marqueurs dans le texte. 
Ajoutant aux MIL des marqueurs comme d’abord, ensuite, aussi, enfin, d’une part – 
d’autre part, etc, les auteurs les définissent comme des termes polysémiques et 
polyfonctionnels qui « perdent leur vocation sémantique primitive pour désigner la 
succession des constituants discursifs » (Turco et Coltier 1988 : 58). Ainsi, les MIL 
peuvent être classés selon leur origine sémantique en marqueurs de numération 
(premièrement, deuxièmement,…)19, de lieu (d’une part – d’autre part,…) et de temps 
(dans un premier temps). De plus, dans les combinaisons de plusieurs marqueurs, les MIL 
reçoivent trois fonctions possibles : indiquer le début de la série (par exemple 
premièrement, primo), servir de relais (secundo, deuxièmement) et indiquer la clôture de la 
série (enfin, de l’autre). La longueur minimale d’une liste étant considérée comme deux 
                                                     
19 Pour les marqueurs en –ment, voir aussi Guimier (1996).  
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éléments, les marqueurs de relais peuvent également introduire le dernier élément. Dans ce 
cas, c’est le contexte qui permet d’identifier la fin de la série. 
 
En cas d’exemple des MIL, Turco et Coltier (1988 : 62 et passim) analysent plus en détail 
le fonctionnement du couple de marqueurs d’une part – d’autre part. Constatant que la 
longueur des séries dont le premier élément est introduit par d’une part ou d’un côté n’est 
pas limitée à deux items, ils examinent les façons dont ces marqueurs peuvent entrer en 
combinaison avec d’autres MIL et des connecteurs. Entre autres, sont analysées les 
combinaisons du type si d’une part – si d’autre part, d’une part – mais d’autre part et 
d’une part – d’autre part enfin. Les séries non homogènes, qui ne consistent pas en deux 
éléments ou dans lesquelles les deux marqueurs du couple ne sont pas tous deux utilisés, 
présentent un aspect intéressant de l’analyse. Comme introducteurs possibles du troisième 
élément, les auteurs indiquent la répétition de d’autre part et l’usage d’un marqueur de 
relais, tel que en troisième lieu. Le couple d’une part – et surtout est fourni comme 
exemple d’une série acceptable dans laquelle les deux marqueurs du couple ne sont pas 
tous deux utilisés.  
 
Enfin, Turco et Coltier (1988) réfléchissent également sur les fonctions de ces marqueurs 
dans le texte. Comme pour d’autres travaux sur ce même sujet (cf. infra), ils (id. : 63-73) 
classent les fonctions d’empaquetage et de guidage (balisage) id.comme des fonctions 
fondamentales des MIL : cruciaux surtout pour le récepteur, ces marqueurs le guident dans 
l’interprétation et l’aident dans le traitement d’informations du texte, imposées au format 
linéaire du texte. Pourtant, leur emploi présente également un risque : selon les auteurs, 
(id. : 73), une erreur dans leur manipulation peut attaquer la crédibilité du scripteur.  
 
Un deuxième article sur les MIL paru dans les anntées 1980 est publié par Adam et 
Revaz (1989). Cet article traite principalement des marqueurs d’énumération et de 
reformulation dans le texte descriptif. Constatant qu’une énumération pure n’inclut pas 
d’ordre entre les éléments, il s’agit, selon les auteurs (id. : 66), de « développer 
linéairement un ensemble de propositions dont l’organisation n’est à l’origine ni causale ni 
chronologique ». Ce sont les organisateurs textuels, ou les MIL, qui ordonnent une 
énumération et assistent le lecteur dans l’interprétation du texte. Pourtant, les auteurs (id. : 
71) notent également que tous les items d’une énumération ne sont pas nécessairement 
introduits par un marqueur alors que le dernier l’est le plus souvent. Cette observation est 
intéressante, surtout pour notre travail.  
 
De même que Turco et Coltier (1988), Adam et Revaz (1989) indiquent aussi que les 
marqueurs peuvent avoir leur origine dans des principes d’organisation différents, en 
particulier les systèmes temporel ou spatial. Ils incluent même dans leur analyse des 
organisateurs spatiaux tels que au nord, au sud et temporels tels que la veille, le 
lendemain. De plus, les auteurs étendent la liste initiale des organisateurs possibles pour 
inclure également des organisateurs additifs (aussi, encore, sans oublier). La liste des 
autres MIL s’agrandit également en incluant, outre les marqueurs déjà notés par Turco & 
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Coltier (1988), des constructions telles que deuxième exemple, un autre, le second et après. 
Bien que ces extensions permettent une analyse plus globale des indices de structuration du 
texte, elles comportent également le risque de la compliquer du fait des fonctions variées 
que ces constructions peuvent adopter en syntaxe et dans le texte. Le marqueur le premier, 
par exemple, peut servir de sujet de la phrase. Comme organisateur textuel, il n’est ainsi 
pas nécessairement équivalent à l’adverbial premièrement.  
 
Les marqueurs linguistiques d’énumération sont également au centre du travail de 
Jackiewicz (2004, 2005) et Jackiewicz et Minel (2003) sur les séries linéaires, c'est-à-dire 
des structures composées d’items au moins partiellement introduites par des MIL. Ayant 
comme objectif final l’application des résultats en repérage automatique des séries 
linéaires dans le cadre de l’extraction d’information, ces articles décrivent comment les 
séries sont construites et introduites dans le texte. Le travail est effectué dans le cadre de 
l’hypothèse d’encadrement du discours de Charolles (1997) à partir d’observations dans un 
corpus d’articles du Monde diplomatique et de Frantext.  
 
L’objectif computationnel de ces travaux est clairement perceptible dans la visée 
modélisatrice ; les séries linéaires sont examinées via la création des paradigmes 
d’introducteurs d’items et des types de séries afin d’établir une description complète des 
séries linéaires et de leurs marqueurs possibles. Pour les introducteurs du deuxième item de 
la série, par exemple, Jackiewicz constate (2005 : 102) avoir calculé 49 possibilités 
différentes. 
 
Dans notre cas, les résultats les plus importants du travail de Jackiewicz (2005) et 
Jackiewicz et Minel (2003) concernent le marquage des séries linéaires. Le marquage 
incomplet des items et les séries hétérogènes avec des types de marqueurs différents sont, 
dans ces articles, considérés comme des caractéristiques des séries linéaires : Jackiewicz 
(2005 : 109) conclut « qu’il n’était pas possible d’exhiber un seul type de marque comme 
indice déclencheur pour l’identification des séries », bien que, le plus souvent, les items 
soient introduits par des MIL. De plus, Jackiewicz (id. : 98) note que le marquage des 
items se fait plus manifeste avec l’allongement de la série : plus elle est longue, plus le 
marquage est explicite et régulier.  
 
La modélisation des séries linéaires a conduit Jackiewicz (2005 : 104-107) à mener une 
réflexion sur leur nature cognitive . Cette réflexion illustre bien sa conception de ces 
structures et décrit d’une façon plus abstraite le processus de sériation. Suivant Grize 
(1974), Jackiewicz (id. : 104) indique trois propriétés de base des items d’une série. Tout 
d’abord, le fait d’être disjoint indique surtout une certaine discontinuité dans le discours 
établie par la série. Les segments sont introduits par des marques discursives qui servent à 
« séparer les éléments du discours les uns par rapport aux autres » et « du contexte plus 
large » (id. : 105). Le marquage est nécessaire surtout lorsque le découpage ne va pas de 
soi.  
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La deuxième propriété définie par Jackiewicz (2005 : 104-106) concerne l’équivalence 
entre les items d’une série : les items sont considérés comme « étant de même nature ou de 
même importance » (id. : 105). Le trait commun, soit le principe d’énumération (PE), peut 
être indiqué par une amorce (cf. section 4.2.4), sans que ce soit une obligation. Enfin, la 
dernière propriété discutée par Jackiewicz (2005 : 107) insiste sur l’ordre entre les items de 
la série. Contrairement à ce qu’énoncent Adam et Revaz (1989), Jackiewicz (2005 : 107) 
constate que « étant donné que tous les éléments d’une série sont équivalents, la seule 
façon de les distinguer est de les ordonner ». Poursuivant, elle ajoute (ibid.) que le rang 
exact de l’item est surtout précisé dans les séries longues, comptant quatre items ou plus. 
 
Un autre travail notable sur le marquage des séries linéaires est celui de Hempel et 
Degand (2008) qui se base sur les études de Jackiewicz et Minel (2003) et de Jackiewicz 
(2005), et a comme objet de décrire l’usage pratique des séries linéaires dans le texte. 
Quoique l’article traite l’anglais, il nous est très central grâce à son analyse relativement 
détaillée de la façon dont le marquage des séries est effectué dans la pratique, et grâce à ses 
résultats quantitatifs que nous pouvons comparer aux nôtres. De plus, un des genres 
discursifs analysés dans l’article est le discours de recherche.  
 
Le point de départ de l’analyse de Hempel et Degand (2008) est les séries prototypiques, 
définies à partir d’un examen des modèles théoriques et des occurrences pratiques des 
séries linéaires. Ainsi, selon les auteurs (id. : 681-682), les séries prototypiques devraient : 
 
 être précédées d’une phrase introductrice avec un classificateur et un quantificateur, 
du type He gives three main reasons for his doubts (cf. section 4.2.4) 
 être explicitement signalées par des marqueurs de sériation (notamment les 
correspondants anglais des MIL) 
 être homogènes, c'est-à-dire se composer d’items signalés par le même type de 
marqueurs  
 
Les auteurs (id. : 686) précisent que la distinction des types de marqueurs se base sur leur 
origine sémantique et concerne les marqueurs temporels (at first, then, finally), les 
marqueurs spatiaux (on one hand, on the other) et les marqueurs numériques (firstly, 
secondly).  
 
Les résultats de Hempel et Degand (id. : 688-689, 691) attestent la longueur supérieure des 
séries numériques, qui souvent couvrent plusieurs phrases tandis que les deux autres 
groupes de structure ne fonctionnent qu’à un niveau intraphrastique. Majoritairement, 
toutes les séries se composent de deux items. De surcroît, l’analyse présentée souligne la 
nature non prototypique des séries repérées. Seules les structures signalées par des 
marqueurs numériques sont souvent précédées d’une phrase introductrice. De plus, seules 
les séries spatiales se composent majoritairement d’items explicitement signalés. Dans les 
séries numériques et temporelles, en ravanche, ce ne sont que les derniers items qui sont le 
plus souvent introduits par un marqueur. Ainsi, les auteurs (id. : 691) concluent que l’usage 
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des séries linéaires ne semble pas correspondres à leurs descriptions dans des manuels 
didactiques ou dans des modèles théoriques.  
 
Les travaux de Jackiewicz (2004, 2005), de Jackiewicz et Minel (2003) et de Hempel et 
Degand (2008), fournissent donc une description générale des séries linéaires et de leur 
marquage. Une autre étude sur leur marquage linguistique, celle de Porhiel (2007), 
examine un cas particulier des séries, celui des séries à deux temps. Ces séries sont 
composées de deux séries enchaînées dont la deuxième dépend de la première et est 
typiquement introduite par des marqueurs thématiques : D’abord A… Ensuite B… Enfin 
C… En ce qui concerne A… Quant à B… Pour C… Dans ce type de série, le premier temps 
constitue une zone de référence à laquelle le deuxième temps se réfère. Ainsi, tandis que le 
premier temps pourrait être indépendant et présente de l’information nouvelle, le deuxième 
temps est non autonome et ses items sont déjà présentés dans le premier temps. Notre 
analyse tient également compte de ces séries (cf. 6.1).  
 
Les études sur les séries linéaires et leurs marqueurs, que nous venons de présenter, traitent 
essentiellement du marquage linguistique des items. Or, le marquage des séries linéaires, 
ou des structures énumératives, est également possible par des moyens visuels et 
typographiques, tels que les puces, numéros et tirets. Une approche qui tient compte de 
l’ensemble des moyens linguistiques et typographiques servant de marqueurs 
d’énumération est présenté par le MAT (Modèle d’architecture textuelle) (Virbel 1989, 
Pascual 1991, Luc 2001, Luc et Virbel 2001 et Luc et al. 2002, voir aussi Bouraoui et 
Vigouroux 2003). Ce modèle part de l’hypothèse qu’il existe une relation d'équivalence 
entre des formulations comportant des propriétés visuelles particulières et des formulations 
entièrement discursives (De même, suivant Greenbaum (1969) et Guimier (1996 : 126), 
Schnedercker (2001 : 261) note que les adverbes ordinaux tels que premièrement  « se 
laissent facilement remplacer [...] par des signes de ponctuation comme les tirest, et aussi 
Péry-Woodley (2000 : 142) constate qu’il est impossible de traiter séparément les 
marqueurs discursifs et visuels, qu’ils sont « fonctionnellement équivalents »20. Ainsi, 
Péry-Woodley liste (id. : 141-142) comme traits possibles d’énumération 1) les indices 
dispositionnels, soit les espaces horizontaux et verticaux entre les items, 2) les indices 
ponctuationnels (souvent les deux-points), 3) les indices lexico-syntaxiques, notamment le 
parallélisme syntaxique entre les items et 4) les indices lexicaux ou typographiques, tels 
que la numérotation des items ou l’usage des MIL comme marqueurs (voir aussi le travail 
de Suomela-Salmi 1993). Outre les items des structures énumératives, les marquages 
ponctuationnel et dispositionnel concernent également l’amorce de la série : les deux-
points en fin d’amorce et le retour à la ligne et le blanc vertical entre l’amorce et le premier 
item peuvent selon Péry-Woodley (2000 : 141) constituer des indices d’amorce 
significatifs. Cette perspective des moyens de « marquage » des séries linéaires permet 
inévitablement une étude plus englobante des formes possibles de l’ensemble des 
structures énumératives. 
                                                     
20 Aussi le travail de Honeste et Froissart (2003) qui se concentre sur les listes composées d’items 
courts inférieurs à la phrase prend en compte les marqueurs typographiques  
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Les études sur les structures énumératives dans le cadre du MAT se focalisent surtout sur 
le parallélisme (ou non) fonctionnel et syntaxique des items. En classifiant les structures 
énumératives différentes, Luc (2001) définit trois catégories qui, chacune, représentent une 
caractéristique distinctive des énumérations parallèles et non parallèles. Grâce à son 
analyse détaillée et à ses critères de classification bien définis, ce travail nous est 
particulièrement utile dans l’examen des séries linéaires atypiques. Tout d’abord, la 
première catégorie définie par Luc (2001) concerne l’indépendance et l’équivalence entre 
les items et inclut trois types d’énumérations : les énumérations paradigmatiques, dont 
tous les items sont fonctionnellement équivalents, les énumérations syntagmatiques, dont 
tous ne le sont pas et les énumérations hybrides, incluant des items des deux types 
d’énumération. 
 
Selon Luc (2001), l’équivalence entre les items peut être syntaxique mais aussi rhétorique, 
signifiant que les items sont « sémantico pragmatiquement » similaires. Ce dernier cas 
évoque la remarque de Jackiewicz sur « la même importance » des items. Dans l’Exemple 
13 ci-dessous, emprunté à Luc (2001 : 3), les items entretiennent une relation syntaxique, 
le premier item fonctionnant comme sujet et le deuxième comme complément de la phrase. 
L’énumération est donc syntagmatique parce que les fonctions des items diffèrent. Le 
second item, surtout, ne pourrait pas fonctionner de façon autonome sans le premier.  
Exemple 13 
Le Lindy Hop est : 
- une danse swing, 
- dont la naissance remonte aux années 20. 
 
La deuxième catégorie définie par Luc (2001) distingue les énumérations fonctionnant à un 
même niveau structural du texte de celles incluant des items à différents niveaux, 
correspondant en l’espèce à la longueur des items. Dans les énumérations hétérogènes, 
l’un des items peut être, par exemple, intraparagraphique tandis que les autres couvrent 
chacun un paragraphe et fonctionnent ainsi à un niveau différent du premier. Dans les 
énumérations homogènes, en revanche, les items fonctionnent tous au même niveau 
hiérarchique du texte et, de la sorte, sont approximativement de la même longueur. Enfin, 
la dernière catégorie de Luc (2001) distingue les séries isolées et les séries liées dont 
l’amorce ou la clôture incluent déjà une autre série plus courte. Ainsi, les énumérations à 
deux temps définies par Porhiel (2007), que nous venons de présenter, seraient selon cette 
classification.liées  
 
A l’aide de ces trois catégories, Luc (2001) définit les énumérations parallèles comme 
paradigmatiques, soit composées d’items équivalents, homogènes, donc de même 
longueur, et isolées, la structure n’incluant pas d’autres énumérations. Les énumérations 
non parallèles, en revanche, possèdent au moins l’une des caractéristiques suivantes, qui 
sont associées au non parallélisme et rendent, chacune, les structures non parallèles : les 
énumérations syntagmatiques ou hybrides sont, au moins partiellement, constituées d’items 
 
73 
 
déséquilibrés, les énumérations hétérogènes incluent des items des longueurs différentes et 
les énumérations liées sont composées d’énumérations inférieures.  
 
Pour la fréquence des types d’énumération présentés par Luc (2001), Péry-Woodley 
conclut (2000 : 140) que, selon une étude relativement modeste portant sur 50 
énumérations issues de textes variés, les énumérations paradigmatiques s’élèvent à 33, les 
syntagmatiques à 9 et les énumérations hybrides à 8 occurrences. Ainsi, de même qu’avec 
les marqueurs linguistiques, l’hétérogénéité et le non parallélisme des items semble 
fréquent dans les séries linéaires, même en tenant compte du marquage visuel dans 
l’analyse. 
 
Enfin, nous présentons dans ce chapitre un dernier groupe de travaux sur les séries 
linéaires, le projet multidisciplinaire Annodis21, issu de la collaboration des équipes 
CLLE-ERSS (Université de Toulouse-le-Mirail), Greyc (Université de Caen) et de l’IRIT 
(Université Paul Sabatier). Le but du projet est de construire un corpus de référence annoté 
pour l'étude de l'organisation du discours en français. Les textes du corpus, notamment des 
articles de recherche, sont expositifs. Le projet comporte deux niveaux d’analyse. Le 
niveau micro part de l’analyse des unités minimales du discours pour construire des 
structures plus complexes via les relations de discours. Le cadre théorique de cette 
perspective repose sur la SDRT, la théorie des représentations discursives segmentées 
(Asher 1993, Asher & Lascarides 2003). Le niveau macro, en revanche, traite le 
développement d’un modèle pour l’annotation de la séquentialité du discours (Goutsos 
1996) et des structures discursives de haut niveau. Dans la pratique, ces structures 
correspondent à des séries linéaires de types différents.  
 
Dans l’article sur l’annotation du niveau macro du projet Annodis, Ho Dac et al. (2009 : 
900) relèvent que les structures énumératives sont choisies pour représenter l’organisation 
séquentielle du discours. Les auteurs (id. : 895) indiquent également que, selon le modèle 
de Goutsos (1996), le modèle d’annotation construit correspond à des zones de 
continuation et de transition, facilitant l’étude des techniques linguistiques pour indiquer 
les stratégies de continuité et de discontinuité. De plus, ils (id. : 897) comprennent les 
structures énumératives comme une stratégie textuelle de base. Utilisée pour adapter le 
discours au format linéaire du texte, elles l’organisent hiérarchiquement en éléments 
énumérés, correspondant notamment aux propriétés, arguments, sous-topiques, etc.  
 
De même que le MAT présenté ci-dessus, Annodis prend également en compte les deux 
types de marqueurs visuels et lexicaux (Ho Dac & al.id. : 897). Toutefois, contrairement à 
notre conception et à celle présentée dans Jackiewicz (2005), le projet Annodis n’insiste 
pas sur l’ordre entre les items de la série. Ainsi, comme Adam et Revaz (1989), Ho Dac et 
al. (2009 : 900) comptent comme marqueurs d’énumération des indices temporels et 
spatiaux autres que les MIL. Ces expressions sont surtout des cadratives (Charolles 1997, 
cf. 3.4.4), telles que En France… ou Depuis septembre 2004… Elles indexent plusieurs 
                                                     
21 http://w3.erss.univ-tlse2.fr:8080/index.jsp?perso=annodis&subURL= , Ho Dac et al. (2009). 
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segments, s’enchaînent et, par conséquent, forment une série linéaire. Les structures 
énumératives analysées dans l’Annodis sont donc extrêmement variées. 
 
En définitive, outre les travaux sur les marqueurs individuels et l’organisation du texte par 
des énumérations, aussi ceux sur l’organisation thématique du texte étudient les structures 
très similaires aux séries linéaires. Le modèle de la progression thématique présenté par 
Danes (1974), surtout, est très proche de nos séries linéaires, bien qu’il ne tienne pas 
compte des marqueurs linguistiques utilisés pour signaler les items, ni de l’ordre entre 
ceux-ci.  
 
Sur un plan général, le travail de Danes (1974) examine la connexité du texte à travers de 
la progression thématique. Danes (1974) présente trois modèles de la progression 
thématique dans lesquels le thème, soit l’information déjà connue, et le rhème, soit la 
nouvelle information, sont organisés différemment22. Le premier modèle, la progression à 
thème linéaire, est le type de progression thématique le plus simple ; dans celui-ci, le 
rhème de la première phrase devient le thème de la phrase suivante, dont le rhème devient 
le thème de la troisième phrase (id. : 118). Dans l’Exemple 14 emprunté à Danes (ibid.), le 
rhème Sir Alexander Fleming de la première phrase est le thème de la seconde phrase, He.  
Exemple 14 Nous ajoutons les numéros 1 et 2. 
(1 ) The first of antibiotics was discovered by Sir Alexander Fleming in 1928. (2) He 
was busy at the time investigating a certain species of germ […] 
 
Le deuxième modèle de la progression thématique présenté par Danes (id. : 118-119) est 
celui à thème constant. En l’espèce, le même thème apparaît dans une série de phrases. Ce 
modèle peut, notamment, se réaliser dans les chaînes de référence déjà présentées en 
discutant des expressions anaphoriques : Le chien… Il… Il… Les séries linéaires peuvent 
aussi s’organiser de la sorte : D’abord, le chien…. Ensuite, il… Enfin, il… 
 
Enfin, le troisième type de la progression thématique de Danes correspond le plus 
typiquement aux séries linéaires. Ce modèle de thème dérivé (id. : 119-120) se compose 
d’un hyperthème dont les sous thèmes sont discutés dans les parties inférieures. Ce modèle 
est illustré ci-dessous dans la Figure 2. 
 
 
 
 
 
 
 
 
                                                     
22 Pour la définition du thème et du rhème, voir Danes (1974 : 112-113 et in passim). Le même 
modèle est également présenté dans Combettes (1983 : 90-101). De plus, le « General Particular 
Pattern » de Hoey (1983 : 135-167) est  similaire.  
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Figure 2 Modèle de thème dérivé (Danes 1974 : 119). 
 
Dans le modèle de théme dérivé, l’hyperthème peut être explicitement annoncé, sans que 
ce soit une obligation. Dans l’Exemple 15 ci-dessous, extrait de notre corpus, il n’est pas 
exprimé par une amorce. La série discute des chercheurs et des travaux sur l’idée 
absolutiste aux XVème et XVIème siècles, les items les énumérant chacun dans un ordre 
temporel. Ainsi, chaque item présente un sous thème de l’hyperthème implicite. Selon nos 
critères d’annotation (cf. section 5.2.2), seul le dernier item est explicitement signalé par 
un marqueur d’addition, ou d’ordre, dans ce cas par le MIL enfin.  
Exemple 15 
1  Dans sa thèse sur L’évolution et l’influence de l’idée absolutiste en France, de 1498 à 1559 
(1955), Jacques Poujol, spécialiste de Jean Ferrault et de Claude de Seyssel (1450-
1520), retient également le nom de Jean Montaigne, en qui il reconnaît un des 
interprètes de ce qu’il nomme « la monarchie style Louis XII ». Mêlant dans son 
commentaire les additions de Nicolas Bohier au texte original, comme tous les auteurs 
à sa suite, il juge que la thèse de la supériorité du roi assisté du Grand Conseil sur les 
parlements était utilisée pour affirmer le pouvoir absolu du roi. 
2  En 1975, un historien italien, Enzo Sciacca, reprend la première partie de la 
problématique développée par J. Poujol. Leurs conclusions, issues des réflexions 
précédentes, se rejoignent sur un certain nombre de points. Pour E. Sciacca, l’attitude 
absolutiste se partage en deux courants ; […] 
3  L’historien américain Julian H. Franklin, fin connaisseur de l’œuvre de Jean Bodin 
(1530-1596), insiste au contraire sur la « persistance [au XVIe siècle] du 
constitutionnalisme médiéval ». La monarchie des débuts de la Renaissance présente, 
selon lui, un double aspect : […] 
4  Jacques Krynen enfin a mis davantage encore l’accent sur l’intérêt du Tractatus 
celebris pour la compréhension de l’idéologie parlementaire, à propos de la querelle du 
Parlement-Sénat. Nous partageons avec lui l’idée selon laquelle l’ouvrage prend place 
au cœur d’un des plus brûlants débats entre Moyen Âge et Renaissance. […] 
                                                                                                                               Arabeyre 
[ T ]  
T1        R1 
T2       R2 
T3       R3 
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4.2.2 POUR UNE DEFINITION DES SERIE LINEAIRES : QUELLES FONCTIONS ET 
CARACTERISTIQUES PRENDRE EN  COMPTE ? 
Dans la section précédente, nous avons observé des travaux antérieurs sur les séries 
linéaires et leurs marqueurs. Comme nous l’avons montré, les séries et leurs fonctions dans 
le texte et le discours peuvent être appréhendées de maintes façons. À la suite, nous 
réfléchissons sur ces idées et travaux présentés afin de créer une définition des séries 
linéaires et de leur fonction qui corresponde aux besoins de notre étude. Cette définition 
doit également inclure une décision sur l’exigence de l’ordre entre les items de la série.  
 
Un aspect souvent présent dans les travaux sur les séries linéaires est leur côté cognitif : de 
même que la segmentation du discours en général (Goutsos 1996 : 504 ; Ho Dac 2007 : 
65), les séries linéaires sont considérées comme nécessaires pour répondre au problème 
soulevé par le contraste entre les représentations mentales de l’émetteur, d’une part, et le 
format obligatoirement linéaire du texte reçu par le lecteur, d’autre part. Ho Dac et al. 
(2009 : 897), par exemple, notent que « enumerative structures correspond to a textual 
strategy used to adapt discourse to the linear format of text » (« les structures énumératives 
correspondent à une stratégie textuelle utilisée pour adapter le discours au format linéaire 
du texte »). De même, Turco et Coltier (1988 : 71) indiquent que les MIL permettent au 
lecteur de prendre en compte les contraintes issues de cette linéarité forcée du texte tout en 
fournissant des instructions d’interprétation des informations qui, contrairement au texte, 
ne sont pas de nature linéaire.  
 
L’une des fonctions des MIL serait donc de guider le lecteur dans l’interprétation du texte, 
forcé au format linéaire. Ce rôle de guidage est remarqué également par Schnedecker 
(2001 : 279, 281) qui, allant plus loin, note également que l’usage de ces marqueurs 
« requiert de la part du rédacteur une capacité de planification textuelle relativement 
élaborée » et permet au lecteur de schématiser la structure globale du texte. Cette fonction 
de guidage n’est pourtant pas nécessairement différente de celle de tous les indices de 
cohésion (cf. 3.3) et ne définit pas la façon spécifique dont ces marqueurs se distinguent 
des autres indices de cohésion. Comment les MIL guident-ils le lecteur ? Quel est le type 
d’organisation signalé par les séries linéaires ?  
 
Adam & Revaz (1989 : 66) proposent une réponse aux questions sur les fonctions des 
séries linéaires. Ils constatent que l’énumération indique une organisation linéaire de 
propositions qui n’est ni causale ni chronologique. L’énumération serait donc un mode 
d’organisation de base, dominant en l’absence d’indication d’autres modes. De plus, divers 
travaux soulignent l’équivalence entre les items des séries linéaires. Déjà, Adam et Revaz 
remarquent (1989 : 73) que les MIL, en particulier d’abord, puis, ensuite et enfin, 
permettent de segmenter le texte en morceaux placés à un même niveau hiérarchique du 
texte. Par ailleurs, selon Turco et Coltier (1988 : 63), ils signalent que les éléments « sont à 
traiter dans le même mouvement ». Cette propriété est encore plus accentuée dans le travail 
de Jackiewicz (2005 : 104-107) qui la contemple comme l’une des trois principales des 
séries linéaires. Elle note ainsi que les items « sont considérés comme étant de même 
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nature ou de même importance » (id. : 105). L’équivalence entre les items est aussi 
présente dans le constat de Ho Dac et al. (2009 : 897) sur la possible correspondance des 
items avec des entités sémantiques différentes, telles que propriétés ou arguments. C’est 
également un aspect très important des énumérations parallèles définies par Luc (2001)23.  
 
La fréquence du parallélisme ou de l’équivalence entre les items dans les définitions des 
séries linéaires est également notée par Péry-Woodley (2000 : 138) et Porhiel (2007 : 107-
109, cf. aussi Luc 2001). Poursuivant pourtant, tous deux ajoutent que cette conception 
s’avère problématique et restrictive en raison de la variation dans les structures 
énumératives et de la fréquence des séries non parallèles, également au centre du travail de 
Luc (2001). Les résultats de Hempel et Degand (2008) ainsi que notre analyse pilote sur un 
corpus restreint (Laippala 2008) soutiennent ces remarques en montrant que le non 
marquage des items ainsi que l’usage des marqueurs différents dans une même série sont 
fréquents. Cette diversité formelle n’empêche pourtant pas l’identification et l’examen des 
séries linéaires. Comme l’indique Péry-Woodley (2000 : 139), les énumérations sont 
fonctionnellement acceptables et leur statut énumératif n’est pas questionné malgré les 
« déviances » de marquage et de structure. 
 
La définition des séries linéaires à partir de l’équivalence de leurs items semble donc 
insuffisante pour notre étude. Nous avons, en effet, pour objectif de couvrir également les 
cas moins typiques dans lesquels les items de la série ne sont pas nécessairement parallèles 
ni introduits d’une façon homogène. Une façon alternative de définir les séries linéaires 
pourrait être leur examen à partir d’un modèle d’organisation du texte, tel que la RST (cf. 
3.4.1). Cette approche est pourtant critiquée par Goutsos (id. : 527) qui, admettant que les 
relations entre les items pourraient, dans le cadre de la RST, être analysées comme 
séquence ou liste, constate que « it is doubtful whether essentially presentational 
relationships like enumeration can be couched in ideational terms » (« il est douteux que 
des relations essentiellement présentationnelles, comme les énumérations, puissent être 
formulées en termes idéationnels »).  
 
Goutsos (ibid.) estime donc que les relations sémantiques (ou idéationnelles) définies dans 
la RST ne saisissent pas l’organisation établie par les séries linéaires, qui sont surtout de 
nature textuelle et segmentent le texte à partir de critères textuels et organisationnels. Une 
perspective partagée par Ho Dac et al. (2009 : 897-898) qui définissent les structures 
énumératives comme un mode de structuration du discours de base, qui n’est pas lié à une 
seule dimension d’organisation. Afin de décrire convenablement l’organisation établie par 
les séries linéaires, Goutsos (id. : 511-512) propose de les définir à partir de son modèle 
comme une séquence dans laquelle le premier item introduit une zone de continuation et 
indexe aussi les items suivants. Ce modèle reste également neutre envers l’équivalence ou 
le déséquilibre des items et prend en compte le marquage des items. En effet, les 
introductions des zones de continuation peuvent être signalées par des marques de sériation 
                                                     
23 Pour des exemples des structures parallèles, voir Suomela-Salmi (1997 : 99-100). 
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telles que premièrement ou un autre. De plus, l’un de ses atouts est son appréhension 
globale du marquage de l’organisation. 
 
Bien que Goutsos (1996) et Ho Dac et al. (2009) définissent les séries linéaires comme un 
mode d’organisation de base, segmentant seulement le texte en séquences, d’autres modes 
d’organisation plus précis peuvent s’appliquer à ces structures. Ho Dac et al. (2009 : 897-
898), par exemple, énoncent que, le principe d’énumération dans une seule série étant 
variable, les items co-énumérés peuvent correspondre à des événements, sous topiques, 
arguments, etc. La possibilité de se combiner avec d’autres modes d’organisation est aussi 
indiquée par Jackiewicz (2005 : 107). Elle note que sur « les opérations de caractère 
purement organisationnel, peuvent se greffer des relations argumentatives […] ou […] des 
rapports sémantiques d’opposition, de concession, de hiérarchisation ou conséquence entre 
les items ». Ces rapports sémantiques peuvent aussi être indiqués en surface du texte par 
des connecteurs, tels que mais et parce que qui peuvent se combiner avec des MIL (cf. 
aussi Turco et Coltier 1988). Grâce à cette capacité de combinaison, les séries linéaires 
deviennent une structure multifonctionnelle susceptible d’adopter, outre sa fonction de 
base, des modes d’organisation variés dans le texte.  
 
En définitive, l’approche présentée dans Goutsos (1996) et Ho Dac et al. (2009) s’ajuste 
bien à la variété des fonctionnements des séries linéaires. Elles peuvent donc être 
considérées  comme un mode d’organisation de base, une stratégie textuelle nécessaire 
pour adapter le discours au format linéaire du texte. La segmentation du texte en items 
d’une série linéaire étant purement organisationnelle, d’autres critères d’organisation, tels 
qu’une dimension thématique ou sémantique, peuvent s’y ajouter. Le mode d’organisation 
de la série linéaire peut être explicitement dénoté par des indices fonctionnant comme 
guide pour le lecteur dans l’interprétation de cette organisation.  
 
Un critère d’organisation sémantique qui peut s’ajouter aux séries linéaires est l’ordre entre 
les items. Dans cette étude, nous considérons cette caractéristique comme obligatoire pour 
ces structures, et justifions cette décision dans la suite. Nous avons déjà montré que les 
travaux sur l’énumération conçoivent l’ordre entre les items de diverses manières. Dans le 
projet Annodis, l’ordre entre les items n’est pas une propriété nécessaire d’une 
énumération (Ho Dac et al. 2009). Adam et Revaz (1989 : 66) constatent également qu’une 
énumération pure n’a pas d’ordre et que c’est à cette fin que les marqueurs d’énumération 
sont utilisés. Bilger (2003 : 29-30, 33), en revanche, énonce le contraire en disant que les 
éléments énumérés sous forme de liste, l’un après l’autre, sont par défaut interprétés 
comme ordonnés et que la linéarité du texte établit un certain ordre entre les items. 
Jackiewicz (2005 : 107), enfin, compte l’ordre entre les items comme une caractéristique 
essentielle d’une série linéaire.  
 
Dans notre étude, nous suivons le modèle de Jackiewicz (2005) et prenons un certain ordre 
entre les items comme une propriété essentielle des séries linéaires. Notre décision est 
motivée fondamentalement par notre désir de restreindre le champ de l’étude afin d’inclure 
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uniquement les séries linéaires dont les items sont, au moins partiellement, ordonnés. Pour 
la même raison, nous excluons les séries introduites par les marqueurs visuels, tels que les 
tirets, et privilégions les marqueurs linguistiques. Cette exigence d’ordre est aussi 
légitimée par l’annotation qui doit, dans une étude quantitative et comparative, opter pour 
une méthode fiable et systématique. Sans aucune garantie de véracité de l’hypothèse, nous 
avons présumé que les critères de surface fiables sont plus faciles à établir pour les séries, 
au moins partiellement, ordonnées, qu’elles comprennent des items équivalents ou non. 
L’établissement des critères de surface fiables pour les séries non ordonnées et 
déséquilibrées, dont les items sont diversifiés, nous semble, surtout, difficile à établir du 
fait de la variation des indices de sériation possibles dans ces structures. Les expressions 
cadratives, par exemple, auraient sûrement posé des problèmes comme marqueurs d’item 
dans les séries déséquilibrées incluant également d’autres marqueurs. Si un item d’une 
structure est introduit par le cadratif En France et les autres non, devrait-elle être analysée 
comme une série ? Comment alors définir la nature d’une série linéaire ? Les indices 
linguistiques d’expression de l’ordre, en revanche, forment un groupe plus aisément 
discernable et restreint. Leur présence ou absence permet également de déterminer si les 
items de la série sont (au moins partiellement) ordonnés ou pas. Ainsi, le choix de l’ordre 
entre les items comme propriété essentielle dans les séries linéaires de cette étude remplit 
donc l’objectif de restriction du champ d’étude, d’une part, et de garantie d’établissement 
de critères d’annotation fiables et opérationnels, d’autre part. Par surcroît, il inclut 
également dans l’analyse les structures déséquilibrées.  
4.2.3 TRAITS DE SURFACE COMME SIGNES DE SERIE LINEAIRE – ATOUTS ET 
PROBLEMES  
Dans la section précédente, nous venons d’indiquer que nous établissons des critères de 
surface pour l’annotation des séries linéaires. Cette option peut sembler conflictuelle avec 
notre choix méthodologique d’une fonction et non une forme définie à l’avance (cf. 2.1) 
comme point de départ de l’analyse. Nous clarifierons donc, à la suite, la motivation de 
cette décision. 
 
Selon Porhiel (2007 : 107), les séries linéaires sont facilement identifiables pour le lecteur. 
Ho Dac et al. (2009 : 900) indiquent aussi que ces structures sont intuitivement familières 
aux annotateurs et ainsi bien adaptées à cette tâche. Or, dans les sections précédentes, nous 
avons également discuté de la grande variation des séries linéaires en termes de structures, 
de fonctions et de marquages. En outre, une analyse quantitative et comparative fiable 
exige de définir les séries linéaires afin de pouvoir justifier systématiquement pour chaque 
occurrence les raisons de son inclusion ou de son exclusion de l’analyse. Afin que ces 
raisons ne reposent pas sur l’intuition de l’annotateur, elles devraient à notre avis se fonder 
sur des indices linguistiques. Une définition du fonctionnement des séries linéaires, comme 
nous l’avons formée dans la section précédente, ne suffit pas. C’est à cet effet que nous 
considérons l’établissement des critères de surface nécessaire. 
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Bien évidemment, les critères d’annotation, au lieu de traits de surface, pourraient 
également être sémantiques ; il existe certainement des séries linéaires d’un type 
uniquement identifiables à partir de critères de sens. Or, dans notre cas, une telle méthode 
ne serait pas fiable non plus. Étant donné que, à quelques exceptions près, nous sommes la 
seule annotatrice du corpus, une annotation fondée sur des critères sémantiques risquerait 
de reposer uniquement sur notre propre intuition et notre appréhension du texte. Pour 
éviter une telle situation, les traits de surface nous semblent, en l’occurrence, la seule 
option opérationnelle à même de garantir l’objectivité de l’annotation. En outre, nous ne 
sommes pas seule à nous fonder sur des critères de surface. Ho Dac et al. (2009 : 901-902) 
notent également que « enumerative structures cannot be defined (and interpreted) 
independently of the cues that signal them » (« les structures énumératives ne peuvent être 
définies (et interprétées) indépendamment des indices les signalant »).  
 
Comme toutes les méthodes, l’application des critères de surface n’est pourtant pas sans 
désavantages. Surtout, ces critères risquent, d’une part, d’exclure de l’analyse les structures 
dont la fonction est similaire à celles qui sont incluses et, d’autre part, d’y inclure des 
structures dont la fonction primaire n’est pas celle des séries linéaires. Nous avons 
cependant préféré cette méthode pour les raisons déjà exposées. Quoique le corpus 
résultant risque d’être fonctionnellement hétérogène, il rassemble du moins 
systématiquement toutes les structures du corpus remplissant les critères établis et permet 
ainsi leur étude quantitative et systématique.  
 
Enfin, malgré la nécessaire formulation de quelques critères formels pour les séries 
linéaires, nous souhaitons garder autant que possible la fonction comme point de départ de 
notre analyse. C’est envisageable essentiellement du fait que, bien que nous précisions un 
type d’expression devant être inclus par une série linéaire, nous n’avons pas de liste pré-
établie d’expressions possibles. Les seuls critères de surface indiquent que l’expression 
doit introduire un item de la série et exprimer l’ordre dans un sens très vaste, progression, 
addition, etc. inclus. Ainsi, bien que le type d’expression soit décidé à l’avance, l’analyse 
tient compte de toutes les expressions qui remplissent cette fonction dans le contexte. De 
plus, l’application des critères de surface ne signifie pas que nous nous concentrions 
uniquement sur les séries linéaires identifiables par la cohésion ou les structures bien 
formulées. D’abord, les items non marqués ne sont pas nécessairement introduits par des 
items linguistiques et peuvent ainsi faire partie de la cohérence. L’identification de ces 
items et le rôle de la cohérence et de la cohésion dans ce processus seront examinés lors de 
l’analyse. En ce qui concerne les structures mal formulées et possiblement incohérentes, 
notre analyse englobe toutes les séries linéaires que nous avons pu identifier et ainsi 
inclure dans l’analyse. Bien évidemment, les structures les plus incohérentes que nous 
n’avons pas pu bien interpréter sont ainsi exclues, ce qui nous paraît justifié notre but 
n’étant pas d’examiner l’organisation textuelle de la perspective de bonne ou de mauvaise 
formation mais les séries linéaires qui doivent satisfaire certains critères de base même 
quand moins bien formulées.  
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4.2.4 AUTRES COMPOSANTS D’UNE SERIE LINEAIRE : AMORCE ET CLOTURE, 
EQUIVALENCE ENTRE LES ITEMS 
Une série linéaire est obligatoirement composée d’au moins deux items co-énumérés qui se 
suivent dans le texte. Pourtant, les items proprement dits peuvent également être précédés 
d’une amorce et suivis d’une clôture. Ces composants contribuent au marquage d’une série 
linéaire, surtout lorsque les items ne sont pas explicitement introduits. Le parallélisme, ou 
l’équivalence, souvent associé aux items des séries linéaires, peut avoir ce même effet. 
Dans cette section, nous définissons ces trois concepts.  
 
Selon les termes de Goutsos (1996), les amorces sont des encadrements qui ferment la 
zone de continuation précédente et ouvrent une zone de transition, anticipant la nouvelle 
zone de continuation. Elles sont pourtant optionnelles. En effet, en leur absence, 
l’introduction et l’ouverture de la zone se fait par le premier item de la série. Dans d’autres 
travaux, outre l’annonce du début de la série linéaire, les amorces sont également censées 
exprimer le principe fédérateur des items, c'est-à-dire le principe d’énumération 
(dorénavant PE, Ho Dac et al. 2009 : 896-898 ; voir aussi Jackiewicz 2005 : 106 et Méthod 
of Development dans Fries 1983). Ce principe est en général un hypéronyme, un concept 
plus général qui rattache les items et qui peut être répété dans les items, sans être une 
obligation. De plus, Ho Dac et al. (2009 : 896-898) indiquent que ce principe peut 
également changer au fil de la structure.  
 
Selon Jackiewicz (2005 : 98, 106 ; voir aussi Hempel & Degand 2008 et Schnedecker 
2001 : 273-275), le principe d’énumération, le classificateur, peut être accompagné par un 
quantificateur, un numéro cardinal ou un adjectif indéfini. Dans l’Exemple 16 ci-dessous, 
que nous lui empruntons (ibid.), c’est le SN ensembles de choix qui fonctionne comme 
classificateur et le numéro six qui sert de quantificateur. 
Exemple 16 
[…] L’Europe va devoir faire six ensembles de choix des plus importants.  
Premièrement, ce sera, au mois de décembre à Copenhague, l’élargissement à vingt-
cinq pays.  
Deuxièmement, dans les six premiers mois de 2003, la présentation par la 
Convention, dirigée par Valéry Giscard d’Estaing, d’une nouvelle constitution.  
Troisièmement, (…). Quatrièmement, (…). Cinquièmement, (…). Enfin, (…).  
Le Monde, 30 juillet 2002, p.12 
 
Jackiewicz (2005) et Hempel et Degand (2008) considèrent les amorces comme un 
composant complémentaire des séries linéaires. Une autre approche est proposée par 
Tadros (1994). Elle examine les prédictions selon une perspective interactive du discours, 
les considérant comme des actes de discours par lequel l’auteur s’engage à structurer son 
texte d’une façon spécifique. Selon Tadros (1994 : 70), ne pas réaliser les attentes du 
lecteur et manquer à cet engagement mettraient la crédibilité de l’auteur en question. Dans 
ce modèle, la prédiction est composée d’une paire, l’élément prédictif et l’élément prédit. 
L’élément prédit peut également se composer d’un seul item, car le modèle s’applique 
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pareillement aux structures autres que les séries linéaires. Tadros (1994 : 70) définit en tout 
six catégories de prédiction : enumeration, advance labelling, question, reporting, 
recapitulation et hypotheticality. Pour les amorces des séries linéaires, nous appliquons les 
trois premières catégories qui sont discutées plus tard en section 5.2.2. 
 
En définitive, si l’amorce est, dans le signalement d’une série linéaire, définie comme un 
indice complémentaire, la clôture l’est encore plus. Étant donné qu’elle n’apparaît qu’à la 
fin, Sinclair (2004 : 88) constate que l’amorce l’emporte sur la clôture d’une façon 
naturelle. De même, Porhiel (2007 : 111) note qu’elle est moins développée et que ses 
éléments saillants sont difficiles à déterminer. Malgré ces difficultés constatées, un accord 
dans la définition de la clôture semble être atteint, au moins dans les travaux de Jackiewicz 
(2005) et de Ho Dac et al. (2009). Ils définissent ainsi la clôture comme un composant qui 
clôt la série et porte sur l’ensemble des items. Les deux travaux notent comme formes 
potentielles de ces expressions les références, surtout les anaphores résomptives, et les 
marqueurs de reformulation : l’ensemble…, les trois segments…, ces deux…,en bref…, 
autrement dit…, etc. Dans le modèle de Goutsos (1996) aussi, ces mêmes marqueurs sont 
analysés comme des signes de fermeture, une technique optionnelle anticipant la fermeture 
de la zone de continuation ouverte et correspondant aux clôtures des séries linéaires.  
 
L’amorce et la clôture sont des composants linguistiques et textuels qui peuvent s’attacher 
à une série linéaire. Le parallélisme, ou l’équivalence, entre les items, diffère de ceux-ci en 
n’étant qu’un trait associé aux items de ces structures. Or, de même que les amorces et les 
clôtures, le parallélisme est, à nos yeux, un trait optionnel des séries. Il peut contribuer à la 
formation de la série et à son identification dans le texte, mais également être absent sans 
nécessairement nuire à la cohérence du segment. Cependant, il s’agit d’une notion 
importante dans l’examen des séries linéaires qui nous est utile surtout dans l’étude du 
marquage et du non marquage. Pour terminer, nous rappelons encore la façon dont 
l’équivalence ou le parallélisme des items est définie dans les travaux antérieurs et 
réfléchissons sur ce que nous entendons à cet égard.  
 
Dans les premiers travaux sur les MIL, l’équivalence entre les items est donc plutôt 
implicite. Comme nous l’avons exposé, Adam et Revaz (1989 : 73) remarquent que les 
MIL segmentent le texte en morceaux placés à un même niveau hiérarchique du texte. En 
outre, selon Turco et Coltier (1988 : 63), ces marqueurs signalent que les éléments « sont à 
traiter dans le même mouvement ». Pour Jackiewicz (2005 : 104-106), en revanche, 
l’équivalence entre les items est plus centrale, signifiant que les items sont «de même 
nature ou de même importance ». « L’homogénéité » des items est fondamentale 
également dans le travail d’Honeste et Froissart (2003). De plus, comme nous venons de 
l’exprimer, l’équivalence ou le parallélisme des items peut être examiné également selon le 
principe d’énumération des items annoncé dans l’amorce et possiblement répété dans les 
items. Ces travaux ne détaillent pourtant pas comment l’équivalence peut être créée ou 
rompue.  
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Les études de Hempel et Degand (2008) et de Luc (2001), en revanche, proposent des 
analyses plus détaillées du déséquilibre entre les items. Dans le travail de Hempel et 
Degand (2008), l’équivalence est associée avec les séries prototypiques, qui doivent se 
composer d’items explicitement signalés par des marqueurs d’origine sémantique similaire 
et être précédées d’une phrase introductrice, autrement dit d’une amorce24. Luc (2001), 
pour autant, distingue trois catégories de caractéristiques associées aux énumérations 
parallèles et non parallèles : l’équivalence fonctionnelle des items, leur longueur similaire, 
ou non, et la présence, ou non, d’une énumération inférieure dans l’amorce ou la clôture de 
l’énumération. Dans son analyse, la première catégorie, c'est-à-dire l’équivalence 
fonctionnelle des items ressemble à la notion du principe d’énumération dont nous venons 
de discuter.  
 
Selon le travail de Hempel et Degand (2008) et la typologie de Luc, nous pouvons former 
une définition claire des séries linéaires parallèles et non parallèles À notre sens, les séries 
parallèles sont donc surtout composées d’items de longueurs invariables et, selon un critère 
syntaxique ou « rhétorique », similaires. L’interprétation de cette similarité se fonde, 
comme la lecture, sur la cohérence et l’interprétation du lecteur, des aspects centraux dans 
celui-ci étant le principe d’énumération de la série ainsi que l’introduction explicite de tous 
les items par des marqueurs similaires. Si les longueurs des items varient d’une façon 
importante ou si les items et leur marqueurs sont par ailleurs très différents, nous 
considérons la série comme non parallèle. Pourtant, contrairement à Luc (2001) et à 
Hempel et Degand (2008), nous ne considérons pas que l’absence d’une phrase 
introductrice ou la présence d’une série inférieure dans l’amorce ou dans la clôture d’une 
série supérieure puisse rendre toute la structure non parallèle. Bien que ces séries soient 
diffèrentes des autres, leurs items peuvent tout de même être explicites et de même 
longueur, aussi bien que ceux des séries isolées ou des séries précédées d’une amorce. De 
ce fait, il nous semble exagéré de les considérer non parallèles comme un ensemble.  
 
4.3 BILAN : ORGANISATION TEXTUELLE 
 
Dans les deux dernières sections, nous avons abordé de nombreux aspects liés aux 
principes d’organisation du texte, aux séries linéaires et aux façons dont ces structures ont 
été définies. De plus, nous avons également réfléchi sur la façon dont les séries linéaires 
devraient être définies dans cette étude. Avant de passer à la partie analytique de ce travail, 
nous proposerons encore une conclusion sur quelques notions principales discutées et 
reformulons notre pensée. Ensuite, nous réfléchirons sur les raisons sous-jacentes de notre 
décision de combinaison du modèle d’organisation du discours de Goutsos (1996) et des 
études traditionnelles sur la cohérence et la cohésion dans notre approche.  
 
                                                     
24 Voir aussi notre analyse pilote du marquage des series linéaires (Laippala 2008) qui a démontré la 
fréquence des items non marqués et de l’usage des marqueurs différents dans une seule série. 
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4.3.1 NOTRE CONCEPTION DE CERTAINES NOTIONS CENTRALES DANS 
L’ORGANISATION TEXTUELLE 
Commençons par les notions sous-jacentes à la formation du texte : la cohérence, la 
cohésion et les termes texte et discours. Bien que souvent invisibles dans l’analyse 
pratique, ces concepts sont centraux dans l’organisation textuelle et, par conséquent, dans 
les fonctions et fonctionnements des séries linéaires. 
 
La cohérence est donc le principe selon lequel les phrases se suivant linéairement sont 
interprétées comme reliées et forment un tout sémantique. Nous avons abordé ce sujet 
selon deux perspectives : la perspective cognitive et la perspective textuelle. Pour la 
première, soutenue entre autres par Charolles (1983, 1995, 1997, 2006), la cohérence est 
surtout un processus cognitif qui guide le lecteur dans l’interprétation des phrases. 
Autrement dit, il ne s’agirait pas d’une propriété du texte mais d’un principe cognitif 
d’interprétation. De nature pragmatique et sémantique, ce processus est, toujours selon 
Charolles, soutenu par les connaissances textuelles, linguistiques et extralinguistiques du 
lecteur. Il est ainsi, d’une certaine façon, subjectif. 
 
La perspective textuelle de la cohérence, adoptée entre autres par Halliday et Hasan 
(1976), Halliday (1985) et Mann et Thompson (1988), souligne la nature sémantique du 
texte et le rôle des relations de cohérence, c'est-à-dire des liens sémantiques entre les 
phrases et segments textuels. Un texte cohérent est compris comme un tout organisé dans 
lequel chaque élément revêt un rôle discernable.  
 
Dans notre travail, nous appréhendons la cohérence selon ces deux perspectives. Ainsi, 
nous la considérons d’une part comme un principe cognitif de l’interprétation du texte et, 
d’autre part, comme une propriété essentielle du texte, un résultat des liens sémantiques 
reliant les phrases et les segments textuels. Or, nous soulignons que l’interprétation du 
lecteur doit toujours reposer sur les indices linguistiques du texte même. Quoique la 
cohérence soit un principe cognitif influencé par les capacités personnelles du lecteur et le 
contexte d’interprétation, elle doit également être ancrée dans le texte : le texte et sa 
cohérence sont deux aspects d’un même objet. Le lecteur ne peut donc pas faire ce qu’il 
veut avec le texte.  
 
La perspective textuelle de la cohérence implique également la définition du texte. Nous le 
considérons comme une unité sémantique, construite par le lecteur selon les indices 
linguistiques du texte. Or, le texte présente également d’autres aspects qui méritent une 
remarque, du fait de leur rôle important pour notre travail. Par conséquent, suivant 
Halliday (1985) et Halliday et Hasan (1976), le texte est également pour nous une unité 
fonctionnelle avec une tâche à remplir : il a toujours une fonction. 
 
Le texte est souvent confondu avec la notion de discours. Comme nous l’avons expliqué, 
les deux termes peuvent être utilisés dans des contextes très similaires. Certains chercheurs 
ont même proposé de ne plus les dissocier. D’autres, encore, continuent de les distinguer. 
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Dans ce travail, nous considérons la distinction entre le texte et le discours comme 
similaire à celle entre le processus et le produit. Ainsi, le discours est pour nous un 
processus multidimensionnel et complexe, englobant également des dimensions 
extralinguistiques. Le texte, en revanche, est la trace textuelle de ce processus, son produit, 
qui garde cependant la même complexité. Le texte ne peut donc plus être analysé sans 
considérer inter alia son contexte de production et son but communicatif.  
 
L’objet de notre étude est le texte. Bien que les différences entre les deux termes ne soient 
pas toujours très importantes, nous considérons que cette notion décrit le mieux ce que 
nous étudions : la trace écrite du discours, dont il est le produit. Quoique les références au 
processus d’écriture soient parfois nécessaires dans notre analyse, nous pensons qu’en tant 
qu’objet de recherche le texte forme une entité concrète et (en principe) facilement 
accessible. À nos yeux, en revanche, le discours demeure une reproduction qui est, comme 
l’a indiqué Cornish (1999 : 35), d’une certaine façon probabiliste. La reconstruction exacte 
du discours, d’un processus englobant un nombre de dimensions, nous semble ardue en 
l’absence d’accès direct à la situation de production.  
 
Un texte peut former une entité cohérente sans indices linguistiques reliant les segments les 
uns aux autres. Toutefois, la formation du texte peut également être examinée à partir de la 
cohésion. Suivant Péry-Woodley (2000 : 15), nous la considérons comme des « ressources 
linguistiques pour créer du texte » qui guident le lecteur dans l’interprétation des phrases. 
La cohésion ne garantit pourtant pas la cohérence : si les indices sont mal utilisés ou mal 
interprétés, les phrases ne peuvent pas être interprétées comme un tout et le texte être 
considéré comme cohérent. 
 
Les indices de cohésion essentiels pour notre travail sont ceux susceptibles d’introduire les 
items des séries linéaires : connecteurs et expressions anaphoriques. Les connecteurs ont 
fait objet de divers travaux selon diverses perspectives. Nous les considérons comme des 
signes des relations sémantiques entre les phrases qui, malgré leur polysémie attestée, 
guident les lecteurs en démontrant la façon dont les phrases sont combinées. Suivant 
Schneuwly et al. (1989) 25, nous proposons les critères suivants :  
 
 Ils doivent joindre des structures propositionnelles en précisant leur insertion dans le 
cotexte ou dans le contexte de production. 
 Ils doivent être placés hors de la syntaxe de la phrase. 
 Ils ne peuvent être soumis aux phénomènes d’accord. 
 
Souvent, les connecteurs sont des adverbes ou des locutions adverbiales. Les expressions 
cadratives, étudiées surtout par Charolles (1997), forment un groupe similaire26. 
                                                     
25 Comme nous l’avons indiqué en section 3.4.1, Schneuwly et al. (1989) utilisent l’expression 
organisateur textuel. Par simplicité, nous nous référons uniquement aux connecteurs.  
26 Pour cette raison, lors de l’analyse, nous examinons ces deux groupes de marqueurs ensemble 
dans quelques cas.  
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Contrairement aux organisateurs textuels, ces marqueurs peuvent pourtant être soumis aux 
phénomènes d’accord (dans le premier exemple vs dans la première section).  
 
Comme exposé en section 3.4.2, l’anaphore et la référence forment un cas complexe. La 
définition typique d’une relation asymétrique entre deux objets, dont le second renvoie au 
premier pour son interprétation, ne recouvre pas les anaphores plus abstraites, ainsi les 
anaphores associatives et résomptives. De plus, la relation coréférentielle entre 
l’antécédent et l’anaphorique ainsi que la dépendance sémantique de l’anaphorique envers 
sa source ont suscité nombre de discussions sur les propriétés typiques ou nécessaires des 
anaphores.  
 
Dans les séries linéaires, les types d’anaphores possibles sont plutôt restreints. Pour les 
marqueurs d’items, les expressions anaphoriques possibles sont les paires le premier – le 
second et l’un – l’autre et les dérivatifs (cf. Schnedecker 2000, 2006). Ces expressions sont 
effectivement sémantiquement dépendantes de leur antécédent et coréférentielles avec lui. 
Par conséquent, leur statut d’anaphorique n’est pas questionné. De plus, d’autres 
expressions référentielles des séries linéaires peuvent apparaître dans les clôtures. Il s’agit 
souvent de reprises synthétisantes ou reformulatives des items de la série, ainsi le SN 
pluriel démonstratif : Le premier exemple… Ensuite, l’exemple…. Le dernier exemple… 
Ces exemples… La clôture peut également être un SN pluriel défini voire un SN défini 
singulier. Ces expressions ne sont pourtant pas des anaphoriques typiques. En effet, elles 
ne sont pas coréférentielles avec leurs antécédents et, de plus, leur dépendance sémantique 
peut être questionnée (voir notre discussion dans la section 3.4.2 sur les SN définis et 
démonstratifs). Malgré ces propriétés atypiques, ces constructions sont souvent analysées 
comme des anaphores résomptives, et Auricchio et al (1995 : 28), par exemple, constatent 
que ces structures ne peuvent pas être interprétées sans récurrence à leur antécédent. Pour 
cela, nous analysons ce type de clôtures comme des anaphores résomptives. 
4.3.2 NOTRE CONCEPTION DES SERIES LINEAIRES 
Dans les sections précédentes, nous avons discuté des séries linéaires et des façons dont 
elles ont été définies dans des travaux antérieurs. Nous avons également réfléchi sur la 
façon dont elles devraient être définies dans  notre étude. 
 
Afin d’accéder à une définition des séries linéaires qui recouvre toutes les structures 
possibles et soit, simultanément, aisément applicable dans la pratique, nous avons décidé 
de les définir à partir des indices de surface. Autrement dit, pour être analysées, les séries 
doivent inclure un certain nombre d’indices de surface signalant addition, la progression ou 
l’ordre. Bien que cette méthode nous amène certainement à inclure dans le corpus des 
structures douteuses tout en excluant d’autres structures correspondant davantage à des 
séries linéaires typiques, nous la considérons comme la seule option fiable et 
opérationnelle dans notre cas. En effet, le corpus est de taille relativement importante et 
l’annotation est, pour la plupart, le fruit de notre travail. Les traits de surface garantissent 
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également une analyse systématique des structures étudiées, un élément primordial dans 
une étude quantitative. Afin de recentrer l’étude sur les fonctions des séries linéaires dans 
l’organisation du texte et non sur les marqueurs et indices de cohésion individuels, les 
critères posés ne spécifient pourtant pas des traits de surface particuliers, tels que 
marqueurs ou types de marqueurs, mais indiquent seulement une fonction nécessaire pour 
une partie de composants des séries analysées. Comme nous le détaillons dans la section 
suivante, cette fonction est soit un ordre relatif, c'est-à-dire une addition, signalé entre 
autres par de plus, et également, soit un ordre absolu, signalé par exemple par d’abord, le 
second, et le troisième exemple (cf. Jackiewicz 2005 : 107). De plus, il est à noter que seule 
une partie des items d’une série doivent être introduits par ces marques de surface ; 
d’autres peuvent être non marqués, permettant ainsi l’examen de l’alternance du marquage 
explicite et du non marquage. 
 
Les traits de surface fournissent donc un cadre exact et opérationnel pour l’annotation et 
l’analyse des séries linéaires. Cependant, la définition de  la variété de leurs 
fonctionnements dans l’organisation du texte reste difficile. Comme mentionné, une 
définition à partir des liens sémantiques ou du parallélisme entre les items serait très 
restrictive. Ce défaut est également noté par Goutsos (1996 : 511-512, 527), qui propose de 
les définir selon son modèle de séquentialité comme une zone de continuation dans 
laquelle le premier item de la série indexe également les items suivants. Poursuivant, un 
autre atout de son modèle est qu’il, de même que les énumérations, opère sur le plan 
organisationnel du texte et ne dépend pas de dimensions sémantiques ou thématiques. De 
plus, il adopte une perspective très large du marquage de l’organisation, incluant tout type 
d’indices linguistiques, textuels et typographiques. Pour ces raisons, son modèle s’ajuste 
bien à la réalité de nos séries linéaires sur lesquelles des critères d’organisation 
sémantiques et thématiques peuvent se greffer tout en restant à même de fonctionner 
comme une structure de base, segmentant simplement le texte en items. Grâce à cette 
adaptabilité, le modèle de Goutsos est également appliqué dans cette étude.  
 
L’approche de Goutsos (1996) attache pourtant très peu d’intérêt aux façons dont les zones 
de continuation et de transition sont réalisées en surface textuelle. D’une part, cela 
s’explique par lapolysémie des indices possibles. Comme le montre l’Exemple 12 des trois 
fonctions de la conjonction and, l’analyse détaillée des marqueurs risquerait d’être très 
complexe et de s’avérer peu utile pour des fonctions très nombreuses et dépendantes du 
contexte. D’autre part, comparé aux travaux sur la cohérence et cohésion, le modèle de 
Goutsos est relativement peu examiné. Peut-être un examen des indices textuels des zones 
de continuation et de transition serait-il justifié mais, pour quelque raison, il n’a pas été 
réalisé. Le travail de Virtanen (1992, 2004) sur les adverbiaux dans la position initiale de la 
phrase constitue, toutefois, une exception à cette tendance. 
 
Bien que l’imprécision dans la définition des indices de surface du modèle de Goutsos soit 
explicable, elle complique son application dans notre étude. En effet, les diverses façons 
dont les séries linéaires sont introduites dans le texte et les raisons textuelles expliquant 
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l’usage des marqueurs différents sont centrales à nos yeux. De ce fait, nous fondons 
également notre analyse sur les études relatives à la cohérence et la cohésion. Comme 
exposé entre autres dans la section 4.2.1, ces études incluent des travaux très détaillés sur 
les types d’indices de cohésion différents ainsi que sur des marqueurs individuels. Elles 
fournissent donc un outil exact à l’analyse des types de marqueurs utilisés dans les séries 
linéaires. En outre, comme nous exigeons que les items des séries linéaires soient au moins 
partiellement ordonnés, soit également organisés selon un critère sémantique, ces travaux 
adoptant une perspective sémantique de l’organisation correspondent bien au cadre de 
notre étude. Par conséquent, les deux approches se complètent.  
 
L’imprécision du modèle de Goutsos (1996) en regard de la relation entre les séries 
linéaires et les zones de continuation constitue un autre inconvénient. Une zone de 
continuation correspond-elle à une série linéaire ou à un item ? Comme nous l’avons 
mentionné, le marqueur énumératif first ouvre, selon Goutsos (1996 : 511-512), une zone 
de continuation. Par conséquent, nous pourrions penser que les autres marqueurs du même 
type fonctionnent d’une manière similaire et ouvrent eux aussi leurs propres zones. Dans 
un autre exemple, Goutsos (id. : 515-516) note pourtant que le connecteur additif too 
signale la technique de continuation. Ainsi, les types de marqueurs différents 
fonctionneraient de façons différentes. Ou l’ouverture d’une nouvelle zone dépend-elle 
toujours du contexte et non du marquage ?  
 
Sans une analyse compréhensive de ces structures, aucune réponse ne peut être offerte à la 
question de correspondance réelle des zones de continuation et des séries linéaires ou des 
items. Or, une définition s’impose. Nous avons donc décidé de les analyser comme des 
structures récursives dans lesquelles chaque item appartient à une même zone de 
continuation tout en formant simultanément sa propre  zone de continuation. Suivant 
Goutsos (1996), nous considérons également que ces structures sont de nature 
organisationnelle. Pourtant, contrairement aux énumérations composées d’items non 
ordonnés, qui peuvent opérer sur un plan purement organisationnel, les séries linéaires de 
notre étude, comportant des items au moins partiellement ordonnés, doivent également 
inclure un aspect sémantique, celui de l’ordre. En section 4.2.2, nous avons justifié cette 
décision par la restriction de l’objet d’étude et par les aspects pratiques liés au marquage de 
l’ordre, qui facilitent l’annotation et la fiabilisent. Par surcroît, cet aspect sémantique 
motive aussi le fait que nous nous reposions sur les travaux relatifs à la cohérence et la 
cohésion, également fondés sur une conception sémantique de l’organisation du texte. 
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5. CORPUS ET METHODE 
5.1 CORPUS 
 
De même que le texte n’est pas une suite quelconque de phrases, un corpus n’est pas un 
ensemble quelconque de textes. Au contraire, le corpus et son contenu englobent de 
nombreux aspects cruciaux pour la réussite l’étude. Dans les deux sections qui suivent, 
nous discutons de la collecte du corpus et de la façon dont nous l’avons effectuée. 
5.1.1 CORPUS ET CORPUS. QUE SONT-ILS ? COMMENT SONT-ILS ? 
Sinclair (1996) définit le corpus de la façon suivante (cf. aussi Habert et al. 1997 : 11) : 
 
A corpus is a collection of pieces of language that are selected and ordered 
according to explicit linguistic criteria in order to be used as a sample of the 
language. 
(Un corpus est une collection d’éléments de langage sélectionnés et ordonnés selon 
des critères linguistiques explicites afin d’être utilisés comme échantillons de 
langage.) 
Sinclair (1996) 
 
Cette définition, que nous faisons nôtre, inclut deux aspects importants d’un corpus : 
d’abord, l’application de critères explicites de sélection des données et, ensuite, l’emploi 
du résultat comme un échantillon de la langue. Condamines (2003 : 31-32) ajoute, en 
outre, à ces caractéristiques le fait que le corpus doit être composé de textes entiers et non 
d’extraits (cf. ci-dessous) et que des critères extralinguistiques peuvent aussi être utilisés 
pour la sélection du matériel. 
 
L’emploi du corpus comme un échantillon de la langue qu’il représente a une conséquence 
importante : il doit être représentatif de cette langue. C’est dans cette perspective que les 
critères linguistiques et extralinguistiques utilisés pour la collecte sont cruciaux et doivent 
être bien définis. Autrement, il n’est pas possible de garantir la représentativité du corpus 
résultant et donc sa capacité à répondre aux questions de recherche posées. Comme 
l’illustre l’exemple de Biber et al. (1998 : 246), « a corpus composed primarly of news 
reportage would not allow a general investigation of variation of English » (« Un corpus 
composé principalement de reportages d’actualités ne saurait fonder une recherche 
générale sur les variations de l’anglais. »). De plus, la représentativité affecte la possibilité 
de généraliser les résultats de l’étude. Inter alia, Condamines (2005 : 19-21) et Biber et al. 
(1998 : 246-250) notent que, d’une part, si le corpus est mal construit, les résultats ne 
peuvent être généralisés au-delà du corpus et, d’autre part, même pour un corpus bien 
construit, les réponses fournies sont valables uniquement pour le genre discursif du corpus 
et ne sauraient être généralisées au-delà. 
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Outre la représentativité, un corpus se voit souvent attribué certaines caractéristiques, 
quatre selon Sinclair (1996). La première, la quantité, est évidente. Un corpus destiné à 
une étude quantitative doit intégrer un nombre important de mots et d’occurrences 
examinés. Sinclair (1996) l’exprime très simplement : « The default value of Quantity is 
large » (« La valeur de Quantité par défaut est grande. »). Objet de discussions fréquentes 
(entre autres Habert et al. 1997 : 145, Biber et al. 1998 : 248-249), la question du nombre 
suffisant de mots d’un corpus est pourtant dépourvue de réponse simple : tout dépend, 
notamment, de l’objet de l’étude et de sa fréquence dans la langue, ce qui peut varier d’une 
façon très importante (cf. aussi Leech 1992 ; Barkema 1994 : 271 ; Péry-Woodley 2005 : 
186-188). 
 
Une deuxième propriété par défaut des corpus, selon Sinclair (1996), est la qualité qui 
doit, tout d’abord, être authentique. Cette caractéristique peut également inclure les autres 
critères appliqués à la collecte du corpus. De plus, Sinclair (ibid.) y associe les corpus 
spécialisés ne visant pas à décrire la langue ordinaire, tels que les corpus littéraires ou ceux 
des locuteurs non natifs. Cette propriété caractérise également notre corpus, composé 
d’articles de recherche. Enfin, les troisième et quatrième propriétés de Sinclair (ibid.), la 
simplicité et la documentation, concernent les aspects techniques. La simplicité signifie 
surtout que le texte proprement dit du corpus doit afficher un format simple et facilement 
séparable des annotations ainsi que des autres informations et remarques ajoutées. De cette 
remarque, nous déduisons aussi que le corpus est généralement au format électronique (cf. 
McEnery & Wilson 1996 : 223-24). La documentation, finalement, assure que les 
informations sur les documents sont séparées des documents eux-mêmes, que « full details 
about the constituents of a component are kept separately from the component itself » 
(« Les détails complets des constituants d’un composant sont maintenus séparés du 
composant lui-même. ») (Sinclair 1996).  
 
Dans la pratique, ces quatre critères sont, ou non, remplis par un nombre de corpus qui 
existent surtout pour l’anglais. Le Brown corpus27, composé de 1 014 312 mots, 
représentant  «edited English prose printed in the United States during the calendar year 
1961 » (« prose anglaise éditée, imprimée aux États-Unis durant l’année calendaire 
1961 ») (site web du projet) constitue un corpus classique. Le British National Corpus 
(BNC)28, en revanche, est un corpus très étendu, intégrant 100 million de mots dont la 
dernière version a été publiée en 2007. Le BNC inclut des parties écrites et orales, 
représentant « a wide cross-section of British English from the later part of the 20th 
century » (« Une ample section croisée de l’anglais britannique depuis la fin du XXème 
siècle »). Pour le français, le Frantext29, composé de 500 œuvres de la littérature française 
couvrant en tout 146 693 289 caractères, propose un corpus similaire. Ces corpus offrent 
des ressources significatives pour plusieurs types d’études. Cependant, une lacune les rend 
difficilement applicables dans un nombre d’études : ils sont composés d’extraits de textes 
                                                     
27 http://icame.uib.no/brown/bcm.html 
28 http://www.natcorp.ox.ac.uk/corpus/index.xml 
29 http://www.cnrtl.fr/corpus/frantext/, www.frantext.fr 
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et ne permettent pas l’examen des occurrences dans leur contexte textuel. Ce défaut, 
également relevé par Condamines (2003 : 31-32) et Péry-Woodley (2005 : 188), constitue 
surtout une pierre d’achoppement pour les études de l’analyse du discours et de 
l’organisation textuelle, requérant un contexte textuel vaste voire des textes entiers pour 
leurs analyses. 
 
Comme discuté en section 2.1, le défi de l’analyse quantitative de l’organisation textuelle 
est qu’elle est difficilement repérable automatiquement dans le texte. Cette difficulté est 
souvent surmontée par l’annotation manuelle du phénomène étudié. Des corpus annotés de 
la sorte ont été développés, notamment selon le modèle RST de Mann et Thompson 
(1988). Le résultat, The RST Discourse Treebank (Carlson et al. 2003), est composé de 
plus de 176 000 mots d’articles du Wall Street Journal. Le Penn Discourse Treebank 
(Miltsakaki et al. 2004 ; Prasad et al. 2008) propose un autre corpus de ce type, construit 
sur le Penn Treebank, un corpus doté d’une annotation syntaxique (Marcus et al. 2004). 
Contrairement au corpus RST, le PDTB reste neutre par rapport aux différentes approches 
théoriques et part de quatre relations de cohérence de base, qui peuvent être explicitement 
ou implicitement introduites. Le PDTB comprend un million de mots du journal Wall 
Street et inclut 40 600 relations sémantiques annotées. Pour le français, il n’existe pas de 
corpus annotant les relations de cohérence, en excluant le résultat visé par le projet 
Annodis (Ho Dac et al. 2009). Les seuls corpus proposant une annotation discursive sont la 
Collection de corpus du français contemporain30 et le corpus du projet Ananas31 qui, tous 
deux, sont annotés pour les relations anaphoriques. 
5.1.2 CORPUS DE L’ETUDE : CRITERES DE COLLECTE ET TAILLE FINALE 
Toute étude en corpus suppose une caractérisation de l’ensemble de texte étudiés, 
de manière à se donner les moyens d’évaluer la portée des descriptions ou des 
propositions avancées ; à fortiori, toute étude qui vise la comparaison de corpus à 
partir de l’hypothèse d’une différence spécifique en rapport avec le phénomène 
étudié doit pouvoir justifier le choix des sous-corpus comparés.  
Péry-Woodley (2005 : 200) 
 
Le corpus de notre étude se compose, comme vu en 2.2, d’articles de recherche en 
linguistique, en éducation et en histoire. Afin que le corpus respecte les critères de Péry-
Woodley (ci-dessus) et ceux discutés dans la section précédente, nous avons lors de la 
collecte tenu compte de plusieurs aspects potentiellement problématiques. Il s’agit surtout 
des traits susceptibles d’affecter l’usage des séries linéaires et le marquage de 
l’organisation textuelle, en particulier donc la langue, la revue et le domaine spécifique de 
rédaction de l’article (cf. section 2.2). Dans la suite, nous discuterons de ces aspects et, 
enfin, nous aborderons brièvement les questions liées à la taille du corpus. Il importe de 
noter que la collecte implique des choix et des compromis : respecter simultanément tous 
                                                     
30 http://catalog.elra.info/product_info.php?products_id=634&language=fr 
31 http://www.atilf.fr/ananas/ 
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les critères de collecte n’est pas toujours possible. Le corpus résultant peut être considéré 
comme un compromis, la meilleure solution possible dans les circonstances. 
 
Tout d’abord, l’accessibilité de l’article au format électronique a constitué, pour nous, un 
critère d’ordre pratique absolu. Étant donnés notre méthode et le fait d’être seule pour la 
collecte, la transcription manuelle des articles n’aurait pas été possible. De plus, 
idéalement, les articles inclus devraient tous être librement accessibles sur Internet. Dans la 
pratique, pourtant, le choix final des revues et des articles collectés est un compromis entre 
leur accessibilité et leur représentativité. Bien que les revues électroniques soient toujours 
plus communes, surtout via le portail revues.org, elles n’étaient pas encore très fréquentes 
à l’heure de la collecte, ce qui a limité le nombre de revues accessibles. 
 
Abordons maintenant les questions sur la langue et la revue. Pour la langue, la réponse 
paraît simple : c’est le français. Or, afin d’assurer sa qualité, quelques aspects nécessitent 
une discussion, le plus important étant peut-être le niveau linguistique du ou des auteurs. 
En théorie, il serait facile d’exiger que la langue maternelle de l’auteur soit le français. 
Dans la pratique, pourtant, comme le mentionnent Fløttum et al. (2006 : 10), la nationalité 
ou la langue maternelle ne peuvent pas être déduites avec certitude du nom de l’auteur 
(voir aussi Bondi 2009a : 87). De surcroît, la problématique de la distinction entre un 
locuteur natif et non natif suscite de nombreuses  discussions depuis quelques années (cf. 
Jenkins 2003 : 80-83 ; Lesznyák 2004 : 25-31 ; Mauranen 2009). Bien que ces études 
portent surtout sur l’anglais comme lingua franca ou langue internationale, la même 
difficulté de définition du locuteur natif et des compétences nécessaires à ce statut est 
présente pour le français. Pour ces raisons, l’inclusion ou l’exclusion d’un article sur le 
fondement du nom de l’auteur nous a semblé superficielle.  
 
Bien que la question de la langue maternelle de l’auteur soit délicate, nous soulignons que 
l’objet de notre étude est la façon d’écrire français. Par conséquent, nous avons décidé 
d’inclure dans le corpus seulement les articles dont l’auteur, ou au moins l’un des auteurs, 
travaille dans une université française ou francophone. Sur le fondement de cette 
restriction, nous pouvons exclure les articles rédigés au sein d’une culture risquant de 
différer gravement de la culture française, ou francophone, tout en bénéficiant d’une 
interprétation plus aisée et départie de préjugés sur le nom de l’auteur. 
 
L’usage du français dans le monde scientifique ne se limite pas à la France. Pour cette 
raison, le corpus inclut également divers articles écrits par des chercheurs suisses et belges 
ainsi que quelques revues canadiennes. La question se pose du caractère notable de la 
différence des revues canadiennes en regard des françaises, susceptible d’affaiblir la 
représentativité du corpus. Or, discutant de ce même sujet, Fløttum et al. (2006 : 10-11, 
118) constatent que les textes écrits dans une même langue se ressemblent et que cette 
similarité semble dépasser les frontières nationales. Poursuivant, ils ajoutent que la norme 
pour tous les textes écrits en français semble être la norme française. Par conséquent, 
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aucune différence notable entre les revues francophones et françaises ne devrait être 
relevée.  
 
Enfin, il faut également tenir compte du fait que le ou les auteurs ne sont pas 
nécessairement seuls à avoir influencé le format et le contenu de l’article ; la revue peut 
aussi éditer l’article selon ses propres normes. La définition de l’auteur réel du texte et la 
distinction entre les parties éditées et celles rédigées par les auteurs est pourtant impossible 
et, pour nous, aussi inutile. En effet, l’objet de notre intérêt est le produit final du processus 
d’édition, c'est-à-dire l’article. En outre, ce processus d’édition constitue plutôt un atout 
dans la collecte à nos yeux. De fait, en éditant les articles selon leurs normes, les revues les 
ajustent également mieux aux critères convenus de la communauté scientifique, assurant 
ainsi leur représentativité dans le domaine. De la sorte, ce processus rend, par exemple, la 
question de la langue maternelle de l’auteur secondaire. 
 
Pour le choix des revues du corpus, nous avons appliqué plusieurs critères principaux. Afin 
de garantir le niveau scientifique du corpus, les revues choisies pratiquent toutes un 
processus d’évaluation. Les différents actes de colloque du corpus sont suivis d’un 
colloque avec un comité scientifique. Tous les articles inclus sont également publiés depuis 
l’an 2000.  
 
Le sujet des articles choisis doit également être pris en compte, car les différents sous-
domaines, tels que la linguistique appliquée et la linguistique théorique, peuvent présenter 
des différences. Pour la sélection, nous avons d’abord évité les articles dont le sujet risque 
de représenter un sous-domaine particulier, accroissant ainsi l’hétérogénéité du corpus, 
notamment les études linguistiques très techniques sur le traitement automatique des 
langues ou très appliquées sur le français en tant que langue étrangère. De plus, nous avons 
préféré les articles présentant leur propre recherche et ne se limitant pas uniquement à 
discuter celles des autres (cf. aussi Fløttum et al. 2006 : 8).  
 
Afin d’éviter la concentration du corpus sur un échantillon très restreint et, possiblement, 
sur certaines thématiques spécifiques, le nombre de revues de chaque sous-corpus 
(linguistique, éducation et histoire) doit être suffisant. Par ailleurs, si les revues différentes 
sont trop nombreuses, le corpus risque de devenir dispersé. Le nombre de revues dans 
chaque sous-corpus dépend également de la taille finale du corpus. La quantité nécessaire 
est pourtant difficile à déterminer préalablement pour une étude qui, comme la nôtre, 
manque de précurseurs. En effet, le nombre de séries linéaires est très difficile à estimer 
avant l’annotation. Parmi les travaux antérieurs, le corpus KIAP (Fløttum et al. 2006) 
comporte 450 articles de recherche (2 250 868 mots) et le corpus de Hyland 1998a 28 
articles (160 000 mots). Les corpus annotés RST Discourse Treebank (Carlson et al. 2003) 
et Penn Discourse Treebank (Miltsakaki et al. 2004, Prasad et al. 2008) intègrent 176 000 
et un million de mots, respectivement. Ces chiffres sont pourtant difficiles à comparer à 
ceux de notre étude du fait des problématiques, méthodes et ressources différentes.  
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Le corpus final de notre étude se compose de 796 072 mots, soit 90 articles de recherche 
(30 en linguistique, 30 en éducation et 30 en histoire). Ce nombre d’articles nous a semblé 
suffisant pour une étude comparative tout en restant compatible avec leur annotation par 
nous-même. Un corpus plus important aurait nécessité un annotateur additionnel ou une 
prolongation importante du projet de thèse. Revues et tailles des sous-corpus sont 
présentées dans le Tableau 1 ci-dessous et plus en détail dans les annexes. 
 
Discipline Revue Nb d’articles 
de la revue 
dans le 
corpus 
Nb total de 
mots  
Nb de mots / 
article 
(moyenne) 
ling  Cahiers de grammaire 7 44 775 6 396 
ling  Corpus  8 77 936 9 742 
ling  French Language Studies  4 36 297 9 074 
ling  Marges linguistiques  3 41 891 13 964 
ling  Linguisticae 
investigationes 
1 9 474 9 474 
ling  Revue romaine  7 59 943 8 563 
Sous total  30 270 316 9 011 
     
édu  Actes du colloque « 
Innovations, Usages, 
Réseaux » 
4 20 189 5 047 
édu  MJE  7 66 207 9 458 
édu  Recherches et éducations  5 26 340 5 268 
édu  Spirale  7 33 823 4 832 
édu  Revue des sciences de 
l’éducation  
7 71 469 10 210 
Sous total  30 218 028 7 268 
     
his  Annales historiques de la 
Révolution française 
5 57 200 11 440 
his  Cahiers de recherches 
médiévales  
8 79 937 9 992 
his  Cahiers d’histoire  5 33 525 6 705 
his  Revue d’histoire du IX 
siècle  
6 62 613 10 436 
his  Revue d’histoire de 
l’Amérique française 
6 74 453 74 454 
Sous total  30 307 728 10 258 
Total  90 796 072 8 845 
Tableau 1 Sous-corpus de l’étude.  
 
Pour garantir la variation thématique et stylistique, chaque sous-corpus inclut 4 à 8 articles 
issus de 5 à 6 revues différentes. Bien que nous ayons évité les articles traitant un sujet très 
technique ou très appliqué, nous n’avons pu empêcher l’inclusion de plusieurs articles 
plutôt techniques ou appliqués dans le corpus. Dans l’ensemble, leur nombre reste 
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cependant minime. Nous pouvons même nous demander si la variation suscitée par ces 
articles dans le corpus dépasse la variation personnelle causée par le style unique de 
chaque auteur (cf. aussi Fløttum et al. 2006 : 8, Fløttum 2006). En outre, cette différence 
possible entre les articles plutôt techniques ou appliqués et ceux plus typiques peut être 
testée par des méthodes statistiques. La même procédure peut être appliquée pour 
confirmer la similitude ou la divergence entre les articles publiés dans des revues 
canadiennes et françaises.  
 
5.2 METHODE 
 
Comme nous l’avons mentionné dans 2.1, ce travail est une étude de corpus reposant 
surtout sur des méthodes quantitatives. Par ailleurs, nous utilisons également des analyses 
qualitatives afin d’interpréter les résultats et pour un examen plus détaillé des aspects 
difficilement repérables automatiquement. Comme l’affirment Biber et al (1998 : 5, 9-10), 
les études quantitatives doivent aussi dépasser les simples fréquences d’occurrences et 
interpréter les résultats par des méthodes qualitatives, complétant les approches 
quantitatives. À la suite, nous clarifions la méthode quantitative que nous avons appliquée 
dans l’analyse des séries linéaires. Nous commencerons par présenter la méthode pratique 
et poursuivrons par la définition du schéma d’annotation qui définit les critères que les 
séries linéaires annotées doivent remplir et les classes des marqueurs utilisées dans 
l’analyse de la façon dont les items, les amorces et les clôtures sont signalés.  
5.2.1 DEMARCHE PRATIQUE 
Dans la pratique, la démarche de notre méthode comporte deux étapes, la première 
comprenant l’annotation des articles et la deuxième les analyses poursuivies sur le 
fondement de ces annotations.  
 
La préparation des articles de recherche, d’abord enregistrés au format .txt lisible par 
l’outil d’annotation, constitue le premier pas de l’annotation. L’étape préparatoire inclut 
également un prétraitement des marqueurs pouvant fonctionner comme indices de 
sériation, tels que les MIL et les numéros ainsi que les connecteurs et autres expressions 
fréquents dans les amorces et les clôtures. Afin de rendre ces expressions plus facilement 
visibles dans le texte, et faciliter ainsi l’annotation, nous faisons précéder automatiquement 
ces expressions de la figure XX en employant un script Unix.  
 
Le marquage des possibles indices de sériation par XX a, selon notre expérience, 
effectivement facilité l’annotation. Il s’avère donc ainsi justifié. Une partie de l’étape de 
préparation a pourtant été menée de manière inappropriée. À l’origine, les articles 
adoptaient un format soit pdf, soit html. De ce fait, les articles en html auraient pu, pour le 
moins, être annotés également dans leur format d’origine. Nous aurions pu ainsi conserver 
automatiquement quelques informations typographiques, telles que les titres et les 
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changements de paragraphe. Comme cela n’a pas été le cas, ces informations ont par 
conséquent été perdues.  
 
Après la transformation des articles au format .txt et l’ajout des XX aux endroits 
nécessaires, nous avons annoté les articles avec l’outil d’annotation Callisto32. Parmi les 
différents outils XML, Callisto nous a paru le plus approprié. En effet, il a été développé 
surtout pour l’annotation des phénomènes linguistiques et bénéficie d’un manuel clair et 
exhaustif. Callisto s'avère également très convivial et adaptable à des tâches différentes. 
Nous l’avons personnalisé pour l’annotation des séries linéaires avec une fiche de style 
DTD. La Figure 3 ci-dessous illustre la tâche d’annotation avec Callisto. Le texte à annoter 
apparaît au milieu et les séries linéaires annotées et numérotées en bas de l’écran.  
 
 
Figure 3 Le logiciel Callisto. 
 
Nous avons annoté tous les articles et vérifié puis corrigé les annotations complétées, au 
moins à deux reprises. De plus, nous avons analysé les cas problématiques conjointement 
avec notre directeur de thèse. Comme nous n’avons pas eu la possibilité de mener à bien 
une double annotation par plusieurs personnes, pour mesurer ainsi l’accord inter-
annotateur, nous avons jugé ces discussions nécessaires afin de fiabiliser l’analyse. Nous 
n’avons pas mesuré le temps consacré à l’annotation. Nous estimons, toutefois, que 
l’annotation d’un article avec sa double vérification et correction, selon notre procédure, a 
requis plus d’une journée de travail.  
 
                                                     
32 callisto.mitre.org 
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Les articles annotés sont sauvegardés au format XML. Les propriétés annotées dans ce 
format peuvent être analysées automatiquement d’une façon similaire aux mots 
individuels. Le schéma d’annotation est présenté en section 5.2.2. L’Exemple 17 illustre 
cependant une simplification du code d’une série linéaire annotée.  
 
Exemple 17 
<?xml version="1.0" encoding="UTF-8"?> 
<annotation> 
 <corpus> 
 <chain> 
 <sequence ID="4" arguable="*null*" > 
 <item ID="0(4)" arguable="*null*"  marking=" vague"  type="prediction"> 
De XX nombreux départements actifs dans le pétitionnement répondent à ce modèle 
gardois. 
</item> 
<item ID="1(4)"  arguable="*null*” " marker="*null*" 
marking="other_lexical_cohesion"  type="item"> 
Dans la Sarthe, 11 800 signatures sont récoltées dans 90 communes, dont seulement 
16 % au Mans. 
</item> 
<item ID="2(4)" arguable="*null*” marker="egalement" 
marking="vague_linear_connector"  type="item"> 
Dans le Bas-Rhin également, seuls 22 % des 12 252 signatures ont été recueillies à 
Strasbourg. 
</item> 
<item ID="R(4)" arguable="*null*"  marking="anafora" 
type="restrospection"> 
Dans ces départements, le pétitionnement se caractérise par la prépondérance de 
l’initiative villageoise et la dissémination rurale. Le pétitionnement permet alors 
d’apprécier l’organisation et la capacité d’action du parti républicain au niveau local. 
On entrevoit déjà certains des traits caractéristiques de l’insurrection de décembre 
1851. Face au contrôle policier croissant qui s’exerce sur les villes, l’activité 
montagnarde se replie dans les campagnes. 
</item> 
</sequence> 
</chain> 
</corpus> 
</annotation> 
 
Le XML de l’Exemple 17 illustre l’annotation d’une série linéaire avec les informations 
nécessaires pour son analyse. Les informations introduites lors de l’annotation sont en 
gras. Les éléments annotés dans l’exemple sont donc la chain, qui peut inclure une ou 
plusieurs sequences, c'est-à-dire des séries, qui se décomposent en items. La chain est une 
structure spécifiée seulement si elle inclut deux ou plusieurs séries, soit si elle remplit 
certains critères spécifiques indiqués dans le schéma d’annotation ci-dessous. La sequence 
inclut deux attributs : le numéro de la série, c'est-à-dire l’ID et l’attribut arguable, auquel 
nous pouvons donner, par exemple, la valeur questionnable si la série semble douteuse. 
Les items de la sequence sont également numérotés : 0 pour l’amorce, des numéros pour 
les items proprement dits et R pour la clôture. De même que les sequences, les items 
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possèdent aussi l’attribut arguable. Les autres informations présentes sont marker offrant 
l’option de marquage manuel du marqueur utilisé, marking proposant la classe  du 
marqueur de l’item et type spécifiant si l’item est une amorce, un item proprement dit ou 
une clôture. Le texte couvert par le composant suit les informations marquées.  Il est à 
noter, d’une part, que ces attributs (ID, arguable et autres) ne sont pas les seuls que 
Callisto permet d’annoter et, d’autre part, que d’autres informations sont également 
inscrites dans la source XML. Les attributs présentés dans l’exemple sont pourtant ceux 
qui sont le plus souvent utilisés dans l’analyse. Les autres seront précisés lors de l’analyse, 
en tant que besoin. 
 
Dans l’analyse des annotations, nous avons exploité principalement de courts programmes 
python rédigés par nous-même et de R, un environnement d’étude des données 
statistiques33. La Figure 4 ci-dessous illustre une analyse python de l’annotation. Les lignes 
numérotées de 1 à 8 correspondent chacune à une série linéaire, ces premières chiffres 
présentant le numéro identifiant de la série que nous lui avons attribué lors de l’annotation 
(sequence ID dans l’exemple précédent). La deuxième colonne indique la longueur de la 
série calculée par le programme python et *null* que la série n’a pas de fonction 
spécifique attribuée lors de l’annotation34.  
 
Les colonnes suivantes traient surtout du marquage des séries. PNM et HOMO sont des 
classes de séries définies par le programme, PNM présentant que la série inclut des items 
explicitement signalés et des items non marqués, HOMO que tous les items de la série sont 
signalés par le même type de marqueurs. Les colonnes suivantes, par contre, se basent sur 
l’annotation manuelle des classes de marqueurs utilisées dans l’introduction des items, des 
amorces et des clôtures. Ces classes sont définies dans le schéma d’annotation que nous 
présentons dans la section suivante. 0=…  et R=… décrivent des types d’amorce et de 
clôture présents dans la série, C, L, et CL que les marqueurs utilisés dans la série sont des 
connecteurs (C), des constructions numéro+nom (L) ou des deux (CL). E, V, et EV, encore, 
définissent l’ordre exprimé par les marqueurs d’item : E correspond à l’ordre exact, V à 
l’ordre vague ou l’addition et EV indique que les marqueurs d’item de la série font partie 
des deux groupes. HISQC, en revanche, définit que la série est issue d’un article du sous-
corpus histoire et que la revue est parue au Canada. La dernière colonne, enfin, précise la 
position des items non marqués dans la série. Quand la série n’inclut pas d’item non 
marqué, cette colonne porte l’étiquette EX.  
 
 
 
 
 
 
 
                                                     
33 http://www.r-project.org/ 
34 Cf. section 6.1 
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Figure 4 Exemple de l’analyse python du XML annoté 
 
Une fois analysées à l’aide de python, les annotations XML sont faciles à examiner d’une 
manière quantitative à l’aide du logiciel R. De plus, quand nécessaire, les annotations 
peuvent être soumises à des nouvelles analyses python pour compléter les résultats. Ainsi, 
une fois accomplies, les annotations manuelles permettent une analyse relativement aisée 
et fléxible du corpus.  
 
Enfin, pour terminer, nous présentons encore la démarche pratique de notre méthode à 
l’aide de la Figure 5 ci-dessous. 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 Démarche pratique de notre méthode 
 
Comme l’illustre la Figure 5, le point de départ de notre méthode est les textes de notre 
corpus, soit les articles de recherche choisis et sauvegardés au format txt. Après 
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l’annotation manuelle des séries linéaires, le résultat, c'est-à-dire les articles au format 
XML, sont analysés automatiquement par des programmes python et par le logiciel R.  
5.2.2 SCHEMA D’ANNOTATION 
Nous avons élaboré le schéma d’annotation pendant les analyses préparatoires. La version 
finale s’est stabilisée pendant les premières annotations. Après quelques changements, 
nous avons parcouru toutes les annotations afin de les ajuster toutes selon le même schéma. 
Ce schéma se compose de deux parties : les définitions des marqueurs individuels, d’une 
part, et les critères que les séries annotées doivent remplir, de l’autre. Comme nous l’avons 
expliqué dans 4.2.3, afin de fiabiliser l’analyse, l’annotation doit se fonder sur des indices 
linguistiques.  
 
La section commencera par discuter divers critères de classification que nous appliquons à 
l’annotation des marqueurs individuels, des amorces et des clôtures. Ensuite, nous 
présenterons cette classification et les critères de surface établis pour les séries linéaires 
analysées.  
5.2.2.1 Quelques critères de classification des marqueurs d’items individuels 
L’annotation des marqueurs individuels tend à généraliser des propriétés de ces indices 
afin de pouvoir les classifier en groupes. Dans notre cas, l’analyse des marqueurs des 
composants des séries linéaires, deux propriétés générales nous ont semblé essentielles : 
l’ordre, ou le nombre, d’items exprimés par le marqueur et le type de marqueur employé.  
 
La question de l’ordre exprimé est pertinente35. En effet, selon notre définition (cf. 4.2.2 et 
4.3.2), les items des séries linéaires doivent être au moins partiellement ordonnés. Les 
amorces et les clôtures exprimant le nombre d’items soulignent également la structure de la 
série et la définissent plus en détail. Au sens large, nous pouvons distinguer deux degrés 
d’ordre que les marqueurs d’item, d’amorce et de clôture peuvent exprimer : l’ordre 
absolu, ou exact, indique la place exacte de l’item dans la série (d’abord, finalement, le 
troisième) ou le nombre exact d’items (cette série comprend deux items, Ces deux items), 
tandis que l’ordre relatif, ou additif, note seulement l’addition (de plus, un autre + NOM) 
ou l’organisation du texte à venir dans une série (cette série comprend quelques items). 
Une clôture indiquant l’ordre relatif peut être une expression référentielle du type ces 
items.  
 
Les différents types de marqueur, en revanche, sont nécessaires à la distinction du fait des 
fonctions différentes qu’ils revêtent dans l’organisation du texte (cf. 3.4). Les expressions 
anaphoriques, par exemple, se réfèrent toujours au texte antérieur tandis que les adverbiaux 
détachés à l’initiale de la phrase peuvent adopter une fonction cadrative et ainsi étendre 
leur zone d’influence au-delà de la phrase d’origine. Les MIL, en revanche, peuvent relier 
                                                     
35 Voir aussi la discussion sur ce concept par Schnedecker (2001: 262-266). 
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et indexer des segments mais, contrairement aux adverbiaux, ils ne peuvent ouvrir 
d’univers de discours. 
 
Pour les items, nous distinguons également quelques marqueurs qui n’expriment pas 
directement l’ordre. Les connecteurs adversatifs, tels que mais et par contre, sont analysés 
comme des marqueurs d’items explicites puisqu’ils peuvent aussi adopter une fonction 
additive. Les items introduits par des indices qui ne signalent aucun ordre ou addition sont, 
en revanche, analysés comme non marqués. De fait, ces indices ne peuvent pas introduire 
seuls les items d’une série dont l’ordre est une propriété essentielle. Ainsi, les connecteurs 
thématiques, tels qu’en ce qui concerne, ne comptent pas comme marqueurs d’items 
explicites. Or, ces indices peuvent tout de même contribuer à l’identification des items et à 
l’organisation de la série. C’est pourquoi nous les considérons comme des indices 
complémentaires de sériation, pouvant être présents dans les items que nous considérons 
pourtant non marqués. Outre les connecteurs, les titres et la répétition de mêmes items 
lexicaux dans plusieurs items constituent d’autres indices complémentaires pouvant 
contribuer à l’identification de l’item mais sans signaler l’ordre ou l’addition.  
 
Dans 4.1, nous avons discuté du modèle de Goutsos (1996) qui comprend le marquage 
explicite et le non marquage d’une façon différente de celle des travaux sur la cohérence. 
Notre définition des items non marqués ou introduits implicitement (ci-dessus) s’approche 
cependant de ces derniers. En effet, pour Goutsos (1996), les items « marqués » par la 
répétition des items lexicaux ou les connecteurs ne signalant pas l’addition ou l’ordre 
peuvent bien être introduits explicitement dans le texte. La différence réside pour autant 
dans ce qui doit être signalé : pour Goutsos, les indices nécessaires sont seulement ceux à 
même d’exprimer les techniques d’introduction et de continuation, tandis que nous 
cherchons également à indiquer l’ordre entre les items et définissons le marquage explicite 
à partir de ce critère. La notion d’indices complémentaires complète ce schéma des 
marqueurs explicites. De fait, comme nous le montrons dans les sections suivantes, ces 
signes jouent également un rôle dans l’introduction des séries.  
 
Enfin, la façon dont nous avons identifié les items non marqués constitue la dernière 
question. Avons-nous pris en compte uniquement les séries facilement identifiables ? Ou 
avons-nous tenté d’inclure également dans l’analyse des structures moins cohérentes ? La 
réponse affecte inévitablement les séries repérées car, si nous prenons uniquement en 
compte les séries facilement identifiables et explicitement signalées, notre hypothèse sur la 
fréquence du marquage explicite et sa nature soigneuse se confirme d’elle-même par la 
façon dont nous menons l’analyse.  
 
Les items non marqués sont au centre de l’analyse de la section 7.3, dans laquelle nous 
examinons les indices complémentaires et leur fréquence ainsi que les items dans lesquels 
même ceux-ci ne sont pas utilisés. Nous admettons cependant que l’identification des items 
non marqués et l’inclusion des séries moins cohérentes dans l’analyse sont difficiles à 
mener de façon neutre à l’aide de nos méthodes. En principe, nous avons pris en compte 
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toutes les séries qui remplissent les critères posés ci-dessous et dans lesquelles nous avons 
pu identifier au moins deux items. Or, si nous n’avons identifié qu’un seul item ou si la 
distinction des items nous a paru autrement impossible, nous n’avons pas inclus la série 
dans l’analyse. Une telle série, sans structure apparente, est en effet très difficile à analyser. 
Ce choix restreint déjà inévitablement le nombre de séries incohérentes incluses dans 
l’analyse et influence ainsi nos résultats. Nous le considérons néanmoins comme la seule 
option possible, les méthodes que nous appliquons ne permettent pas de considérer les 
séries sans structure interne, divisible en items. ´ 
5.2.2.2 Classes des composants des séries linéaires 
Lors de l’annotation, nous distinguons les items, les amorces et les clôtures. De plus, nous 
précisons manuellement la classe du marqueur utilisé pour chacun de ces éléments. Ces 
classes peuvent ensuite être quantifiées et examinées lors de l’analyse.  
 
Comme nous l’avons précisé dans la section précédente, les deux propriétés principales 
dans notre classification des marqueurs sont le type de marqueur utilisé et l’ordre exprimé 
par celui-ci. En tout, pour les marqueurs d’item proprement dits, notre annotation distingue 
13 classes différentes, et pour les amorces et clôtures, quatre classes respectivement. Dans 
ce qui suit, nous définirons les classes de marqueurs que nous avons utilisées dans 
l’annotation. Nous commencerons par les marqueurs d’item proprement dits. Dans ceux-ci, 
nous distinguons encore les marqueurs utilisés dans les items explicitement signalés et les 
indices complémentaires qui peuvent contribuer à l’identification des items que nous 
analysons comme non marqués. Ensuite, nous continuerons par présenter les types 
d’amorce annotés et finirons par les types de clôtures.  
 
MARQUEURS D’ITEM EXPLICITES 
 
Connecteurs et expressions pouvant adopter une fonction cadrative 
1. MIL exacts indiquant la place exacte de l’item dans la série :  
 premièrement, d’abord, deuxièmement, finalement, enfin, d’une part – d’autre 
part, etc. 
 
2. MIL relatifs indiquant l’addition de l’item dans la série :  
puis, ensuite, aussi, etc. 
 
3. Adverbiaux détachés à l’initiale de la phrase (non MIL) exacts :  
 dans la section trois, dans le dernier exemple, etc. 
 
4. Adverbiaux détachés à l’initiale de la phrase (non MIL) relatifs :  
 dans une autre section, dans l’autre exemple, etc. 
 
5. Connecteurs adversatifs :  
 mais, par contre, etc. 
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6. Marqueurs fonctionnant en paires :  
tantôt – tantôt, soit-soit. 
 
Expressions référentielles et syntagmes nominaux fonctionnant comme marqueur 
d’item 
7. Expressions anaphoriques : 
 l’un – l’autre, le premier, le troisième, le dernier, etc. 
 
8. Constructions numéro + nom exactes et verbes exacts:  
 le premier exemple, la dernière section, le troisième mot, commencer, finir, etc. 
 
9. Constructions numéro + nom et verbes relatifs :  
l’autre exemple, une autre section, continuer, etc. 
 
10. Et : Et est annoté séparément à cause de sa fréquence. Cette étiquette couvre 
également les cas rares où d’autres conjonctions de coordination, en général ou, 
sont utilisées pour marquer un item. 
 
ITEMS NON MARQUÉS ET INDICES COMPLÉMENTAIRES 
 
11. Répétition : médecin – médecine, parole – parler, exemple – exemple, etc. 
 
12.  Autres connecteurs (qu’adversatifs ou MIL) : en ce qui concerne, quant à, etc. 
 
13. Non marqué proprement dit : les items ne présentant aucun des indices des classes 
précédentes. 
 
Dans ces marqueurs et indices complémentaires, certains détails nécessitent encore 
quelques précisions. Tout d’abord, la conjonction de coordination et est annotée 
séparément car elle est très fréquente. Cette conjonction, qui, selon Adam et Revaz (1989), 
marque souvent le dernier item, peut également assumer d’autres fonctions (voir Suomela-
Salmi 1993). Nous l’avons pourtant annotée uniquement lorsqu’elle fait partie de la série 
linéaire annotée. Les constructions numéro + nom, en outre, ne sont pas dénommées 
expressions référentielles ni anaphoriques car leur caractère référentiel possible n’est pas 
analysé lors de l’annotation. Dans ce cas, la distinction entre les marques référentielles et 
les autres ne se fait pas pour des raisons pratiques : la nature référentielle peut être une 
question complexe présentant des cas limites difficiles à déterminer.  
 
Certaines précisions sur les indices complémentaires et le non marquage s’imposent 
également. Tout d’abord, sur le plan général, nous considérons comme non marqués tous 
les items qui ne sont pas introduits explicitement par un marqueur explicite d’ordre ou 
d’addition, tel que défini précédemment. Toutefois, les items non marqués peuvent être 
facilement identifiés par des indices complémentaires. La catégorie autres connecteurs 
inclut les connecteurs qui ne signalent aucun ordre ou addition en faisant partie des indices 
complémentaires et, plus généralement, du non marquage. Comme indices de répétition, 
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nous analysons tous les items qui incluent un même mot répété dans un autre item de la 
série. Le mot répété peut également se présenter sous une autre forme grammaticale, voire 
appartenir à une autre catégorie syntaxique : il suffit que les items répétés partagent le 
même morphème de base (cf. complex lexical repetition dans Hoey 1991 : 52-68). Enfin, 
la répétition des noms différents est aussi incluse dans cette catégorie.  
 
AMORCES (adaptées à notre travail d’après Tadros 1994) 
 
1. Énumération exacte spécifie le nombre d’items de la série :  
 Cette série consiste en trois parties… 
 
2. Énumération vague ne spécifie pas le nombre d’items de la série mais indique 
que le segment textuel à suivre est organisé en items :  
 Cette série consiste en quelques parties… 
 
3. Question :  
 Comment la série est-elle construite? 
 
4. Implicite :  
 Dans ce qui suit, nous allons… / Nous allons… 
 
L’amorce implicite, selon Tadros (1994), annonce seulement que l’auteur s’engage à 
accomplir à un acte de discours : Ces résultats nous amènent à distinguer... Pour autant, 
puisque cette annonce peut se réaliser pour différents types d’amorces qui ne sont pas 
nécessairement évidents à identifier dans un texte où les phrases sont, par défaut, liées les 
unes aux autres, leur annotation risquerait d’être peu systématique et leur analyse 
quantitative peu fiable. Pour cette raison, nous avons décidé d’annoter seulement les 
amorces implicites incluant une expression explicite de l’intention de l’auteur dans le texte 
à venir. En pratique, ces expressions sont du type dans ce qui suit, ci-dessus, le chapitre 
suivant, nous allons, faciles à distinguer dans le texte. Il est vrai que cette décision exclut 
de l’analyse un nombre important d’amorces. Le nombre des séries exclues est cependant 
probablement moins significatif. De fait, la présence des amorces est décisive uniquement 
quand la série en question inclut des items non marqués.  
 
CLOTURES 
 
1. Connecteurs conclusifs ou explicatifs :  
Donc, bref, ainsi, etc. 
 
2. Autres connecteurs : 
 Cependant, par conséquent, etc. 
 
3. Reprises anaphoriques :  
 Ces parties…Cette distinction… 
 
4. Reprises anaphoriques spécifiant le nombre d’items de la série : 
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 Ces trois parties… 
 
Les clôtures implicites, qui ne font pas partie des catégories définies mais, clairement, 
ferment la série, sont également relativement fréquentes. Ces expressions ne sont pourtant 
pas en général annotées à cause de leur variation qui risquerait de produire des annotations 
peu fiables. Comme seule exception à cette règle, nous annotons les clôtures implicites 
dans les séries dénommées argumentatives, dont le premier item correspond à la thèse 
première, le second aux données (prémisses) et la clôture à la nouvelle thèse (cf. Toulmin 
1958) ; Adam 1992 (cf. section 6.1). Sans cette exception, une partie importante de ces 
structures resterait non annotée bien qu’elles attestent clairement du même type de 
séquence.  
 
Tadros (1994) notait déjà que plusieurs amorces peuvent s’enchaîner. Il en va de même 
pour les marqueurs d’item et les clôtures. Dans ce cas, un ordre de préférence des types 
annotés s’impose. Notre liste de préférence s’étend du plus spécifique au plus imprécis et 
implicite. De cette manière, le marquage le plus spécifique est annoté. 
 
Pour les items, l’ordre est le suivant : 
1.  marqueurs exacts (premièrement, le premier, enfin…) 
2.  marqueurs relatifs (puis, ensuite, autre) 
3.  et 
4.  connecteurs en paire (tantôt – tantôt) 
5.  connecteurs adversatifs (mais) 
6.  autres connecteurs ( en ce qui concerne) 
7.  répétition 
8.  marquage implicite 
 
Pour les amorces : 
1.  énumération exacte 
2.  énumération vague 
3.  question 
4.  amorce implicite, « advanced labelling » 
 
Pour les clôtures : 
1.  reprises spécifiant le nombre d’items 
2.  autres reprises, connecteurs conclusifs et reformulatifs 
 
Pour finir, nous devons souligner que toutes les classes que nous venons d’énumérer ne 
sont pas considérées dans toutes les analyses que nous présenterons dans les sections à 
venir. Par exemple, les adverbiaux détachés à l’initial de la phrase sont souvent analysés 
ensemble avec les connecteurs, et aussi la présence des indices complémentaires dans les 
items non marqués est souvent dépassée et les items analysés simplement comme non 
marqués. La distinction de ces classes lors de l’annotation permet pourtant leur analyse 
quand nécessaire. Par exemple, bien que les adverbiaux détachés à l’initial de la phrase 
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soient en général analysés ensemble avec les connecteurs, dans la section 7.2.3 sur l’usage 
des marqueurs d’item individuels nous gardons les deux types de marqueurs à part.  
5.2.2.3 Critères d’annotation des séries linéaires simples 
Afin d’être incluses dans l’analyse, les séries doivent remplir les trois critères suivants : 
 
1.  La longueur minimale de la série est de deux phrases, commençant par une 
majuscule et se terminant par un point. Les amorces et clôtures possibles sont 
comprises dans cette longueur. 
2.  Au moins un item de la série doit être explicitement introduit par un marqueur 
d’addition ou d’ordre (La conjonction de coordination et ne suffit pas). Si le 
marqueur ne signale que l’ordre relatif entre les items et pas sa place exacte, la 
série doit également être précédée par une amorce ou suivie par une clôture pour 
remplir nos critères.  
3. Si tous les items de la série sont introduits non marqués (ou le seul marqueur 
utilisé est et), le nombre d’items de la série doit être précisé, avant la série, par une 
amorce ou, après la série, par une clôture. 
 
La longueur minimale est importante à définir. Sans elle, la phrase J’ai deux chiens, un 
noir et un blanc pourrait aussi être interprétée comme une série linéaire avec une amorce et 
deux items non marqués. La limite minimale de deux phrases nous a paru justifiée car 
l’objet de notre étude est l’organisation du texte cohérent, tandis que les phrases 
individuelles demeurent organisées par la syntaxe. Cette limite est également facile à 
appliquer. Une autre option aurait été d’exiger que chaque item inclue un verbe. Ce critère 
aurait pourtant posé des difficultés : comment faire, ensuite, si un item mais pas tous les 
items incluent des verbes ? Et que faire des verbes infinis et des subordonnées ? 
 
Les critères 2 et 3 servent à inclure dans l’analyse les séries organisant des items au moins 
partiellement ordonnés et à exclure celles pour lesquelles l’ordre n’est pas du tout un 
critère d’organisation. Le schéma à thèmes dérivés du modèle de la progression thématique 
de Danes (1974), composé d’un hyperthème et de sous-thèmes dérivés de celui-ci (cf. 
4.2.1) offre un exemple d’une telle structure, ignorant l’ordre comme critère mais 
semblable aux séries linéaires. Lorsque les marques de surface de ces structures sont 
insuffisantes selon les critères que nous venons d’indiquer, les structures ne sont pas 
analysées. Notre choix d’exclure les structures ayant un marqueur relatif comme seul 
signal explicite, en revanche, a pour but de bannir de l’analyse les usages individuels des 
marqueurs. Pour illustrer ce critère, la série introduite par Cet article comprend quelques 
éléments importants… 0… De plus… peut être incluse dans l’analyse tandis qu’une série 
dont le seul marqueur explicite est de plus en est exclue. La série introduite par 0… 0… 
Enfin… peut toutefois être prise en compte car le connecteur exprime un ordre absolu. 
 
La fin des séries constitue également un aspect important de l’annotation. Comme le note 
Charolles (1997), la fermeture du cadre et la fin de l’univers de discours se sont pas 
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toujours aisément identifiables et peuvent résulter d’un faisceau d’indices. D’après notre 
expérience, il en va de même pour la fin des séries linéaires. En effet, l’étendue du dernier 
item ou de la clôture est, dans plusieurs cas, difficile à déterminer étant donné que, dans un 
texte cohérent et organisé, les phrases sont normalement liées les unes aux autres. Dans les 
séries déséquilibrées, le dernier item risque également de paraître excessif en regard des 
autres items : il peut notamment initier une chaîne de référence finissant par embrasser un 
segment plus vaste que toute la série antérieure.  
 
Malgré les difficultés, l’annotation fiable et systématique des longueurs des séries linéaires 
est importante afin qu’elles ne soient pas arbitraires et puissent être analysées. Dans une 
bonne partie des séries, la fin est identifiable par des repères naturels, tels que la fin du 
paragraphe ou de la section, également des réalisations des techniques de fermeture et 
d’encadrement chez Goutsos (1996). Nous avons interprété ces indices comme des signes 
de la fin de série également lorsqu’elle risque d’être difficile à prouver. Autrement dit, si la 
fin est difficile à déterminer mais proche, par exemple, d’un changement de paragraphe, 
nous le marquons comme la fin de la série. Dans les cas où un repère naturel ne peut pas 
terminer la série, nous avons décidé de marquer la fin de la série plus tôt que plus tard. Par 
exemple, si la thématique discutée dans le dernier item semble se poursuivre et rendre la 
longueur de l’item disproportionnée en regard de celle des autres items, nous avons décidé 
d’interrompre simplement la discussion après quelques phrases ou en fonction de la 
longueur des autres items de la série. 
5.2.2.4 Critères d’annotation des séries enchaînées 
Les séries linéaires peuvent également se combiner et former des structures plus 
complexes. Nous annotons séparément ces séries enchaînées, composées de plusieurs 
séries simples, puisque leur marquage et leur longueur diffèrent de ceux des séries simples. 
Par ailleurs, les critères d’annotation appliqués à ces structures varient selon différents 
aspects. Dans cette section, nous présentons brièvement ces structures et leur mode 
d’annotation. 
 
Les séries enchaînées sont toujours composées d’au moins deux séries indépendantes. Les 
structures plus longues sont également possibles. Dans ces séries, ce qui constituerait une 
amorce dans une série simple énumère déjà les items de la série et devient ainsi une série 
en soi. Les items de la deuxième série suivent la première et se réfèrent souvent aux 
mêmes objets que la précédente.  Un exemple simplifié d’une série chaîne est fourni ci-
dessous.  
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Exemple 18 
0  J’ai deux chiens. 
1 Le noir est un berger 
2  et le blanc est un chien de garde. 
1  Le premier aime la viande. 
2  Le blanc, par contre, ne l’aime pas. 
Cl. Les deux aiment pourtant le poulet. 
 
Nous appliquons certains critères particuliers pour l’annotation des séries enchaînées. Ces 
critères concernent surtout la longueur et le marquage minimal des séries inférieures 
composant la série enchaînée : comme les séries enchaînées incluent au moins deux séries, 
les critères appliqués pour une seule structure sont parfois trop stricts. Tout d’abord, pour 
la longueur minimale, le critère de deux phrases pour les séries individuelles n’est pas pris 
en compte. La longueur d’une série faisant partie d’une série enchaînée peut donc être 
inférieure à celle-ci, tant que l’ensemble de la structure couvre cette longueur. Pour le 
marquage également, une seule des séries de la structure doit remplir les critères de 
marquage indiqués précédemment. L’introduction explicite des items des deux séries (ou 
plus) n’est pas nécessaire car elle est de toute façon explicite dans l’autre série.  
 
Ces extensions des critères d’annotation augmentent naturellement le nombre total de 
séries incluses dans le corpus. En effet, les séries enchaînées peuvent inclure des structures 
qui ne seraient pas analysées en tant que séries simples. En même temps, elles permettent  
le repérage des structures fonctionnant comme des séries linéaires. Comme nous le 
constatons dans l’Exemple 18 ci-dessus, les séries enchaînées, sans respecter les critères 
des séries individuelles, organisent toutefois le texte d’une manière très similaire à celle 
des autres séries linéaires. 
5.2.3 QUELQUES REMARQUES FINALES SUR LA METHODE ET LES CRITERES 
D’ANNOTATION 
Avant de passer à la partie analyse, certains aspects de notre méthode méritent encore une 
remarque. Tout d’abord, nous voulons souligner que la construction et l’application d’un 
schéma d’annotation ne vont jamais sans compromis. Bien que s’imposant comme la 
meilleure option dans les circonstances, les critères de surface ne suffisent pas toujours 
pour la définition de séries reposant, malgré tout, parfois sur des aspects sémantiques. En 
conséquence, des structures très similaires aux séries linéaires sont exclues de l’analyse et 
d’autres très différentes sont incluses. Une structure prédite par quelques avec des items 
non marqués ne remplissant pas les critères établis peut, par exemple, parfois fonctionner 
comme une série plus typique qu’une série incluse dans l’analyse. De même, notre 
définition des amorces exclut sans doute des structures qui devraient être analysées comme 
des séries linéaires. Des séries avec des items non marqués et une amorce exacte, 
définissant le nombre d’items, sont en revanche facilement incluses dans l’analyse bien 
que, dans la pratique, elles forment plutôt de simples reprises renvoyant à la phrase 
précédente.  
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D’après nous, la difficulté à définir avec précision et exhaustivité les séries linéaires est 
due à une caractéristique fondamentale de la langue : comme remarqué lors de la 
discussion sur les grammaires de texte (cf. 3.1), la langue s’intègre difficilement dans les 
modèles préconstruits du fait de sa variation, de ses possibilités infinies de reformulation et 
des finesses de sens. Ces propriétés sont plutôt inscrites dans un continuum que 
délimitables par des critères exacts qui, même dans le meilleur des cas, sont en quelque 
sorte artificiels.  
 
Nous considérons utile une autre remarque finale sur l’objectivité des méthodes 
quantitatives incluant une phase d’annotation manuelle. En section 2.1, nous avons 
constaté que les méthodes de corpus sont plus indépendantes de l’analyste, et ainsi plus 
objectives, que les méthodes fondées sur un nombre limité d’exemples ou sur 
l’introspection du chercheur. Quoique ce constat soit généralement correct, il faut ajouter 
que l’annotation manuelle du corpus implique nécessairement également un processus 
d’interprétation du chercheur malgré la définition exacte du schéma d’annotation (cf. 
Bestgen et al. 2006). Pour les séries linéaires également, l’annotation et l’identification des 
items non marqués et les fins des séries impliquent, surtout, des jugements en définitive 
subjectifs. Cette subjectivité est un écueil pourtant difficile à éviter sans restreindre l’objet 
de l’étude aux marqueurs explicites. Dans cette optique, il est plus productif de traiter 
avant tout les méthodes de contrôle de l’interprétation et de l’annotation afin de garantir les 
meilleurs résultats possibles. Comme nous l’avons mentionné, nous avons à cet effet 
analysé les cas difficiles conjointement avec notre directeur de thèse et fait précéder du 
chiffre XX les marqueurs possibles de sériation. 
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PARTIE EMPIRIQUE 
6. SERIES LINEAIRES DANS LE CORPUS : FREQUENCES, 
LONGUEURS ET MARQUAGES 
Le corpus de notre étude se compose de 796 072 mots. Selon la mise en page appliquée à 
ce texte, ce total s'élève à quelque 1 600 pages. Pour les séries linéaires, nous avons repéré, 
en tout dans ce corpus, 748 structures suivant les critères présentés auparavant, séries 
simples et séries enchaînées incluses. En moyenne, cette fréquence correspond à une série 
pour un segment de 1 064 mots, soit deux pages environ, ou neuf séries linéaires dans 
chaque article de recherche. Nous pouvons donc déjà remarquer le rôle important de ces 
structures dans l’organisation textuelle des articles de recherche. 
 
Comme exposé en section 1.3, nos questions de recherche concernent le fonctionnement 
des séries linéaires dans l’organisation du texte, leur marquage et non marquage ainsi que 
leur variation entre les trois disciplines scientifiques examinées. Dans cette section, nous 
formulerons une première réponse à ces questions et explorerons les séries repérées dans le 
corpus afin d’en décrire les propriétés principales : fréquences, longueurs et modes de 
marquage. Cette description forme également la base des analyses plus détaillées.  
 
6.1 FREQUENCES ET FONCTIONS SPECIFIQUES 
 
La fréquence des séries linéaires est indicative de leur rôle dans l’organisation textuelle 
ainsi que dans la formation du texte et de la cohérence. Dans cette section, nous 
commencerons par examiner cela. Dans un second temps, nous examinerons la variété des 
séries repérées en abordant la présence et la fréquence de quelques fonctions spécifiques 
des séries que nous avons identifiées lors de l’annotation. Ces informations fournissent une 
première perspective à l’usage de ces structures dans notre corpus.  
 
Dans son ensemble, comme le montre le Tableau 2 ci-dessous, le corpus comprend 748 
séries linéaires, dont 130 enchaînées et 618 simples. Les fréquences des amorces et des 
clôtures sont aussi indiquées dans le tableau. Nous pouvons énoncer que les structures 
subdivisent, approximativement, en groupes de séries relativement réguliers : celles 
précédées d’une amorce, celles suivies d’une clôture, celles incluant les deux et celles qui 
ne se sont attachées ni à l’une ni à l’autre. La seule exception semblerait être la fréquence 
des séries enchaînées suivies par une clôture, moins fréquentes que les séries simples 
similaires. Pourtant, cette différence peut être liée au double rôle des clôtures dans les 
séries enchaînées ; elles peuvent simultanément fonctionner comme clôture de la première 
série inférieure et comme amorce de la deuxième. En définitive, la majorité des structures 
du corpus comprend une amorce, une clôture ou les deux. En effet, seulement 26% des 
séries simples et 30% des séries enchaînées ne sont ni précédées d’une amorce, ni suivies 
d’une clôture.  
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 Fréquence
TOTAL DES SERIES LINEAIRES 748 
Séries simples 618
avec amorce 142 23 % 
avec clôture 186 30 % 
avec amorce et clôture 127 21 % 
sans amorce et clôture 163 26 % 
Séries enchaînées 130  
avec amorce 41 31 % 
avec clôture 17 13% 
avec amorce et clôture 33 26% 
sans amorce et clôture 39 30% 
Tableau 2 Amorces et clôtures dans le corpus. 
 
Bien que les séries linéaires repérées soient très variées, l’Exemple 19 ci-dessous en 
illustre un cas. En l’occurrence, la série est composée de deux items, introduits 
explicitement par les expressions anaphoriques le premier et le second. De plus, la 
structure est précédée d’une amorce à laquelle les deux items se réfèrent et qui définit 
également le nombre d’items de la série. L’article dont le texte est tiré aborde la 
construction du discours autour de la puissance paternelle dans le système judiciaire 
québécois aux XIXème et XXème siècles. Le style en gras du texte est de nous. 
Exemple 19 
 … Bien que le Code favorisait le père lors d’une séparation de corps, à partir des 
années 1890 nous remarquons un changement assez important dans les propos des 
juges et leurs décisions. Ce changement de perception était en fait orienté vers l’enfant 
et les besoins nouveaux qu’on lui découvrait.  
0 Ce changement de cap s’ouvrait sur deux discours.  
1 Le premier, le plus acharné à contester le principe de l’autorité paternelle, était fondé 
sur l’idée que la femme était naturellement plus douée que l’homme pour élever des 
enfants.  
2 Le second tenait pour acquis que, malgré leurs désirs ou leurs droits, les pères étaient 
physiquement incapables de combler les besoins affectifs de leurs enfants. 
                          Fish 
 
Les séries linéaires simples similaires à l’Exemple 19 précédent s’ajustent bien à notre 
définition : elles structurent le texte en items au moins partiellement ordonnés. Il en va de 
même pour les séries enchaînées. Ces structures ressemblent aux séries simples mais sont 
composées de plusieurs séries inférieures. Ainsi, ce qui dans une série simple constituerait 
une amorce peut, dans une série enchaînée, correspondre à une première série énumérant 
déjà ses items au lieu d’en indiquer seulement le nombre. Les items de la deuxième série 
sont généralement coréférentiels avec ceux de la première série. 
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Le corpus comprend  130 occurrences de séries enchaînées. Ci-dessous, l’Exemple 20 en 
est un exemple. Cette structure se compose de deux séries, le cas le plus fréquent. La 
première inclut une amorce annonçant le nombre de ses items, deux types de compléments, 
ainsi que deux items courts présentant ces deux compléments prédits. Les items ne sont pas 
explicitement introduits, à l’exception de la conjonction et, au début du second item. Outre 
la présentation de deux types de compléments annoncés par l’amorce, les items incluent 
également des références cataphoriques aux items de la série suivante qui sont, en fait, des 
exemples numérotés 10 et 11 dans le texte original. Les références, (cf. 10) et (11), 
fonctionnent donc comme une sorte d’amorces aux items à venir. La seconde série est à 
nouveau terminée par ces deux types de pronominalisation, une clôture exacte qui rappelle 
le nombre d’items de la structure.  
Exemple 20 
0  En outre, en linguistique française la notion de datif s’est imposée, depuis les études de 
Kayne (1977) et de Leclère (1976) et (1978), pour faire la distinction entre deux types 
de compléments indirects en à,  
1  les datifs cliticisables en lui/leur (cf. (10))  
2  et les non-datifs, non-clitisables en lui/leur, comme le complément de penser dans 
(11) :  
1   (10) a. Pierre donne un livre à Paul.  b. Pierre lui donne un livre. 
2    (11) a. Pierre pense à Marie.  b. Pierre pense à elle. c. *Pierre lui pense. 
Cl. L’opposition entre ces deux types de pronominalisation et le fait que les clitiques 
lui/leur s’opposent aux clitiques nominatifs il/elle et accusatifs le/la/les permettent 
donc d’affirmer que le français dispose d’un marquage morphologique du datif au 
niveau des pronoms clitiques. 
Van Peteghem 
 
Lors de l’annotation, outre les séries simples et enchaînées typiques illustrées ci-dessus, 
nous avons identifié quelques types de série additionnels dont les caractéristiques les 
distinguent des cas typiques. Certaines de ces structures en diffèrent de par leur 
introduction tandis que d’autres structurent le texte d’une façon spécifique. Ces propriétés 
pouvant influencer le marquage et la longueur de ces séries, nous leur avons attribué des 
étiquettes afin de les identifier lors de l’analyse. Grâce aux étiquettes attribuées, nous 
pouvons prendre en compte ces spécificités automatiquement lors de l’analyse. Le Tableau 
3 ci-dessous présente les fréquences de toutes les séries linéaires, simples et enchaînées, en 
incluant les séries avec une étiquette spécifique. Pour les séries simples, les étiquettes 
annotées sont série argumentative, série accumulative et série section. Pour les structures 
enchaînées, nous distinguons série méta et série à deux temps. De plus, les deux séries 
incluent des structures temporelles. Ces séries étiquetées représentent ensemble 139 
occurrences. Les structures typiques forment ainsi la majorité, soit 609 occurrences et 
81 % du corpus. 
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 Fréquence 
TOTAL DES SERIES LINEAIRES 748 
Séries simples 618
dont séries simples typiques 518 
séries argumentatives 27 
séries accumulatives 8 
séries section 23 
séries temporelles 42 
Séries enchaînées 130 
dont enchaînées proprement dites 91 
séries méta 31 
séries à deux temps 6 
séries temporelles 2 
Tableau 3 Séries simples, enchaînées et à étiquettes particulières. 
Pour les séries simples, le premier type de série avec une étiquette est la série 
argumentative, déjà définie dans Jackiewicz (2005 : 108). Caractéristique de cette série, le 
marquage d’un des items, normalement du deuxième, par un marqueur adversatif et sa 
correspondance avec le modèle d’argumentation de Toulmin (1958, retravaillé dans Adam 
1992). Ce modèle décrit l’argumentation en y distinguant les étapes de la thèse originale, 
les données, ou l’antithèse, et la conclusion, qui représente souvent une nouvelle thèse. 
Dans les séries argumentatives, les items correspondent à ces étapes, ce qui influence la 
façon dont ces séries structurent le texte. En tout, le corpus comprend 27 séries 
argumentatives de ce type. L’Exemple 21 suivant, tiré de la conclusion d’un article traitant 
de la notion de « formation discursive », illustre ces séries. Il commence par une amorce 
du type question. Le premier item, introduit par le MIL dans un premier temps, présente 
une réponse positive à cette question, c'est-à-dire la thèse originale selon le modèle de 
Toulmin. Le deuxième item, signalé par le connecteur adversatif mais, expose une opinion 
contraire, autrement dit une réponse négative à la question posée dans l’amorce. Cet item 
peut être interprété comme l’antithèse. La clôture de l’exemple, enfin, présente la 
conclusion, soit une nouvelle thèse inspirée des arguments présentés. 
Exemple 21 
0 Au sein d’un tel espace de co-partage, la notion de formation discursive peut-elle 
encore conserver une place ?  
1 Dans un premier temps, nous avons eu tendance à considérer sa disparition sur le 
devant de la scène discursive comme définitive, tout en laissant ainsi une place vide 
sans cesse remplie par quelque chose qui existe et quelqu’un qui parle – en l’occurrence 
l’existence d’un sujet empirique – à l’horizon d’une situation sociale donnée.  
2 Mais, à bien y réfléchir, la formation discursive peut désigner ce quelque chose en tant 
que genre discursif le plus élevé, dans la mesure où ce quelque chose s’avère être un 
sujet approprié pour la pensée et le discours, la réalité et le langage, donc s’inscrit dans 
un horizon donné, en l’occurrence la quête sociale de l’émancipation humaine.  
Cl. Plus simplement, la notion de formation discursive renverrait, dans une perspective 
nominaliste (Kaufmann & Guilhaumou, 2003), à la nécessaire médiation de l’ordre du 
discours entre la réalité et la pensée : un ordre du discours qui marque ainsi fortement 
sa présence au sein du lien entre la réalité et l’esprit. 
Guilhaumou 
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La série accumulative est le deuxième type d’étiquette que nous avons attribuée aux séries 
simples. L’alternance de deux types d’items semble caractériser ces structures ; les items 
typiques aux séries linéaires énumèrent, par exemple, des idées ou des arguments et les 
items introduits par des marqueurs adversatifs présentent des contre arguments ou des 
idées opposées. La série peut également inclure des items explicatifs, justifiant le propos 
antérieur, ou des items concessifs, présentant une concession à l’énoncé d’un item 
précédent. La série résultante est souvent similaire à une chaîne de raisonnements avec 
arguments, contre arguments, explications et conclusion(s). 
 
Les séries accumulatives sont plutôt rares : seulement huit occurrences dans le corpus. 
Étant relativement variées, il n’est pas possible de les définir aussi exhaustivement que les 
séries argumentatives. Cela ne serait pas non plus nécessaire pour cette étude étant donnée 
leur fréquence très faible dans notre corpus. Toutefois, certains traits importants de ces 
séries méritent une remarque, le plus notable étant peut-être la présence d’au moins un 
item introduit par un marqueur adversatif ou concessif, tel que mais, cependant ou 
pourtant. La longueur et la présence des items non marqués constituent d’autres 
caractéristiques. Contrairement aux séries argumentatives, composées de deux ou trois 
items, ces séries comprennent toujours au minimum quatre items et semblent également 
inclure au moins un item non marqué. L’Exemple 22 ci-après, composé de six items et 
d’une amorce, illustre ces séries accumulatives.  
Exemple 22 
0 Les élèves en difficulté ont besoin d’un encadrement plus important que les autres 
élèves qui participent à ces programmes. 
1 Les rencontres hebdomadaires peuvent bien combler les besoins de ces jeunes. 
2 Plusieurs rencontres individuelles devront cependant avoir lieu tout au long de 
l’année. 
3 Ces élèves présentent souvent des problèmes de motivation et sont portés à 
démissionner au premier obstacle. De ce fait, un système de récompenses peut stimuler 
la motivation, le temps de permettre à l’élève de retirer un autre type de gratification 
de son expérience de médiateur. 
4 Cependant, si l’élève n’obtient pas de satisfaction à pratiquer la médiation, les 
récompenses n’arriveront pas à le motiver à venir en aide à ses pairs. Dans cette étude, 
les élèves ont placé les récompenses (argent scolaire) très loin derrière les 
gratifications sociales engendrées par la pratique de la médiation. Ces sentiments de 
valorisation semblent en effet fournir la motivation nécessaire aux élèves pour 
persévérer dans leur tâche.  
5 De plus, il importe de susciter l’intérêt des parents afin qu’ils valorisent et 
encouragent eux aussi la participation de leur enfant au programme de médiation. 
6 Finalement, la promotion continue du programme dans l’école permet aux autres 
élèves de ne pas oublier l’existence des médiateurs et les incitent à s’adresser plus 
souvent à leurs services. Sans cet élément promotionnel, les médiateurs pratiquent très 
peu de médiations et se désintéressent rapidement de leur rôle. 
Beaumont 
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Dans l’Exemple 22, l’amorce est implicite. Au lieu d’indiquer le nombre d’items de la 
série, elle définit simplement la thématique des composants énumérés : l’aide dont les 
élèves en difficulté ont besoin. Le premier et le deuxième items présentent des moyens 
d’aide possibles, soit des rencontres avec les élèves, le deuxième item précisant le premier. 
Le troisième item expose un autre aspect de ces moyens, un système de récompenses. 
Pourtant, au lieu de l’indiquer immédiatement au début, cet item commence par une 
description du comportement des élèves, le système de récompenses apparaissant 
uniquement dans la deuxième phrase de l’item. Bien que cette description justifie le moyen 
d’aide présenté, elle rend également l’organisation interne de l’item différente des deux 
premiers et risque de compliquer la lecture de l’ensemble de la série. Le quatrième item 
fournit encore un contre argument à celui-ci en définissant des conditions dans lesquelles 
le système de récompenses ne fonctionne pas. Les items 5 et 6, enfin, énumèrent également 
d’autres moyens d’aide possibles.  
 
La lecture de l’Exemple 22 prouve que les séries accumulatives ont plusieurs traits que 
nous avons, en sections 4.2.1 et 4.2.4, associés aux séries non parallèles : marqueurs 
différents, items non marqués et de natures variées. Les natures différentes des items, 
notamment, rendent la série plus difficile à interpréter ; les items du début et de la fin 
énumèrent des moyens d’aide possibles, mais ceux du milieu présentent des contre 
arguments voire incluent des parties descriptives. De plus, même les moyens d’aide 
énumérés ne sont pas tout à fait équivalents. Le deuxième item, par exemple, s’affirme 
plutôt comme une précision ou une élaboration du premier. Par conséquent, il est loisible 
de se demander si cette série est facilement lisible, claire et logique comme segment 
textuel ou si elle est trop complexe pour clairement argumenter et convaincre le public. 
Quelle que soit la réponse, le corpus inclut huit structures similaires, prouvant ainsi 
l’utilisation de cette façon d’organiser du texte dans le discours de recherche.  
 
En définitive, les séries argumentatives et accumulatives diffèrent des séries typiques selon 
l’inclusion des contre arguments ou idées opposées grâce auxquels la série résultante 
adopte un fonctionnement particulier. Dans cette perspective, la troisième étiquette 
attribuée aux séries simples diffère des deux premières en ce sens qu’elle concerne 
uniquement la façon dont la série est signalée. Dans ces séries section, les items 
correspondent à des sections titrées des articles de recherche examinés. Ainsi, outre les 
marqueurs d’item proprement dits, les items sont introduits par les titres de section 
contribuant également au marquage de la série. À cause de ces titres et de la longueur de 
ces séries, leur distinction des autres séries est importante. Le corpus comprend 23 séries 
de ce type.  
 
Enfin, la dernière étiquette spécifique attribuée aux séries simples a la particularité de 
s’appliquer aussi aux séries enchaînées. Au lieu d’organiser le texte en soi, ces séries 
temporelles se réfèrent au monde extérieur et aux événements ayant eu lieu dans le monde 
décrit par le texte. En section 2.2.2, discutant du métadiscours, nous avons souligné la 
différence entre les expressions internes, se référant au texte, et les expressions externes, 
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renvoyant au monde réel, en notant que les séries linéaires peuvent appartenir aux deux 
groupes et que la distinction entre ces deux groupes risque d’être difficile à établir. 
Nonobstant, nous avons décidé de rendre cette distinction explicite puisqu’elle révèle, 
entre autres, des caractéristiques des trois sous-corpus examinés (cf. section 8). Ainsi, les 
séries linéaires faisant partie du métadiscours et remettant uniquement à la structure du 
texte sont définies comme le défaut, sans étiquette particulière. L’étiquette temporelle, en 
revanche, est attribuée aux séries linéaires décrivant des événements ayant eu lieu dans le 
monde réel. L’étiquette temporelle est adéquate car, en pratique et eu égard au critère 
d’ordre entre les items, ces séries sont toujours temporelles et décrivent des événements 
s’étant déroulés l’un après l’autre. Dans ces séries, la structure du texte revêt également un 
rôle important, les marqueurs d’item se référant simultanément au texte même et aux 
événements extra textuels. Les structures dans lesquelles l’organisation du texte est 
dépourvue de rôle et les marqueurs d’item ne présentent aucun lien avec le texte, tels que 
la première guerre mondiale… la deuxième guerre mondiale…, sont exclues de l’analyse.  
 
Ci-dessous, l’Exemple 23 illustre les séries temporelles comptant en tout 44 occurrences 
dans le corpus : 42 séries simples et 2 séries enchaînées. L’Exemple 23, une série 
enchaînée, décrit les entrevues réalisées dans une étude sur les effets de l’entraînement à 
l’improvisation pour la gestion des imprévus par les enseignants. Les items des deux séries 
inférieures se réfèrent à deux entrevues menées, la deuxième une semaine après la 
première. Par conséquent, l’ordre entre les items et les entrevues est de nature temporelle 
et la série étiquetée comme temporelle. La série commence par une amorce désignant le 
nombre d’items des séries : deux entrevues. La première série présente ces entrevues 
brièvement et en indique les durées. Les items sont introduits par les anaphoriques une 
première et une seconde qui, outre la référence à l’amorce, trouvent leur source dans le 
monde réel et dans l’ordre temporel de déroulement des entrevues. Les items de la seconde 
série, introduits par des constructions numéro+nom, offrent un complément d’information 
sur ces deux événements et sont coréférentiels avec les items de la première série.  
Exemple 23 
0 Deux entrevues semi-dirigées ont été réalisées avec chaque participant à la recherche 
:  
1 une première d’une durée de 60 minutes  
2 et une deuxième, de 30 minutes. 
1 La première entrevue a permis d’explorer des situations de gestion d’imprévus à 
partir d’une description de ceux-ci et des actions prises, puis une explication des liens 
possibles entre leur entraînement à l’improvisation et ces actions. 
2 La deuxième entrevue s’est déroulée une semaine plus tard et elle a servi à valider 
l’analyse faite après la  première entrevue.  
Cl. Ce moyen de triangulation a permis d’assurer ce que Savoie-Zajc (1996, p. 9) nomme 
l’acceptation interne qui désigne « le degré de concordance et d’assentiment qui 
s’établit entre le sens que le chercheur attribue aux données recueillies et sa 
plausibilité telle que perçue par les participants à l’étude.» 
Jonnaert 
 
 
117 
 
Il nous reste à présenter les étiquettes attribuées aux séries enchaînées, séries méta et séries 
à deux temps. Les séries méta combinent les séries enchaînées et les séries section ; elles 
sont composées d’une série métadiscursive qui présente d’une façon cataphorique les items 
de la seconde série, elle-même une série section dont les items correspondent aux sections 
titrées. Nous pourrions donc considérer l’organisation pourvue par ces structures comme 
très typique des articles de recherche.  
 
Les séries méta affichent 31 occurrences dans le corpus. Le deuxième composant de ces 
structures couvrant automatiquement plusieurs sections, elles sont, par défaut, relativement 
longues et englobantes. Les séries longues étant en général moins nombreuses que les 
séries plutôt courtes (voir section suivante), nous pouvons donc les considérer comme 
relativement fréquentes. De plus, de par leur longueur, ces structures jouent inévitablement 
un rôle important dans l’organisation globale de l’article quand elles sont utilisées. Il est 
également intéressant de noter le nombre plus élevé de séries méta que de séries section. Il 
révèle que l’organisation des sections est plus fréquemment annoncée explicitement de 
façon cataphorique avant les sections par une autre série qu’uniquement dans les sections 
par des marqueurs individuels. L’Exemple 24 ci-dessous illustre une série méta, composée 
d’une première série cataphorique ou métadiscursive et d’une seconde série couvrant 
plusieurs sections.  
Exemple 24 Les marqueurs explicites sont en gras et les indices lexicaux répétés en italiques. 
… Or, le conseil municipal n’est pas l’unique lieu d’intervention des élites locales. 
Différents groupes d’intérêts, particulièrement la Chambre de commerce, la Ligue des 
propriétaires et l’Association des manufacturiers canadiens, participent aussi à la mise 
en place des nouveaux mécanismes de l’assistance publique en collaborant de diverses 
façons avec le conseil de ville.  
1.1 Voyons d’abord comment les municipalités héritent de pouvoirs aussi importants en 
matière d’assistance durant les années 1930.  
1.2 Nous soulignerons ensuite l’intérêt particulier que revêt Drummondville comme terrain 
d’enquête.  
1.3 Puis, pour mieux comprendre les liens que tissent le conseil municipal et le monde 
associatif dans le dossier de l’aide aux chômeurs, nous mettrons en relief les 
responsabilités qu’assume la municipalité de Drummondville dans ce domaine, ainsi que 
la composition des organisations impliquées dans la mise en œuvre des mesures 
d’assistance et ce qui favorise ou entrave leur collaboration.  
 
2.1   LA MISE EN PLACE DES POLITIQUES SOCIALES DURANT L’ENTRE-
  DEUX-GUERRES 
Avant l’adoption de la Loi de l’assistance publique (1921), il n’existait pratiquement 
pas de mesures destinées aux pauvres gérées par l’État central. Les mesures étaient 
déployées localement et relevaient du domaine de la charité privée. En 1910, à 
Montréal, un projet de municipalisation de l’assistance aux indigents est étudié par 
une Commission spéciale. L’un des membres, Albert Chevalier, propose alors de créer 
un bureau de placement municipal pour les chômeurs désirant travailler et un refuge 
municipal pour protéger les individus préférant « vivre d’expédients ». […] 
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2.2   DRUMMONDVILLE COMME TERRAIN D’ENQUÊTE 
L’intérêt de la ville de Drummondville pour cette recherche est multiple. À la 
différence de Montréal, Québec, Sherbrooke et Verdun, sur lesquelles ont porté les 
études de cas sur la Dépression et les politiques sociales, Drummondville ne dépasse le 
cap des 10 000 habitants qu’au début des années 1940. Le choix d’une petite localité 
permet d’avoir une meilleure prise sur les réalités locales et de cerner les 
caractéristiques d’une plus forte proportion des acteurs municipaux et des bénéficiaires 
des mesures d’assistance. […] 
 
2.3   LE GOUVERNEMENT LOCAL ET LES MESURES D’AIDE AUX 
CHÔMEURS 
 Face au chômage de masse que produit la crise des années 1930, des sociétés 
charitables comme la Société de Saint-Vincent-de-Paul (SSVP), conçues 
essentiellement pour venir en aide aux personnes inaptes au travail ou pour le 
chômage de courte durée, sont insuffisantes. Au début de la crise, cet organisme de 
bienfaisance est néanmoins perçu par les autorités municipales comme le mieux à 
même de distribuer les secours aux personnes sans emploi. […]  
Roux-Pratte 
 
Dans l’Exemple 24, les deux séries formant la série méta sont segmentées en trois items. 
La première série présente les thèmes traités dans les trois sections à venir, chaque item 
correspondant à un item-section de la seconde série. Les items de la première série sont 
introduits d’une façon prototypique du métadiscours : d’abord, ensuite, puis. Les items de 
la seconde série sont, en revanche, non marqués. Des instances de répétition lexicale 
rattachent cependant ces items à leurs corrélats explicitement signalés. Drummondville 
comme terrain d’enquête du deuxième item de la première série est répété dans le titre du 
deuxième item de la série section et aide aux chômeurs est également répété dans les 
derniers items des deux séries. L’expression durant les années trente du premier item de la 
première série devient pourtant durant l’entre deux-guerres. À notre avis, ce changement 
ne perturbe pourtant pas la lecture puisque, dans ce contexte, elles peuvent facilement être 
interprétées comme quasi-synonymes grâce au savoir extra linguistique. Il est à noter 
également que, dans l’article dont l’exemple est extrait, les sections ne sont pas 
numérotées. Cette habitude semble relativement fréquente dans les articles de recherche en 
histoire et reflète sans doute l’organisation des textes dans ce domaine.  
 
Contrairement aux séries méta, les séries à deux temps sont plutôt rares avec seulement six 
occurrences dans le corpus. Nous avons déjà brièvement présenté ces structures en section 
4.2.1, en discutant de travaux antérieurs sur les séries linéaires. Comme toutes les séries 
enchaînées, ces structures se composent de plusieurs séries combinées. Pourtant, dans 
celles à deux temps, les composants ne sont pas égaux. En effet, les items de la deuxième 
série dépendent thématiquement de ceux de la première dans laquelle ils sont introduits 
pour la première fois. Par conséquent, la deuxième série ne pourrait pas être utilisée seule, 
de façon autonome. Comme les définit Porhiel (2007 : 119) dans son article sur ces séries :  
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Dans le premier temps, les items sont nouveaux et forment avec l’amorce une 
structure textuelle indépendante et référentiellement autonome. Les items du second 
temps sont, quant à eux, connus et dépendent référentiellement des items introduits 
dans le premier temps. 
Porhiel (2007 : 119) 
 
Ce déséquilibre entre les deux séries inférieures transparaît également dans leur marquage : 
la première série est introduite d’une façon typique pour les séries linéaires, tandis que les 
items de la deuxième série sont signalés par des marqueurs thématiques comme quant à et 
pour ce qui est de. L’Exemple 25 ci-dessous illustre ce marquage. Il est extrait d’un article 
du domaine de l’éducation, traitant de l’usage de l’entraînement à l’improvisation dans la 
gestion de classe par des enseignants. La première série présente brièvement les items 
auxquels ceux de la seconde série se réfèrent. De plus, la première série est précédée d’une 
amorce indiquant le nombre d’items de la série à venir : deux principales composantes de 
l’entraînement à l’improvisation. 
Exemple 25 
0 Les deux principales composantes de l’entraînement à l’improvisation identifiées sont  
1 la rapidité d’exécution  
2 et la vigilance.  
1 En ce qui a trait à la composante « vigilance », les résultats vont dans le sens des 
travaux de Lobman (2005) qui identifie clairement la vigilance, plus précisément 
l’écoute, comme une composante développée lors d’un entraînement à l’improvisation 
théâtrale chez des enseignantes et des enseignants du préscolaire et qui favorise 
l’écoute en classe.  
2 Non seulement la vigilance apparaît-elle comme une composante importante de 
l’entraînement à l’improvisation, mais elle est intimement liée à la rapidité d’exécution, 
qui représente l’autre composante active dans la gestion des imprévus. 
Cl. L’entraînement à l’improvisation aiderait donc à rendre plus efficace le processus de 
gestion des imprévus en classe en stimulant davantage la vigilance, en augmentant la 
rapidité du processus de réflexion-en-action et en permettant de développer de 
nouvelles stratégies ou actions à prendre pour gérer certains imprévus. 
Pelletier 
 
La première série de l’exemple est très courte : les items sont tous énumérés en une seule 
phrase. Comme la plupart des composants des séries enchaînées, cette série ne serait pas 
analysée comme une série simple car elle ne couvre qu’une seule phrase. Le premier item 
de la série est non marqué, tandis que le second est introduit par la conjonction de 
coordination et. Les items de la seconde série se réfèrent à ces deux items bien que, d’une 
façon intéressante, dans l’ordre inverse : l’item 1 de la première série correspond au 
deuxième item de la seconde série et vice versa. De plus, la deuxième série est plus longue 
que la première et ses items développent la thématique présentée auparavant.  De surcroît, 
seul le premier item est introduit par un marqueur thématique : en ce qui a trait à. Le 
second item, se référant au premier item de la première série, s’avère plus difficile à 
identifier et surtout à délimiter. Selon le modèle structurel des séries à deux temps, cet item 
devrait traiter de la rapidité d’exécution, comme annoncé dans le premier composant. Ce 
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thème est bien discuté dans la phrase suivant le premier item, mais seulement à la fin. 
Cette organisation interne combinée à l’ordre inverse des items et au non marquage 
rendent ce dernier item de la structure moins typique. 
 
Pour conclure, nous avons exposé dans cette section une variété de séries linéaires 
différentes. Dans l’ensemble, les séries linéaires se présentent comme des structures 
variées qui, outre leur fonction typique de segmentation du texte en items se suivant et, au 
moins partiellement, ordonnées, peuvent aussi adopter d’autres fonctionnements plus 
spécifiques. Certaines, telles que les séries section et méta, diffèrent des cas typiques par 
leur marquage et d’autres, telles que les séries accumulatives, par leur fonctionnement. 
Pour une partie des séries, telles que les structures accumulatives et argumentatives, nous 
pouvons même questionner leur statut de série linéaire : peut-on dire qu’elles structurent le 
texte en items qui se suivent dans le texte ? La réponse dépend surtout de la précision 
appliquée dans la définition. Nous considérons qu’il est plus avantageux d’inclure dans 
l’analyse une variété de structures différentes afin de mieux en décrire formes et 
fonctionnements.  
 
6.2 LONGUEURS  
 
La longueur d’une série, soit le nombre de mots qu’elle couvre, est naturellement une 
question importante de l’étude du fonctionnement de ces structures. De fait, une série de 
50 mots joue un rôle très différent dans l’organisation textuelle en regard d’une série de 
5 000 mots. D’ailleurs, la longueur d’une série ne signifie pas que les séries longues soient 
supérieures aux séries courtes mais plutôt que leurs rôles et fonctions diffèrent. La 
fréquence des séries courtes ou des séries longues peut indiquer un mode d’organisation 
typique du texte examiné. Ainsi, les séries longues, telles que les séries sections et méta, 
sont effectivement utilisées dans des articles de recherche alors qu’elles sont difficilement 
envisageables dans un texte narratif, par exemple.  
 
La longueur minimale des séries simples annotées est donc de deux phrases. Comme nous 
l’avons mentionné dans la section précédente, nous n’avons pas défini de longueur 
maximale. La longueur des articles de recherche examinés impose pourtant ses limites : les 
articles sont plus longs dans la revue Marges Linguistiques avec une moyenne de 13 963 
mots et plus courts dans la revue Spirale, en moyenne 4 831 mots. Naturellement, les 
séries organisant le texte ne peuvent pas excéder la longueur de l’article. Il est pourtant 
possible que la série englobe presque tout l’article.  
 
Outre le nombre de mots, la longueur d’une série linéaire peut être mesurée par le nombre 
d’items qu’elle inclut ainsi que par le nombre de séries combinées dans le cas d’une série 
enchaînée. La présence d’une amorce ou d’une clôture dans la structure influence aussi la 
longueur finale. En théorie, le nombre d’items dans une série ou le nombre de séries dans 
une structure enchaînée n’est pas limité. La pratique, pourtant, impose évidemment des 
limites.  
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Figure 6 Longueurs de toutes les séries linéaires du corpus.  
 
La Figure 6 ci-dessus présente brièvement les longueurs des séries linéaires dans le corpus. 
Comme nous pouvons le constater, la majorité (près de la moitié) des structures sont très 
courtes et couvrent moins de 124,5 mots. Les séries de 124,6 à 235 et de 235,1 à 500 mots 
sont encore relativement fréquentes tandis que celles dépassant 500 mots se limitent à 
14 % du total des séries. Ce pourcentage ne doit pourtant pas non plus être sous-estimé. En 
effet, il correspond à 111 séries linéaires, dont 34 (4 %) dépassent même 2000,1 mots, la 
plus longue atteignant 12 860 mots. Ainsi, bien que les structures soient majoritairement 
très courtes, le corpus inclut aussi des structures plus longues, voire extrêmement longues.  
 
À la suite, nous présentons un exemple des séries plutôt courtes, donc des plus fréquentes. 
L’exemple est tiré d’un article sur la pédagogie dans un environnement numérique. Cette 
série couvre 50 mots et est composée de deux items, le premier formant une et le second 
deux phrases. Les items présentent respectivement un aspect positif et un aspect négatif du 
progrès de l’enseignement dans le domaine discuté. Afin de bien distinguer les arguments 
et de souligner le contraste entre eux, les items sont introduits par les MIL d’une part et 
d’autre part. Comme il n’y a cependant que deux arguments qui ne sont, en outre, traités 
que brièvement, la série reste plutôt courte.  
Exemple 26 
1 D’une part, il est bon que les établissements d’enseignement supérieur rattrapent leur 
retard sur les plus grandes firmes de ce monde.  
2 D’autre part, ce nouvel environnement numérique ne va pas nécessairement ou 
magiquement élever notre niveau d’intelligence ou d’efficience collective. Cela va 
dépendre de ce que nous en ferons. 
                    Demailly 
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La longueur de la majorité des séries linéaires simples du corpus est donc inférieure à 
124,5 mots. Or, comme nous l’avons montré dans la section précédente, les séries repérées 
sont relativement variées et de natures différentes. Par conséquent, il importe d’étudier les 
longueurs également en fonction du type de la série repérée. Le Tableau 4 suivant décrit 
les longueurs et les nombres d’items des séries examinées pour chaque type de série. Nous 
notons que les longueurs sont décrites par deux chiffres, la médiane et la moyenne. La 
moyenne sert souvent à illustrer un ensemble de valeurs mais elle est très facilement 
influencée par les valeurs extrêmes du corpus. Dans notre cas, ce sont surtout les séries très 
longues qui, bien que peu fréquentes, influencent ce chiffre. La médiane, en revanche, 
indique la valeur centrale des occurrences en divisant le corpus en deux parties dont 
chacune contient le même nombre de valeurs. Elle constitue, par conséquent, un élément 
descriptif plus stable. Cette différence entre les deux chiffres est facilement repérable dans 
le tableau ci-dessous, dont les moyennes s’avèrent souvent beaucoup plus élevées que les 
médianes. Cet écart entre les deux valeurs indique la présence d’occurrences extrêmes, 
c'est-à-dire de séries très longues bien que minoritaires dans le corpus. 
Tableau 4 Longueurs des séries en nombres de mots, d’items et de séries inférieures. 
 
La longueur moyenne de l’ensemble des séries du corpus est donc de 433 mots et la valeur 
médiane de 130 mots. Ces chiffres sont la démonstration de notre explication de la Figure 
6 ; la plupart des séries sont très courtes bien que le corpus inclue aussi des structures très 
longues. La médiane de la longueur des séries simples typiques, sans étiquettes, est 125 
mots et leur moyenne de 271 mots. Les séries les plus fréquentes sont donc aussi, le plus 
souvent, plutôt courtes.  
 
Sur un plan global, les séries simples sont évidemment plus courtes que les séries 
enchaînées. Ces chiffres sont pourtant fortement influencés par les séries section et méta. 
En particulier, les séries méta sont très étendues, étant donné qu’avec la présente mise en 
page leur longueur moyenne (4 250 mots) couvre huit pages environ. En revanche, si les 
séries section et les séries méta sont exclues de l’analyse, nous notons que les séries 
enchaînées proprement dites présentent environ la même longueur que les séries simples 
 
Médiane Moyenne Nombre 
d’items 
Nombre de 
séries 
TOTAL DES SERIES LINEAIRES 130 433 3 - 
Séries simples 125 271 2,6 - 
séries simples typiques 119 196 2,6 - 
séries argumentatives 127 181 2,2 - 
séries accumulatives 280 376 4,8 - 
séries section 1 458 2187 3,1 - 
séries temporelles 109 188 2,9 - 
     
Séries enchaînées 201 1201 5  
dont enchaînées proprement dites 118 213 4,6 2,1 
séries méta 4 004 4250 5,8 2,0 
séries à deux temps 340 770 7,7 2,3 
séries temporelles 592 592 4 2 
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typiques. Les séries à deux temps sont de longueur intermédiaire avec une médiane de 340 
mots.  
 
Quant aux autres types de séries simples, leur longueur ne diffère pas de manière 
importante de celle des séries simples typiques. Nous pouvons cependant constater que les 
moyennes des séries argumentatives et temporelles sont plutôt basses, indiquant que les 
valeurs extrêmes, soit les séries longues, sont plus rares dans ces types de série. Seule 
exception notable dans les longueurs des séries simples, les séries accumulatives sont un 
peu plus vastes, avec une médiane de 280 et une moyenne de 376 mots. Cette longueur est 
due au grand nombre d’items, caractéristique de ces séries. Comme le montre le Tableau 4, 
ces séries se composent de 4,6 items en moyenne, tandis que les séries simples en général 
incluent 2,6 items. 
 
Le nombre d’items d’une série peut donc affecter la longueur, ainsi pour les séries 
accumulatives, ou ne pas l’influencer, comme pour les séries enchaînées. Comme nous 
venons de le mentionner, les séries simples incluent environ 2,6 items par série, les séries 
accumulatives étant exceptionnelles dans ce groupe. Le nombre maximum d’items pour les 
séries simples dans notre corpus s’élève à 8. Pour les structures enchaînées, ce nombre est 
évidemment plus important avec une moyenne de cinq items et une valeur maximale de 18 
items. Dans ce groupe, la moyenne la plus élevée (7,7) est pourvue par les séries à deux 
temps.  
 
Le nombre de séries composant les séries enchaînées constitue un dernier facteur 
d’influence de la longueur finale de la structure. Comme le Tableau 4 l’illustre, la majorité 
des structures enchaînées est composée de deux séries linéaires environ. En tout, seules 
sept structures incluent trois et deux structures comprennent quatre séries. Du fait de leur 
rareté, ces séries linéaires ont peu d’effets sur l’ensemble du corpus. Pourtant, elles offrent 
de nouveaux points de vue sur les usages et combinaisons possibles des séries enchaînées. 
L’Exemple 27 présente l’illustration d’une série enchaînée composée de trois séries 
inférieures. Tiré d’un article d’histoire, le texte discute des usages et façons dont le mot 
quartier est compris au XIXème siècle. Comme c’est souvent le cas pour les séries 
enchaînées composée de plus de deux séries, l’exemple est relativement court et ressemble 
plutôt à une chaîne de référence avec deux sources. Par ailleurs, les marqueurs d’item sont 
des expressions anaphoriques. 
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Exemple 27 
0  L’usage du « quartier» dans les dossiers de Juin 1848 renvoie donc à une double 
capacité : 
1 pouvoir désigner sans pour autant identifier ; 
2 pouvoir définir qualitativement sans pour autant connaître. 
1 La première résulte de l’interconnaissance 
2 la seconde de la circulation des informations 
1 L’une 
2  et l’autre sont évidemment liées, comme le montre la déposition du prévenu 
Cocqueret : « Le propos qui m’a engagé à l’acte que vous me reprochez a été tenu en 
présence de M. Bornier, propriétaire, 81 rue du Faubourg-Saint-Denis, je ne sais pas le 
nom de l’homme qui le tenait». 
Clavier 
 
La série linéaire enchaînée de l’Exemple 27 commence par une série présentant les futures 
zones de référence et est également précédée d’une amorce, annonçant le début de la série : 
une double capacité. Les items indiquant les deux sens du mot sont non marqués, séparés 
par un point-virgule. Les items des deuxième et troisième séries, introduites par la 
première, la seconde et par l’une, et l’autre, se réfèrent respectivement à ces deux items de 
la première série. En effet, dans la troisième série, les items sont pratiquement combinés 
car seul le deuxième item comporte du contenu autre que la référence elle-même. Ainsi, 
cette série ne serait pas analysée individuellement et nous pourrions même nous demander 
s’il ne s’agit pas plutôt d’une clôture que d’une série en soi. Nous l’avons pourtant 
analysée comme une série courte faisant partie d’une structure supérieure parce qu’elle 
inclut deux références individuelles renvoyant, au moins en principe, à des sources 
différentes au lieu de se référer aux items de la série comme un tout.  
 
Pour terminer la discussion sur les longueurs des séries, nous examinerons encore une 
caractéristique des séries longues qui mérite une remarque. Comme nous l’avons 
démontré, la longueur de 111 séries, soit 14 % du total, excède 500 mots. En fait, sur ces 
séries, 23 sont des séries section et 30 des séries méta, ce qui montre que les séries de cette 
longueur sont en général segmentées en items titrés. Cela est évident, vu que dans les 
articles de recherche, la longueur des sections et des sous-sections n’est pas nécessairement 
supérieure à ce chiffre. Les titres participent donc forcément au marquage des structures de 
cette longueur.  
 
Le corpus inclut pourtant aussi 58 séries linéaires de plus de 500 mots qui ne sont pas 
étiquetées méta ou section. Or, comme seule une de ces séries dépasse 2 000 mots, nous 
pouvons avancer que les séries très longues ne couvrant pas de sections entières, sont 
extrêmement rares. Outre la segmentation du texte en sections, nous sommes en droit de 
nous demander si ce résultat reflète une limite de portée des connecteurs et d’autres indices 
textuels employés comme marqueurs. 
 
À la suite, nous illustrons les séries relativement longues ne couvrant pas des sections 
entières par l’Exemple 28 qui comprend en tout 1 072 mots ainsi que trois items et une 
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clôture qui ne correspondent pas aux sections titrées. Cet exemple provient de 
l’introduction d’un article en éducation sur la violence en milieu scolaire. Le texte organisé 
en série linéaire présente les objectifs du travail et les justifie. La présentation se termine 
par la clôture qui résume ces objectifs en les reformulant en questions de recherche.  
Exemple 28 
1 En plus d’être rares, les études systématiques disponibles sur l’ampleur réelle des 
phénomènes de violence présentent plusieurs limites méthodologiques importantes 
(Charlot et Emin, 1997 ; Debarbieux et Blaya, 2001). Premièrement, [….].L’objectif 
de la présente étude est de combler en partie ces lacunes et de dresser un tableau 
le plus fidèle possible des phénomènes de violence dans l’enseignement secondaire de 
la Communauté française de Belgique. […] 
2 Au-delà de la nature et de l’ampleur des phénomènes de violence, une autre 
question importante consiste à identifier à quels facteurs sont associés ces 
phénomènes. Mieux connaître les facteurs reliés positivement ou négativement à 
l’ampleur des victimations est une étape fondamentale dans l’élaboration d’actions de 
prévention ou d’interventions, en ce qui concerne la violence à l’école. […] 
3 Enfin, une autre question qui se pose est celle de l’impact de différentes formes de 
violence. Toutes les formes de violence à l’école ont-elles le même retentissement dans 
la vie des personnes ? […] 
Cl. En résumé, la présente enquête vise à répondre aux questions  suivantes, tant du point 
de vue des élèves que du point de vue des enseignants : (1) […]. 
Galant 
 
Selon nos critères d’analyse, le premier item est non marqué puisqu’il n’est signalé par 
aucun indice d’ordre ou d’addition. L’item commence par noter le manque d’études 
systématiques sur l’ampleur des phénomènes de violence et les limites méthodologiques 
des travaux dans ce domaine. Cet item inclut également une série enchâssée, énumérant 
des limites rencontrées et commençant par premièrement. Après la série enchâssée, l’item 
se termine par la présentation explicite du premier objectif, simultanément une 
conséquence des insuffisances exposées : l’objectif de l’étude est de combler ces lacunes… 
En tout, l’item couvre 481 mots. 
 
Le deuxième item commence par se référer au premier item et par répéter l’essentiel pour 
l’énumération : au de-là de la nature et de l’ampleur des phénomènes de violence… 
Ensuite, l’item continue en présentant le deuxième objectif du travail : une autre question 
[…] à identifier… En fait, ce n’est qu’à partir de la mention autre question que la série en 
soi est formée : dans le premier item, rien n’indique la présence d’une série. En 
l’occurrence, c’est notamment le marqueur additif autre qui la révèle. Finalement, le 
troisième item reprend le nom question du deuxième item pour introduire encore un nouvel 
objectif : enfin une autre question… Le statut de cet item comme étant le dernier est encore 
renforcé par le connecteur enfin.  
 
Vu la longueur de la série, l’organisation de l’Exemple 28 en série linéaire n’est pas très 
explicite bien que seul son premier item soit non marqué. La série inclut également 
plusieurs traits des structures non parallèles, discutés en sections 4.2.1 et 4.2.4. Tout 
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d’abord, durant toute la lecture du premier item de 481 mots, soit presqu’une page, le 
lecteur ne sait pas comment le texte à suivre est organisé. De plus, le nom question 
fonctionnant comme principe d’énumération est répété uniquement dans les deuxième et 
troisième items, rompant le parallélisme entre le premier composant et les suivants. La 
longueur du premier item souligne encore le non parallélisme : comprenant 481 mots, il est 
bien plus long que les deux autres items s’élevant, ensemble, à 490 mots. De même, la 
structure thématique du premier item diffère de celle des deux autres : au lieu d’indiquer 
directement l’un des objectifs du travail comme le font les autres, il commence par 
présenter des lacunes des travaux antérieurs puis, seulement, se termine en exposant le 
premier but. La description de ces lacunes forme toutefois partie intégrante du premier 
item, le deuxième item y faisant référence.. Pour cette raison, elle ne peut pas être exclue 
de l’item. 
 
6.3 MARQUAGES  
 
Le marquage des séries linéaires et de leurs items est l’un des intérêts principaux de ce 
travail. Le marquage inclut plusieurs aspects. D’une part, il s’agit de l’usage des marqueurs 
différents, tels que les connecteurs et les expressions anaphoriques, pour introduire les 
items des séries linéaires et marquer l’organisation textuelle. D’autre part, le marquage se 
réfère à l’introduction explicite ou implicite des items des séries linéaires, notamment à 
l’usage ou non des marques de cohésion. De plus, le marquage concerne les types 
d’amorce et de clôture utilisés avant ou après la série proprement dite, également 
susceptibles de participer à l’introduction explicite de ces structures. Par exemple, une 
amorce définissant le nombre d’items de la série peut influencer la façon dont ceux-ci sont 
signalés. Enfin, les marqueurs différents et le non marquage sont également centraux dans 
l’étude des séries linéaires en tant que structures organisant typiquement le texte en items 
parallèles. En effet, ces deux propriétés sont souvent associées au non parallélisme des 
items. 
 
Pour examiner le marquage et le non marquage des items ainsi que les marqueurs utilisés, 
nous avons classifié les séries linéaires du corpus selon la présence d’items non marqués et 
de marqueurs différents dans une seule série. Dans les structures enchaînées, les catégories 
sont créées à partir du marquage des séries simples formant les structures supérieures. À la 
suite, nous présenterons ces catégories et leurs fréquences, d’abord pour les séries simples 
et ensuite pour les enchaînées. En ce faisant, nous explorerons également les types de 
marqueurs utilisés dans ces séries. Enfin, dans un troisième temps, nous aborderons les 
types d’amorces et de clôtures repérés. 
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6.3.1 SERIES SIMPLES 
Dans cette section, nous commencerons par les catégories de série analysées et les types de 
marqueurs y utilisés. Ensuite, à la fin, nous réflechirons également sur l’influence que le 
non marquage et l’usage des marqueurs différents peuvent avoir sur le parallélisme et le 
non parallélisme de la série. 
 
1. Séries homogènes (HOMO). Dans ces séries, tous les items sont introduits 
explicitement par le même type de marqueurs. Les types de marqueurs distingués dans la 
classification sont les connecteurs, les expressions anaphoriques et les constructions 
numéro+nom (cf. 5.2.2, dorénavant Num+N), les connecteurs incluant également les 
expressions cadratives. Vu la similarité de ces deux groupes de marqueurs (cf. la définition 
des organisateurs textuels par Schneuwly et al. (1989) en 3.4.1 et la discussion en 4.3.1), 
nous commençons par les analyser ensemble afin de simplifier l’analyse. Dans les sections 
précédentes, certains des exemples présentés  illustrent déjà  la catégorie de séries linéaires 
homogènes ; l’Exemple 19 à la page 111 est composé de deux items introduits par des 
expressions anaphoriques, et l’Exemple 26 à la page 121 par les MIL d’une part et d’autre 
part.  
 
2. Séries mixtes (MIX). Tous les items de ces séries sont introduits explicitement mais, 
contrairement aux séries homogènes, les marqueurs utilisés ne sont pas du même type. 
Ainsi, les expressions anaphoriques, les connecteurs et les constructions Num+N peuvent 
être utilisés pour introduire les items d’une seule série.  
 
L’Exemple 29 ci-dessous présente une série MIX. De même que l’Exemple 19 à la page 
111, cette série est extraite d’un article sur la construction du discours autour de la 
puissance paternelle aux XIXème et XXème siècles. La partie organisée en série traite, 
comme l’annonce l’amorce, des conceptions différentes sur la partie qui devrait avoir la 
garde légale de l’enfant après le divorce des parents. Le principe d’énumération (PE, cf. 
section 4.2.4) de la série, trois perspectives différentes, est déjà présenté par elle. L’amorce 
forme également l’objet de référence pour le premier item. Celui-ci est introduit par la 
simple anaphorique la première. Le marquage du deuxième item suit le modèle établi par 
l’amorce et le premier item et leur est parallèle : la seconde perspective. Le dernier item, 
enfin, brise ce parallélisme. Au lieu de répéter le principe d’énumération d’origine, cet 
item utilise un autre, législation. De plus, il n’est pas non plus introduit par une expression 
référentielle mais par le pronom autre : d’autres législations. Cette expression est encore 
suivie par le connecteur exact enfin.  
Exemple 29 
0 Les recherches portant sur les jugements rendus en matière de garde légale au xixe 
siècle identifient trois perspectives différentes.  
1 Très présente à cette époque dans plusieurs États américains ainsi qu’en France et en 
Angleterre, la première privilégiait « les meilleurs intérêts de l’enfant » en leur 
donnant préséance sur les droits concurrents des parents. Selon S. Boyd, les lois 
canadiennes s’inscrivaient dans ce courant à la fin du xixe siècle.  
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2 La seconde perspective recourait plutôt à l’argument dit « de l’âge tendre » en 
catégorisant les étapes du développement infantile selon la nécessité d’une présence 
maternelle ou d’une influence paternelle. Toujours selon Boyd, ce type d’argument se 
développe aussi au Canada, mais seulement à partir du début du xxe siècle.  
3 D’autres législations enfin, tenant compte du comportement conjugal des époux, 
attribuaient la garde des enfants à la partie lésée.  
                         Fish 
 
3. Séries partiellement non marquées (PNM). Dans ces séries, au moins l’un des items 
est non marqué et un item est explicitement introduit36. L’Exemple 28, dont le premier 
item est non marqué, illustre les structures non parallèles où le principe d’organisation 
varie. La série accumulative de l’Exemple 22 est également partiellement non marquée : 
les premier et troisième items ne sont pas explicitement introduits. L’Exemple 30 suivant 
présente encore une autre structure partiellement non marquée, traitant du changement de 
terminologie en Bordelais des différentes parties de la charrue utilisée en viticulture. Les 
deux items de la série décrivent deux périodes du développement de la charrue pendant 
lesquelles la terminologie est restée inchangée : le premier se réfère à la période pendant 
laquelle le fer est devenu le matériau des charrues et le deuxième à une période plus tardive 
qui a vu le remplacement des bœufs par les chevaux. Ils sont donc organisés selon un axe 
temporel. En ce qui concerne le marquage des items, le premier est non marqué, bien que 
la construction verbe+inchangé soit répétée dans les deux items. Le deuxième est 
explicitement introduit par dans un deuxième temps, signalant que les événements décrits 
sont postérieurs à ceux du premier item. La série se termine encore par une clôture, 
marquée par le connecteur ainsi.  
Exemple 30 
… Ainsi a-t-on pu voir en Médoc l’ancien araire en bois, la corba (Viaut 1992 : 132-134), 
utilisée pour chausser les rangs de vigne, devenir entièrement métallique, durant la 
première moitié du XXe siècle, sans changer fondamentalement de forme, tant que 
cette spécialisation des instruments aratoires s’est avérée fonctionnelle et que la 
traction s’est faite au moyen de paires de boeufs.  
1 La terminologie traditionnelle désignant les différentes parties de cette charrue 
restèrent, durant cette période de transformation, inchangées, seul le matériau, en 
passant du bois au fer, ayant en fait évolué.  
2 Elle demeura encore inchangée sur le fond, dans un deuxième temps (en gros, 
durant la première moitié du XXe siècle), lorsque l’on passa des boeufs aux chevaux 
(Viaut 1992 : 67-69), l’efficacité reconnue de cette méthode de travail du sol ayant pu 
transcender le changement de mode de traction.  
Cl. Il peut ainsi y avoir transition, par adaptation tout au moins partielle, du savoir ancien 
au nouveau, sans disparition, par conséquent, de l’un au profit de l’autre.  
Viaut 
 
4. Séries non marqués (NM). Contrairement aux séries partiellement non marquées, 
aucun des items des séries non marquées n’est explicitement introduit par un marqueur. 
                                                     
36 Dans les séries PNM, la conjonction de coordination et ne suffit pas comme seul marqueur. Si 
c’est le cas, la série est analysée comme NMet. 
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Comme le spécifient les critères d’annotation définis en section 5.2.2, ces séries doivent, 
pour être incluses dans l’analyse, être précédées d’une amorce exacte et / ou suivies par 
une clôture exacte indiquant le nombre d’items de la structure.  
 
Ci-dessous, l’Exemple 31 est une structure non marquée typique. L’article dont la série est 
tiré discute de l’utilisation du patrimoine dans le cadre d’activités de découverte du monde 
en maternelle. Dans la série, l’auteur pose des hypothèses d’apprentissage des élèves dont 
certains ont été « sensibilisés de manière explicite au cadre de vie urbain médiéval » et 
d’autres ne l’ont pas été.. La série commence par l’amorce qui définit le principe 
d’énumération et le nombre d’items de la série : deux hypothèses. Les items proprement 
dits sont formés par ces deux hypothèses, sous forme de question. Malgré le non 
marquage, ils sont facilement identifiables grâce à l’équivalence créée par l’amorce et la 
correspondance des items aux hypothèses, comme annoncé par celle-ci. La série est encore 
close par une expression qui ne prend pas position sur les questions posées mais présente 
une nouvelle affirmation : On peut au moins affirmer une chose. Bien que la clôture ne soit 
pas introduite par un connecteur conclusif typique, l’adverbe au moins semblerait indiquer 
dans cette série une transition vers une nouvelle thématique et, ainsi, la fin de la série. 
Exemple 31 
0 A ce stade, deux hypothèses peuvent être avancées :  
1 Est-ce le côté inhabituel ou « exotique » du jeu « mât de cocagne » qui a retenu toute 
l’attention des élèves en difficultés ?  
2 Est-ce le fait d’y avoir réellement joué ? 
Cl. On peut au moins affirmer une chose : c’est bien parce que ce jeu n’était pas connu des 
élèves de maternelle, qu’après l’indispensable explicitation orale puis écrite 
(élaboration d’une fiche technique), la maîtresse leur a proposé de l’appréhender en y 
jouant réellement.  
Loison 
 
5. Séries NMet. Dans ces séries, le seul marqueur explicite utilisé est la conjonction de 
coordination et (dans quelques cas ou). Bien qu’en théorie ces structures puissent être 
analysées comme partiellement non marquées, dans la pratique, elles ressemblent plutôt 
aux séries non marquées. Ce sont souvent, en effet, des listes d’items très courts. De plus, 
de même que les séries non marquées, ces séries sont soit précédées, soit suivies d’une 
expression définissant le nombre d’items. L’item introduit par la conjonction est presque 
toujours le dernier bien que, dans quelques cas exceptionnels, il corresponde à l’avant-
dernier de la série  
 
Cette catégorie comprend donc uniquement les structures dans lesquelles la conjonction de 
coordination est le seul marqueur présent. Si la série incluait également d’autres 
marqueurs, elle serait analysée comme partiellement non marquée ou comme une structure 
mixte. Or, il semble que les conjonctions de coordination sont presque toujours utilisés 
comme unique marqueur explicite de la série. Nous avons donc décidé d’analyser ces 
structures séparément, comme une catégorie indépendante. 
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Ci-dessous, l’Exemple 32 est tiré d’un article intitulé « Les composantes de l’entraînement 
à l’improvisation actives dans la gestion des imprévus en salle de classe du niveau 
secondaire ». Comme annoncé par l’amorce, la série énumère trois formes d’entraînement 
à l’improvisation. Le deux premiers items sont non marqués et correspondent simplement 
aux syntagmes nominaux. Le troisième item est très similaire à ceux-ci mais il est, de plus, 
signalé par la conjonction de coordination et.  
Exemple 32 
0 Bien que les stages de formation pratique soient évidemment des occasions de 
développer la capacité à improviser puisque les étudiantes et étudiants doivent faire 
face à de nombreux imprévus lors de leurs activités de prise en charge d’une classe, 
notre analyse porte plutôt sur les trois formes d’entraînement précédemment 
mentionnées :  
1 improvisation théâtrale,  
2 cours universitaire  
3 et animation de groupes.  
Cl. En effet, à cause des lacunes observées dans la gestion de classe des enseignants 
novices malgré le fait qu’ils aient bien réussi leurs stages, il est important de mettre en 
évidence des formes d’entraînement à l’improvisation complémentaires à ceux-ci. 
Ainsi, l’expérience relative à l’une ou l’autre  de ces trois formes d’entraînement a servi 
de critère au recrutement des enseignantes et des enseignants qui ont participé à la 
recherche. 
  Pelletier 
 
En définitive, nous venons de définir cinq catégories de séries différentes afin d’examiner 
la façon dont les séries linéaires simples sont marquées. La Figure 7 illustre leurs 
fréquences. Comme nous le notons, les plus fréquentes sont les séries partiellement non 
marquées formant presque la moitié (47 %) des structures simples. Les séries homogènes 
représentent presqu’un tiers (28 %) et les séries mixtes 9 % de ces séries. Ensemble, les 
séries non marquées et les séries NMet comprennent 16 % du total.  
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Figure 7 Proportions des catégories des séries linéaires simples.  
 
Les fréquences des catégories de séries indiquent donc que les séries homogènes 
introduites par le même type de marqueurs, qu’on pourrait imaginer les plus fréquentes, 
forment dans la pratique seulement un tiers des structures du corpus. Les plus utilisées, en 
revanche, sont les séries avec au moins un item non marqué, ce qui permet d’avancer que 
le marquage partiel de l’organisation textuelle est le plus fréquent, tout du moins dans le 
cas des séries linéaires. La fréquence du non marquage et la variété des séries linéaires sont 
reflétées également par les séries non marquées et NMet. De plus, ces structures attestent 
de l’importance des amorces et des clôtures dans le marquage de l’organisation textuelle et 
la structuration du texte.  
 
Outre les catégories que nous venons de présenter, le marquage des séries peut aussi être 
examinée à partir des types de marqueurs et de combinaisons de marqueurs utilisés. La 
Figure 8 illustre la fréquence des marqueurs différents utilisés dans une seule série37. 
Comme nous le constatons, les séries dont les connecteurs sont les seuls marqueurs sont les 
plus fréquentes. Ces séries sont soit homogènes, soit partiellement non marquées. D’autres 
structures similaires sont étiquetées par L et A. Leurs marqueurs sont des constructions 
Num+N ou des expressions anaphoriques. La fréquence de ces dernières - 4 % - nous 
semble quelque peu inattendue car, intuitivement, nous les imaginions plus courantes. 
 
 
 
 
 
 
 
                                                     
37 Pour la simplicité, la catégorie C inclut également les expressions cadratives.  
 
132 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8 Fréquences des marqueurs et des combinaisons de marqueurs dans les séries simples. 
 
Les deux caractéristiques des séries linéaires que nous venons d’examiner, la présence des 
items non marqués et leur introduction par des marqueurs différents, sont souvent associés 
au non parallélisme de ces structures38. Dans ce qui suit, nous discuterons cette 
problématique et réflechirons sur la véracité de cette hypothèse dans le cadre de notre 
corpus. 
 
Tout d’abord, si nous considérons que le non parallélisme est une conséquence directe du 
non marquage d’un ou plusieurs items de la série, les résultats que nous venons de 
présenter soutiennent la fréquence des séries non parallèles, constatée dans des travaux 
antérieurs discutés dans 4.2.1. Or, d’après notre analyse, ce n’est pas nécessairement le cas 
parce que les items de la série peuvent être équivalents même quand non marqués.  
 
Déjà en définissant le schéma d’annotation, nous avons discuté des indices 
complémentaires susceptibles de contribuer à l’identification des items sans faire partie des 
marqueurs explicites. Les titres et la répétition des mêmes items lexicaux, entre autres, 
appartiennent à ce groupe. De même, nos exemples incluant des items non marqués 
signalent que l’équivalence structurelle des items, comme leur correspondance aux 
questions (cf. l’Exemple 31) ou au principe d’énumération annoncé par l’amorce (cf. 
l’Exemple 32), contribue à l’identification des items non marqués. Ainsi, les structures 
avec des items non marqués ne nous semblent pas nécessairement mal formées, déviantes 
ou difficiles à interpréter. Pour ces raisons, leur analyse comme non parallèles ne nous 
semble pas justifiée. En présence d’indices complémentaires ou autres caractéristiques des 
séries parallèles, ces séries ressemblent plutôt aux énumérations étudiées dans le projet 
Annodis (Ho Dac et al. 2009), par exemple. Elles incluent dans leur analyse des structures 
                                                     
38 Cf. section 4.2.1. 
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non ordonnées dont les items sont identifiés grâce à leur équivalence ou, selon nos termes, 
parallélisme. L’Exemple 32 précédent, notamment, est similaire à ces énumérations : non 
marqués, les items y suivent le principe d’énumération établi dans l’amorce et sont ainsi 
parallèles.  
 
Si le non marquage en soi n’a pas pour effet direct le non parallélisme de la série, 
l’identification automatique du parallélisme, ou non, des items d’une série s’avère très 
ardue avec nos méthodes39. Les types de marqueurs utilisés dans les séries offrent 
cependant un aspect pour l’examen de ce phénomène. Surtout, les structures signalées par 
des combinaisons de marqueurs sont potentiellement non parallèles, comme noté déjè par 
Hempel & Degand (2008). Ces structures font partie des catégories de série mixtes ou 
partiellement non marquées et sont, dans la Figure 8, étiquetées AC, ACL, AL ou CL. Les 
CL, les plus fréquentes en couvrant 9 % du total, sont divisées régulièrement entre 
structures mixtes et partiellement non marquées.  
 
Afin d’examiner le parallélisme des séries signalées par des combinaisons de marqueurs 
plus en détail, nous avons mené une étude manuelle sur ces structures. Cette analyse 
indique que ce sont surtout les séries CL, AC et ACL qui sont non parallèles alors que les 
AL sont plutôt parallèles. Notre examen montre que les indices souvent associés au 
parallélisme, tels que la répétition du principe d’énumération dans chaque item de la série 
et la similarité structurelle des items (cf. l’Exemple 31 à la page 129), sont très rares dans 
les séries CL signalés par des connecteurs et des constructions Num+N. Seules neuf des 56 
séries examinées incluent l’un de ces indices. Dans toutes les autres, la répétition ne couvre 
pas tous les items ou les items ne sont pas structurellement équivalents. Très souvent, le 
principe d’énumération n’est répété que dans une partie des items et leur longueur ainsi 
que leur statut syntaxique varient aussi (cf. l’Exemple 28 à la page 125). Par exemple, l’un 
des items peut être présenté dans une subordonnée et un autre couvrir plusieurs phrases. Le 
déséquilibre structurel des items des séries CL est encore souligné par la présence de 
marqueurs différents, certains étant adverbiaux et d’autres sujets ou objets de la phrase, 
notamment. Par conséquent, les structures syntaxiques des items varient aussi, ce qui 
renforce le non parallélisme de la structure.  
 
L’Exemple 33 ci-dessous illustre une autre série étiquetée CL. Il s’agit d’une structure 
mixte avec une amorce introduisant le principe d’énumération différentes propriétés 
linguistiques et une clôture qui se réfère aux exemples présentés dans les items tout en 
indiquant la fin de la structure. Comme dans l’Exemple 28 à la page 125, pour cette série 
aussi le non parallélisme des items est souligné par les longueurs variées des items : tandis 
que les longueurs des autres items avoisinent 150 mots, le quatrième item en couvre 659. 
                                                     
39 Lors de l’annotation, nous avons identifié quelques caractéristiques des items non marqués qui 
peuvent être associées aux séries parallèles, ainsi des liens de cohésion lexicale reliant les items non 
marqués. Comme nous le montrerons en section 7.3, ces indices sont pourtant insuffisants à eux 
seuls pour décider du parallélisme ou non de la série. Par conséquent, la distinction automatique des 
séries dont les items non marqués causent le non parallélisme et celles pour lesquelles ce n’est pas le 
cas n’est pas possible.  
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De plus, le principe d’énumération annoncé dans l’amorce n’est pas répété mais varie entre 
les items. Comme indiqué pour ces séries, les marqueurs sont des connecteurs et des 
constructions Num+N. Les premier et troisième items sont introduits par d’abord et de 
même et les autres items par des constructions composées du pronom autre et d’un nom 
variant dans chaque item : un autre cas, un autre phénomène et un autre critère. 
Exemple 33 
0  Je voudrais maintenant parcourir les différentes propriétés linguistiques que j’ai pu 
relever dans mon échantillon d’occurrences de la séquence « , et ».  
1  Il y a d’abord des cas où la virgule permet de distinguer des niveaux de paresthésie, 
lorsque et est répété : […]  
2  Un autre cas de figure susceptible de motiver la présence d’une virgule devant et 
correspond à un décalage syntaxique entre les éléments conjoints. Par exemple dans : 
[…].  
3  De même, les grammaires citées suggèrent que la virgule apparaît devant et quand le 
sujet change. Par exemple, dans Grevisse (1969, p. 1146) : […] 
4  Un autre phénomène syntaxique semble jouer souvent, c’est la complexité ou la 
longueur du membre conjoint introduit par et. A ce propos, Drillon (1991, p.180) cite 
Tassis (1859) qui, selon lui, « ne recommande la virgule que lorsque les propositions 
sont longues (et qu’on risque d’oublier le verbe ou le subordonnant qui a commandé la 
première). […]  
5  Un autre  critère semble jouer un rôle, c’est le statut prédicatif de l’élément introduit 
par et. Par exemple, en cas d’ellipse, la virgule est très courante : […].  
Cl. Ces exemples sont à la fois importants et intéressants parce qu’ils montrent, à mon 
sens, que la question n’est pas directement syntaxique : la virgule n’étant pas une 
marque linguistique, mais une marque du code graphique, ne peut pas en fait avoir une 
fonction syntaxique. 
                                                                                                                                  Lambert 
 
Comme la présence des connecteurs et des marqueurs pouvant fonctionner comme sujet ou 
objet de la phrase semble être un des facteurs influençant le non parallélisme des séries 
CL, nous présumons que les quelques séries incluant des anaphoriques et des connecteurs 
(AC et ACL) le sont aussi. Or, notre analyse indique également que ces séries non 
parallèles ne sont ni difficiles à identifier, ni incohérentes. Le non parallélisme provient 
plutôt de la différence entre les items, atypique pour les structures dans lesquelles 
l’équivalence entre les items est souvent considérée comme une valeur de défaut. De plus, 
nous devons constater que le parallélisme, ou non, n’est pas absolu ; la classification en 
séries parallèles et non parallèles n’est pas possible. Il s’agit davantage d’un trait relatif qui 
caractérise mieux certaines structures que d’autres.  
 
Contrairement aux séries CL, AC et ACL, les séries AL, en revanche, sont plutôt 
parallèles. Déjà, l’analyse automatique révèle que toutes sont mixtes et dépourvues d’items 
non marqués. De plus, une analyse manuelle révèle qu’elles suivent très majoritairement le 
modèle illustré par l’Exemple 34 ci-dessous. Le principe d’énumération change au milieu 
de la structure dans seulement trois des 22 séries. Ainsi, bien que les marqueurs soient en 
principe annotés différemment, ils sont, dans la pratique, très similaires et la série ne nous 
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paraît pas non parallèle. Dans l’Exemple 34, l’amorce indique le nombre d’items et le 
principe d’énumération, deux remarques, auquel les deux items se réfèrent. Le premier 
item est signalé uniquement par l’anaphorique la première tandis que, dans le second, 
l’anaphorique est combinée avec le nom remarque, annoncé dans l’amorce.  
Exemple 34 
0  J'ajouterai à  ce propos deux remarques. 
1  La première concerne la direction de la connexion. Cette dernière peut en effet 
s'effectuer, non plus du sujet vers le verbe, mais du verbe vers le sujet, comme le 
montre la comparaison de l'exemple d'Augustin avec le célèbre exemple de Donnellan 
(1966, pp. 285-286) : […]. 
2  La seconde remarque sera relative, non plus aux rôles respectifs du sujet et du 
prédicat dans l'expression de la connexion, mais au type même de la connexion. Il 
semble en effet qu'il en existe de deux sortes : celle que nous venons de voir et qui est 
de l'ordre de la conséquence ; mais aussi celle que réalise (9) : […] 
                                                                                                                                      Carel 
 
Pour conclure cette sous-partie sur le marquage des séries simples, notre analyse met en 
valeur surtout la fréquence des séries partiellement non marquées et donc du marquage 
partiel de l’organisation textuelle. Les séries homogènes, dont les items sont signalés par le 
même type de marqueurs, ne forment qu’un tiers du total des structures repérées. Les types 
de marqueurs les plus fréquents sont les connecteurs, les seuls marqueurs utilisés dans 
56 % de l’ensemble.  
 
De plus, les résultats de cette section prouvent que les items non marqués ne rendent pas la 
série inévitablement non parallèle et qu’ils peuvent, malgré le non marquage, suivre le 
principe d’énumération établi par l’amorce et être facilement repérables. Dans ce cas, la 
série ressemble davantage aux énumérations non ordonnées examinées entre autres par Ho 
Dac et al. (2009), pour lesquelles l’ordre entre les items n’est pas un aspect important. 
Nous pouvons estimer que c'est le cas également pour les séries de notre corpus, incluant 
des items non marqués mais autrement parallèles. De plus, il est possible que l’auteur ait 
simplement souhaité éviter la répétition des marqueurs devant tous les items. Cependant, il 
est important de noter que toutes les séries incluant des items non marqués ne sont pas 
parallèles ou faciles à appréhender. Le déséquilibre entre les items et, par conséquent, le 
non parallélisme de la série peuvent être imputables, notamment, au changement du 
principe d’énumération au milieu de la structure. 
 
Enfin, l’analyse de cette section propose également que l’usage des différents marqueurs 
dans une série peut également influencer le parallélisme ou le non parallélisme. D’après 
notre analyse, les structures introduites par plusieurs types de marqueurs avec des 
connecteurs semblent surtout plutôt non parallèles. Outre les marqueurs différents, c’est la 
conséquence du changement de principe d’énumération au milieu de la série, d’une part, et 
du déséquilibre syntaxique et fonctionnel des items introduits par ces marqueurs, de 
l’autre. En revanche, les structures signalées par des anaphoriques et des constructions 
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numéro+nom sont relativement parallèles grâce à la répétition du principe d’énumération 
dans les items.  
 
Bref, bien qu’il soit profitable de présenter un chiffre exact de fréquence des séries non 
parallèles dans notre corpus, cette caractéristique n’est pas automatiquement repérable 
avec nos méthodes, surtout du fait des items non marqués qui peuvent toutefois être 
parallèles. En outre, comme le parallélisme semble plutôt relatif qu’absolu, il n’est pas 
toujours possible de séparer catégoriquement les séries qui le sont de celles qui ne le sont 
pas. Selon notre analyse manuelle, nous pouvons sans doute avancer que, sauf quelques 
exceptions, les séries étiquetées AC, ACL et CL sont plutôt non parallèles, surtout à cause 
du déséquilibre des items. Ces séries couvrent 14 % des séries simples. Le caractère des 
autres structures requiert pourtant des analyses plus détaillées.  
6.3.2 SERIES ENCHAINEES 
Le marquage des séries enchaînées diffère de celui des structures simples en ce que, dans 
les enchaînées, les séries inférieures ne sont pas autonomes et le marquage d’une telle série 
peut influencer celui des autres. Le schéma d’annotation tient également compte de cet 
aspect. Comme nous l'avons exposé, les critères de marquage d’une série simple faisant 
partie d’une structure supérieure ne sont pas aussi sévères que ceux des séries simples 
individuelles.  
 
Comme point de départ de l’examen du marquage des structures enchaînées, nous utilisons 
les catégories de séries simples présentées à la section précédente. Les catégories de séries 
enchaînées sont créées en combinant celles des séries inférieures. Le nombre de catégories 
risquant de s’élever du fait de la multitude de combinaisons possibles, nous avons combiné 
les séries NM et NMet pour toutes les étiqueter NM.  
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Figure 9 Fréquences des catégories de séries enchaînées. 
 
Les fréquences des catégories de séries enchaînées sont présentées ci-dessus en Figure 9. 
Comme nous le notons, la distribution des structures est relativement dispersée malgré la 
fusion des séries NM et NMet. La figure révèle que les plus utilisées sont les séries 
enchaînées composées de séries homogènes et de séries non marquées. Les structures dont 
toutes les séries inférieures sont soit non marquées, soit homogènes sont aussi relativement 
fréquentes. Celles introduites par une structure non marquée et une partiellement non 
marquée couvrent également 18 % du total et celles composées de non marquées et mixtes 
10 %. Les autres catégories sont minoritaires. 
 
L’examen du marquage des séries enchaînées peut aussi passer par l’étude des fréquences 
des catégories de séries simples dans les structures supérieures. La Figure 10 illustre les 
proportions de séries dans lesquelles les catégories différentes sont utilisées. Ainsi, nous 
notons que les séries non marquées sont très majoritairement présentes, dans 82 % du total, 
et qu’aussi les séries homogènes sont utilisées dans 52 % et les partiellement non marquées 
dans 24 % des séries. Les séries mixtes, enfin, sont plutôt rares et font partie de seulement 
15 % des structures supérieures.  
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Figure 10 Proportions des catégories de séries simples dans les structures enchaînées. 
 
Comparées aux séries simples dont 4  % sont partiellement non marquées, 28 % 
homogènes et 16 % non marquées (NMet incluses), les séries enchaînées sont très 
fréquemment composées de structures non marquées et de séries explicitement introduites 
par le même type de marqueurs. Les enchaînées sont donc souvent explicitement 
introduites. Par conséquent, il nous semble que notre décision initiale de ne pas les 
considérer comme non parallèles (cf. 4.2.4) est justifiée. En revanche, l’effet répétitif 
potentiel du marquage de tous les items de chaque série inférieure peut être une raison de 
la fréquence des séries non marquées. De plus, le fonctionnement des séries non marquées 
comme sources pour les autres séries de la structure doit expliquer leur usage fréquent; 
elles seules introduisent les items auxquels se réfère une autre série de la structure en 
explicitant également l’ordre entre eux. Dans l’Exemple 27 à la page 124, notamment, la 
première série, non marquée, introduit les items auxquels les séries suivantes se réfèrent 
par des expressions anaphoriques. En revanche, l’Exemple 24 à la page 117, dont le 
premier composant est homogène et le second non marqué, est plutôt cataphorique et 
commence par une présentation brève des items pour se poursuivre par leur énumération 
proprement dite. 
 
Bien que moins courantes que celles composées de séries non marquées et homogènes, les 
combinaisons de séries non marquées et partiellement non marquées couvrent 18 % des 
séries enchaînées. L’Exemple 35 ci-dessous illustre un cas extrait d’un article du domaine 
d’éducation.  
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Exemple 35 
0  Un certain nombre de raisons ou d’obstacles est alors invoqué.  
           RAISONS ET OBSTACLES INVOQUÉS 
0  Les raisons ou obstacles signalés sont de quatre ordres :  
1  épistémologique,  
2  didactique,  
3  pédagogique  
4  ou matériel.  
1  La principale raison épistémologique avancée concerne la structuration progressive de 
la temporalité qui, d’après les instructions officielles de 2002, doit être nourrie par le 
récit d’événements du passé. […] 
2  L’obstacle didactique le plus souvent énoncé est celui de la faisabilité des programmes. 
On estime en effet que les élèves de cycle 1 sont trop jeunes pour percevoir la 
profondeur du passé, […]. 
3  Le troisième type d’obstacle concerne le champ pédagogique – investi par le « 
pédagogue » qui, au sens étymologique du terme, « accompagne l’élève » –, et pose la 
question de la formation des enseignants dont certains avouent ne pas maîtriser ce 
type d’approche articulant utilisation du patrimoine et constitution d’un premier 
capital historique.  
4  Les dernières raisons invoquées sont relativement classiques pour ne pas dire 
traditionnelles puisqu’elles sont d’ordre matériel. A ce niveau, on signale le manque de 
moyens financiers […].  
Cl. Pour clore ce chapitre, nous évoquerons la question de la pertinence de l’orientation 
des instructions officielles de 2002 qui recommandent de mettre en oeuvre des 
activités à caractère patrimonial, jugées par bon nombre d’enseignants comme étant 
prématurées pour ne pas dire inefficaces voire inutiles. […] 
                                                                                                                                      Loison 
 
Dans l’Exemple 35, la série couvre une sous-section et commence dès la fin de la section 
précédente par une phrase introductrice, fonctionnant également comme amorce et 
définissant le principe d’énumération qui inclut, en fait, deux composants différents : 
raisons ou obstacles… L’amorce se poursuit au début de la section, après le titre, et définit 
le nombre d’items de la structure. Les items suivant l’amorce sont non marqués, à 
l’exception du dernier qui est introduit par la conjonction de coordination ou. Par ailleurs, 
les items sont courts et formés par des adjectifs qualitatifs décrivant les principes 
d’énumération annoncés par l’amorce. Les items de la deuxième série, en revanche, sont 
plus longs et développent la thématique des items de la première série. De ces items, le 
troisième et le quatrième sont introduits explicitement par des constructions numéro + 
nom, le troisième type d’obstacle et les dernières raisons. Les items non marqués suivent 
également les principes d’énumération annoncés et répètent même les formes lexicales 
utilisées dans la première série. Pourtant, malgré cette cohésion lexicale, la série n’est 
peut-être pas très typique à cause des deux principes d’énumération. De plus, bien que les 
items soient facilement repérables et de longueurs similaires, leurs marquages différents 
conjointement avec l’amorce atypique rendent cette série plutôt non parallèle. 
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Pour les types de marqueurs, les distributions des séries enchaînées sont encore plus 
dispersées que pour les catégories de série. La Figure 11 et la Figure 12 ci-dessous 
présentent les fréquences des combinaisons les plus courantes ainsi que les nombres de 
séries dans lesquelles les marqueurs et leurs combinaisons sont utilisés. La fréquence des 
séries homogènes et non marquées paraît dans ces figures sous la forme des séries 
étiquetées 0 et introduites par un seul type de marqueur. Ces types couvrent la majorité des 
cas.  
 
 
Figure 11 Fréquences des combinaisons de types de marqueurs dans les structures enchaînées40. 
 
                                                     
40 C = connecteur, L = construction Num+N, A = expression anaphorique. 
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Figure 12 Proportions des séries enchaînées dans lesquelles ces combinaisons de marqueurs sont 
présentes. 
 
Comparés aux types de marqueurs utilisés dans les séries simples, nous relevons que les 
connecteurs sont également toujours les marqueurs les plus utilisés dans les structures 
enchaînées. Les expressions anaphoriques, en revanche, sont beaucoup plus manifestes que 
dans les séries simples. Un autre signe de la fréquence des séries enchaînées référentielles. 
Les combinaisons de marqueurs différents sont également plutôt rares comme nous avons 
déjà pu le déduire de la rareté des séries mixtes. Pareillement, les constructions 
numéro+nom sont plus rares que dans les séries simples.  
6.3.3 AMORCES ET CLOTURES  
Les amorces et clôtures participent également au marquage des  séries linéaires, comme le 
montrent principalement nos exemples des séries non marquées et NMet. En section 6.1, 
nous avons brièvement présenté leurs fréquences dans le corpus en général : un tiers 
environ des séries simples et des séries enchaînées sont sans amorce et sans clôture et deux 
tiers incluent au moins l’un de ces composants. Dans cette section, nous traitons ces 
composants plus en détail en présentant les fréquences de leurs différents types.  
 
La Figure 13 présente les fréquences des types d’amorce dans le corpus et le Tableau 5 les 
abréviations utilisés dans la figure. Les types appliqués ont été définis en section 5.2.2, lors 
de la discussion sur le schéma d’annotation. Comme nous le notons, les amorces exactes41 
indiquant le nombre d’items de la série sont le type d’amorce plus fréquent, formant 24 % 
                                                     
41 Du type Cette série comprend deux items… 
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des séries simples et 48 % des enchaînées. Les amorces vagues42 représentent 11 % et 3 % 
des cas et les autres types sont encore plus minoritaires.  
 
La distribution des types d’amorce montre que, outre le marquage des items, la structure de 
la série est souvent annoncée avant même la série et que les amorces ont un rôle notable 
dans l’introduction de ces structures. De plus, nous relevons que les amorces exactes sont 
encore beaucoup plus fréquentes dans les séries enchaînées que dans les simples. C’est 
l’indication que les séries enchaînées sont introduites plus exactement que les séries 
simples. La rareté relative des autres types d’amorce dans les structures enchaînées 
conforte cette supposition ; tandis que 20 % des séries simples sont précédées d’une 
amorce ne spécifiant pas son nombre d’items, le chiffre chute à 9 % pour les structures 
enchaînées. 
 
Tableau 5 Abréviations utilisées. 
 
                                                     
42 Du type Cette série comprend quelques items… 
Types d’amorce  
0=0 Pas d’amorce 
0=IMP Amorce implicite 
0=NUM Énumération exacte 
0=VAG Énumération vague 
0=Q Question 
Types de clôture  
R=0  
R=CON Connecteurs conclusifs / explicatifs 
R=ACON Autres connecteurs 
R=ANA Reprises anaphoriques 
R=NUM Reprises anaphoriques spécifiant le nombre d’items de la série 
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Figure 13 Amorces dans les séries simples et dans les séries enchaînées.  
 
Nous avons déjà présenté plusieurs séries illustrant les amorces exactes et vagues. Ci-
dessous, nous décrivons une série précédée d’une amorce-question, extraite d’un article en 
linguistique sur l’origine des langues. Dans l’exemple, l’amorce pose une question sur 
l’absence des études créoles sur l’origine des langues dans les années 1880. Les items, tous 
introduits par des MIL, énumèrent des raisons pour lesquelles on aurait dû l’examiner. 
Contrairement à ce que l’on pourrait attendre, ils ne répondent pourtant pas directement à 
la question posée. L’exemple reflète bien la façon dont l’amorce peut annoncer la série 
linéaire et guider le lecteur dans le texte sans préciser le principe d’énumération ou le 
nombre d’items de la structure. Évidemment, le marquage explicite des items y contribue 
aussi. 
Exemple 36 
0  Les études créoles démarrent dans les années quatre vingt du XIXe siècle (voir Adam 
(1883) et les textes rassemblés dans Schuchardt 1922). On pourrait se demander 
pourquoi elles ne sont pas, dès cette époque, intervenues directement dans la 
question de l’origine des langues.  
1 D’abord, les créoles sont considérés comme des langues formées ;  
2 ensuite, ils invalident les hypothèses biologiques sous la forme racialiste (une langue 
= une race) spécifique de l’époque, puisqu’on parle à leur propos de langues hybrides 
(Adam) ou mixtes (Schuchardt) ;  
3 enfin, ils ne respectent pas le modèle arborescent (1 langue mère, n descendantes par 
divergence), en mettant en lumière le schéma inverse (n « langues mères », 1 
descendante par convergence). Au mieux, ils posent des problèmes au modèle 
génétique du comparatisme (voir Baggioni (1988), sur la polémique 
Meillet/Schuchardt), tout en renforçant l’aspect historique et contingent de l’évolution 
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linguistique (Schuchardt finira par admettre que toutes les langues sont des langues 
mixtes).  
Auroux 
 
La Figure 14 présente les fréquences des types de clôture dans les séries simples et 
enchaînées. De même que pour les amorces, les clôtures spécifiant le nombre d’items de la 
série sont les plus courantes, 20 % environ des totaux des deux types de série. Les clôtures 
introduites par des connecteurs conclusifs ou explicatifs représentent également 20 % des 
séries simples tandis que dans les structures enchaînées elles se limitent à 8 % de 
l’ensemble.  
 
 
Figure 14 Clôtures dans les séries simples et dans les séries enchaînées. 
 
En définissant les clôtures dans la section 4.2.4, nous avons noté qu’elles sont souvent 
négligées par les travaux antérieurs. De plus, nous avons cité Sinclair (2004 : 88) qui 
affirme que les amorces l’emportent naturellement sur les clôtures car apparaissant avant 
les items. Ainsi, dans les séries précédées d’une amorce, ce serait elle qui guide le lecteur 
dans l’interprétation du texte tandis que, dans les séries (surtout non marquées) sans 
amorce, l’effort incombe au lecteur. Poursuivant, Sinclair mentionne que la clôture peut 
confirmer le résultat de cet effort mais, comme c’est le cas uniquement rétrospectivement, 
son rôle de guide du lecteur serait moins important que celui des amorces. Nous partageons 
effectivement la prémisse de Sinclair : les amorces peuvent guider le lecteur plus 
efficacement que les clôtures car elles les précèdent dans la série. Cependant, les clôtures 
peuvent tout de même se révéler aussi essentielles dans la formation et l’interprétation des 
séries linéaires. Les séries dont le nombre d’items n’est défini ni par l’amorce, ni par le 
marquage des items en sont un exemple. En l’occurrence, c’est la clôture qui, souvent, 
indique au lecteur la fin de la structure susceptible, autrement, de rester floue et d’exiger 
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un effort d’interprétation considérable. Cette annonce est importante surtout dans les séries 
longues dont les items peuvent être non parallèles et la structure globale plus imprécise. 
Dans ces séries, le rôle du lecteur et de son interprétation est peut-être plus important que 
dans les séries homogènes et explicitement introduites.  
 
Ci-dessus, l’Exemple 33 à la page 134 illustre une série linéaire dont la clôture revêt un 
rôle important. Cette structure couvre 1 300 mots et 2,5 pages environ. De plus, comme le 
marqueur introducteur du dernier item ne précise pas sa place exacte dans la série, le 
lecteur ne peut pas le reconnaître en lisant le texte. Il doit continuer jusqu’à la clôture afin 
de comprendre que la série est terminée. Si la clôture était absente, le lecteur devrait 
interpréter la fin à partir d’autres indices textuels qui, dans cette série, sont moins 
implicites. De fait, les items sont relativement différents et même leur longueur varient 
considérablement. Par conséquent, c’est la clôture qui, dans ce cas, a le rôle crucial de 
guidage du lecteur, lui facilite l’interprétation et rend la structure plus facilement repérable.  
 
L’Exemple 37 illustre un autre cas dans lequel la clôture est importante. Il est extrait d’un 
article sur la puissance paternelle dans le système judiciaire québécois. Les items listent 
des travaux sur le rôle des pères au Québec.  
Exemple 37 
… Pourtant, ceux qui ont tenté d’examiner l’introduction du masculin dans le quotidien 
domestique nous ont légué des études qui apportent des nuances importantes à notre 
compréhension de la réalité des hommes dans leur vie privée.  
1 S’appuyant sur les manuels domestiques publiés pendant l’entre-deux-guerres, l’étude 
de C. Comacchio souligne que les pères étaient censés jouer un rôle passif et détaché.  
2 L’étude de R. Rutherdale sur la consommation des pères de famille dans les années 
1950 démontre qu’ils étaient présents dans la culture de consommation des biens 
domestiques. 
Cl. Ces deux études sur les pères de famille au Canada anglais soulignent les courants 
parfois contradictoires entre l’idéal et ce qui se passait au quotidien. 
Fish 
 
Dans l’Exemple 37, la clôture se réfère aux items de la série en indiquant leur nombre et la 
fin de la structure. La série est également précédée d’un segment pouvant être interprété 
comme une amorce implicite car il annonce le principe d’énumération de la structure. 
Selon notre schéma d’annotation, il n’est pourtant pas annoté. 
 
6.4 BILAN : SERIES LINEAIRES, SERIES VARIEES 
 
Cette section avait pour but la présentation générale des séries linéaires du corpus : leurs 
fréquences, longueurs et modes de marquage. L’examen de ces structures montre, tout 
d’abord, qu’elles sont un moyen de structuration du texte courant dans les articles de 
recherche. Nous trouvons, en moyenne, une série linéaire dans un segment de deux pages 
ou neuf séries linéaires dans un article. Amorces et clôtures sont aussi relativement 
fréquentes et seul un tiers des séries linéaires du corpus n’inclut ni l’une ni l’autre.  
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Notre examen montre également la variété des différentes séries linéaires. Dans notre 
corpus, nous procédons à une distinction importante entre les séries simples, très 
majoritaires, et les séries enchaînées, composées de plusieurs séries simples. De plus, une 
partie des séries analysées affichent des traits particuliers pour leur marquage ou la façon 
dont elles structurent le texte. Dans les séries méta et section, les titres participent au 
marquage des items. Dans les structures argumentatives et accumulatives, ce sont les 
connecteurs adversatifs qui jouent un rôle important. Les séries temporelles se réfèrent au 
monde extérieur et aux événements s’y produisant. Enfin, les séries à deux temps se 
composent de séries inférieures dont la seconde est thématiquement dépendante de la 
première. Bien que ces types particuliers forment seulement 19 % des structures repérées, 
leur identification nous semble importante pour la description de l’ensemble des séries 
linéaires, d’une part, et pour les analyses menées dans les sections suivantes, d’autre part. 
Ils reflètent bien également les façons dont l’auteur les utilise afin d’organiser son texte. 
 
La longueur des séries linéaires démontre aussi leur variété : bien que la majorité des 
structures soit plutôt courte et que la moitié ne dépasse pas 130 mots, le corpus inclut 
toujours 111 séries de plus de 500 mots. L’organisation du texte en séries linéaires se 
produit donc pour les segments textuels très courts mais aussi pour des passages très longs. 
Ces structures longues sont majoritairement des séries méta et section composées de 
sections titrées. Un élément logique étant donné la longueur des textes du corpus et le fait 
qu’ils sont tous organisés en sections. Or, les séries longues ne couvrant pas de sections 
titrées ne sauraient non plus être ignorées. Ces structures ne dépassent pourtant pas, en 
règle générale, 2 000 mots. Cette limite reflète sans doute un aspect de la structuration des 
articles de recherche : ils sont segmentés en sections titrées d’une longueur en général 
supérieure à 2 000 mots.  
 
A l’exception des séries composées de sections entières, les autres types de série 
particuliers sont généralement utilisés pour organiser des segments textuels similaires aux 
séries typiques sans étiquette particulière. Parmi les séries simples, seules les séries 
accumulatives s’étendent sur des segments un peu plus longs. Pour les séries enchaînées, 
ce sont les structures à deux temps et séries temporelles qui dépassent la longueur 
moyenne. Les séries enchaînées typiques sans étiquette particulière, en revanche, ne sont 
pas plus longues que les séries simples typiques bien que leur nombre d’items soit, 
évidemment, plus grand.  
 
Les séries linéaires sont également très variées dans leur marquage. En général, les 
résultats indiquent que le marquage partiel de l’organisation textuelle est le plus fréquent, 
du moins pour les séries linéaires simples. De même, le non marquage complet des items et 
leur annonce par une amorce ou clôture sont fréquents. L’introduction des items par le 
même type de marqueurs, couramment utilisée pour illustrer les séries linéaires, n’apparaît 
pourtant que dans un tiers des séries simples du corpus. De plus, le marquage des items 
proprement dits est soutenu par les amorces et les clôtures : 24 % des structures simples 
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incluent une amorce précisant le nombre d’items de la structure et 17 % sont suivies par 
une clôture exacte. Les types de marqueurs les plus usités sont les connecteurs, les seuls 
marqueurs dans 56 % des séries simples.  
 
Comparées aux séries simples, les séries enchaînées sont signalées de façon plutôt explicite 
et exacte. Ce peut être la résultante de la structuration plus complexe de ces séries ; comme 
elles ne sont pas plus longues que les séries simples sans étiquette particulière mais que 
leur nombre d’items est supérieur, elles peuvent nécessiter un guidage plus explicite afin 
de demeurer cohérentes et facilement lisibles. Ainsi, les séries enchaînées sont 
majoritairement composées de structures non marquées et de structures homogènes dont 
tous les items sont introduits par le même type de marqueurs. La fréquence du non 
marquage s’explique par la nature référentielle de ces structures ; les séries non marquées 
sont souvent des sources pour d’autres séries de la structure. Pour cette raison, les 
expressions anaphoriques y jouent également un rôle beaucoup plus important que dans les 
structures simples. Enfin, le marquage exact des structures enchaînées se reflète également 
dans la présence usuelle des amorces exactes définissant le nombre d’items de la série. 
Tandis que les amorces exactes précèdent seulement 24 % des structures simples, elles 
sont utilisées dans 48 % des structures enchaînées.  
 
Enfin, bien que les structures enchaînées soient plus exactement et explicitement 
introduites que les simples, notre analyse décrit globalement les séries linéaires comme des 
structures relativement variées dans lesquelles le non marquage et le marquage partiel sont 
très courants. Ainsi, nos résultats soutiennent ceux de Hempel et Degand (2008) discutés 
dans la section 4.2. Or, notre analyse a également montré que le non marquage ne 
complique  nécessairement l’identification des items ni ne rend la série non parallèle ; les 
items peuvent demeurer relativement équivalents et les indices complémentaires de 
sériation, tels que la répétition des items lexicaux ou d’autres structures similaires, peuvent 
contribuer à l’identification des items. Dans ces séries, plutôt que de rendre les items 
difficiles à identifier, le non marquage semble simplement indiquer que l’ordre entre les 
items n’est pas un critère d’organisation important. Par conséquent, il n’est pas souligné 
par le marquage explicite.  
 
Le non marquage ne suffisant pas à lui seul pour rendre la série non parallèle, 
l’identification automatique des structures non parallèles se révèle très laborieuse avec nos 
méthodes. Lors de l’examen des marqueurs utilisés, à partir d’une analyse manuelle sur les 
structures introduites par une combinaison de marqueurs, nous avons cependant noté que 
les séries introduites par plusieurs types de marqueurs, dont au moins un connecteur, sont 
plutôt non parallèles. Ces séries incluent très fréquemment des changements du principe 
d’énumération au milieu de la série et des items autrement déséquilibrés. Ces structures 
couvrent 14 % des séries simples du corpus. Les séries introduites par des expressions 
anaphoriques et des constructions numéro+nom, en revanche, sont toutes plutôt parallèles 
malgré la combinaison de marqueurs.  
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Notre analyse avance donc que le non marquage ne rend pas les séries directement non 
parallèles mais que c’est le cas pour le changement du principe d’énumération et la 
différence structurelle des items, provoquée entre autres par leurs structures syntaxiques ou 
thématiques différentes. Pareillement, la variation importante de la longueur des items 
semble avoir ce même effet. Par ailleurs, notre analyse prouve également que les séries 
non parallèles ne sont pas, non plus, généralement difficiles à identifier ou incohérentes. 
Elles s'avèrent simplement atypiques en regard de leur définition répandue de structures 
composées d’items équivalents. Ce résultat est analogue au constat de Péry-Woodley 
(2000 : 139) selon lequel même les énumérations « déviantes » sont fonctionnellement 
acceptables.  
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7. MARQUAGE ET NON MARQUAGE DES SERIES 
LINEAIRES : FACTEURS TEXTUELS EXPLICATIFS 
Dans la section précédente, nous avons montré que les séries linéaires sont des structures 
très variées : elles peuvent être introduites dans le texte de maintes manières et leur 
longueur affiche également des variations importantes. Dans cette section, nous 
analyserons le marquage des séries linéaires plus en détail, en privilégiant les facteurs 
susceptibles d’expliquer leur mode de marquage. Nous commencerons par examiner le 
degré d’exactitude de l’introduction des séries linéaires différentes et les contextes faisant 
varier ce degré d’exactitude. Pourquoi les marqueurs additifs, tels que de plus et ensuite, 
sont-ils très fréquents dans certaines séries tandis que dans d’autres les marqueurs exacts, 
tels que premièrement et pour terminer, sont seuls utilisés ? La seconde section proposera 
d’analyser le lien entre la longueur de la série et la façon dont elle est marquée. Outre la 
variation de la longueur des catégories de séries, cette analyse traitera du fonctionnement 
des types de marqueurs et des titres dans l’introduction des structures de longueurs 
différentes. Enfin, la dernière section portera sur les items non marqués et leur 
identification. Comment sont-ils identifiés ? La réponse à cette question pourra également 
révéler des raisons sous-jacentes de leur non marquage.  
 
L’analyse de cette section repose sur les catégories de série présentées en détail dans la 
section précédente. Pour l’analyse de cette section, nous y avons pourtant apportées 
quelques modifications minéures. Dans la classification, le critère principal de distinction 
est la variation possible des types de marqueurs d’item et la présence possible d’items non 
marqués. Pour les séries simples, les séries homogènes (HOMO) sont composées d’items 
explicitement signalés par le même type de marqueurs tandis que, dans les séries mixtes 
(MIX), les types de marqueurs varient. Les séries partiellement non marquées (PNM) 
incluent des items non marqués et des items explicitement signalés. Les séries non 
marquées (NM) sont composées uniquement d’items non marqués. Les séries NMet 
diffèrent de ces dernières en ce qu’un des items est introduit par une conjonction de 
coordination. Les séries enchaînées sont classifiées en fonction de ces mêmes critères, 
selon les catégories d’appartenance des séries inférieures de ces structures.  
 
De surcroît, pour l’analyse de cette section, nos résultats de la section précédentes nous a 
conduite à ajustifier les catégories analysées de deux manières. Tout d’abord, nos 
constats43 sur la différence des séries mixtes introduites par des expressions anaphoriques 
et des constructions numéro+nom ainsi que celles signalées par une combinaison d’autres 
marqueurs nous ont encouragée à maintenir ces deux types de série à part. Ces deux sous-
groupes sont intitulés respectivement MIXAL et MIXREST. La nature dispersée des séries 
                                                     
43 Voir section 6.3, dans laquelle nous avons noté que la grande majorité des séries mixtes 
introduites par les expressions anaphoriques et les constructions numéro+nom sont plutôt parallèles 
tandis que les séries mixtes introduites par une combinaison d’autres marqueurs, dont au moins un 
connecteur, ont plusieurs traits typiques des séries non-parallèles.  
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enchaînées (cf. section 6.3.2) nous a conduite à simplifier leur classification. Pour ce faire, 
nous avons également fusionné les catégories de série NM et NMet composées 
respectivement d’items non marqués, d’une part, ainsi que d’items non marqués et de 
conjonctions de coordination, d’autre part. Enfin, nous avons également décidé de nous 
concentrer sur les catégories de série enchaînée les plus fréquentes. Ainsi, les catégories 
analysées et leurs pourcentages du total des séries linéaires enchaînées s’établissent comme 
suit : HOMO+NM (32 %), NM+PNM (18 %), NM+NM (17 %), MIX+NM (10 %) et 
HOMO+HOMO (8 %). En tout, ces séries recouvrent 85 % de toutes les séries enchaînées 
du corpus.  
 
7.1 POUR UN GUIDAGE ADEQUAT DU LECTEUR : LE DEGRE 
D’EXACTITUDE DU MARQUAGE 
 
Le marquage de l’organisation textuelle, dans notre cas les marqueurs d’item, les amorces 
et les clôtures, fonctionne comme un guide de l’organisation du texte pour le lecteur. 
Moins les séries linéaires sont explicitement introduites, plus le lecteur doit interpréter le 
texte afin de bien le comprendre. Outre la présence ou l’absence des marqueurs explicites, 
des amorces et des clôtures, la façon dont le marquage guide (ou non) le lecteur dans 
l’interprétation des séries linéaires dépend du degré d’exactitude des marqueurs utilisés. 
Les marqueurs exacts, tels que premièrement ou le dernier aspect, indiquent la place 
exacte des items dans la série. Les marqueurs relatifs, tels que les additifs un autre exemple 
ou de plus, signalent uniquement l’addition de l’item dans la série (cf. aussi Jackiewicz 
2005 : 107). Nous rencontrons cette même distinction aux indices exacts et relatifs pour les 
amorces et les clôtures : tandis que les amorces et les clôtures exactes annoncent au lecteur 
le nombre d’items qu’il doit repérer dans le texte, les autres types laissent cette question 
ouverte. De même que les marqueurs d’item indiquant uniquement l’addition, nous nous 
référons à ces amorces et clôtures comme marqueurs relatifs. 
 
Le rôle différent des marqueurs exacts et relatifs dans l’introduction des séries linéaires est 
surtout dû à la présence possible d’items non marqués. En exprimant la place de l’item, les 
marqueurs exacts indiquent au lecteur la présence possible des items non marqués dans la 
série. De la sorte, le lecteur ne doit pas la déduire lui-même. Les amorces et les clôtures 
exactes ont ce même effet. Les marqueurs relatifs, en revanche, nécessitent un effort 
d’interprétation plus important. En effet, le lecteur doit lui-même figurer le nombre final 
d’items à repérer.  
 
Dans notre étude, les résultats indiquent que l’exactitude exprimée par les marqueurs 
d’item, amorces et clôtures varie selon la façon dont la série en question est autrement 
introduite. Les séries linéaires incluant des items non marqués sont plus souvent introduites 
par des marqueurs relatifs que celles dont tous les items sont explicitement signalés. La 
même variation est relevée pour les séries enchaînées, bien que leur marquage soit, dans 
l’ensemble, plus exact que celui des séries simples. À la suite, nous examinons ce 
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phénomène plus en détail en commençant par les amorces et les clôtures utilisées dans les 
catégories de série différentes et en continuant par l’examen des marqueurs d’item.  
7.1.1 AMORCES ET CLOTURES 
Ci-dessous, la Figure 15 présente les fréquences des amorces différentes dans chaque 
catégorie de série. Selon nos critères d’annotation, les séries non marquées doivent 
obligatoirement être précédées ou suivies d’une amorce ou clôture exacte. Elles sont donc 
absentes de la figure. Les types d’amorce sont présentés en détail en section 5.2.2 et dans 
la section précédente, dans le Tableau 5. La distinction la plus importante pour l’analyse 
du degré d’exactitude de cette section s’établit entre les amorces exactes (NUM) 
définissant le nombre d’items de la série et celles ne le définissant pas.  
 
 
Figure 15 Amorces dans les catégories de série.  
 
La Figure 15 indique, tout d’abord, que la présence des amorces varie selon les catégories 
de série. Les fréquences des séries sans aucun type d’amorce et de celles avec une amorce 
exacte indiquant le nombre d’items de la série ne sont notamment pas les mêmes. Pour les 
séries simples, les amorces séparent surtout les séries partiellement non marquées (PNM) 
des autres ; alors que près d’un tiers des séries homogènes (29 %) et des séries MIXREST 
(27 %) est également précédé d’une amorce indiquant le nombre d’items, ce chiffre n’est 
que 11 % pour les séries partiellement non marquées44. De plus, la proportion des séries 
PNM sans aucune amorce est supérieure (64 %) à celle des séries homogènes (53 %) et des 
                                                     
44 La différence de fréquence des amorces exactes dans les PNM et dans les HOMO et MIXREST 
est statistiquement significative avec le test X2, la valeur p = 1,484e-06, X2 = 23,17, N = 499.  
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séries MIXREST (51 %)45. Les MIXAL, en revanche, sont extrêmement souvent précédées 
d’une amorce exacte. Cette fréquence s’explique sans doute par les marqueurs utilisés dans 
ces séries ; les expressions anaphoriques nécessitent une zone de référence qui se réalise 
dans l’amorce.  
 
Pour les séries enchaînées, nous avons déjà présenté à la section 6.3.2 certaines 
caractéristiques de l’ensemble de ces structures, l’une des plus importantes semblant être 
une certaine exactitude dans la façon dont elles sont signalées. Comparées aux séries 
simples, elles appartiennent plus souvent aux catégories de série homogènes et non 
marquées et sont plus fréquemment combinées à une amorce exacte. Cette exactitude 
transparaît également dans la Figure 15. Les amorces exactes sont relativement fréquentes 
dans toutes les séries enchaînées, quoiqu’une différence semble s’établir entre les 
HOMO+HOMO et NM+PNM d’une part et les HOMO+NM et MIX+NM de l’autre. 
 
En prouvant la rareté des amorces exactes dans les séries simples partiellement non 
marquées, la Figure 15 atteste déjà le lien entre le non marquage et les marqueurs relatifs. 
Une présentation plus générale de ce lien est illustrée dans la Figure 16, qui indique les 
proportions des séries précédées voire suivies d’une amorce ou d’une clôture exacte46. Ce 
mode de présentation optimise l’examen du degré d’exactitude surtout dans les séries 
MIXREST et dans les enchaînées, des catégories dont la nature dispersée complique 
l’analyse quantitative.  
 
 
 
                                                     
45 La différence de fréquence des séries sans aucune amorce dans les PNM et dans les HOMO et 
MIXREST est statistiquement significative avec le X2 test, la valeur p = 0,0147, X2 = 5,96, N = 
499. 
46 Les fréquences des clôtures différentes dans les catégories de série sont relativement similaires. 
Pour cette raison, nous ne les présentons pas. 
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Figure 16 Amorces et clôtures exactes des catégories de série47.  
 
Pour les séries simples, la Figure 16 montre que la rareté des séries partiellement non 
marquées attachée à une amorce ou une clôture exacte devient encore plus évidente quand 
la présence des deux composants est examinée conjointement. De plus, elle révèle une 
différence invisible dans la Figure 15 ; les amorces et clôtures exactes semblent moins 
fréquentes dans les séries MIXREST que dans les séries homogènes. Dans les premières, 
un composant, soit l’amorce soit la clôture exacte, est présent dans 27 % des séries tandis 
que 34 % des séries homogènes sont combinées à l’un des deux. La différence comparée 
de ces deux catégories de série n’est pourtant pas statistiquement significative48, ce qui 
peut être imputable au nombre limité d’occurrences de MIXREST (37). Rapportée à 
l’ensemble des séries PNM, MIXREST et homogènes, cette différence peut cependant être 
prouvée49. Outre cet écart entre les catégories de séries simples, les deux groupes de séries 
enchaînées deviennent aussi plus aisément discernables dans la Figure 16 ; les séries 
HOMO+HOMO et NM+PNM sont plus fréquemment combinées à un composant 
indiquant leur nombre d’items que les séries HOMO+NM et MIX+NM50. 
 
Pour conclure nos résultats sur les séries simples, il semble que les amorces et clôtures n’y 
soient pas utilisés dans les séries présentant un marquage d’items partiel, afin de remplacer 
ce marquage manquant. En fait, la présence des amorces et clôtures suit plutôt la tendance 
générale de marquage de cette catégorie de série. Ainsi, dans les séries homogènes et 
                                                     
47 NUM indique que le nombre d’items de la série est signalé au moins par une amorce ou une 
clôture et NONUM que ce n’est pas le cas. 
48 Avec le X2-test, la valeur p = 0,495, X2 = 0,46, N = 211. 
49 Avec le X2-test, la valeur p = 3,372e-05, X2 = 17,19, N = 499. 
50 Avec le X2-test, la valeur p = 0,0251, X2 = 5,02, N = 88. 
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MIXREST, les amorces et clôtures répètent souvent la façon dont le segment est organisé, 
bien que les items eux-mêmes y soient déjà explicitement introduits. En revanche, dans les 
séries PNM, déjà moins explicitement signalées du fait de la présence d’items non 
marqués, les amorces et clôtures exactes indiquant au lecteur le nombre d’items sont moins 
fréquentes. Ces séries sont également laissées sans aucun type d’amorce plus souvent que 
celles dont tous les items sont explicitement signalés. L’Exemple 38 ci-dessous illustre une 
série dont le nombre de composants est signalé avant elle, bien que les items soient aussi 
explicitement marqués. La série commence par l’amorce annonçant le principe 
d’énumération ainsi que le nombre d’items de la série : trois attitudes. Les trois items 
suivent ce principe et sont, de plus, introduits par des connecteurs très typiques : 
premièrement - ensuite - enfin.  
Exemple 38 
0  Pour ce faire, trois attitudes sont au minimum nécessaires 
1  L'enseignant doit premièrement partir des intérêts profonds de l'enfant et le laisser 
agir. Car comme l'affirme Cousinet (1949, p.21), « le premier contact des enfants avec 
l'enseignement est une inhibition. À ces êtres qui ne vivent que pour agir, et qui ne 
peuvent vivre qu'à condition d'agir, l'action est interdite». 
2  Il doit ensuite considérer l'enfant comme un être original et singulier, capable de 
construire son propre rapport au savoir. De la sorte, « la logique de l'apprentissage, 
n'est nullement la logique du programme. Non seulement l'apprentissage n'a pas 
besoin de ces artifices mais il en meurt. Pas d'horaires fixes par matière ou par sujet, 
pas de disciplines closes, pas de notes, pas de classements, mais la liberté, seulement la 
liberté d'apprendre ». 
3  Enfin, il est nécessaire de réinvestir le milieu de vie de l'enfant dans ses 
apprentissages. L'enseignement classique, longuement observé par Cousinet lorsqu'il 
était inspecteur de l'Education Nationale, ne permet pas la rencontre de l’école et de la 
vie. 
                                                                                                                                        Vialle 
 
Pour les séries enchaînées, en revanche, la distinction des catégories en deux groupes, 
illustrée dans la Figure 16, nécessite des examens supplémentaires. Pour ce faire, nous les 
avons analysées manuellement. Cet examen montre que c’est surtout le risque de répétition 
qui explique la rareté des amorces et clôtures exactes dans les HOMO+NM et MIX+NM. 
Dans les HOMO+HOMO et NM+PNM plus fréquemment attachées à ces composants, la 
nature des marqueurs et la structuration interne des items ont pour effet que l’effet répétitif 
ne s’y reproduit pas.  
 
Dans les séries HOMO+NM et MIX+NM, les items non marqués servent souvent de points 
de référence pour ceux de l’autre série. Pour cette raison, comme nous l’avons exposé dans 
la section précédente, les anaphoriques sont très fréquents dans ces séries. De plus, les 
autres marqueurs, tels que les cadratifs, sont aussi fréquemment utilisés dans ces séries 
pour se référer à l’item de la série précédente. Dans l’Exemple 39 suivant, notamment, les 
items explicitement signalés par des adverbiaux à l’initiale de la phrase se réfèrent aux 
items non marqués de la première série. Ces derniers sont, en fait, uniquement des 
exemples numérotés de 34 à 36 par l’auteur de l’article.  
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Exemple 39 Les italiques ainsi que la numérotation des items sont de la version originale. Les 
caractères en gras, en revanche, sont de nous. 
0  On peut citer les exemples suivants :  
1 (34)  Une décision fut prise : dès son départ, il nous faudra nous inscrire au collège  
  Mariette, et maman devra trouver une famille pour nous héberger.  
  Boris Schreiber, Un silence d’environ une demi-heure, p. 228  
2  (35)  Boria, tu n’as pas honte ? Pour Alexandre, et pour la guerre, et pour les morts ?  
  Les atrocités ? Tout ça, ça ne compte pas pour toi ?  
  Boris Schreiber, Un silence d’environ une demi-heure, p. 460  
3 (36)  Maman à la fois approuvait et n’osait pas citer Riga, et craignait que Wladimir ne   
  remarquât qu’elle n’osait pas.  
  Boris Schreiber, Un silence d’environ une demi-heure, p. 702  
 
1 Dans le premier exemple, il y a bien deux choses différentes à faire et non un 
ensemble cohérent de ces deux choses.  
2 Dans le second, le tout ça est le résultat du décompte et donc de l’accumulation des 
atrocités. La répétition de et (ainsi que de la formule avec pour) rend plus sensible la 
valeur additive que la combinaison avec la virgule lui donne, quand la suppression de 
la virgule ici désautonomiserait les éléments conjoints en les intégrant dans un 
ensemble isotopique.  
3 Dans le troisième cas, à la fois est structuralement ambigu mais porte en fait sur le 
second et : le contraste entre la continuité isotopique de approuvait et n’osait pas et la 
rupture entre cet élément et craignait que... est remarquable.  
Cl. Si ces analyses vont dans le bon sens, je crois qu’on pourrait en tirer une forme de 
généralisation. 
                                                                                                                                    Lambert 
 
En principe, le fait de fonctionner comme point de référence pour l’autre série ne saurait 
expliquer l’absence de l’amorce ou clôture exacte. Dans la pratique, pourtant, notre analyse 
manuelle montre que les items formant ces points de référence sont souvent très bien 
délimités et peuvent ainsi se passer d’amorce ou de clôture tout en demeurant facilement 
repérables. De plus, la présence d’un tel composant pourrait avoir un effet répétitif. Par 
exemple, dans les séries typiques sans titres, les items non marqués peuvent former des 
exemples numérotés, comme dans l’exemple ci-dessus. Ces items sont en général faciles à 
repérer, même sans marquage. Dans les séries méta HOMO+NM et MIX+NM, composées 
de deux séries inférieures, dont la seconde consiste en items-sections délimités et signalés 
par des titres, ce sont très majoritairement les parties non marquées qui correspondent aux 
sections titrées51.   
 
L’Exemple 40 illustre une autre série enchaînée HOMO+NM dont les items non marqués 
sont facilement repérables. Dans cette série, les items sont extrêmement courts et 
correspondent aux mots individuels ou syntagmes nominaux. La première série, non 
marquée, comprend une seule phrase et les items énumérés correspondent en fait aux 
                                                     
51 Pour un exemple, voir l’Exemple 24 à la page 117. 
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adverbes directement et indirectement. Les items de la seconde série s’y réfèrent par des 
expressions cadratives.  
Exemple 40 
1  Ces angles d’analyse conduisent à une interprétation directement 
2  ou, le plus souvent, indirectement, en appui d’autres faits contextuels.  
1  Dans le premier cas, ils ont pour nous une fonction de « marqueur » (comme la 
présence de certains mots ou de certaines structures), 
2  et dans le second d’indice, ou de guide pour l’interprétation. 
Cl. Nous réservons les dernières parties pour discuter ces points, en nous centrant sur 
quelques exemples significatifs. 
                                                                                                                                     Lecolle 
 
Comme pour la plupart des séries HOMO+NM et MIX+NM, l’Exemple 40 n’est ni 
précédé, ni suivi d’une amorce ou clôture exacte définissant son nombre d’items. En lisant 
la série, il nous paraît qu’il s’agirait d’éviter une redondance. Cet effet répétitif semblerait 
dû à la faible longueur et au repérage aisé des items, qui selon notre analyse semblent 
typiques de ces séries. L’évitement de la répétition se justifie par la maxime de quantité de 
Grice (1975) ; le lecteur doit être informé autant que nécessaire mais pas plus. 
 
Pour les HOMO+HOMO et NM+PNM, en revanche, l’effet répétitif provoqué par 
l’amorce ou la clôture exacte ne semble pas se reproduire. Une des motivations pour son 
absence paraît être la longueur supérieure de ces séries. Cet aspect ne sera pourtant 
examiné que dans la section suivante. Une autre explication pourrait être le marquage de 
ces structures. En effet, notre analyse manuelle prouve que les connecteurs du type d’une 
part – d’autre part et d’un côté – de l’autre sont très fréquents dans les HOMO+HOMO. 
Bien que nous les ayons annotés comme exprimant un certain ordre entre les items et que 
Turco et Coltier (1988 : 58) indiquent que les MIL (dont d’une part – de l’autre) « perdent 
leur vocation sémantique primitive pour désigner la succession des constituants », l’ordre 
exprimé par ces marqueurs n’est peut-être pas aussi évident  que celui signalé par les autres 
MIL ou des anaphoriques. Par conséquent, il se peut que l’effet répétitif des amorces et 
clôtures ne se reproduise pas une fois combinées à ces marqueurs. 
 
L’Exemple 41 ci-dessous illustre les marqueurs fréquents dans les HOMO+HOMO et le 
fonctionnement de l’amorce / clôture exacte au milieu de la série. La série débute par une 
amorce implicite, indiquant que le texte à venir formera une hypothèse. Les items de la 
première série, relativement longs, sont signalés par d’une part - d’autre part et ceux de la 
seconde par les anaphoriques s’y référant. De plus, une amorce / clôture entre les deux 
séries répète le nombre d’items des séries : ces deux types d’écoles. 
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Exemple 41 
0  Pour notre part, nous soumettons l’hypothèse suivante :  
1  se pourrait-il que sous l’effet combiné de la décentralisation et de la concurrence, notre 
système éducatif primaire  secondaire est en voie de se « hiérarchiser », comprenant 
d’une part des écoles ou des secteurs d’écoles, publiques et privées, performants et 
capables de produire les élèves que la demande sociale et les niveaux supérieurs du 
système réclament,  
2  et d’ autre part, des écoles, surtout publiques, ou de grands pans d’écoles, regroupant 
des élèves faibles, en difficulté ou à risques ? Dans ces dernières écoles, les enseignants 
et le personnel professionnel et technique, partiellement soutenus par des programmes 
comme l’École Montréalaise (MÉQ, 1997b), gèrent au mieux un ensemble de 
problèmes sociaux plus larges que l’école. Ils font de leur mieux et même un peu plus, 
ce que le palmarès est incapable de prendre en compte, d’où leur frustration et le 
sentiment très répandu parmi eux de déconsidération sociale.  
0/Cl. Entre ces deux types d’écoles,  
1  entre les premières qui « instruisent »  
2  et les secondes qui tentent d’« éduquer », l’observation révèle l’existence d’écoles 
aspirant à monter dans la  première catégorie, alors que d’autres luttent pour éviter la 
chute dans la dernière catégorie.  
Cl. Ce schéma est ici esquissé à gros traits, mais il exprime une logique d’évolution qui 
est forte.  
                                                                                                                              Lessard 
 
Selon notre analyse, l’amorce / clôture au milieu de l’Exemple 41 est dépourvue d’effet 
répétitif tandis que, si elle était placée dans l’Exemple 40, elle risquerait d’être répétitive. 
Ainsi, la nature des marqueurs, la longueur des items et la structuration des items non 
marqués sembleraient toutes contribuer à l’absence / présence des amorces et clôtures 
exactes dans les séries enchaînées.  
 
Enfin, la nature des autres marqueurs et la longueur de la série sembleraient expliquer la 
fréquence des amorces et clôtures exactes dans les NM+PNM aussi. Comme nous l’avons 
constaté, la structure des séries enchaînées étant plutôt complexe, elles sont globalement 
signalées de façon exacte et explicite afin de préserver leur lisibilité (cf. section 6.3). Les 
marqueurs d’items proprement dits sont cependant plutôt rares dans les séries NM+PNM. 
Souvent, il s’agit d’un MIL comme enfin à la fin de la série. Pour cette raison, nous 
pouvons supposer que les amorces et clôtures exactes peuvent s’avérer nécessaires afin que 
la série, peu explicitement signalée par ailleurs, demeure cohérente. L’Exemple 42 ci-
dessous présente une série NM+PNM dont le nombre d’items est annoncé par une amorce. 
Autrement, les seuls marqueurs explicites sont la conjonction et dans le dernier item de la 
première et le connecteur enfin dans le dernier item de la seconde série. 
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Exemple 42 
0  Les « remèdes » à ces « anomalies sentimentales » sont de trois ordres différents : 
1 physiques, 
2 intellectuels 
3 et psychiques. 
1 Un examen médical pourra révéler, par exemple, un mauvais fonctionnement des 
glandes endocrines, un dérèglement du système nerveux, […]. 
2 Entre autres remèdes intellectuels, l’ouvrage propose d’épargner aux enfants « la vue 
de tout désordre », […]. 
3 Enfin, les remèdes psychiques tiennent essentiellement dans le contrôle de 
l’imagination. […] 
Hudon 
 
Pour conclure, notre examen des amorces et des clôtures montre donc que leur usage 
dépend de la signalisation alternative de la série. Dans les séries simples, elles ne sont pas 
utilisées afin de remplacer le marquage manquant des items. Elles servent plutôt à 
souligner l’organisation des séries dont tous les items sont déjà signalés par des marqueurs 
explicites. Dans les séries incluant des items non marqués, le nombre d’items est très 
rarement signalé par une amorce ou clôture. Par ailleurs, les autres types de ces 
composants s’y font plus rares.  
 
Comparées aux séries simples, toutes les séries enchaînées sont signalées dans le texte de 
façon explicite et exacte. En outre, les amorces et clôtures exactes y sont plus fréquentes 
dans toutes les catégories. Pour autant, notre analyse a relevé certaines caractéristiques qui 
influencent la présence des amorces et des clôtures dans ces séries. Il s’agit essentiellement 
d’un risque d’effet répétitif, possiblement lié à la nature des marqueurs explicites utilisés, à 
la structuration des items non marqués ainsi qu’à leur faible longueur. Par exemple, si les 
items non marqués correspondent uniquement aux mots individuels d’une même phrase ou 
sont délimités par des titres, les amorces et clôtures peuvent s’avérer inutiles.  
7.1.2 MARQUEURS D’ITEM 
La section précédente sur l’usage des amorces et clôtures vient de montrer que, dans les 
séries simples, le marquage exact du nombre d’items de la série et ainsi de son 
organisation est plus fréquent dans les séries dont tous les items sont explicitement signalés 
que dans celles présentant des items non marqués. Dans les séries enchaînées, en revanche, 
la précision du nombre d’items par une amorce ou une clôture est fréquente dans toutes les 
structures, bien que la faible longueur et le repérage facile des items puissent aussi motiver 
leur absence. Ces tendances de marquage transparaissent également à travers le degré 
d’exactitude des marqueurs d’item utilisés dans les catégories de série. À la suite, nous 
examinerons cette problématique plus en détail. 
 
Ci-dessous, la Figure 17 et la Figure 18 présentent les degrés d’exactitude exprimés par les 
marqueurs d’items des différentes catégories de série. Exact indique que les marqueurs 
d’item exacts, tels que premièrement ou enfin, sont seuls utilisés tandis que relatif signale 
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que la série inclut exclusivement des marqueurs relatifs, tels que de plus ou un autre + 
NOM. Exact+relatif indique que les items sont signalés par les deux types de marqueurs.  
 
 
Figure 17 Degré d’exactitude des marqueurs des séries simples. 
 
Pour les séries simples, la Figure 17 indique que les catégories de série se caractérisent par 
des degrés d’exactitude différents. Les marqueurs exacts sont les seuls utilisés dans 
presque toutes les séries MIXAL (95 %) et dans la majorité des séries homogènes (62 %). 
Les marqueurs exacts sont également souvent utilisés comme marqueurs uniques des 
MIXREST (41 %), bien que moins fréquemment que dans les homogènes52. En outre, la 
majorité (51 %) des MIXREST est signalée par la combinaison de marqueurs exacts et 
relatifs. Les marqueurs relatifs, en revanche, sont les seuls dans la majorité (57 %) des 
séries PNM.  
                                                     
52 Comme le nombre d’occurrences des séries uniquement signalées par des marqueurs relatifs est 
très bas, la comparaison statistique du degré d’exactitude du marquage des séries homogènes et 
MIXREST pose quelques problèmes. Une différence statistiquement significative s’établit pourtant 
entre les séries dans lesquelles les marqueurs exacts sont seuls utilisés et les autres ; les homogènes 
sembleraient être plus souvent signalées uniquement par des marqueurs exacts que les MIXREST. 
Avec le X2-test, la valeur p = 0,0258, X2 = 4,96, N = 211. 
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Figure 18 Degré d’exactitude des marqueurs des séries enchaînées. 
 
En ce qui concerne les séries enchaînées, la Figure 18 montre que les marqueurs d’item 
exacts sont extrêmement fréquents dans toutes les catégories. Comme pour les séries 
simples, les marqueurs relatifs sont cependant souvent utilisés en tant que marqueurs 
uniques dans les NM+PNM. Un élément en faveur de notre hypothèse relative au besoin 
d’amorces et clôtures exactes dans cette catégorie. Comme les items de ces séries sont 
majoritairement non marqués et les marqueurs d’items relatifs sont fréquents, il se peut que 
la structuration des items proprement dits ne suffise pas pour rendre le texte cohérent. 
Ainsi, les amorces et clôtures exactes y seraient nécessaires pour assurer un guidage 
minimal du lecteur à travers une structure possiblement difficile à interpréter. 
 
Bref, deux aspects des fréquences présentées dans la Figure 17 et la Figure 18 appellent un 
commentaire. Premièrement, la rareté des catégories autres que les PNM signalées 
uniquement par des marqueurs relatifs s’explique par la nature de ces marqueurs. Comme 
ils signalent généralement l’ajout d’un item à la série déjà existante, il est très rare qu’ils 
puissent introduire le premier item de la série. Par conséquent, les quelques séries 
homogènes et mixtes uniquement introduites par des marqueurs relatifs dans notre corpus 
sont des exceptions marginales dans lesquelles le premier item est signalé, entre autres, par 
outre. La fréquence extrême des séries uniquement signalées par des marqueurs exacts 
dans les séries MIXAL s’explique également par une raison similaire. La grande majorité 
de ces séries est introduite par les anaphoriques le premier – le deuxième, dont l’une est 
toujours combinée à un nom et annotée comme construction numéro+nom. La seule série 
MIXAL signalée par la combinaison de marqueurs exact et relatif est introduite par la 
première – la caricature suivante. La rareté extrême de ce type de combinaisons est due à 
la rareté des marqueurs relatifs annotés comme anaphoriques ou construction Num+N. Le 
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plus fréquent de ces marqueurs est sans doute la construction autre + NOM53. Dans notre 
corpus, pourtant, ce marqueur n’est jamais utilisé conjointement avec une expression 
anaphorique54. Par conséquent, les séries signalées par une expression anaphorique et une 
construction Num+N dont un marqueur serait de nature relative sont extrêmement rares.  
 
Bien que les marqueurs relatifs soient difficiles à employer comme marqueurs uniques 
dans les autres catégories, rien n’empêche l’emploi de marqueurs exacts dans les séries 
partiellement non marquées. Selon notre analyse, cet usage est simplement moins fréquent. 
Par exemple, dans l’Exemple 43 ci-dessous, le quatrième item est signalé par le MIL exact 
enfin, soulignant la position finale de l’item. La série est également précédée d’une amorce 
exacte, quatre degrés, annonçant le nombre et le principe d’énumération des items ; 
chaque item correspond à un degré de tonalité, énumérés du plus positif au plus négatif. 
Exemple 43 
0  Nous avons retenu quatre degrés que nous allons illustrer à l’aide d’exemples.  
1  La « tonalité très positive » mobilise des termes qui « renforcent » une tonalité déjà 
positive (très, beaucoup, important, etc.) : « Beaucoup de maturité, de réflexion et de 
concentration. C’est très bien ». 
2  La « tonalité positive » ne recourt pas à ces renforcements : « Élève appliqué qui 
s’investit dans les activités de la classe ». 
3  La « tonalité mitigée » introduit une réserve négative dans une appréciation au départ 
positive : « Élève consciencieuse et appliquée, Z. est bien entrée dans les 
apprentissages. Un peu moins dans l’esprit collectif d’une classe ». 
4  Enfin, la « tonalité négative » est univoque : « S. est incapable de respecter les règles 
édictées par l’adulte. Incapable de concentration. Il lui est donc très difficile de rentrer 
dans les apprentissages ». 
Marcel 
 
La rareté des marqueurs exacts dans les séries PNM n’a donc pas de raison pratique. De 
même, les combinaisons de marqueurs exacts et relatifs pourraient être plus utilisées dans 
les séries HOMO et les séries enchaînées, et les marqueurs exacts être plus fréquents dans 
les MIXREST. Comme ce n’est pas le cas, nos résultats sur le degré d’exactitude du 
marquage sont très similaires à nos conclusions de la section précédente relative à l’usage 
des amorces et clôtures dans les séries différentes ; les séries différentes tendent 
simplement à guider différemment le lecteur. Ainsi, les séries affichant des marqueurs 
d’item exacts fréquents sont également souvent combinées à une amorce ou une clôture 
exacte. En revanche, les séries avec des marqueurs d’item relatif le sont plus rarement.  
                                                     
53 Sans être combiné à un nom, autre signale (dans notre corpus) le dernier item de la série et est 
ainsi annoté comme exact. 
54 L’usage discursif de autre et autre + NOM et leur combinaison avec l’anaphorique premier sont 
discutés dans différents travaux (cf. Berrendonner & Reicher-Béguelin 1996 ; Van Peteghem 2000 ; 
Schnedecker 2006). Quoique la combinaison le premier – l’autre semble possible (Schnedecker 
2006 :139 et Berrendonner & Reicher-Béguelin 1996 : 7), la combinaison le premier – 
l’autre+NOM n’a pas été mentionnée. 
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7.1.3 BILAN : STRATEGIES DE MARQUAGE D’ORGANISATION TEXTUELLE EXACT 
ET VAGUE 
Cette section s’est proposé d’examiner le degré d’exactitude du marquage utilisé dans les 
séries linéaires différentes. L’analyse montre qu’il varie selon la façon dont la série est 
autrement introduite. Ainsi, dans les séries simples homogènes, composées d’items 
explicitement signalés par le même type de marqueurs, les items sont très fréquemment 
introduits par des marqueurs exacts. D’ailleurs, leur nombre est souvent encore souligné 
par une amorce et / ou clôture. En revanche, les marqueurs d’item exacts sont moins 
fréquents dans les séries MIXREST, composées d’items explicitement signalés mais par 
des marqueurs différents. Aussi, les amorces et clôtures exactes semblent moins fréquentes 
dans cette catégorie de série. Les séries incluant des items non marqués, enfin, sont 
rarement combinées à une amorce ou une clôture exacte, et les marqueurs d’item relatifs y 
sont très majoritaires. 
 
Comparées aux séries simples, les séries enchaînées sont introduites de façon explicite et 
exacte ; les séries partiellement non marquées sont relativement rares et les marqueurs 
d’item de même que les amorces et les clôtures exacts sont fréquents dans toutes les 
catégories. Toutefois, dans certaines catégories dont la faible longueur et le repérage facile 
des items risquent de causer un effet répétitif, ces composants sont moins employés. De 
plus, les marqueurs d’item relatifs sont fréquents dans les séries NM+PNM de même que 
dans leurs variantes simples.  
 
Nos résultats sur le marquage des séries linéaires de catégories différentes indiquent donc 
que certaines structures recherchent simplement une organisation textuelle moins explicite 
et exacte que d’autres. Surtout, les séries linéaires très typiques, explicitement signalées 
par le même type marqueurs, sont très exactes tandis que les séries aux traits plus 
atypiques, souvent associés au non parallélisme, tels que le non marquage partiel et l’usage 
des types de marqueurs différents, sont plus souvent signalées par des marqueurs relatifs. 
Comme le degré d’exactitude de signalisation des séries varie, nous pourrions avancer 
qu’elles peuvent réaliser des stratégies textuelles différentes55. Autrement dit, l’auteur peut 
choisir d’utiliser des séries différentes afin que l’organisation du texte corresponde le 
mieux son but communicatif. Cela va dans le sens de nos notes de la section précédente sur 
les séries avec des items non marqués ; elles ne sont pas nécessairement mal formées mais 
plutôt le résultat du choix de l’auteur.  
 
 
 
 
 
 
 
                                                     
55 Voir notre discussion en section 4.1, Virtanen (1992 : 51) ; Enkvist (1975 : 18-22, 1987).  
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7.2 LONGUEUR ET MARQUAGE DES SERIES LINEAIRES 
 
Selon notre analyse, la longueur du segment textuel à organiser est un deuxième facteur 
influençant la façon dont les séries linéaires sont introduites dans le texte. Lors de la 
description générale du corpus, nous avons montré que les séries linéaires simples et 
enchaînées organisent des segments très courts et très longs. De plus, les travaux antérieurs 
sur les indices de cohésion différents indiquent que la capacité organisatrice des marques 
différentes varie. Par exemple, selon Schnedecker (2000 : 22), les sources des 
anaphoriques l’un – l’autre et le premier – le second se trouvent à quelques propositions de 
leurs corrélats. Ho Dac (2007) note aussi que les connecteurs sont généralement utilisés 
pour organiser des segments d’un ou deux paragraphes au maximum. Jackiewicz (2005 : 
98) offre un aspect du marquage des séries linéaires des longueurs différentes en constatant 
que « plus une série est longue et / ou plus ses items sont de taille importante, plus le 
signalement discursif est saillant (y compris visuellement) et régulier ». Le modèle de 
Goutsos (1996) distingue, de même, les indices plutôt locaux, servant la stratégie de 
continuation, et les indices globaux, servant le déplacement. Selon ce modèle, par exemple, 
le pronom anaphorique il et les ellipses fonctionnent au niveau local alors que les reprises 
nominales, telles que ces items, fonctionnent au niveau global.  
 
La théorie d’accessibilité d’Ariel (1990, 2001 56 57) procure une autre perspective à 
l’examen du lien entre les marqueurs et la longueur du segment textuel qu’il introduit. 
Selon cette théorie fondée sur les processus mentaux du lecteur, les expressions 
référentielles se caractérisent par des degrés d’accessibilité mentale différents ; tandis que 
certaines sont plus facilement repérables et utilisées dans des contextes univoques, d’autres 
sont utilisées dans des contextes plus ambigus. La distance entre l’expression référentielle 
et sa source dans le texte constitue l’un des aspects influençant l’ambiguïté du contexte et, 
donc, le choix du marqueur. Les anaphoriques pronominaux, par exemple, sont retenus 
pour une distance plutôt courte et les syntagmes nominaux et les noms propres lorsqu’elle 
s’accroît. Ces résultats sont donc similaires à ceux de Schnedecker (ci-dessus) tout en 
pouvant également justifier l’usage et le fonctionnement des indices complémentaires dans 
les séries.  
 
Cette section examinera comment le marquage des séries linéaires varie selon la longueur. 
La première partie de la section l’étudiera à partir des catégories de série, en analysant 
l’influence de la longueur du segment à organiser sur l’exactitude du marquage et le 
marquage explicite. Nos résultats indiquent que le marquage des séries plus courtes est 
plutôt explicite et exact et devient plus implicite et imprécis pour les segments plus longs. 
Nous commencerons par les séries longues et continuons par les courtes. Ensuite, dans la 
troisième section, nous nous étudierons les types de marqueurs et les marqueurs 
individuels tout en examinant leur fonctionnement dans l’introduction des items de 
                                                     
56 Appliquée en français dans Suomela-Salmi (1997). 
57 Un autre modèle avec une échelle similaire mais une théorie de base différente est celui de 
Gundel et al. (1993), voir aussi Chafe (1976, 1994) et Givon (1983). 
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longueurs différentes. Enfin, la dernière section sera consacrée aux séries section et méta, 
exclues de l’analyse des trois premières sections. La longueur de ces séries étant très 
supérieure à celle des autres, leur inclusion dans celles-ci risquerait de déformer les 
résultats. De plus, le rôle des titres dans l’introduction des séries section mérite une analyse 
séparée. 
7.2.1 LONGUE ET IMPRECISE… 
La Figure 19 ci-dessous présente les longueurs des catégories de série différentes. En 
particulier, la figure montre que les séries des types de marqueurs différents et les 
partiellement non marquées (MIXREST, PNM, NM+PNM) organisent des segments plus 
longs alors que les séries non marquées et celles dont tous les items sont explicitement 
signalés par le même type de marqueurs (NM, NMet, HOMO) ainsi que leurs variantes 
enchaînées structurent des segments plus courts58. Nous constatons ainsi un lien entre la 
façon dont les séries linéaires sont marquées et leur longueur. 
 
Pour les séries simples, la longueur supérieure des séries PNM et MIXREST au regard des 
séries homogènes est statistiquement significative59. Il est aussi démontré que les séries 
NMet sont plus courtes que les NM60. La longueur des séries MIXAL, enfin, semble se 
situer entre les homogènes et les partiellement non marquées mais, du fait de leur nombre 
limité d’occurrences, leur analyse statistique est ardue. Pour les séries enchaînées, la 
longueur très supérieure des NM+PNM par rapport aux autres catégories de série 
enchaînée analysées est également statistiquement significative61. Or, la faible longueur 
des NM+NM, HOMO+NM et MIX+NM face aux HOMO+HOMO et NM+PNM est tout 
aussi réelle62. 
 
                                                     
58 Comme nous l’avons décrit dans 6.3, les catégories de série sont formées à partir de la présence 
des items non marqués et des types de marqueurs différents. Les homogènes (HOMO) se composent 
d’items explicitement signalés par le même type de marqueurs. Dans les MIXREST, les types de 
marqueurs varient et au moins l’un des items est signalé par un connecteur. Pour les MIXAL, les 
items sont introduits par des expressions anaphoriques et par des constructions Num+N alors que, 
dans les PNM, au moins l’un des items est non marqué. Dans les NM, enfin, tous les items sont non 
marqués et leur nombre signalé par une amorce et / ou clôture. Les NMet leur sont similaires mais 
incluent également une ou plusieurs conjonctions de coordination. 
59 Entre les homogènes et les PNM, avec le Kruskal Wallis, la valeur p = 1,134e-06, H (X2) = 
23,69, N = 443. 
Entre les homogènes et MIXREST, avec le Kruskal Wallis, la valeur p = 0,0081, H (X2) = 7,01, N 
= 206. 
60 La différence de longueur est statistiquement significative avec le Kruskal Wallis, la valeur p = 
0,0101, H (X2) = 6,62, N = 96. 
61 Avec le Kruskal Wallis, la valeur p = 2,903e-05, H (X2) = 17,48, N = 82. 
62 Avec le Kruskal Wallis, la valeur p = 7,313e-06, H (X2) = 20,11, N = 82. 
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Figure 19 Longueurs des catégories de série, séries section et méta exclues. 
 
Pour les séries enchaînées, la Figure 19 soutien nos deux hypothèses, avancées à la section 
précédente et relatives à la fréquence des amorces et clôtures dans les catégories 
différentes. Premièrement, la longueur attestée des NM+PNM corrobore notre hypothèse 
de nécessité des amorces et clôtures dans ces séries ; étant donnée leur complexité interne, 
leur marquage plutôt implicite et imprécis et leur longueur élevée, les amorces et clôtures 
peuvent s’avérer utiles pour garantir une lecture facile et cohérente. Deuxièmement, la 
Figure 19 prouve que les séries HOMO+NM et MIX+NM sont plus courtes que les autres. 
Ce résultat étaye notre résultat sur l’absence des amorces et clôtures exactes, expliqué par 
le risque d’un effet répétitif.  
 
Le résultat le plus intéressant de la Figure 19 reste cependant la longueur plus élevée des 
séries PNM, MIXREST et NM+PNM. Dans la section précédente, nous avons montré que 
ces catégories de série sont souvent signalées par des marqueurs relatifs et que les amorces 
et clôtures exactes s’y montrent plus rares que dans les séries dont tous les items sont 
introduits par le même type de marqueurs63. Ainsi, les résultats semblent proposer que le 
marquage de l’organisation textuelle, ou au moins des séries linéaires, est moins exact et 
moins explicite dans les séries longues que dans les courtes.  
 
Le lien entre la longueur élevée et l’absence des marqueurs exacts mérite pourtant une 
analyse plus détaillée. Ci-dessous, la Figure 20 et la Figure 21 illustrent la variation de la 
                                                     
63 Comme expliqué à la page précédente, la fréquence des amorces et des clôtures dans les 
NM+PNM forme une exception à cette tendance. Les marqueurs d’item relatifs y sont tout de même 
fréquents (cf. section précédente). 
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longueur selon le degré d’exactitude du marquage dans les catégories de séries simples 
différentes. Ces figures proposent que les séries introduites par des marqueurs d’items 
voire des amorces ou des clôtures exactes sont plus courtes que les autres séries et que 
cette variation est présente même au sein des séries de la même catégorie. 
 
 
Figure 20 Variation de la longueur (médiane) selon le degré d’exactitude des marqueurs d’item.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 21 Variation de la longueur (médiane) selon le degré d’exactitude des amorces et clôtures.  
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Premièrement, selon la Figure 20, les séries introduites par la combinaison de marqueurs 
d’item exacts et relatifs pourraient être plus longues que celles introduites uniquement par 
des marqueurs d’item exacts. Dans les séries PNM, cette différence est également 
statistiquement significative64. Pour les autres catégories, les différences sembleraient 
présenter la même tendance mais sans que le test puisse le prouver. Les longueurs des 
séries uniquement introduites par des marqueurs relatifs sembleraient similaires à celles 
des séries dont tous les marqueurs sont exacts. Cette différence est pourtant difficile à 
démontrer car les séries signalées uniquement par des relatifs sont fréquentes uniquement 
dans la catégorie PNM. 
 
De même que la Figure 20, la Figure 21 semble aussi proposer que le marquage des 
segments plus longs s’avère moins exact que celui des segments courts. Selon cette figure, 
les séries sans amorce ou clôture exacte seraient plus longues que celles dont le nombre 
d’items est explicitement annoncé. À nouveau, la différence est statistiquement 
significative dans la catégorie des séries PNM65. Par conséquent, il semblerait que la 
différence de longueur entre les séries introduites par des marqueurs exacts et les autres 
serait la plus importante dans ces structures.  
 
Contrairement aux séries simples, l’analyse détaillée du lien entre le degré d’exactitude du 
marquage des séries enchaînées et leur longueur est plutôt difficile, surtout en raison du 
nombre limité d’occurrences et du marquage dans l’ensemble exact de ces structures. Les 
séries dans la catégorie NM+PNM sont toutefois plus longues que les autres séries et 
fréquemment signalées uniquement par des marqueurs relatifs. Ainsi, le lien entre les 
marqueurs relatifs, le marquage partiel et la longueur de série élevée est aussi prouvé pour 
les séries enchaînées. Par conséquent, nos résultats diffèrent de ceux de Jackiewicz (2005 : 
98), selon qui le marquage des séries linéaires serait plus saillant dans les séries longues. 
L’Exemple 44 ci-dessous illustre une structure avec plusieurs caractéristiques typiques de 
ces séries plus longues : elle n’est ni précédée, ni suivie d’une amorce ou clôture exacte et 
les marqueurs relatifs sont les seuls utilisés. L’exemple couvre 221 mots. 
Exemple 44 
… Face à ces difficultés, nous proposons un recours aux Technologies de l’Information et 
de la Communication (TIC) qui pourraient aider les apprenants à surmonter les 
difficultés déjà mentionnées ci-dessus.  
1 En fait, les TICE sont marquées par leur disponibilité spatiale dans la mesure où 
chaque apprenant a la possibilité de suivre la formation proposée en ligne où il veut 
sans avoir besoin de se déplacer pour assister à des cours en face à face.  
2 De plus, elles permettent une souplesse temporelle d’autant plus que les apprenants 
peuvent suivre l’apprentissage selon leur emploi de temps. […] 
3 Soulignons aussi que les TICE constituent un moyen de communication qui peut se 
dérouler en synchrone (messagerie instantanée, VOIP Skype) ou en asynchrone (forum 
ou mèl). De tels outils de communication favorisent à la fois la motivation […]. 
                                                     
64 La valeur p = 0,0024 avec le test Kruskal Wallis, H (X2) = 9,25, N = 110. 
65 Avec le Kruskal Wallis, la valeur p = 0,0005, H (X2) = 12,12, N = 272. 
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4 Il est à préciser que les TICE sont une ressource importante voire inépuisable 
d’informations (F. Mangenot, 1998). Avec leurs sites spécialisés dans tous les 
domaines, les TICE sont un moyen considérable pour apprenants de réaliser les 
activités collaboratives proposées.  
5 Reste à souligner qu’elles donnent la possibilité de proposer des documents écrits, 
sonores et audiovisuels. La diversité des documents proposés rend la formation à la 
fois riche, motivante et pratique.  
Qotb 
 
L’Exemple 44 comprend cinq items qui tous énumèrent des atouts des TIC (ou TICE), 
c'est-à-dire des recours aux Technologies de l’Information et de la Communication. Les 
seuls marqueurs explicites étant les deux relatifs de plus et aussi, l’ordre entre les items 
n’est sans doute pas un critère d’organisation très important. Dans cet exemple, les items 
sont plutôt organisés selon le modèle de Danes (1974, cf. 4.2.1) de progression à thème 
constant. Chaque item présente une qualité des TICE tout en étant le sujet grammatical de 
la phrase dont il fait partie. Ainsi, tous forment une chaîne de référence : les TICE… 
elles… les TICE… les TICE… elles… Outre cette continuité thématique, l’identification 
des items est facilitée par la similarité lexico syntaxique ; les structures des trois derniers 
items, surtout, sont très similaires, chaque verbe y décrivant l’action de l’auteur : 
soulignons… il est à préciser… reste à souligner… 
7.2.2 … ET COURTE ET EXACTE  
Dans la section précédente, nous venons d’examiner la fréquence des marqueurs relatifs et 
du marquage partiel dans les séries longues. Nous avons également indiqué que les séries 
courtes sont signalées d’une façon plus  explicite que les séries plus longues. Vu nos 
résultats de la section 7.1 sur la fréquence du marquage exacte dans les séries 
explicitement signalées, cela indique que le marquage des segments plutôt courts est 
également plutôt exacte. Cette section traite spécifiquement du marquage de ces séries 
plutôt courtes et exactes et les raisons derrière la façon dont elles sont signalées. Nous 
commencerons par la comparaison des séries homogènes (HOMO, HOMO+HOMO) et des 
séries non marquées ou composées de séries non marquées (HOMO+NM, MIX+NM, 
NM+NM, NMet, NM). Pourquoi les items des unes sont-ils explicitement signalés quand 
ceux des autres restent non marqués? Dans un second temps, nous examinerons le rôle des 
amorces et des clôtures dans les séries non marquées et l’usage des conjonctions de 
coordination dans celles-ci. Ces trois composants, ont-ils un effet sur la longueur de ces 
séries ? 
 
Parmi les catégories de série présentées dans la Figure 19, les séries simples non marquées 
et leurs variantes enchaînées paraissent très courtes. Dans les séries enchaînées, la 
longueur inférieure des HOMO+NM, MIX+NM et NM+NM par rapport aux 
HOMO+HOMO est statistiquement significative66. Dans les simples, bien que la diffèrence 
                                                     
66 Avec le Kruskal Wallis, la valeur p = 0,0269, H (X2) = 4,90, N = 65. 
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ne paraisse pas dans la figure67, les items des séries HOMO s’avèrent également plus longs 
que ceux des NM68  
 
La faible longueur des NM, HOMO+NM et MIX+NM peut également expliquer leur non 
marquage complet. En effet, un marquage explicite des items pourrait avoir un effet 
répétitif, le nombre d’items étant déjà annoncé dans la proximité, soit par une amorce ou 
une clôture, soit par l’autre partie de la structure enchaînée. Ces résultats soutiennent 
encore le point de vue exprimé de la maxime de Grice dans le marquage des NM et des 
séries enchaînées qu’elles composent ; le marquage explicite pourrait engendrer un risque 
de répétition car les items sont déjà facilement discernables et leur présence déjà indiquée 
dans la proximité. 
 
L’Exemple 45 et l’Exemple 46 ci-dessous illustrent le lien entre la faible longueur, le non 
marquage des items et le risque de répétition. Le premier exemple est une série enchaînée 
se composant de deux structures inférieures, la première NMet et la seconde introduite par 
des constructions Num+N se référant aux items de la première série. Quoique la structure 
couvre 134 mots et soit déjà plus longue que la majorité des séries de cette catégorie, 
l’ensemble de la première série, l’amorce et les deux items ne forment qu’une seule phrase. 
Par conséquent, le marquage explicite des items ou une clôture se référant à eux n’est pas 
nécessaire pour la lecture de la série mais pourrait plutôt avoir un effet répétitif.  
Exemple 45 
0  En guise de conclusion, on peut noter que le paysage tel qu'il se décline dans les 
Landes, en particulier au XIXe siècle, doit s'appréhender de deux façons 
concomitantes, 
1  sous un angle purement stratégique (A quoi sert le paysage ? comment et qui se 
l'approprie ?) 
2  et sous un angle perceptif faisant intervenir les ordres du symbolique et de l'affectif 
(comment est-il vécu, perçu, ressenti ?). 
1  Le premier angle ne semble guère poser de problèmes. Il s'agit de découvrir les cas 
où le paysage devient le produit de stratégies économiques et l'instrument éventuel de 
mobilisations contestataires 
                                                     
67 L’absence de la différence entre les longueurs totales des NM et HOMO dans la Figure 19 
s’explique par deux facteurs : l’influence des séries HOMO introduites par des anaphoriques très 
courtes (cf. section suivante) et le nombre total des composants (=items, amorce, clôture) plus élevé 
des NM par rapport aux HOMO, qui obscurcit la différence de longueur des items des deux 
catégories de série. Une fois les anaphoriques exclues, le nombre des composants des NM est 3,6 et 
celui des HOMO 3,2, la différence étant statistiquement significative avec le test Kruskal Wallis, la 
valeur p = 0,0041, H (X2) = 8,25, N = 200. Dans la pratique, ce sont surtout les clôtures qui sont 
beaucoup plus fréquentes dans les NM que dans les HOMO.  
68 Les anaphoriques exclues, la différence de longueur entre les items proprement dits des NM 
(médiane 22,0 et moyenne 45,6 mots) et ceux des HOMO (médiane 38,5 et moyenne 65,9 mots) est 
statistiquement significative avec le Kruskal Wallis, la valeur p = 2,773e-07, H (X2) = 26,40, N = 
451. 
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2  Le second angle peut paraître plus ardu. Insister sur la perception, le ressenti (qui, en 
passant, en phénoménologie, ne recouvrent pas de semblables significations), le vécu, 
conduit nécessairement à s'intéresser à des représentations, des émotions. 
                                                                                                                                Lafargue 
 
L’Exemple 46 présente une série composée de deux items non marqués, d’une amorce 
exacte et d’une clôture. Comme pour l’Exemple 45 ci-dessus (en fait tiré du même article), 
les items sont relativement courts bien que la série soit déjà plus longue (115 mots) que la 
majorité des séries non marquées. Le marquage explicite des items serait tout de même 
répétitif.  
Exemple 46 
0  Il faut donc considérer ce paysage forestier sous deux angles nettement indissociables 
: 
1  un angle purement stratégique (comment cet espace a-t-il été créé pour répondre à 
des attentes économiques précises ; comment a-t-il été utilisé à des fins de protestation 
en retour); 
2  un angle perceptif (comment cette forêt a-t-elle été perçue, vécue, par ceux qui 
l'habitèrent, ceux qui l'exploitèrent, ceux qui éventuellement n'y eurent aucun 
attachement direct ; comment devint-elle un objet social, politique, sinon culturel qui 
en vint à transcender les perceptions originelles). 
Cl. Il s'agit ainsi de travailler autant sur des pratiques (l'édification de la forêt elle-même, 
son exploitation, sa destruction, ses résurgences) que sur des représentations sinon des 
émotions.  
                                                                                                                                 Lafargue 
 
Outre la faible longueur des items, dans les exemples ci-dessus, la répétition de angle peut 
aussi contribuer à l’identification des items et ainsi rendre l’usage des marqueurs explicites 
répétitif. Dans la partie théorique et lors de la présentation du schéma d’annotation, nous 
avons déjà discuté de l’importance des indices complémentaires de sériation, tels que la 
cohésion lexicale, dans l’identification des items non marqués. Selon le modèle d’Ariel 
(1990, 2001) également, les syntagmes nominaux sont repérables même dans des contextes 
plus ambigus, le marquage explicite devenant alors inutile. Ainsi, ces séries sont 
facilement repérables et cohérentes malgré l’absence de marquage.  
 
Bref, la Figure 19 sur les longueurs des catégories de série a déjà présenté les étendues des 
séries simples NM et NMet. La différence entre celles-ci est également au centre ci-
dessous dans la Figure 22 qui prend en compte aussi la présence des amorces et clôtures. 
Ainsi, la figure permet un examen plus détaillé de l’effet des amorces, des clôtures et des 
conjonctions de coordination à la longueur de ces séries. Les séries enchaînées sont 
exclues à cause de leur nature dispersée et parce que les amorces et clôtures y sont 
difficiles à distinguer les unes des autres (cf. entre autres l’Exemple 41 à la page 157 dans 
lequel la clôture de la première série est simultanément l’amorce de la seconde).  
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Figure 22 Longueurs des séries NM et NM selon la présence d’une amorce et / ou clôture exacte.  
 
Tout d’abord, l’effet possible des amorces et clôtures à la longueur des séries est 
intéressant parce que, comme nous l’avons proposé dans les sections précédentes suivant 
Sinclair (2004 : 88), les amorces guident le lecteur plus explicitement que les clôtures. Ces 
dernières, en effet, ne peuvent que confirmer l’interprétation fournie par le lecteur pendant 
la lecture. La Figure 22 ne révèle pas de différence notable entre les séries NM et NMet 
introduites par une amorce exacte, d’une part, et celle signalées par une clôture exacte, 
d’autre part69. Ainsi, bien que le rôle des amorces dans le guidage du lecteur soit supérieur 
aux clôtures, cette différence d’importance n’influence pas la longueur de la série.  
 
En revanche, la La Figure 22 confirme une différence de longueur entre les séries NM et 
NMet. Les conjonctions de coordination sont donc utilisées, notamment, dans les 
énumérations extrêmement courtes70. En général, à l’exception d’un cas, l’item est le 
dernier de la structure. Il est également intéressant de noter que, contrairement aux autres 
catégories de série, la moyenne de la longueur des NMet est aussi très basse ; il semblerait 
ainsi que les conjonctions de coordination ne sont pas utilisées dans des segments plus 
vastes.  
 
L’Exemple 46 ci-dessus illustre les séries non marquées sans conjonction de coordination. 
L’Exemple 47 ci-après présente, pour sa part, l’usage des et dans la série. Typiques de 
                                                     
69 Bien que les séries NM introduites par une clôture exacte semblent plus courtes que celles 
signalées par une amorce, la différence n’est pas statistiquement significative et  ne se répète pas 
non plus dans les séries NMet. De plus, la différence entre les séries précédées ET suivies d’une 
amorce et clôture exacte et les autres s’explique par le nombre des composants plus élevé des 
premières (4,7 pour les NM avec amorce et clôture exacte et de 4,1 pour les mêmes NMet, 3,4 pour 
les NM avec soit amorce soit clôture exacte et de 3,7 pour les mêmes NMet.). 
70 La différence de longueur entre NM et NMet est statistiquement significative avec le test Kruskal 
Wallis, la valeur p = 0,0101, H (X2) = 6,62, N = 96. 
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celle-ci, les items ne correspondent qu’aux mots individuels, auxquels la clôture ces deux 
notions se réfère.  
Exemple 47 
1  La question des rapports entre droit 
2  et pouvoir est de celles qui se posent toujours sans être résolues jamais 
Cl. L’exquise complication qui préside à l’architecture de ces deux notions, la dangereuse 
ambiguïté qui accompagne leur rapprochement et l’ampleur considérable des domaines 
qui affectent leur mise en œuvre rendent impossible toute approche globale de leurs 
mécanismes et inopérante toute vision unilatérale de leurs enjeux. 
Leveleux 
7.2.3 MARQUEURS GLOBAUX ET LOCAUX 
L’examen des longueurs des séries linéaires montre donc que les marqueurs relatifs, 
l’usage de marqueurs différents et le non marquage partiel sont typiques de l’organisation 
des segments textuels longs, tandis que les segments plus courts sont, en général, introduits 
explicitement par des marqueurs exacts. De plus, dans les segments les plus courts, le non 
marquage complet de tous les items de la série est fréquent ; en l’espèce, l’organisation est 
signalée dans la proximité, par une amorce ou une clôture indiquant le nombre d’items ou, 
dans les séries enchaînées, par l’autre série explicitement introduite. Sans doute, l’absence 
complète des marqueurs d’item dans ces séries est-elle due à l’effet répétitif potentiel du 
marquage, l’organisation du segment étant déjà annoncée une fois dans la proximité.  
 
Notre analyse a donc montré que le degré d’exactitude, le marquage partiel et le non 
marquage varient selon la longueur du segment à organiser. Les résultats présentés dans les 
travaux antérieurs, en revanche, portent essentiellement sur le rôle des types de marqueurs 
différents dans le marquage des segments textuels de longueurs différentes. Cette section 
doit examiner cet aspect dans le cadre des séries linéaires. Les marqueurs examinés sont 
les anaphoriques, les connecteurs71 et les constructions numéro+nom, les conjonctions de 
coordination et les items non marqués ayant déjà fait partie de l’analyse présentée dans la 
section précédente. Les longueurs des items introduits par des marqueurs différents sont 
présentées dans la Figure 23 ci-dessous. Les séries méta et section demeurent exclues de 
l’analyse.  
                                                     
71 Vu le nombre relativement faible des expressions cadratives, nous commençons par les analyser 
ensemble avec les connecteurs. Les différences potentielles entre ces deux groupes de marqueurs 
sont examinées à la suite.  
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Figure 23 Longueurs des items signalés par des marqueurs différents. Le groupe connecteurs inclut 
également les expressions cadratives.  
 
La Figure 23 montre que les longueurs des items introduits par des marqueurs différents 
varient incontestablement. Nous retrouvons les mêmes tendances dans les séries simples et 
les séries enchaînées. Les différences entre les longueurs des items sont statistiquement 
significatives72, à l’exception de quelques groupes de marqueurs. Dans les simples, la 
différence de longueur entre les items non marqués et ceux signalés par des anaphoriques 
reste à confirmer. Dans les séries enchaînées, les différences 1. entre les items introduits 
par des anaphoriques et les items non marqués, et 2. entre les items marqués par des 
connecteurs et ceux introduits par des constructions numéro + nom ne sont pas 
significatives. Globalement, les items des séries enchaînées paraissent plus courts que ceux 
des séries simples. Cette différence est naturelle car la longueur totale des enchaînées 
n’excède pas notablement celle des séries simples tout en présentant un nombre d’items 
évidemment supérieur (cf. section 6.2). 
 
 
 
                                                     
72 Séries simples: entre les anaphoriques et 0, la valeur p = 0,0845, H (X2) = 2,97, N = 615 ; 
entre les anaphoriques et et, la valeur p = 1,648e-06, H (X2) = 22,97, N = 143 ; 
entre les 0 et les connecteurs, la valeur p = 1,253e-05, H (X2) = 19,08, N = 1251 ; 
entre les connecteurs et les constructions Num+N, la valeur p = 0,0069, H (X2)= 7,29, N = 887.  
Séries enchaînées : entre les 0 et les anaphoriques, la valeur p = 0,4464, H (X2) = 0,58, N = 293 ; 
entre les connecteurs et les constructions Num+N, la valeur p = 0,7548, H (X2) = 0,10, N = 113 ; 
entre les A et et, la valeur p = 1,586e-05, H (X2) = 18,63, N = 153 ; 
entre les 0 et et, la valeur p = 3,412e-06,H (X2) = 21.57, N = 268. ; 
entre les 0 et les connecteurs, la valeur p = 6,316e-08, H (X2) = 29,26, N = 288. 
Toutes les probabilités sont calculées par le test Kruskal Wallis. 
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Pour les types de marqueurs, les résultats de la Figure 23 valident la plupart des notes des 
travaux antérieurs. Dans la suite, nous commencerons par discuter les anaphoriques, 
continuerons par les connecteurs et les expressions cadratives et terminerons par les 
constructions Num+N.  
 
La Figure 23 indique donc que les anaphoriques sont utilisés dans les segments plutôt 
courts, conformément aux résultats de Schnedecker (2000 : 22). En discutant des 
anaphoriques le premier-le second dans les cas où l’antécédent est un SN pluriel, elle 
constate que l’antécédent « ne s’écarte en général jamais de plus de deux propositions des 
pronoms ». Dans notre corpus, la médiane des items des séries simples introduits par des 
anaphoriques est de 26 mots. L’Exemple 48 ci-dessous en est une bonne illustration : son 
premier item comprend 12 mots et le second 37 mots. La source des deux items, un SN au 
pluriel, se trouve dans la phrase précédant le premier item et est, selon notre schéma, 
annotée comme une amorce exacte.  
Exemple 48 
0  Saisi sous cet angle, le rapport des directeurs à l’activité éducative se définirait en 
fonction de trois champs d’intervention. 
1  Le premier est le champ de l’environnement de l’activité éducative. 
2 Le deuxième est le champ de l’activité éducative elle-même, lequel comporterait deux 
zones:  
1 une zone qui se veut respectueuse de la responsabilité professionnelle des enseignants  
2  et une  autre qui est celle qui relève de cette responsabilité. 
Brassard 
 
Outre l’illustration de la longueur des items introduits par des anaphoriques, l’Exemple 48 
présente une curiosité : son amorce indique une structure composée de trois items alors que 
la série en fait n’en comprend que deux. Ce déséquilibre s’explique par la nature récursive 
du second item, divisé en deux. 
 
Schnedecker (2000 : 22-23) indique aussi que, si l’antécédent des anaphoriques n’est pas 
un SN au pluriel mais se compose de plusieurs éléments, il peut être dispersé dans le texte 
antérieur et ses composants peuvent même se trouver dans des paragraphes distincts. Ce 
cas correspond, dans notre corpus, aux séries enchaînées dont la première série est NM (ou 
NMet) et la seconde se compose d’items s’y référant. Dans l’Exemple 49 ci-dessous, 
notamment, les items non marqués de la première série fournissent les sources des items de 
la série suivante, signalée par des anaphoriques et s’y référant. 
Exemple 49 
0  La modélisation de la synchronisation entre syntaxe et sémantique nous a permis de 
distinguer deux fonctions importantes de la syntaxe : 
1   la fonction argumentale 
2  et la détermination. 
Cl. Nous avons suggéré que ces deux fonctions étaient apparues successivement. 
1  La première, obtenue notamment par des mécanismes de flexion et de position, 
permet l’expression de la prédication principale, utilisée par le niveau argumentatif 
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2  La seconde, obtenue par l’emboîtement des syntagmes et les dépendances à distance, 
permet l’accumulation de prédications auxiliaires qui servent à contraindre les objets 
du discours pour l’interlocuteur. 
                                                                                                                              Dessalles 
 
Notre corpus comprend 22 séries enchaînées dont la première série est non marquée et la 
seconde se compose d’items signalés par des anaphoriques. Ce sont très majoritairement 
des HOMO+NM ou HOMO+NMet. La longueur totale de ces séries ne diffère pourtant 
pas de celle des séries simples homogènes introduites par des anaphoriques : la longueur 
médiane est de 74 mots pour les simples et de 81,5 mots pour les enchaînées73. De plus, la 
longueur des items signalés par des anaphoriques est similaire dans les séries HOMO+NM 
et HOMO+NMet et dans les autres séries enchaînées. Ainsi, la nature dispersée des 
antécédents des anaphoriques, quand il n’est pas un SN, ne se répète pas dans notre corpus 
dans des séries linéaires. L’Exemple 49 ci-dessus illustre bien ces séries : les antécédents y 
sont énumérés séparément mais restent toujours proches les uns des autres. Bien que la 
série soit, avec ses 86 mots, déjà plus longue que la majorité des séries composées de 
NM(et) et de HOMO introduites par des anaphoriques, elle demeure pourtant plutôt courte 
et les antécédents, soit la série NMet, sont facilement identifiables. 
 
Après les anaphoriques, les connecteurs sont le deuxième type de marqueur dont le 
fonctionnement global et local est discuté dans les travaux antérieurs. Nous avons déjà, en 
introduisant cette section, cité Ho Dac (2007 : 227) qui note que les connecteurs sont en 
général utilisés dans des contextes intraparagraphiques. Nous avons également évoqué 
Jackiewicz et Minel (2003) qui proposent que « la portée d’un MIL n’excède pas en 
général deux paragraphes ». Goutsos (1996), en revanche, attribue des fonctions 
différentes à ces marqueurs : certains, tels que now et then et les corrélats anglais des MIL, 
seraient utilisés seulement pour l’encadrement. D’autres, tels que les marqueurs additifs et 
adversatifs, peuvent signaler la continuité.  
 
En tout, comme indiqué dans la Figure 23, les connecteurs (expressions cadratives 
incluses) signalent dans notre corpus des items de 39 (médiane des séries simples) et 32,5 
(médiane des séries enchaînées) mots. Notre corpus semble donc valider le fonctionnement 
plutôt restreint de ces marqueurs noté dans les travaux antérieurs. Or, nous devons relever 
que les connecteurs peuvent également signaler des segments plus étendus, comme le 
montre la moyenne relativement élevée des longueurs des items qu’ils marquent. Ce n’est 
pourtant pas leur fonctionnement le plus typique.  
 
Selon le modèle de Goutsos, les connecteurs peuvent adopter des fonctions différentes 
dans la segmentation du texte. Pareillement, la théorie de Charolles (1997, présentée en 
section 3.4.4) distingue les MIL, ouvrant un espace de discours, des expressions cadratives 
proprement dites, ouvrant un univers de discours. Afin d’examiner si ces fonctions 
                                                     
73 Selon le test Kruskal Wallis, il est très improbable qu’il y ait une différence entre ces deux 
groupes, la valeur p = 0,935, H (X2) = 0,01, N = 40. 
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différentes sont discernables dans les longueurs des items introduits par ces marqueurs, une 
présentation plus détaillée des longueurs des items signalés par ceux-ci suit en Figure 24. 
De même que notre schéma d’annotation (cf. section 5.2.2), cette figure distingue les 
connecteurs proprement dits des adverbiaux détachés à l’initial de la phrase, c'est-à-dire 
des expressions cadratives. Les longueurs des items introduits par des connecteurs 
adversatifs sont aussi présentées. Comme le nombre d’occurrences des items signalés par 
des connecteurs est relativement faible dans les séries enchaînées, nous nous focalisons sur 
les séries simples. 
 
 
Figure 24 Longueurs des items signalés par des marqueurs différents. 
 
La Figure 24 indique que les longueurs des items signalés par des connecteurs et des 
expressions cadratives différents ne varient pas d’une façon importante. 
Additionnellement, les connecteurs adversatifs présentent une longueur très similaire aux 
MIL et il n’y a pas non plus de différence entre les MIL exacts et relatifs. Toutefois, il 
semblerait que les items introduits par les expressions cadratives soient un peu plus longs 
que ceux introduits par des MIL74. Cela pourrait être le signe que la portée cadrative de ces 
marqueurs est plus longue que celle des MIL. De plus, la moyenne plus élevée des 
cadratives exactes peut aussi indiquer que ces marqueurs sont fréquemment utilisés dans 
des séries plus longues.  
 
Le fonctionnement des expressions cadratives est illustré par l’Exemple 50 ci-dessous. Il 
comprend deux items de 108 et 69 mots, donc déjà plus longs que la majorité des items 
                                                     
74 Comparées entre les MIL exacts + relatifs et toutes les expressions cadratives, la différence 
semblerait statistiquement significative avec le test Kruskal Wallis, la valeur p = 0,0303, H (X2) = 
4,69, N = 613. 
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introduits par ces marqueurs. Nous pouvons cependant noter que, malgré la longueur 
relative des items, l’analyse de la portée cadrative possible des marqueurs s’avère ardue. 
En effet, les items ne couvrent qu’une seule phrase chacun et sont toujours courts si 
comparés aux longueurs des paragraphes ou sections entiers. Ainsi, il est difficile de 
comparer nos résultats sur leur longueur par exemple à ceux de Ho Dac (2007 : 283), selon 
lesquels la portée cadrative des adverbiaux spatiaux et temporels est surtout liée à la 
position initiale de section ou de paragraphe.  
Exemple 50  
0  Pour illustrer cette dynamique des signes, on s’inspirera d’exemples cités par Hanson 
(1958) et Morand (2004). 
1  Dans le premier, Kepler dispose d’une multitude de faits bruts sur les mouvements 
de la lune qu’il tente d’interpréter comme des mouvements circulaires autour de la 
terre ; mais il a la surprise de constater que la lune est toujours en retard sur les 
prévisions basées sur cet interprétant métaphorique, à moins d’y ajouter des épicycles 
à divers moments de son parcours ; insatisfait de cette interprétation (cette 
insatisfaction constituant elle-même un interprétant plus intime), Kepler se réfère 
alors à l’image de l’ellipse (nouvel interprétant métaphorique) qui aboutit à des 
prévisions conformes aux faits bruts, tout en soulignant l’effet conjoint de l’attraction 
du soleil et de la terre.  
2  Dans le second, il est question d’un parapentiste qui se lance dans le vide en espérant 
atterrir à tel endroit : cet objectif lui sert d’interprétant potentiel de tous les signes 
qu’il traite durant son vol : des sensations qu’il éprouve intérieurement aux 
connaissances techniques dont il dispose sur le vol à voile, en passant par les faits 
bruts sur la direction du vent et la conformation du terrain. 
Cl. Kepler et le parapentiste sont donc des simulateurs d’action qui doivent confronter en 
permanence leurs prévisions […]. 
Demailly 
 
Bref, les résultats sur le fonctionnement des connecteurs et des cadratifs différents ne sont 
pas très informatifs. Afin de mieux comprendre la façon dont ces marqueurs organisent des 
segments textuels courts et longs, nous les avons encore examinés plus en détail, en 
comparant des marqueurs individuels. Lors d’annotation, nous avons ajouté manuellement 
le marqueur exact utilisé pour 681 des 716 items introduits par un connecteur dans les 
séries simples. Bien que cette annotation ne couvre pas tout le corpus, à notre avis, elle 
peut tout de même offrir une approche alternative à la comparaison des connecteurs 
différents. La Figure 25 ci-dessous présente les longueurs des items introduits par les 
connecteurs les plus fréquents. Les adversatifs sont exclus de cette figure. En effet, ils sont 
décrits supra dans la Figure 24. Afin de faciliter l’analyse, nous avons combiné certains 
types de marqueurs de longueurs similaires75.  
 
                                                     
75 D’UNE PART inclut les occurrences de d’une part, d’autre part, d’un côté, d’un autre côté, 
d’autre côté, de l’autre côté, et de l’autre. PREMIEREMENT inclut les occurrences de 
premièrement et dans un premier temps. AUSSI inclut les occurrences de aussi, également, encore, 
par ailleurs, de plus et de même. ENFIN  inclut enfin et finalement. 
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Figure 25 Longueurs des items introduits par les connecteurs les plus fréquents. 
 
Surtout, la Figure 25 prouve que les connecteurs différents sont utilisés pour signaler des 
items de longueurs différentes. Tout d’abord, les items introduits par des MIL à l’origine 
spatiale en x lieu sont très longs. Bien que ces marqueurs soient rares dans notre corpus, 
leur longueur par rapport aux items introduits par les autres marqueurs rapportés dans la 
figure peut être statistiquement prouvée76. Les MIL en ment, en revanche, semblent 
signaler des items dont la longueur est entre ceux introduits par des MIL en x lieu et ceux 
marqués par les autres connecteurs77. Enfin, les autres connecteurs, c'est-à-dire les 
variantes de d’une part, aussi et enfin ainsi que d’abord et puis, sont les plus courts, selon 
cette figure.  
 
Outre les différences entre ces trois groupes de marqueurs, nous pouvons également 
discerner quelque variation dans les fonctionnements des connecteurs du « premier 
groupe » qui ne se terminent ni en lieu, ni en temps. Surtout, les marqueurs D’UNE PART 
et puis semblent plus courts que les autres78. L’Exemple 51 suivant illustre la faible 
                                                     
76 Avec le Kruskal Wallis, la différence entre les items introduits par en x lieu et les autres 
connecteurs présentés dans la figure est significative, la valeur p = 1,548e-05, H (X2) = 18,68, N = 
512. 
77 Avec le test Kruskal Wallis, la différence entre les longueurs des items introduits par en x lieu et 
ceux signalés par des marqueurs en -ment semble statistiquement significative, la valeur p = 0,0409, 
H (X2) = 4,18, N = 47.  
De même, aussi la différence entre les marqueurs en -ment et les autres connecteurs est significative, 
la valeur  p = 0,0008, H (X2) = 11,30, N = 491. 
78 La différence de longueur entre les items introduits par D’UNE PART et les autres connecteurs du 
premier groupe (puis exclus) semblerait statistiquement significative avec le Kruskal Wallis, la 
valeur p = 0,0532, H (X2) = 3,74, N = 453.  
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longueur des items signalés par d’une part et ses variantes. Les items de cette série 
couvrent 31 et 43 mots et ainsi illustrent bien la longueur générale des items introduits par 
ces marqueurs, leur médiane étant de 35 mots. 
Exemple 51 
0  Cette phrase est ambiguë à plusieurs égards. 
1  D’une part, il existe une ambiguïté entre la lecture déontique (permission) et 
épistémique (possibilité). Pour la suite de notre propos, on se focalisera uniquement 
sur la première de ces lectures. 
2  D’autre part, cette phrase est encore ambiguë de la manière suivante : ou bien, le 
quantificateur a le prédicat modal dans sa portée (lecture de re), ou bien c’est le 
prédicat modal qui a la portée la plus large (lecture de dicto). 
                                                                                                                                   Busquets 
 
L’Exemple 52 ci-dessous, en revanche, présente le fonctionnement de puis dans une série 
comprenant trois items, tous introduits par des MIL. L’item commençant par puis couvre 
23 mots, soit la médiane des items signalés par ce marqueur. Les autres items sont 
également plutôt courts, le premier englobant 14 mots et le troisième 23. 
Exemple 52 
0  Dans cette perspective, nous procéderons à une déconstruction de cette campagne de 
pétitions en examinant les différentes phases par lesquelles passent les textes de 
protestation. 
1  On suivra d’abord l’élaboration et les conditions matérielles de collecte des pétitions. 
2  Puis, on s’attachera à cerner les principales caractéristiques de cette campagne en 
étudiant les singularités de la parole et de la géographie pétitionnaire.  
3  Enfin, en suivant les pétitions du village au Parlement, nous questionnerons les 
usages pluriels de ces textes de protestation dans l’arène politique. 
                                                                                                                                       Jarrige 
 
Bien que le connecteur puis ait une origine temporelle et puisse indiquer la succession 
chronologique des items (cf. Riegel et al. 1994 : 618), il fonctionne, dans l’Exemple 52 ci-
dessus, dans une série métadiscursive présentant les étapes de l’article de recherche en 
question. De fait, la majorité des connecteurs structurant des items courts présentés la 
Figure 25, c'est-à-dire au moins d’abord, puis et enfin, sont à l’origine temporels (cf. 
Riegel et al. 1994 : 618). L’analyse statistique montre pourtant que, globalement, les items 
des séries temporelles simples présentent une longueur similaire à celle des autres items et 
qu’il n’y a pas non plus de différence entre les longueurs totales des séries temporelles 
simples et des autres79.  
 
                                                                                                                                                   
Entre les items signalés par puis et les autres connecteurs du premier groupe, la différence est 
incontestable avec la valeur p = 0,0074 avec le Kruskal Wallis, H (X2) = 7,16, N = 465. 
79  Avec le Kruskal Wallis, la valeur p = 0,5119 entre les items des séries temporels et des autres, 
séries sections exclues. H (X2) = 0,43, N = 1565.  
Entre les longueurs totales des séries temporelles simples et les autres, la valeur p = 0,2496, H (X2) 
= 1,33, N = 595. 
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En définitive, bien que la temporalité ne motive pas la faible longueur des items introduits 
par les connecteurs « du premier groupe », la distance entre ceux-ci, ceux en -ment et ceux 
en x lieu, semble réelle. Ainsi, il semblerait que ce serait plutôt l’origine sémantique du 
connecteur que son type exact qui influence la longueur du segment à organiser. Cette 
question mérite pourtant encore un examen plus détaillé que peut être mené dans cette 
étude. Comme l’a noté Schnedecker (2001 : 262), les travaux sur les MIL ne sont pas très 
informatifs quant à la différence entre les marqueurs d’origines différentes. 
 
Finalement, les constructions numéro+nom sont le dernier type de marqueur à examiner 
dans cette section. Comparées aux connecteurs, expressions cadratives et anaphoriques que 
nous venons d’examiner, ces indices ne forment pas de type de marqueur établi et examiné 
dans maintes études. Nous les avons cependant classifiés comme un groupe distinct 
puisqu’ils se distinguent clairement des trois autres en étant sémantiquement indépendants 
sans être des adverbiaux.  
 
Au début de cette section, la Figure 23 montre que les constructions numéro+nom servent 
à signaler les items les plus longs des marqueurs examinés. Dans la section 6.3 du début de 
l’analyse, nous avons également déjà indiqué qu’elles sont plus fréquentes dans les séries 
simples que dans les enchaînées.  
 
Les constructions Num+N ne formant pas de type de marqueur établi, elles sont 
relativement variées. Les marqueurs exacts sont très souvent, comme leur nom indique, de 
forme le –ième NOM et les marqueurs relatifs de forme un autre NOM. L’adjectif suivant 
est également répandu. Les deux exemples ci-dessous illustrent l’usage de ces marqueurs. 
Le premier se compose de trois items et d’une clôture pour couvrir en tout 751 mots. 
Chaque item énumère un récit différent, en commençant par son quasi-synonyme. Les 
premier et troisième items correspondent aux constructions Num+N fonctionnant comme 
sujets grammaticaux : certains fabliaux décrivent et une autre version du même conte. Le 
deuxième item, en revanche, est introduit par l’expression cadrative relative dans un autre 
conte. La série est encore terminée par la reprise les scènes de ce genre qui peut être 
analysée comme une anaphore résomptive.  
Exemple 53 
1  Les contes cherchent à distraire, non à apitoyer. Pourtant certains fabliaux décrivent 
de façon réaliste les effets de la fatigue. Deux jeunes gens ont fait un si long trajet en 
cherchant du travail que le soir ils tiennent à peine debout. Dans la ferme où ils sont 
hébergés, le plus jeune se jette sur la bouillie qu'on leur offre. L'aîné en revanche est si 
las qu'il ne peut avaler que " La moelle de deux tiges de choux […]. ". Au milieu de la 
nuit, il se réveille tenaillé par la faim. […] 
2  Dans un autre conte, un vilain et sa femme discutent au lit à propos d'avoine et de 
grain. Nous n'avons pas de deniers, dit l'homme. C'est fort ennuyeux, car nous devons 
à notre voisin. Il serait grand temps de le rembourser. Faisons demain battre l'avoine 
qui est dans l'auvent et nous la vendrons. Mais, objecte la femme, notre grenier est 
encore plein d'avoine en grains ; on en peut tirer bien assez d'argent. Il en reste bien 
trois ou quatre muids. Quel besoin de faire battre à présent ? […] 
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3  Une autre version du même conte met en scène un couple de vilains au petit matin. 
La femme s'éveille et pousse son mari. Il est grand temps d'aller au moulin, dit-elle, car 
nous n'avons plus que deux pains. Impossible, dit le vilain, depuis trois jours je suis 
malade. Réveillez donc Martin, ce colporteur qui chaque mois couche chez nous trois 
ou quatre fois. Promettez-lui une bonne tourte de pain. […] 
Cl. Les scènes de ce genre sont fréquentes. Comme on le voit, les poètes du XIIIe siècle 
n'hésitent pas à donner la parole à des vilains. […] 
                                                                                                                                       Lorcin 
 
Les items de l’Exemple 53 énumèrent donc certains types de contes et la construction 
Num+N relative, introduisant le troisième item de l’Exemple 53, indique que le conte 
présenté par l’item doit être ajouté à l’énumération. Le texte ne précise pourtant pas 
d’ordre entre les contes différents et l’on peut se demander quelle est son importance dans 
cette série. Dans l’Exemple 54 ci-dessous, en revanche, l’ordre entre les items est un 
critère d’organisation important. Cette série se compose d’items décrivant des analyses 
différentes menées dans le cadre d’une étude en éducation afin d’examiner des 
correspondances possibles entre les qualités personnelles des étudiants médiateurs et leur 
succès dans cette tâche. Chaque item correspond à un test effectué pour examiner une 
qualité des élèves. Le test et la qualité forment donc les deux principes d’énumération de la 
série, soit les points communs à tous les items. Le quatrième item révèle que les items sont 
très probablement menés l’un après l’autre ; il s’agit donc d’une série temporelle. 
Exemple 54 
1  Pour évaluer si le sexe des médiateurs pouvait avoir une influence sur leur 
développement aux niveaux comportemental, socioaffectif et sociocognitif, des tests 
non paramétriques (U de Mann-Whitney) ont été effectués sur la différence entre le 
prétest et le post-test pour chacune des variables étudiées. Bien que les résultats 
n’indiquent aucun résultat significatif pour la variable « sexe », d’autres analyses ont 
permis de constater que les garçons médiateurs avaient été consultés aussi souvent 
que les filles médiatrices, toutes proportions gardées. 
2  Les tests de corrélation (r de Pearson) ne révèlent aucun lien significatif entre l’âge 
des médiateurs et les résultats obtenus entre le prétest et le post-test pour les mêmes 
variables étudiées. 
3  La troisième question à l’étude visait à vérifier si le nombre de médiations 
effectuées par les médiateurs pouvait avoir des effets sur les aspects comportemental, 
socioaffectif et sociocognitif. Les tests de corrélation (r de Pearson) présentés dans le 
Tableau 1 indiquent une augmentation significative du niveau d’anxiété chez les 
médiateurs qui ont effectué un plus grand nombre de médiations (r de Pearson = 
0,655, p < 0,01) 
4  La dernière série d’analyses a été effectuée à l’aide des données tirées des fiches 
statistiques complétées par les médiateurs après chaque médiation. Des tests de khi-
carré ont révélé un lien significatif entre le niveau de satisfaction personnelle 
exprimé par les médiateurs et l’issue positive ou négative de leurs médiations. […] 
                                                                                                                                 Beaumont 
 
Les items explicitement signalés dans l’Exemple 54 sont le troisième et le quatrième, tous 
deux introduits par des constructions Num+N exactes. Les items non marqués répètent de 
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façon intéressante les deux principes d’énumération, sans être syntaxiquement ou 
thématiquement parallèles. Le premier item commence par un subordonné exprimant la 
qualité personnelle énumérée, le sexe des médiateurs, et le test appliqué est présenté dans 
l’objet de la phrase principale, des tests non paramétriques ont été effectués. Dans le 
deuxième item, le test appliqué est le sujet de la première phrase et le second principe 
d’énumération offert dans le complément d’objet indirect ne révèlent aucun lien significatif 
entre l’âge des médiateurs... En ce qui concerne les items explicitement signalés, ils 
adoptent encore une autre forme et, outre la répétition des deux principes test et qualité 
personnelle présents également dans les items précédents, ces items énoncent encore un 
autre principe d’énumération. Celui-ci est exprimé par des noms différents qui, pourtant, 
peuvent être interprétés comme sémantiquement similaires : la troisième question et la 
dernière série d’analyses. Bien que ces items fassent augmenter le nombre des principes 
d’énumération utilisés dans la série ils contribuent, à notre avis, tout de même au 
parallélisme des items et rendent l’énumération plus explicite. Cet effet est surtout créé par 
la structure syntaxique et sémantique similaire de ces deux items. Ainsi, ils commencent 
par les constructions Num+N dans lesquelles les noms correspondent à ces quasi-
synonymes. 
 
Dans l’Exemple 54, les constructions Num+N exactes indiquent que les tests doivent être 
ajoutés dans l’énumération des analyses menées en précisant également l’ordre entre eux. 
Or, se pose une question complexe : comment ces constructions devraient-elles être 
définies et, surtout, comment diffèrent-elles des autres types de marqueurs que nous avons 
examinés ? La réponse à cette interrogation pourrait également expliquer la raison de leur 
usage dans les séries longues. Bien qu’un examen détaillé de ce propos ne soit pas possible 
dans cette étude, il mérite discussion. 
 
Une caractéristique typique des constructions Num+N doit être leur variété. Une partie 
d’entre elles est référentielle et utilisée ensemble avec des anaphoriques, comme nous 
l’avons illustré en section 6.3.1, entre autres, à l’aide de l’Exemple 34 en discutant des 
séries MIXAL dont un item est signalé par un anaphorique et l’autre par une construction 
Num+N. D’autres, comme celles utilisées dans les deux exemples précédents, sont en 
revanche mieux définies comme revêtant une fonction additive, également susceptible de 
préciser une place exacte dans l’énumération. Ce statut sémantiquement indépendant 
distingue ces marqueurs des anaphoriques. En revanche, ils diffèrent des adverbiaux par 
leur capacité de fonctionner comme sujet ou objet de la phrase dans le noyau syntaxique.  
 
Selon le modèle de Goutsos (1996), les connecteurs exacts signalent l’introduction d’une 
nouvelle zone de continuation tandis que les connecteurs additifs, de même que les 
pronoms personnels, n’indiquent que l’ajout du segment dans la zone de continuation déjà 
ouverte. Notre hypothèse est que les constructions Num+N seraient similaires aux pronoms 
personnels et aux connecteurs additifs et élaboreraient la zone déjà ouverte en y ajoutant 
une nouvelle dimension. Par exemple selon notre interprétation, le dernier item de 
l’Exemple 54 n’ouvre pas de nouvelle zone mais indique que la dernière série d’analyse 
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fait partie de l’ensemble de tests présenté. Ce défaut de capacité d’introduction d’une 
nouvelle zone de continuation est sans doute lié à la fonction grammaticale de ces 
constructions ; comme l’indiquent, notamment, les travaux de Charolles (1997) et Virtanen 
(1992), les adverbiaux détachés au début de la phrase, connecteurs inclus, ont un rôle 
important dans la structuration du texte et du discours. Les marqueurs correspondant au 
sujet de la phrase, comme les anaphoriques, affichent, en revanche, une tendance à jouer 
un rôle moins central, comme l’indiquent leur fonctionnement comme indice de 
continuation dans le modèle de Goutsos, d’une part, et la faible longueur des items 
introduits par ces marqueurs dont nous avons attesté dans cette section, d’autre part.  
 
Or, nous avons déjà noté dans cette section que les différences de fonctionnement 
proposées par le modèle de Goutsos ne sont pas toutes discernables dans la longueur des 
items introduits par ces marqueurs : il n’y a pas, notamment, de différence notable entre les 
items introduits par les MIL exacts et ceux signalés par les connecteurs additifs, bien que 
les premiers soient censés introduire une nouvelle zone de continuation et les seconds non. 
D’après notre réflexion, la capacité ou l’incapacité à ouvrir une nouvelle zone de 
continuation peut pourtant refléter une certaine force chez le marqueur : tandis que les uns 
ont la « force » d’ouvrir de nouvelles séquences, d’autres, plus « discrets », en sont 
dépourvus.  
 
Si nous acceptons l’hypothèse de la nature plus « discrète » des constructions Num+N, leur 
fréquence dans les séries longues peut être expliquée par nos résultats antérieurs sur 
l’introduction des séries plus longues ; comme nous l’avons noté à plusieurs reprises, selon 
nos analyses, le marquage des éléments plus longs semble plus implicite et plus imprécis 
que celui des éléments courts. Se pourrait-il donc que les constructions Num+N, plus 
« discrètes », soient mieux adaptées à cette tendance générale de marquage des séries 
longues alors que les adverbiaux et les connecteurs soient excessivement « forts » ou 
explicites pour elles ? Il est évident que cette étude ne peut que relever l’éventualité de ce 
lien. Nous pouvons uniquement confirmer la fréquence de tous ces indices, soit du 
marquage partiel, de l’usage des marqueurs relatifs et des constructions Num+N, dans les 
séries linéaires plutôt longues.  
7.2.4 SERIES SECTIONS ET SERIES META – SEGMENTATION DU TEXTE PAR LES 
TITRES 
Cette dernière sous-section sur la variation du marquage des séries linéaires de longueurs 
différentes se concentre sur les séries longues composées de sections titrées, exclues des 
analyses des sous-sections précédentes. Dans les séries section, tous les items 
correspondent aux sections titrées de l’article. Les séries méta se composent (au moins) de 
deux sections inférieures dont la première, c'est-à-dire la série métadiscursive, présente de 
manière cataphorique les items de la série suivante, correspondant aux sections titrées.  
 
Dans la partie théorique, nous avons déjà présenté le MAT, le modèle d’architecture 
textuelle (Virbel 1989 ; Luc et Virbel 2001 ; Luc et al. 2002) qui tient compte dans 
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l’analyse de la structure visuelle du texte. Souvent, ces indices visuels correspondent aux 
puces et tirets utilisés, entre autres, dans les énumérations. Or, la segmentation du texte en 
sections et sous-sections titrées fait aussi partie de cette structure. Les titres et leurs 
fonctions discursives ont également fait l’objet de nombre d’autres travaux (notamment 
Sullet-Nylander 1998 ; Virbel 2002 ; Ho Dac et al. 2004 ; Jacques et Rebeyrolle 2006 ; 
Rebeyrolle et al. 2009). Ces travax identifient deux fonctions principales des titres : ils 
segmentent le texte en unités hiérarchiques et participent à l’organisation thématique du 
texte. Dans les séries linéaires, c’est surtout la segmentation du texte par les titres qui 
importe ; ce sont elles, outre les marqueurs explicites, qui délimitent les items. Ainsi, les 
titres soutiennent le fonctionnement des marqueurs de sériation signalant le début des 
items et l’ordre entre eux et fonctionnent ainsi comme indices complémentaires (cf. 5.2). 
 
Dans notre corpus, nous avons repéré 23 séries section et 31 séries méta. Les séries méta 
étant plus nombreuses, nous estimons que l’introduction cataphorique des sections par une 
série métadiscursive, combinée à un marquage possible des sections, est plus fréquente que 
le marquage unique des items au début de chaque section.  
 
La longueur importante est un trait typique de ces deux catégories de série. Les longueurs 
sont présentées dans la Figure 26 et la Figure 27 ci-dessous. Nous notons que les séries 
section sont plus courtes que les méta : tandis que la majorité des premières n’excède pas 
2 000 mots, les secondes couvrent fréquemment plus de 4 000 mots. C’est là l’indication 
que l’introduction des items par une série métadiscursive est plus fréquente dans les 
structures très longues. Dans les séries plus courtes, en revanche, l’introduction des 
sections-items par une amorce et / ou par le marquage des items semblerait suffire. De 
même que la fréquence du non marquage complet dans les séries courtes annoncées par 
une amorce ou une clôture exacte, la rareté des séries méta courtes peut être expliquée par 
la maxime de quantité de Grice (1975) : l’introduction des items à venir par une série 
métadiscursive risque d’être excessive et répétitive si cette série et les items sont proches 
les uns des autres. Enfin, il faut noter que, dans notre corpus, les titres ne segmentent 
toujours les sections en unités hiérarchiques, ni n’indiquent explicitement l’ordre entre eux. 
En effet, une partie des articles est uniquement composée de sections de même niveau sans 
sous-sections inférieures. De plus, tous les titres n’y sont pas nécessairement numérotés. 
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Figure 26 Longueurs des séries section.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 27 Longueurs des séries méta.  
 
En ce qui concerne le marquage des séries section et méta, les distributions des catégories 
de série sont illustrées dans la Figure 28 et la Figure 29 ci-dessous. Pour les séries section, 
les catégories semblent suivre les tendances rapportées pour les autres séries simples 
longues. Ainsi, comme dans celles-ci, les séries partiellement non marquées sont 
fréquentes et les HOMO, MIXAL et NM plutôt rares, les NMet étant complètement 
absentes. La seule différence notable entre les séries section et les autres séries simples 
longues semblerait être la rareté des MIXREST, fréquemment longues parmi ces dernières 
mais pratiquement absentes des séries section. D’une part, cela pourrait être une résultante 
de la présence des titres. Nous pouvons émettre l’hypothèse que le marquage explicite de 
tous les items ne serait pas nécessaire du fait de leur délimitation par les titres. D’autre 
part, le non marquage partiel étant aussi fréquent dans les autres séries longues, cette façon 
d’introduire l’organisation textuelle peut simplement être typique de ce niveau du texte. 
N = 31 
N = 23 
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Figure 28 Catégories des séries section.  
  
 
Figure 29 Catégories des séries méta. Les NM et NMet sont toujours combinées sous la catégorie 
des NM.  
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Quant au marquage des séries méta, ces structures font très majoritairement partie des 
MIX+NM, NM+PNM, NM+NM et HOMO+NM. Comme seules les NM+PNM sont plutôt 
longues dans les séries typiques sans sections titrées, ce sont surtout les catégories 
NM+NM et HOMO+NM qui semblent plus fréquentes dans les séries méta. Une analyse 
manuelle montre que la série métadiscursive est la plus fréquemment explicitement 
signalée. C’est donc surtout le marquage explicite des items-section qui semble évité. 
D’une part, il est possible que le marquage des items des deux séries risque d’avoir un effet 
répétitif malgré la longueur évidente de ces structures. Ce peut être le cas surtout dans le 
marquage du premier item de la seconde série. D’autre part, il est possible que les 
marqueurs explicites devant les items extrêmement longs soient difficiles à mémoriser 
pour le lecteur et peuvent, par conséquent, être délaissés.  
 
L’Exemple 55 ci-dessous illustre une série méta très typique, composée d’une série 
métadiscursive homogène signalée par des MIL et d’une série section non marquée. 
Typiquement pour les méta, les items explicitement signalés de la première série 
présentent les thématiques des items-section à venir.  
 
Exemple 55 
0  Afin de répondre à ces questions, une démarche en quatre temps s’avère nécessaire. 
1  Premièrement, nous présenterons une brève généalogie de l’idée d’égalité en 
éducation et de la contribution de la sociologie à l’analyse de son incarnation dans le 
réel, […]. 
2  Il s’agit deuxièmement de transposer cette réflexion sociologique et politique dans le 
contexte québécois en rappelant des éléments pertinents de l’histoire récente des 
politiques éducatives, dont certaines privilégient l’introduction d’une certaine 
différenciation dans la dispensation des services et ont une incidence sur l’idée 
d’égalité,  
3  et, troisièmement, d’établir à l’aide de données empiriques et d’indicateurs quelques 
constats sur l’évolution de l’enseignement public et privé, toujours en lien avec l’idée 
d’égalité. 
4.  Ceci nous permettra, quatrièmement, de formuler une hypothèse constituant une 
réponse à la question que nous posions d’entrée de jeu : […] 
Cl. En conclusion, nous situerons notre réponse dans le contexte de tendances lourdes 
des rapports sociaux, de l’importance des classes moyennes dans les sociétés modernes 
avancées, et de leurs inquiétudes exacerbées par la mondialisation économique. 
 
1   1. La critique de l’égalité formelle par la sociologie  
 L’école du début du XXe siècle, autant en Europe qu’en Amérique n’incarnait pas le 
rôle de redistribution des classes sociales ni non plus celui de former le capital humain 
assurant le développement des forces économiques de la nation. […] 
 
2   2. Bref rappel historique : une double logique de décentralisation et de concurrence 
 au Québec  
 Il importe maintenant de revenir plus spécifiquement à la question posée en titre. 
Qu’en est-il de la vocation d’égalité de l’école publique généraliste au regard des 
récentes transformations du système d’éducation québécois? […] 
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3   3. Des constats clairs  
 Les constats qui suivent documentent à la fois l’importance de la concurrence du 
secteur privé et la réponse des commissions scolaires. […] 
 
4  4. Les effets : hiérarchisation des établissements et chute de la diplomation ?  
 Tant les écoles publiques que les écoles privées se différencient donc de plus en plus 
dans leur offre de services éducatifs.  
 
Cl.  CONCLUSION : UNE DEMANDE DES CLASSES MOYENNES INQUIÃTES  
 A l’orée du 21e siècle, parmi les tendances lourdes des sociétés occidentales, il y a 
certainement l’érosion de la classe ouvrière et la domination politique de la classe 
moyenne et des fractions qui la composent. […] 
Lessard 
 
Pour les types de marqueurs, lors de l’analyse de la longueur des séries typiques non 
composées de sections titrées, nous avons montré que les connecteurs et les constructions 
Num+N introduisent des items plus longs que les anaphoriques et les conjonctions de 
coordination. Cette tendance est aussi observée dans les marqueurs des séries section et 
méta. Comme l’illustre la Figure 30 ci-dessous, les anaphoriques et les conjonctions de 
coordination sont rares dans les séries section et méta, les dernières sont même absentes 
des séries section. Les connecteurs (expressions cadratives incluses), les constructions 
Num+N et les items non marqués sont les plus fréquents. Surtout comparées à la fréquence 
totale dans toutes les séries typiques, les constructions Num+N affichent une fréquence 
d’utilisation élevée80.  
 
 
Figure 30 Fréquences des marqueurs des séries section et méta (en pourcentage du total de la 
catégorie). 
                                                     
80 Dans les séries simples typiques, 11 % des items sont signalés par des constructions Num+N alors 
que c’est le cas de 38 % des items des séries section. De même, dans les séries enchaînées, ces 
marqueurs sont utilisés dans 14 % des items des séries méta et seulement dans 6 % des autres séries 
enchaînées. 
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Comparés aux séries typiques sans titres, les types de marqueurs des séries section et méta 
comportent pourtant aussi quelques différences. La fréquence des items non marqués 
s’explique par les séries PNM dans les séries section et par les séries non marquées dans 
les séries méta. Notons que la Figure 30 inclut également les marqueurs utilisés dans les 
parties métadiscursives des séries méta. Cela explique, par exemple, la présence de et qui 
n’est jamais utilisé dans les items extrêmement longs. Enfin, comparés aux autres séries 
enchaînées longues, les connecteurs sont aussi relativement fréquents dans les méta. La 
série métadiscursive étant généralement la partie explicitement introduite dans celles-ci, il 
semble que les connecteurs soient souvent utilisés dans cette fonction pour informer le 
lecteur de la structure du texte à venir. 
 
En définitive, bien que les séries typiques et les structures composés de sections titrées 
manifestent les mêmes tendances de marquage de l’organisation textuelle, il semblerait 
donc que l’introduction des items par des titres affecte quelque peu les façons dont les 
séries section et méta sont introduites. Pour les séries section, le marquage partiel paraît 
encore plus fréquent que dans les autres séries simples longues. Dans les méta aussi, les 
séries complètement non marquées sont plus courantes. En l’occurrence, c’est surtout la 
série composée de sections titrées qui reste non marquée, tandis que la série métadiscursive 
est souvent explicitement introduite. Ainsi, les titres semblent contribuer au marquage des 
séries linéaires de sorte que l’usage des autres marqueurs se fait plus rare. 
 
L’Exemple 56 suivant présente une série section avec une construction Num+N. De même 
que la majorité de ces séries, elle est partiellement non marquée. La structure commence 
par une amorce, en fait répétée à deux reprises, d’abord dans la section précédente puis 
dans l’introduction de la section dont les items-sous-sections font partie. La première partie 
de l’amorce est vague, indiquant que la série à venir se compose d’une batterie de tests, et 
la seconde partie  exacte, définissant le nombre de tests discutés. Les items correspondent 
aux tests comme indiqué dans les amorces. Seul le dernier est explicitement marqué, par la 
construction N+N le dernier test. La série se termine en une conclusion placée dans la 
section du dernier item, se référant à tous les tests énumérés : les résultats des tests ci-
dessus…  
Exemple 56 
0  Dans la section suivante, nous proposons une nouvelle batterie de tests, plus 
élaborés cette fois, visant à donner quelques raisons suffisantes pour traiter les 
exemples ci-dessus comme des cas d’ellipses.  
 
  3.3. Seconds diagnostics : VPE vs anaphore nulle  
Déterminer si on est en présence d’une ellipse, dans le sens d’un matériel  
syntaxique/sémantique qui a été supprimée, ou d’une anaphore (nulle) n’est pas chose 
facile. Néanmoins, il semble exister au moins trois tests permettant de mettre au 
jour cette distinction. De manière générale, ces tests tendent tous à souligner la 
présence d’un constituant syntaxique dans la proposition cible. […] 
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1   3.3.1. Recyclage d’n antécédent  
Une différence fondamentale entre ellipse et anaphore (nulle) concerne la capacité de «  
recycler » un matériel absent dans l’antécédent. Comme le signalent Grinder & Postal 
(1971), seule l’ellipse verbale possède cette propriété […] 
 
2   3.3.2. Les constructions ACD 
Comme nous l’avons déjà souligné plus haut à § 2 (cf. Abeillé, 1991), l’ellipse modale 
partage avec la VPE anglaise, le fait d’être licite dans les constructions relatives ; en 
particulier, dans les constructions où le SV élidé est contenu dans le SV antécédent. 
[…] 
 
3   3.3.3. Le Pseudo-gapping  
 Le dernier test est un peu moins direct, puisqu’il se fonde sur un exemple de Pseudo-
Gapping : […] 
Cl.  Les résultats des tests ci-dessus sont résumés dans le tableau suivant […] 
                     Busquets 
7.2.5 BILAN : MARQUAGE DES SERIES LINEAIRES DE LONGUEURS DIFFERENTES  
Nos résultats indiquent donc un lien entre la longueur de la série et la façon dont elle est 
signalée. Dans les séries longues, le marquage partiel et l’usage des marqueurs relatifs sont 
fréquents. Pour les séries plus courtes, le marquage se fait généralement plus explicite et 
plus exact. De plus, dans les séries très courtes dont le nombre d’items est annoncé dans la 
proximité, soit dans l’amorce, la clôture ou l’autre partie de la série enchaînée, le non 
marquage complet est fréquent. Il est sans doute dû au risque de répétition excessive du 
marquage. Dans ces séries, les items sont souvent bien délimités et faciles à repérer, ce qui 
peut également contribuer à leur non marquage.  
 
Outre le marquage partiel et l’usage des marqueurs relatifs, les types de marqueurs 
proposent un deuxième facteur dans l’introduction des séries de longueurs différentes. De 
fait, ils ne sont pas utilisés pour signaler des items de la même longueur. Selon notre 
analyse, ce sont les anaphoriques qui sont utilisées pour marquer des items plus courts, 
tandis que les connecteurs et les expressions cadratives introduisent des segments plus 
longs. Les constructions Num+N, enfin, sont les plus fréquentes dans les séries les plus 
longues. Or, les types de connecteurs comportent également certaines différences 
additionnelles et, surtout, l’origine sémantique semble influencer le contexte d’utilisation 
de ces marqueurs : les marqueurs en -ment signalent des items plus longs, ceux en en x lieu 
de longueur intermédiaire et les autres connecteurs, souvent d’origine temporel, plus 
courts. 
 
Pour les expressions anaphoriques et les connecteurs, nos résultats sur les marqueurs 
individuels confirment ceux de travaux antérieurs (sur les anaphoriques : Ariel 1990 ; 
Schnedecker 2000 ; sur les connecteurs : Jackiewicz et Minel 2003 ; Ho Dac 2007). La 
longueur des items signalés par des constructions Num+N, en revanche, est plus 
inattendue. Nous l’avons expliquée par la nature plus discrète de ces indices et par le fait 
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que, selon nos résultats, le marquage de l’organisation textuelle est plus implicite et 
imprécis dans les segments plus longs. Ainsi, les constructions Num+N seraient les mieux 
adaptées à ce niveau de texte. Certes, nous devons souligner que dans l’analyse de cette 
section, nous nous sommes concentrée  sur les usages les plus fréquents des séries linéaires 
et leurs marquages. Par conséquent, nos résultats ne sont pas très informatifs en regard de 
l’univers des possibles, ce qui complique la comparaison de nos résultats avec une partie 
des travaux antérieurs. Nos résultats, par exemple, ne se combinent pas facilement avec 
l’hypothèse de Charolles (1997) sur la capacité d’extinction des expressions cadratives au-
delà de la phrase dont elles font syntaxiquement partie. Bien que nos résultats indiquent 
que ce fonctionnement n’est pas fréquent, nous ne pouvons pas en conclure que ce soit 
impossible.  
 
Finalement, la dernière partie de cette section a été consacrée aux séries composées de 
sections titrées, aux séries section et méta. Les résultats de cette analyse ont indiqué que les 
séries métadiscursives énumérant les thématiques des sections à venir sont surtout utilisées 
pour annoncer des sections relativement longues ; dans les plus courtes, le marquage 
simple des items semble suffire. De même, dans les méta, les parties composées de 
sections sont souvent non marquées ; la répétition du marquage avant la série et au début 
de chaque item est rare. Les résultats indiquent également que les titres semblent 
contribuer à l’introduction des séries linéaires de manière à diminuer le besoin de 
marquage explicite. En effet, les séries mixtes autrement fréquentes dans les séries longues 
sont presque absentes des séries section, en grande majorité partiellement non marquées. 
 
  
Figure 31 Variation du marquage des séries linéaires selon la longueur de la série. 
Expressions 
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Connecteurs, 
expressions 
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Pour terminer, la Figure 31 résume les types de marqueurs et le degré d’exactitude 
typiques ainsi que les indices complémentaires fréquemment utilisés dans les séries 
linéaires courtes et longues. Cette figure présente bien les nombreux aspects du marquage 
d’organisation textuelle sur lesquels la longueur du segment à organiser a un effet.  
 
7.3 IDENTIFICATION DES ITEMS NON MARQUES ET INDICES 
COMPLEMENTAIRES 
 
Dans les sections précédentes, nous avons étudié plusieurs facteurs sous-jacents du 
marquage et du non marquage de l’organisation textuelle. Entre autres, nous avons 
expliqué le non marquage et le défaut de marquage exact par la stratégie textuelle adoptée, 
par le marquage explicite de l’organisation ailleurs dans le texte et par les indices 
complémentaires contribuant au guidage du lecteur de sorte que les marqueurs explicites 
deviennent inutiles.  
 
Jusqu’ici, notre examen du non marquage s’est pourtant concentré sur les analyses 
quantitatives. Les aspects nécessitant une étude manuelle, tels que la cohésion lexicale et le 
rôle du parallélisme dans les items non marqués, n’ont pas ainsi été étudiés en détail. C’est 
notre propos dans cette section. Nous privilégions les items non marqués et leur 
identification en examinant des indices facilitant leur interprétation comme partie de la 
série linéaire. Ces traits, c'est-à-dire les indices complémentaires de sériation, peuvent être 
variés ; leur caractéristique commune est qu’ils guident le lecteur dans l’identification de 
l’item sans indiquer l’addition ou l’ordre. De même que les amorces et clôtures dans les 
séries courtes, ces indices sont également un facteur potentiel du non marquage ; si leur 
présence seule suffit pour identifier l’item, les marqueurs explicites peuvent devenir 
inutiles. 
 
Nous commencerons par présenter les groupes d’indices complémentaires qui, selon notre 
analyse, semblent centraux pour les items non marqués du corpus : les différentes formes 
de répétition lexicale, la contiguïté sémantique des items ainsi qu’un groupe d’indices 
variés comme que certains traits syntaxiques, la correspondance des items aux exemples, 
etc. Dans un second temps, nous examinerons la fréquence de ces indices dans un extrait 
de notre corpus. Ce faisant, nous discutons également de l’effet de ces indices sur 
l’absence de marqueurs explicites. 
 
Notre analyse de cette section nécessite pourtant quelques précisions. Tout d’abord, le 
premier point concerne le but de notre analyse. La question de la cohérence et de la 
cohésion dans la création du texte a été discutée dans une multitude de travaux depuis des 
années (cf. articles dans Sözer 1984 ; Enkvist 1985 ; Tomlin 1987 ; Bublitz, el al. 1999). 
En analysant le manque de marquage explicite des séries linéaires, cette section participe à 
cette discussion. Eu égard à l’importance et à la complexité de ces phénomènes, il est 
cependant clair que leur analyse détaillée et complète est impossible dans le cadre de notre 
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travail. Pour cette raison, nous soulignons que notre but se limite simplement à relever les 
indices principaux qui, selon notre analyse, semblent centraux dans l’identification des 
items des séries linéaires. En général, ces indices peuvent être définis comme des aspects 
de cohésion. Un examen complet de tous les indices de cohésion et du rôle de la cohérence 
dans l’identification des items non marqués devrait pourtant faire l’objet d’un travail 
ultérieur. 
 
Une deuxième précision concerne le parallélisme des items. Lors de la discussion sur le 
parallélisme, dans la partie théorique, nous avons noté que les séries linéaires sont souvent 
définies comme composées d’items équivalents ou parallèles, soit de nature similaire et 
introduits par le même type de marqueurs. Présentant les résultats de l’analyse quantitative 
dans les sections précédentes, nous avons également noté que nos méthodes ne permettent 
pas une analyse quantitative de cette propriété. Cette section offre encore un autre aspect 
du fonctionnement de cette propriété dans les séries linéaires, le parallélisme des items 
pouvant être lié à un nombre d’indices différents contribuant également à l’identification 
des items non marqués. Il convient pourtant de noter que, de même que les précédentes, 
cette section ne vise pas à classifier les séries comme parallèles ou non. Le parallélisme est 
plutôt envisagé comme une caractéristique possible des items non marqués susceptible de 
fortement contribuer à leur identification. 
 
Enfin, comme cette section nécessite une analyse manuelle, nous avons privilégié une 
partie restreinte du corpus autorisant un examen plus détaillé des items non marqués. Pour 
les séries enchaînées, ce sous-corpus est très similaire à celui analysé dans les sections 
précédentes ; il comprend les catégories de séries les plus fréquentes, c'est-à-dire les 
HOMO+NM, les MIX+NM, les NM+PNM et les NM+NM. Le sous-corpus comprend 
toutes les occurrences de ces catégories, à l’exception des séries à deux temps et des séries 
composées plus de deux séries inférieures. Comme dans les sections précédentes, nous 
rassemblons toujours sous le titre NM les séries complètement non marquées et celles 
composées d’items non marqués dont le dernier est signalé par une conjonction de 
coordination (les NMet). En ce qui concerne les séries simples, nous avons analysé toutes 
les séries NM et NMet ainsi que 74 séries partiellement non marquées typiques et six 
correspondant aux sections titrées. Ainsi, bien que plus restreinte que celle de l’ensemble 
du corpus, cette sélection offre une perspective relativement ample du non marquage dans 
ces structures. Les chiffres d’occurrences des séries dans chaque catégorie du sous-corpus 
sont présentés dans le Tableau 6. 
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Catégorie de série Nombre de séries 
Séries simples 
 
 
NM 97 
PNM  80 
Séries enchaînées 
 
 
HOMO+NM 41 
MIX+NM 13 
NM+PNM 20 
NM+NM 22 
Tableau 6 Sous-corpus examiné dans cette section 
7.3.1 REPETITION LEXICALE  
La répétition lexicale est l’un des indices complémentaires de sériation déjà défini dans le 
schéma d’annotation (cf. 5.2.2). Outre la répétition exacte du même mot, elle est annotée 
pour les items reliés par la répétition lexicale complexe (Hoey 1991) ; la reprise peut 
s’établir entre deux mots tant que le même morphème de base y est répété. Par exemple, 
seraient ainsi annotés les items présentant les mots étude et étudier.  
 
Déjà, l’annotation de tout le corpus nous a révélé que, malgré la création de cohésion, la 
simple répétition de mots individuels ne permet nécessairement d’identifier des items, ni 
ne rend la structure parallèle. Surtout, dans les séries longues, les mots isolés n’y suffisent 
pas. Ainsi, dans l’Exemple 57, les mots vente et vêtement sont répétés dans tous les items 
dont le premier est non marqué et ces deux mots correspondent à la thématique principale 
de la série. Néanmoins, nous estimons que cette seule répétition n’indique pas 
l’appartenance des items à la série et ne permet pas leur identification. Plutôt, celle-ci est 
assurée par leur correspondance au principe d’énumération implicite, soit aux différents 
types de ventes de vêtements. Au lieu de mots répétés, l’expression naît de l’énumération 
des organisateurs et lieux de ces ventes : grossistes, ventes des vêtements mis en 
nantissement, les Domaines, l’administration des Douanes, le commerce en neuf. 
Exemple 57 
1 Pour le vêtement civil, les grossistes trouvent dans les ventes judiciaires et 
volontaires opérées suite à des liquidations, des faillites ou des décès le moyen de se 
procurer des lots conséquents. Ces ventes, faites aux hôtels ou chez les particuliers, 
annoncées par voie d’affiche et par les Petites Affiches, s’opèrent quotidiennement et 
les grossistes y sont les principaux acheteurs. 
2  Viennent ensuite, par leur importance, les ventes des vêtements mis en 
nantissement au Mont-de-Piété. Elles sont essentiellement fréquentées par des 
marchands, au point que les particuliers ont à se plaindre de leur présence 
envahissante. […] 
3  Les Domaines fournissent eux aussi quantité de lots au commerce de l’occasion. À 
chaque changement de saison, les hôpitaux parisiens organisent la vente de quantités 
énormes de vêtements en souffrance. […] 
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4  L’administration des Douanes ou les hospices organisent, eux aussi, régulièrement des 
ventes considérables. 
5  Enfin, dès avant les années 1830, le commerce en neuf et l’industrie de la confection 
fournissent leur lot de vêtements détériorés par les inondations ou les incendies, 
passés de mode ou comportant des malfaçons. […] 
                                                                                                                                      Charpy 
 
Or, bien que la répétition ne soit pas toujours cruciale pour l’identification des items non 
marqués, l’analyse manuelle a montré qu’elle peut également l’être, voire créer un certain 
parallélisme entre les items. Pour ce faire, les mots répétés doivent pourtant jouer le même 
rôle syntaxique dans les items. De plus, « l’effet répétitif » semble plus fort si l’élément 
répété est placé à l’initiale de la phrase ou si un syntagme complet est répété. L’Exemple 
58 ci-dessous décrit deux séquences d’enseignement dans deux écoles. Les deux items, 
non marqués, commencent par des expressions cadratives de forme dans l’école + NOM. 
La série correspond également au modèle de thèmes dérivés de Danes (1974). 
Exemple 58 
0 Nous avons eu la chance d’assister à la même séquence dans les deux classes qui 
constituent les bornes de notre échantillon sur le plan du recrutement social. […]  
1  Dans l’école Jean Jaurès, l’histoire choisie avait pour titre « Mon ours bleu de toutes 
les couleurs ». […] 
2  Dans l’école « Le Prieuré », le maître avait choisi un livre intitulé « Où est maman ? 
» ; cette histoire parlait de trains, de wagons, de rails, de gare…, termes qui ne 
semblaient pas surprendre les élèves. Il s’agissait de savoir « pourquoi » le chapeau de 
maman s’était envolé. […] 
Cl. Le tableau suivant récapitule les différences dans les sollicitations des élèves lors de 
ces deux séquences d’enseignement. […] 
                                                                                                                           Maso-Taulère 
 
Dans l’Exemple 58 ci-dessus, la répétition des cadratifs au début des items semble décisive 
pour leur identification. De plus, elle crée une équivalence de forme et de sens dans la 
série, qui semble résulter en un parallélisme entre les items facilitant encore l’identification 
des items. Cette forme de répétition correspond également à la façon dont les items sont 
signalés dans les énumérations pour lesquelles l’ordre n’est pas un critère d’organisation 
(cf. 4.2.1). Ainsi, la répétition peut être est un indice complémentaire très fort et suffire 
seule pour rendre les items non marqués repérables.  
 
Or, dans l’Exemple 58, nous pourrions dire que ce sont les cadratifs comme marqueurs de 
cohésion, et non la répétition, qui ont cet effet. L’Exemple 59 ci-dessous montre pourtant 
que la répétition peut être cruciale même quand les mots répétés ne correspondent pas aux 
marqueurs préalablement définis, tels que les cadratifs. Dans cet exemple de série 
enchaînée, le syntagme nominal le laid + ADJECTIF est répété dans trois des quatre items, 
la partie adjectivale changeant dans chacun. De plus, la première série inclut une amorce 
dans laquelle le laid est aussi répété. Dans la première série, les items ne correspondant 
qu’aux syntagmes nominaux le laid + ADJECTIF. La seconde série, en revanche, 
commence par une expression anaphorique se référant au premier item de la série 
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précédente : le premier. Le SN le laid + ADJECTIF n’est répété que dans le second item 
qui, autrement, est non marqué. 
Exemple 59 
0  Il est deux sortes de laid : 
1  le laid difforme 
2  et le laid hirsute 
1  Le premier est par exemple le nabot des XXIII manières de vilains, ou celui qui 
marche toujours courbé sous le fardeau. Dans les contes, il est rare. La laideur due à 
une mauvaise conformation est réservée à quelques marginaux et subordonnés, tel ce 
bouvier au service d'un riche vilain […]. 
2  Plus fréquent est le laid hirsute, qui est une apparence, et qui est le fait de paysans 
aisés comme des pauvres […]. 
Lorcin 
 
Dans l’Exemple 59 ci-dessus, la répétition de le laid + ADJECTIF contribue sans doute à 
l’identification des items. Les items de la première série suivant directement l’amorce et 
présentant simplement les thématiques des items, l’importance de cette répétition est 
sûrement plus essentielle pour l’ultime item de la série. Or, simultanément, tous les 
éléments répétés contribuent au parallélisme des items et rendent ainsi la structure plus 
facile à repérer. Il est pourtant à noter que le parallélisme est incomplet ; le premier item de 
la seconde série le rompt, le SN le laid + ADJECTIF en étant absent. Cette répétition 
partielle, qui s’établit entre une partie seulement des items de la série, est très courante 
dans les NM+PNM, ainsi l’exemple ci-dessous, dont le syntagme répété est absent dans les 
items explicitement signalés par un marqueur d’addition ou d’ordre. De même, la 
répétition d’un même syntagme dans une partie des items est fréquente dans les séries 
simples PNM.  
 
Bref, la répétition lexicale peut donc revêtir un rôle important pour le marquage des séries 
linéaires. Or, d’autres formes de cohésion lexicale peuvent aussi être utiles à 
l’identification des items. Surtout dans les séries méta, en lieu et place d’une répétition 
exacte, les items de la seconde série incluent souvent une paraphrase81 de la thématique 
exposée dans la première série métadiscursive. Dans l’Exemple 60, notamment, les items 
de la première série décrivent ce qui sera discuté dans les sections de la seconde série.  
Exemple 60 
0  Dans cet article, nous présentons une étude de faisabilité sur l’annotation des fonctions 
des passages entre guillemets, réalisée dans le cadre d’un projet de plan-pluriannuel 
formation (PPF) sur les marqueurs linguistiques de la subjectivité et de la polyphonie. 
1  Dans un premier temps, en nous appuyant sur la littérature, nous récapitulons les 
principales valeurs sémantiques véhiculées par les guillemets, en faisant 
l’hypothèse de configurations relativement stables de leurs emplois. 
2  Puis, nous rapportons une méthode d’interannotation, qui permet de tester la 
faisabilité du projet en cernant les variations d’interprétation et d’ajuster ainsi les 
                                                     
81 Ici, nous utilisons la notion de  paraphrase dans son sens usuel, pour dire en d’autres mots.  
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consignes. Nous détaillons alors les indices formels sur lesquels l’annotateur peut en 
partie s’appuyer et nous affinons la description des valeurs des passages à annoter 
3  Nous montrons enfin la manière dont le codage peut rendre compte de la 
plurivocité des guillemets comme propriété interprétative de ces signes 
 
1   1. Les difficultés d’interprétation des guillemets  
 Pour paraître accessoires, les guillemets n’en sont pas moins nécessaires à la 
construction du sens. Ordinairement employés pour indiquer une citation, ils ne se 
limitent pas à cet usage mais ont ceci de particulier qu’ils bloquent 
l’interprétation littérale de l’élément qu’ils entourent. […] 
 
2 2. Une méthode d’interannotation comme étape de validation du projet 
Annoter les PEG dans un corpus de textes variés présuppose un modèle stable. Une 
phase intermédiaire d’annotation doit permettre de déterminer si un modèle de 
description linguistique des guillemets est envisageable et c’est dans cette perspective 
que nous proposons une méthode d’annotation interannotateurs. […] 
 
3  3. L’élaboration d’une procédure d’annotation  
Pour faciliter la cohérence de l’annotation, il est souhaitable de recourir le plus 
possible à des indices formels, bien qu’à eux seuls ces éléments soient rarement 
suffisants pour déterminer la fonction du PEG, en tout cas pour certaines d’entre elles. 
[…] 
Rinck 
 
Évidemment, une partie des items de l’Exemple 60 inclut également la répétition de 
quelques items lexicaux ; les mots guillemets, méthode et annotation, par exemple, sont 
répétés dans les items des deux séries. A notre avis, elle demeure pourtant secondaire 
comparée à l’importance des paraphrases. Ainsi, le premier item de la première série 
indique que le premier item-section discutera les principales valeurs sémantiques […] des 
guillemets, ce qui correspond à l’énoncé du début de cette section, commençant une 
discussion sur ces valeurs : ils ne se limitent pas à cet usage… Le lien entre les deuxièmes 
items est encore plus clair grâce à la répétition du SN méthode d’interannotation dans les 
deux items. Or, dans ces items aussi, le premier item propose que la méthode 
d’interannotation […] permet de tester la faisabilité du projet, ce qui correspond au titre 
une méthode d’interannotation comme étape de validation du projet. Le dernier item de la 
première série, enfin, indique comme sujet de discussion le codage des valeurs des 
guillemets, ce qui paraît déjà dans le titre de l’item-section élaboration d’une procédure 
d’annotation et encore dans le texte même.  
7.3.2 CORRESPONDANCE DES ITEMS AU PRINCIPE D’ENUMERATION ET 
CONTIGUÏTE SEMANTIQUE 
Dans les sections précédentes, nous avons plusieurs fois noté que les séries linéaires sont 
souvent définies comme étant composées d’items similaires ou équivalents (cf. 4.2.4). 
Outre la répétition de mots ou de syntagmes dans les items, cette similarité peut être 
sémantique, provoquée par l’appartenance des items « à la même catégorie », et explicitée 
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par une amorce ou une clôture avec une hypéronyme décrivant le principe d’énumération 
de la série. Cette annonce facilite également l’interprétation des items non marqués 
puisqu’elle indique explicitement au lecteur la nature des items qu’il doit trouver dans le 
texte (cf. Tadros 1994). Par exemple, dans l’Exemple 61 ci-dessous, l’amorce trois de ces 
contributions majeures explicite le fait que les items énumérés correspondent aux travaux 
scientifiques.  
Exemple 61 
0  Pour notre part, nous appelons l’attention préalable des lecteurs à trois de ces 
contributions majeures, présentées ici dans un ordre régressif. 
1  L’ouvrage d’Étienne Karabétian (2000), au-delà même de la précieuse remise en 
perspective historique qui le motive, et grâce à elle, réduit le sentiment décourageant 
de l’hétéroclite au profit de la légitimité d’un champ humaniste aussi prodigieusement 
profus que fécond ; il rend ainsi à la fois plus prudents les enthousiasmes et plus 
enthousiastes les adhésions critiques. 
2  L’entreprise de reconception de Jean-Michel Adam (1997), permit aux linguistes 
du discours de revenir pour ainsi dire « collectivement », comme courant, vers le 
champ conflictuel de la stylistique ; tâche nécessaire, tant ce champ, contrairement aux 
prédictions de Michel Arrivé (1969), reste et/ou est redevenu ardent, comme le 
présent volume en témoigne aussi. 
3  Quant à l’essai de Laurent Jenny (1990), sa place dans cette triade paraîtra parfois 
plus surprenante ; il n’y est guère question de style et pas du tout de stylistique ; 
pourtant, c’est un éclairage essentiel, venu de la philosophie « genevoise » du langage, 
sur une des manières (celle qui me meut) dont on peut traverser et baliser le territoire 
des stylistiques. 
Cl. L’intérêt de ces trois références, outre leur grande valeur particulière, est de 
renvoyer toutes trois, et chacune sur un mode différent, à une lecture critique de Bally 
(1909 notamment). 
                                                                                                                                       Viprey 
 
La contiguïté sémantique des items pourrait également être interprétée comme un type de 
répétition ; déjà Halliday & Hasan (1976 : 274 et passim) comptent ce lien comme un type 
de réitération capable de lier aussi bien des synonymes que des répétitions exactes de mots 
ou des hypéronymes et hyponymes. Toutes ces formes de répétition font donc partie de la 
cohésion lexicale. Nous devons pourtant noter que, par exemple, Halliday et Hasan (ibid.) 
examinent la cohésion lexicale surtout entre des mots individuels, tandis que la contiguïté 
sémantique des items repose sur des syntagmes, des phrases voire des segments textuels 
plus vastes. Pour cette raison, au lieu de la répétition, il est préférable de fonder l’analyse 
de cette similarité sur les notions de principe d’énumération et de contiguïté sémantique, 
utilisées dans des travaux sur les séries linéaires (cf. section 4.2.1).  
 
Dans l’Exemple 61 ci-dessus, l’amorce et la clôture contribuent effectivement à la lecture 
de la série mais elle serait sans doute aussi cohérente sans elles ; les items sont également 
entendus comme similaires grâce à l’énumération des noms d’auteurs et des années de 
parution de leur ouvrage dans chaque item. Ainsi, l’annonce explicite du principe 
d’énumération ne s’avère pas aussi importante que dans les séries dont les items ne sont 
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pas aussi facilement identifiés. Dans l’exemple suivant, notamment, la présence de la série 
et des items apparaît uniquement dans la clôture. Malgré la présence de la paire analyser – 
analyse dans les items, seule la clôture, se référant aux items et en annonçant le principe 
d’énumération, rend la structure explicite. En son absence, toute la structure serait difficile 
à interpréter comme une série linéaire.  
Exemple 62 
0    Or que faire d'exemples comme (9) ? 
1  On pourrait essayer d'analyser les « pourtant » qu'ils contiennent, en les ramenant à 
des « donc » qui seraient concédés. 
2  Pour ma part, je ne ferai pas cette analyse car les enchaînements en « pourtant » me 
semblent réaliser des structures tout à fait parallèles à celles des enchaînements en « 
donc ». 
Cl. Dans les deux cas, il s'agit […]. 
                                                                                                                                         Carel 
 
Dans l’exemple, la clôture dans les deux cas indique donc au lecteur que les actions 
possibles décrites dans les phrases précédentes, soit l’analyse des connecteurs pourtant et 
l’abandon de cette analyse, forment une série linéaire. Bien que l’hypéronyme pourvu par 
la clôture, cas, soit très imprécis, il semble tout de même réunir les items en leur proposant 
un concept plus général et, ainsi, faciliter leur identification. Or, bien qu’elle contribue à 
l’identification des items de la série et y joue même un rôle crucial, la clôture ne semble 
pas rendre les items plus parallèles. Ainsi, l’annonce explicite de la contiguïté sémantique 
des items ne semble pas pouvoir adopter cette fonction.  
 
Outre les amorces et les clôtures, le principe d’énumération peut également être annoncé 
par les constructions numéro+nom avec un hypéronyme décrivant les items de la série. 
L’identification des items non marqués s’en trouve facilitée car, en introduisant 
explicitement un item de la série, ces marqueurs procurent également une définition vague 
de tous les autres items, explicitement signalés ou pas. Ce fonctionnement est le mieux 
illustré par l’Exemple 63, composé de deux items dont le premier est non marqué et le 
second introduit par la construction Num+N la seconde grande recommandation. Jusqu’au 
début du deuxième item et son annonce du principe d’énumération recommandation, la 
présence d’une série linéaire est, selon notre analyse, difficile à interpréter. 
Exemple 63 
1  Dans l’ouvrage Préparer à l’histoire au cycle 2 (Loison, 2003, 176), nous avons attiré 
l’attention sur le fait que pour favoriser les questionnements comparatifs, il est 
nécessaire que les élèves observent et interrogent « des ressources patrimoniales 
en nette rupture avec leur milieu ». Heimberg (2002, 85-87), après avoir transposé à 
l’histoire scolaire l’affirmation provocatrice de Robert Ferras d’un enseignement de la 
géographie de la maternelle à l’université, ne dit pas autre chose lorsqu’il affirme que 
l’intérêt majeur d’un travail sur le terrain est de plonger les élèves « dans un 
univers mental différent – relatif à un autre contexte ou à une autre époque que la 
leur – et de faire en sorte qu’ils s’en rendent compte pour en tirer du sens ». […] 
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2 La seconde grande recommandation portera sur l’explicitation du capital 
historique. En son temps, Johnson (1979, 97) relevait que certains enfants ont le 
privilège de vivre, dans leurs familles, des expériences les mettant au contact des 
traces laissées par le passé et de se construire ainsi un capital historique, un stock 
d’images mentales ou de représentations, celui que nous qualifions d’implicite23. 
Johnson insistait alors sur le fait que « la majorité des enfants n’ont pas cette chance » 
et […]. 
                                                                                                                                       Loison 
 
Le premier item de l’Exemple 63 décrit deux activités proposées aux élèves, présentées 
dans deux ouvrages. Toutefois, seule la construction Num+N du second item indique au 
lecteur que le texte précédent doit être interprété comme une recommandation et que la 
structure forme une série linéaire, recommandation étant le principe d’énumération ; en 
son absence ou combinée à un autre type de marqueur, l’item ne serait pas nécessairement 
interprété de la même manière. Ainsi, le marqueur explicite contribue à l’identification de 
l’item non marqué et guide l’interprétation de toute la série. 
 
Enfin, l’annonce du principe d’énumération par l’amorce, la clôture ou un marqueur d’item 
peut donc faciliter la lecture de la série et contribuer aussi à l’identification des items non 
marqués. De plus, dans certaines séries, le principe d’énumération et l’appartenance des 
items à la même catégorie sémantique semblent importants même en l’absence d’annonce 
explicite. En général, les items non marqués de ces séries incluent peu d’autres indices 
complémentaires permettant leur identification. De là une importance accrue de leur 
contiguïté sémantique. Ainsi, dans la série de l’Exemple 64 ci-dessous, les items semblent 
être le mieux reconnus grâce à leur correspondance avec le principe d’énumération, soit 
avec les propriétés des gares comme lieux complexes dont le propriétaire est difficile à 
déterminer. Évidemment, dans cette série aussi, quelques répétitions relient des mots 
individuels. Néanmoins, comme dans les exemples précédents, nous ne pensons pas que ce 
soit le trait principal autorisant l’identification des items non marqués. Notre analyse 
penche plutôt pour leur appartenance à la même catégorie sémantique. 
Exemple 64 
1  En effet, le sol sur lequel furent construites les gares reste la propriété de l’État ou 
de la Ville de Paris et ce sol est simplement concédé à une compagnie ferroviaire, 
constituée la plupart du temps en société anonyme. 
2  La compagnie construit les bâtiments, parfois avec l’aide subsidiaire de l’État, ce qui 
fait qu’elle se sent largement propriétaire de « sa » gare.  
3  Enfin, le lieu est ouvert largement au public des voyageurs qui l’arpentent, l’habitent 
(même transitoirement) et l’investissent de nombreuses manières. 
Cl. Quel statut peut donc légalement définir la gare du XIXe siècle ? 
                                                                                                                                       Sauget 
 
En définitive, en l’absence d’annonce explicite, l’identification du principe d’énumération 
des items repose plutôt sur l’interprétation du lecteur, soit la cohérence, que sur des indices 
linguistiques. De même dans l’Exemple 64 ci-dessus. L’annonce explicite du principe 
d’énumération, en revanche, se rapproche davantage de la cohésion, bien qu’elle comporte 
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aussi certains aspects de la cohérence ; les items doivent toujours être entendus comme 
similaires selon le principe annoncé, grâce à l’interprétation du lecteur en l’absence de 
signalisation par d’autres indices linguistiques complémentaires.  
7.3.3 AUTRES INDICES COMPLEMENTAIRES 
Dans les deux sections précédentes, nous avons présenté quelques modes de 
fonctionnement des différents types de répétition et de la correspondance des items au 
principe d’énumération en tant qu’indices complémentaires, pour ainsi contribuer à 
l’identification des items des séries linéaires. Dans cette section, nous étudierons encore 
quelques autres indices susceptibles d'adopter cette même fonction : la correspondance des 
items aux exemples cités par l’auteur et les marqueurs non annotés comme des indices de 
sériation explicites. De plus, nous montrerons que certains traits syntaxiques peuvent aussi 
faciliter l’identification des items non marqués. 
 
Tout d’abord, nous avons déjà illustré comment les items des séries linéaires peuvent 
correspondre aux exemples de l’article, cités et numérotés par l’auteur (cf. entre autres 
l’Exemple 39 à la page 155). Dans ces cas, plutôt fréquents dans le corpus, les items sont 
évidemment facilement repérables et bien délimités malgré le non marquage ; les limites 
des exemples indiquent aussi celles des items. De plus, un autre type d’indice 
complémentaire est fourni par un groupe de marqueurs. Il s’agit souvent de connecteurs ou 
d’expressions cadratives mais qui ne signalent pas l’addition ou l’ordre et ne sont, par 
conséquent, pas analysés comme marqueurs explicites. Par exemple, dans les séries à deux 
temps (cf. 6.1), les connecteurs thématiques, tels que quant à ou en ce qui concerne, 
introduisent l’item bien qu’il soit annoté comme non marqué. Les indices temporels et 
spatiaux peuvent également adopter cette fonction. L’Exemple 58 a déjà illustré la façon 
dont les cadratifs spatiaux peuvent contribuer à l’identification des items non marqués. 
L’exemple suivant, en revanche, présente le fonctionnement d’un indice temporel dans la 
série. L’exemple, énumérant des envois des missionnaires de Paris aux départements au 
XVIIIème siècle, est organisé autour d’un axe temporel et ses items suivent l’ordre 
temporel des envois. Ceux explicitement signalés, dont les longueurs varient de quelques 
mots à une phrase complexe, sont en général introduits par des connecteurs temporels, 
indiquant que l’envoi présenté a eu lieu après celui de l’item précédent. D’une façon 
analogue, l’item non marqué, selon notre schéma d’annotation, commence par une 
expression temporelle En février-mars. Ainsi, c’est grâce à cet indice que l’item non 
marqué est identifié. 
Exemple 65 
1  C’est tout d’ abord, en janvier 1795, Duport qui est envoyé en Seine-Inférieure afin 
de tout à la fois surveiller l’axe fluvial fondamental pour la circulation des grains 
importés au Havre à destination de Paris, et assurer le propre ravitaillement de ce 
département. 
2  Puis, quelques jours plus tard, une mission collective apparentée à celles de l’été 
1793 (pour la forme tout au moins) est décidée : Froger-Plisson, Jacomin, Lequinio et 
Soulignac se voient confier les fameux « départements voisins de Paris ». 
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3  Cette mission collective, toujours dans la tradition de l’été 1793, est ensuite complétée 
par les envois de Bernier 
4  puis de Hourier. 
5  En février-mars, Laurent et Fleury viennent compléter les équipes missionnaires,  
6   puis Castilhon est envoyé au Havre tandis que Blaux part pour la Somme. 
Cl. En deux mois environ, ce sont donc onze missionnaires qui quittent Paris pour les 
départements sensibles qui entourent la capitale, là où trois seulement avait reçu ce 
type de mission spécifique dans le second semestre de 1794, preuve d’un évident 
changement de cap. 
Biard 
 
Outre les expressions temporelles et spatiales et les connecteurs thématiques déjà 
présentés, d’autres types de marqueurs peuvent aussi contribuer à l’identification des items 
non marqués. Dans l’Exemple 62, notamment, pour ma part indique clairement le début de 
l’item. Plutôt qu’un groupe défini, les marqueurs pouvant adopter ce fonctionnement sont 
donc très divers et dépendants du contexte. En pratique, pourtant, ce sont le plus souvent 
des indices temporels fonctionnant dans des séries temporelles ainsi que des connecteurs 
thématiques. 
 
Certains traits syntaxiques, le troisième type d’indice complémentaire discuté dans cette 
section, sont encore plus difficiles à définir d’une façon holistique que ceux que nous 
venons de décrire. Surtout dans les séries non marquées et NMet, l’énumération des items 
courts mais non marqués dans une seule phrase facilite leur identification, en particulier 
quand ils sont directement précédés ou suivis d’une amorce ou d’une clôture et quand leurs 
fonctions syntaxiques sont similaires. D’une certaine manière, la similarité des fonctions 
syntaxiques des items les rend parallèles tout comme la similarité à partir d’autres critères. 
Dans l’Exemple 66, les deux items correspondent aux syntagmes verbaux coordinées. Ils 
font ainsi partie de la même phrase. De plus, ils sont directement suivis d’une clôture s’y 
référant. Grâce à cette structuration, les items sont bien délimités. Selon notre analyse, ils 
sont plus faciles à identifier pour le lecteur que s’ils étaient placés dans des phrases 
séparées et distinctes l’une de l’autre et si leurs structures syntaxiques différaient de 
manière importante.  
Exemple 66 
1  D’une certaine manière, elle propose plutôt de les poursuivre en englobant une 
périodisation plus longue (1900-1960) 
2 et en abordant la question de l’identité étudiante selon une perspective genrée. 
Cl. Ces deux choix se répondent : une identité, qu’elle soit étudiante ou autre, n’est 
jamais définitive. 
                                                                                                                                           Fish 
 
Évidemment, les traits syntaxiques seuls ne suffisent pas pour indiquer au lecteur les items 
non marqués ; dans l’Exemple 66, entre autres, l’anaphore résomptive de la clôture y 
contribue également. Or, comparé aux cas dans lesquels les items ne sont pas énumérés à 
l’intérieur d’une phrase, nous pouvons avancer que leur emplacement syntaxique facilite le 
repérage des items aussi. 
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7.3.4 FREQUENCES DES INDICES COMPLEMENTAIRES DANS LE CORPUS 
Les sections précédentes ont présenté les indices complémentaires principaux relevés par 
notre analyse manuelle. Cette section se propose comme but d’en examiner les fréquences 
dans les différentes catégories de séries linéaires. Cette analyse permet également 
d’évaluer l’effet possible des indices complémentaires sur le non marquage. Le non 
marquage pourrait-il, dans certains cas, être provoqué par les indices complémentaires 
suffisants pour guider le lecteur ? En étudiant les fréquences des indices complémentaires, 
nous ne cherchons pas à classifier les séries du corpus par catégories : un tâche impossible 
car une série peut simultanément inclure plusieurs traits contribuant à l’identification de 
ses items. Pour cette raison, nous examinons simplement  la présence des indices différents 
dans chaque série, un reflet plus fidèle de la façon dont les items peuvent être identifiés par 
le lecteur (pour d’autres méthodes possibles, cf. Taboada 2009). 
 
Nous commencerons par étudier la fréquence des différentes formes de répétition lexicale 
dans les catégories de série. Dans un deuxième temps, nous nous focaliserons sur la 
contiguïté sémantique des items. Finalement, nous discuterons du rôle des traits 
syntaxiques, connecteurs et exemples numérotés pour le guidage du lecteur dans les 
catégories de séries linéaires examinées. Cette section privilégie les séries typiques non 
composées de sections titrées. Les séries section et méta, dans lesquelles les titres ont un 
rôle important dans le marquage des items, seront analysées séparément à la section 
suivante. 
 
Avant de présenter les résultats, une remarque sur la nature des indices complémentaires 
s’impose. L’analyse des sections précédentes a déjà montré que tous les indices repérés ne 
guident pas le lecteur d’une manière aussi efficace ; tandis que certains, tels que la 
répétition proprement dite, peuvent seuls indiquer au lecteur la présence de l’item, d’autres 
se limitent à faciliter son identification. Tous les indices ne sont donc pas aussi efficaces 
comme marqueurs complémentaires, un élément à prendre en compte pour leur analyse82.  
 
Nous avons décidé de diviser les indices analysés en deux groupes. Ainsi, en calculant des 
fréquences d’indices complémentaires, nous disposons pour chaque série identifiée d’au 
moins un indice complémentaire primaire qui pourrait déjà seul suffire comme indice 
d’item pour le lecteur. Ces indices correspondent à la répétition proprement dite, à la 
paraphrase, à la contiguïté sémantique annoncée par l’amorce, la clôture ou une 
construction Num+N, et à la correspondance des items aux exemples numérotés dans 
l’article. Plusieurs de ces indices peuvent également être présents simultanément dans une 
seule série et, sans doute, quelques uns peuvent rendre le non marquage inutile, au moins 
dans certains contextes. En revanche, si aucun de ces indices n’est présent dans la série, 
                                                     
82 Le statut différent de certains indices de cohésion a déjà été noté également par Morris & Hirst 
(2004) pour certains indices de cohésion lexicale et par Piérard et Bestgen (2006) pour les 
marqueurs de segmentation, dont les plus forts, selon les auteurs, sont les adverbiaux temporels. Ces 
résultats ne sont pourtant pas facilement comparables avec notre étude car ces indices sont très 
dépendants du contexte. 
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elle se voit attribuée l’indice contiguïté sémantique implicite. Il signifie que les items sont 
sémantiquement similaires et correspondent à un principe d’énumération qui n’est pas 
déclaré explicitement. De plus, comme il est utilisé uniquement en l’absence d’autre indice 
primaire, il sous-entend que l’identification des items de la série repose sur des indices très 
implicites et plutôt sur l’interprétation du lecteur que sur des aspects linguistiques.  
 
Le premier groupe d’indices dont nous analysons les fréquences est les différentes formes 
de répétition. En les examinant, nous avons distingué plusieurs types, suivant l’analyse 
présentée en section 7.3.1. Ainsi, la répétition proprement dite correspond à la reprise de 
mots ou de syntagmes selon le même rôle syntaxique dans tous les items de la série, 
comme celle de l’Exemple 58. Cette répétition crée toujours un parallélisme entre les 
items. La répétition des éléments différents (Rep. dif.) établit le même type de lien mais 
seulement entre une partie des items. Par exemple, le syntagme répété peut être absent de 
l’item explicitement signalé par l’anaphorique le premier, comme c’est le cas dans 
l’Exemple 59. La répétition partielle (Rep.par.) correspond uniquement à la répétition de 
mots individuels dans les items, insuffisante seule pour leur identification (cf. l’Exemple 
57). La paraphrase (Para.), pour sa part, est souvent employée dans les séries 
métadiscursives afin de présenter les items-sections suivants et est illustrée dans l’Exemple 
60. Nom (Nom), enfin, indique la répétition d’un nom propre dans chaque item. Les noms 
se distinguant des autres SN répétés83, nous les avons analysés comme un trait à part des 
autres types de répétition. La répétition des noms propres est illustrée ci-dessous dans 
l’Exemple 67. Chaque item y énumère un nom propre (et une année), sans doute le trait le 
plus important pour leur identification dans cette série. La répétition de noms propres peut 
donc suffire à elle seule à l’identification des items. De plus, la structure de la série est 
encore clarifiée par la clôture qui se réfère aux items tout en indiquant leur nombre et leur 
classe sémantique : les trois approches… 
Exemple 67 
1  H&S (1976, 1984) considèrent les exemples tels que (9) comme un cas d’Anaphore de 
Complément Nul (dorénavant NCA pour Nul Complement Anaphora).  
2  La théorie proposée par Chao (1988) établit, elle aussi, une distinction binaire, entre 
deux classes d’anaphores. […]  
3  Plus récemment, Gardent (1996) propose une autre classification basée sur les 
traits distributionnels des anaphores, sur les propriétés de l’antécédent (c.-à-d., la 
possibilité de faire référence à un antécédent linguistique [L], pragmatique [P], voire 
les deux), et enfin sur le rôle restrictif ou non de la syntaxe [±S] vis-à-vis de 
l’interprétation de l’anaphore.  
Cl. Le tableau ci-dessous résume les trois approches discutées plus haut.  
                                                                                                                                   Busquets 
 
                                                     
83 Cf., notamment, le schéma d’Ariel (1990), dans lequel les noms propres sont décrits comme 
facilement repérables même dans des contextes ambigus. 
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Les fréquences des types de répétition dans le sous-corpus examiné84 sont illustrées dans la 
Figure 32 à l’exception des séries section et méta. La figure présente les pourcentages des 
séries comportant le trait en question.  
 
Figure 32 Types de répétition dans les séries (en pourcentage des séries dans lesquelles ce type de 
répétition est présent). Les NMet sont toujours unies sous le titre NM.  
 
La Figure 32 montre que les types de répétition contribuent différemment à l’identification 
des items des catégories différentes. Les séries simples partiellement non marquées (PNM) 
se caractérisent par la fréquence de la répétition partielle, soit la répétition de mots isolés, 
tandis que la répétition proprement dite y est rare ; comme indice complémentaire, la 
répétition n’est donc pas très importante dans cette catégorie de série. Dans les séries 
enchaînées composées uniquement d’items non marqués (NM+NM), la répétition a, en 
revanche, un effet très important car elle est présente dans la grande majorité des séries. 
Dans les autres séries, sa fréquence est relativement similaire, de même que celle de la 
répétition partielle : les deux sont présentes dans 20 à 30 % de ces structures.  
 
La répétition des éléments différents, pour sa part, sépare aussi les catégories. Bien que 
plutôt rare voire absente dans les autres, elle relie plus de 40 % des séries enchaînées 
composées de séries non marquées et de séries partiellement non marquées (NM+PNM). 
Cette fréquence s’explique par le fait que le ou les items explicitement signalés n’incluent 
pas de syntagme répété comme les autres items de la structure mais sont introduits, par 
exemple, par l’anaphorique le premier (voir l’Exemple 59). La répétition des noms propres 
ou des paraphrases, enfin, est relativement rare dans toutes les catégories. Leur inclusion 
comme indices distincts dans l’analyse tend donc plus à expliciter leur présence dans le 
                                                     
84 Cf. l’introduction de cette section. 
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corpus qu’à présenter des indices complémentaires de sériation plus communément 
utilisés.  
 
Les fréquences de la répétition proprement dite, de la répétition des éléments différents et 
de la répétition partielle sont, surtout, très instructives sur la façon dont les items non 
marqués sont identifiés dans les différentes catégories de série. Comme nous l’avons noté, 
la répétition proprement dite est un indice complémentaire très fort qui peut, seul, rendre 
les items facilement repérables et parallèles. Ces séries correspondent en général aux 
énumérations étudiées dans des travaux pour lesquels l’ordre entre les items n’est pas un 
critère d’organisation important mais qui ne semblent pas nécessairement incomplètes. La 
répétition partielle, soit la répétition de mots individuels, en revanche, ne suffit pas pour 
identifier les items non marqués, ni ne contribue à leur parallélisme. La répétition des 
éléments différents, enfin, est un indice très important pour les items dans lesquels elle est 
présente. C’est toutefois également le signe d’un certain non parallélisme des items. En 
effet, elle n’apparaît que dans une partie d’entre eux et ne facilite donc pas l’identification 
des items dont elle est absente. Ainsi, suivant la Figure 32, le parallélisme des séries créé 
par la répétition lexicale est le plus fréquent dans les séries enchaînées composées 
uniquement d’items non marqués (NM+NM) et plus rare dans les séries PNM. Dans les 
autres catégories, la proportion des séries parallèles est relativement similaire : de 20 à 
30 %. Nous devons pourtant noter que la répétition lexicale n’est pas la seule source du 
parallélisme. La similarité formelle (cf. la suite) des items, entre autres, peut y contribuer.  
 
L’Exemple 68 ci-dessous, entre autres, illustre la répétition proprement dite et le 
parallélisme des items dans ces séries. Cet exemple est composé de deux séries, dont la 
première est NMet et la seconde complètement non marquée.  
Exemple 68 
0  Le terme de « pratique » relève de deux thèmes, 
1  du pragma 
2  et de la praxis, soulignant l’origine de la pensée humaine et la nature du lien qu’elle 
entretient avec l’action, entre théorie et pratique. 
1  La praxis s’entend comme lien étroit (immanence) du monde l’action et de la pensée, 
dans le sens du réalisme de la raison. La praxis suppose une réalisation par l’action, et 
non une source dans l’action. La praxis hégélienne assemble l’historicité et l’histoire 
dans la réalisation de la Raison, la réalité étant le développement. […] 
2  Le pragmatisme relève pour sa part d’une enquête sur l’origine de nos pensées dans 
l’action. Il souligne le rôle créateur de l’action, pour elle-même, ses déterminations et 
ses valeurs. Les pragmatiques, ou pragmatisme d’expériences, relèvent de la 
réalisation accompagnée de savoirs par l’action et de la place de formes d’actions dans 
le savoir. […] 
                                                                                                                                    Morandi 
 
À notre avis, le parallélisme fort des items de l’Exemple 68 relève surtout de la répétition 
du pragma (ou du pragmatisme) et de la praxis dans les items et du fait que ces noms y 
sont utilisés dans les mêmes fonctions syntaxiques. De plus, la série inclut plusieurs autres 
indices complémentaires qui y contribuent aussi. La similarité des fonctions syntaxiques 
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des items crée un certain parallélisme entre eux et ainsi facilite leur identification, surtout 
quand ils font partie de la même phrase. L’identification des items est encore facilitée par 
l’amorce spécifiant le principe d’énumération, la conjonction de coordination et dans la 
première série et le marqueur pour sa part dans le dernier item. En fait, cette série 
ressemble aux séries à deux temps examinées par Porhiel (2007), discutées dans 6.1 ; la 
première partie présente les items encore thématiquement nouveaux pour le lecteur alors 
que les items de la deuxième série poursuivent leur discussion en présumant qu’ils sont 
déjà connus pour le lecteur. La série peut correspond également au modèle de thème eclaté 
de Danes (1974 : 120).  
 
Dans les sections précédentes, nous avons déjà émis l’hypothèse que la faible longueur et 
la présence d’une amorce, ou d’une autre série explicitement signalée, pourraient rendre 
inutile le marquage explicite des items qui pourrait même avoir un effet répétitif. Dans 
l’Exemple 68 ci-dessus, les indices complémentaires forts ont ce même effet ; ils autorisent 
l’identification des items et, étant donnée la faible longueur de la série, rendent le 
marquage explicite excessif. Par conséquent, dans ce contexte et des contextes similaires, 
les indices complémentaires peuvent être décrits comme des facteurs expliquant le non 
marquage. Or, il est à noter que cet effet est typique uniquement pour les séries courtes, 
ainsi les non marquées et leurs variantes enchaînées, dans lesquelles le marquage explicite 
est toujours dans la proximité.  
 
Ensuite, le deuxième groupe d’indices complémentaires contribuant à l’identification des 
items non marqués présenté est la contiguïté sémantique. En général, elle est signalée 
comme un hypéronyme exprimé par l’amorce ou la clôture. Dans l’Exemple 68, 
notamment, l’amorce deux thèmes indique que les items énumérés correspondent à des 
thèmes.  
 
Ci-dessous, la Figure 33 présente les fréquences des types de contiguïté sémantique 
analysés. Le plus souvent présent, le PE, correspond à la définition du principe 
d’énumération explicite par une amorce, une clôture ou une construction Num+N (cf. 
l’Exemple 69). Le PE implicite, en revanche, indique qu’il n’est pas explicitement 
annoncé. Comme nous l’avons précisé en introduction à cette section, il est pourtant défini 
uniquement pour les séries dans lesquelles il est crucial pour l’identification des items, soit 
les séries n’incluant pas d’autres indices complémentaires primaires susceptibles de 
garantir l’identification des items (l’Exemple 64). La fréquence de cet indice dans une 
catégorie de série indique donc que leur marquage est généralement très implicite et inclut 
peu de marqueurs linguistiques.  
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Figure 33 Types de contiguïté sémantique des items (en pourcentage des séries dans lesquelles il est 
présent).  
 
Enfin, le dernier type d’indice présent dans la Figure 33, Equiv., correspond à 
l’équivalence structurelle des items. Cet indice, relativement rare dans le corpus, ressemble 
à la répétition lexicale mais relie des structures énonciatives et non des mots. Par exemple, 
dans l’Exemple 69 ci-dessous, les items correspondent aux questions, ce qui les rend 
facilement repérables et toute la structure relativement parallèle. Aussi, l’annonce explicite 
du principe d’énumération par la clôture contribue à l’identification des items. De la sorte, 
dans cet exemple également, les items sont si facilement repérables que leur marquage 
explicite pourrait être inutile.  
Exemple 69 
1  Le maître demande « Combien de bosses le chameau ? » 
2  « Et qui est-ce qui n’en a qu’une ? » 
Cl. Les élèves répondent aux deux questions. 
                                                                                                                        Maso-Taulère 
 
Les fréquences des indices PE, PE implicite et Equiv. dans les catégories de série 
présentées dans la Figure 33 illustrent bien la nature de ces séries. Dans les séries non 
marquées et les NM+NM, dont tous les items sont non marqués, le principe d’énumération 
est par défaut indiqué par une amorce ou une clôture. Pour cette raison, l’indice PE est 
présent dans 100 % de ces séries. A l’exception des séries simples partiellement non 
marquées, cet indice est également très commun dans les autres catégories de série 
enchaînées. Cette fréquence correspond à nos constatations répétées des analyses 
antérieures : les séries enchaînées sont relativement explicitement signalées, même en 
l’absence de marquage.  
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Les PNM simples constituent une catégorie de série unique dont le principe d’énumération 
n’est pas explicitement signalé dans leur majorité. En effet, seules 43 % des séries 
contiennent l’annonce explicite du PE alors que 42 % de ces structures sont analysées 
comme PE implicite. Ce type d’indice étant noté uniquement pour les séries sans aucun 
autre type d’indice complémentaire primaire, sa fréquence illustre inévitablement la nature 
du non marquage de ces séries. Ainsi, elles incluent relativement peu de répétition de 
syntagmes entiers susceptibles de contribuer à l’identification de leurs items et de rendre la 
structure parallèle. L’annonce explicite du principe d’énumération ou de la catégorie 
sémantique des items s’y montre également plus rare que dans les autres séries. 
L’identification des items de ces séries repose donc plutôt sur l’interprétation par le lecteur 
de la similarité des items que sur des indices linguistiques.  
 
Ci-dessous, nous illustrons deux types de séries partiellement non marquées, analysées 
comme PE implicite. Le premier, l’Exemple 70, se compose de trois items dont le dernier 
est explicitement signalé par le connecteur enfin. La série discute de la nature de deux 
groupes de conseillers, ceux des parlements et ceux du Grand Conseil, et énumère des 
atouts des conseillers des parlements face à ceux du Grand Conseil. Malgré la répétition 
des mots conseiller, parlement et Grand Conseil dans une partie d’items, la répétition 
lexicale ne semble pas contribuer à leur identification. De plus, les items ne sont pas non 
plus structurellement similaires. De même, leur principe d’énumération n’est pas 
explicitement annoncée bien que les syntagmes leur nombre, la nomination des conseillers 
et la promotion des conseillers puissent inclure un faible degré de similarité. Plutôt, 
l’identification des items semble se baser sur l’organisation thématique de la série et sur la 
correspondance des items aux sous-thèmes dérivés de l’hyperthème annoncé avant la série. 
Exemple 70 
… Les conseillers des parlements l’emportent également en dignité sur leurs homologues 
du Grand Conseil. 
1 Leur nombre est plus élevé et dans presque toutes les causes, la pluralité des 
personnes est préférée au petit nombre, comme en attestent dix raisons juridiques 
citées comme autant d’exemples. 
2  La nomination des conseillers est entourée d’une plus grande solennité. L’auteur du 
Tractatus celebris en veut pour preuve la procédure de nomination par le roi des 
conseillers des parlements parmi trois candidats proposés par les cours, système déjà 
prescrit par les ordonnances anciennes et récemment rappelé par Louis XII dans celle 
de 1499, comme le fait remarquer Montaigne. À l’inverse, nulle solennité n’est 
prescrite pour la promotion des conseillers du Grand Conseil, simplement pourvus 
de leur office par lettres. 
3  Enfin, la promotion des conseillers s’effectue dans un sens favorable aux 
parlementaires. Car les conseillers du Grand Conseil, relève Montaigne, sont 
parfois envoyés par le roi siéger dans les cours de parlement (ad eorum importunam 
suggestionem!), et non le contraire. 
                    Arabeyre 
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L’Exemple 71 illustre un autre type de séries PNM que nous dénommons additives. De 
même que toutes les séries linéaires, ces structures énumèrent des éléments souvent 
similaires, d’une certaine manière. De plus, la composition de la série de deux items, le 
premier non marqué, et d’une clôture, signalée par un connecteur conclusif ou consécutif, 
est caractéristique de celles-ci. Ainsi, le deuxième item de ces séries présente souvent un 
ajout au premier item et la clôture une conclusion ou conséquence de ceux-ci. La série 
suivante discute du transfert des stratégies cognitives chez les jeunes enfants. Le premier 
item affirme que l’apprentissage pour la première fois de l’utilisation d’une stratégie est 
toujours exigeant. Le second item lui apporte un ajout en indiquant que c’est aussi le cas de 
l’usage de cette stratégie pour une autre tâche. La clôture conclut ces deux items affirmant 
que, pour les motifs invoqués, le transfert n’est pas « une solution miraculeuse ».  
Exemple 71 
…Contrairement à ce que l’on pourrait croire, le transfert n’est pas particulièrement 
économique, principalement du fait de la nécessité de décontextualiser puis 
recontextualiser la connaissance qui fait l’objet du transfert (Cox, 1997 ; Halpern, 1998 
; Mendelsohn, 1990). Le prévoir dès le début peut certes représenter une relative 
économie, mais celle-ci réside uniquement dans le fait que le sujet est prévenu dès le 
départ que le transfert de la stratégie est possible.  
1 L’apprentissage à utiliser la stratégie dans la première tâche n’en nécessitera pas 
moins d’efforts et n’en sera pas moins complexe. 
2 De même, la réadaptation de la stratégie à la tâche de transfert demandera de réels 
efforts sans garantie de réussite immédiate. 
Cl. Le transfert ne doit donc pas être présenté comme une solution « miraculeuse » 
permettant de s’économiser : c’est tentant car c’est un argument auquel les enfants 
seraient sensibles, mais c’est tout simplement faux. 
                            Clerc 
 
Comparées aux autres séries PNM dont l’identification se fonde sur le PE implicite, le 
marquage des séries additives revêt certains traits particuliers. Le non marquage du 
premier item et le marquage explicite du second, surtout, ont comme conséquence que le 
dernier est interprété comme un ajout au premier. Cette nature additive concerne également 
l’identification de l’item non marqué. De fait, dans un tel cas, il est facilement repérable 
grâce à sa position initiale dans la liste et au marquage explicite de l’item suivant. Par 
conséquent, bien que sa présence ne soit pas autrement signalée par des indices 
complémentaires, le lecteur peut la déduire relativement aisément, pour le moins en lisant 
le marquage explicite du second item. Cette organisation facilitant le repérage de l’item 
peut également expliquer le non marquage.  
 
Enfin, le dernier groupe d’indices dont nous n’avons pas encore examiné les fréquences 
inclut des types variés : certains traits syntaxiques pouvant contribuer à l’identification des 
items, la correspondance des items aux exemples et les marqueurs, tels que les expressions 
temporelles, ayant la capacité d’introduire les items sans signaler l’addition ou l’ordre. Les 
fréquences sont présentées ci-dessous dans la Figure 34.  
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Figure 34 Fréquences des traits syntaxiques, de la correspondance des items aux exemples et des 
autres marqueurs en pourcentage du total. 
 
Selon la Figure 34, les traits syntaxiques sont un indice complémentaire très fréquent dans 
la plupart des catégories, présents même dans toutes les NM+PNM. Cette fréquence 
s’explique par la correspondance de l’autre partie des séries enchaînées avec une seule 
phrase, dans laquelle les items sont des syntagmes dont l’un peut même être signalé par 
une conjonction de coordination. Cet indice est donc fréquent dans toutes les séries courtes 
et non marquées. Or, bien que plus rares, les traits syntaxiques peuvent également 
contribuer à l’identification des items des séries dont un ou plusieurs items sont 
explicitement signalés. Dans la série suivante, par exemple, les deux premiers items de la 
série font partie de la même phrase, commençant par après avoir, et le dernier item, 
formant sa propre phrase, est explicitement introduit par pour finir. Le second item est en 
principe non marqué bien que, dans la pratique, il soit automatiquement repéré grâce à la 
structure syntaxique qui exprime déjà l’ordre entre les items.  
Exemple 72 
1  Après avoir précisé ce que recouvre [le terme] thématique, 
2  cette section examine les propriétés des phrases thématiques vs. celles des phrases a-
thématiques. 
3  Pour finir, nous verrons que l'utilisation des mêmes critères pour caractériser les non-
phrases thématiques (vs. les non-phrases athématiques ; section 1.3.) s'avèrera 
insuffisante. 
Porhiel 
 
Contrairement aux aspects syntaxiques, les deux autres traits illustrés dans la Figure 34 
sont plutôt rares dans toutes les catégories. Toutefois, les séries dans lesquelles les items 
correspondent aux exemples forment 21 occurrences dans le corpus. Bien que très 
minoritaires, la présence seule de ces séries est sans doute caractéristique des articles de 
recherche. De plus, la correspondance des items aux exemples, le cas échéant, est un indice 
très fort des items qui peut même motiver le non marquage.  
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Enfin, le dernier trait illustré dans la Figure 34 rassemble les marqueurs ne signalant pas 
l’addition ou l’ordre mais pourtant susceptibles de contribuer à l’identification des items. 
Souvent des expressions spatiales ou temporelles voire des connecteurs thématiques, ces 
indices sont assez efficaces comme marqueurs d’items non marqués. Leur capacité est 
pourtant affaiblie par la façon dont ils sont utilisés. En effet, ils fonctionnent très rarement 
dans l’introduction de tous les items de la série. Pour cette raison, ils créent très rarement 
un parallélisme entre les items et sont, en général, insuffisants seuls pour signaler tous les 
items non marqués de la série. Par exemple, l’introduction d’un item de la série par une 
expression cadrative temporelle telle que dans les années 1920 ne suffit pas seule pour 
rendre toute la série facilement repérable ou parallèle si les autres items ne sont pas 
signalés de façon similaire.  
7.3.5 INDICES COMPLEMENTAIRES ET TITRES 
Les titres sont des indices complémentaires de sériation excellents ; bien qu’ils ne 
marquent pas l’addition ou l’ordre des items dans la série linéaire, ils les introduisent et 
délimitent et ainsi signalent au lecteur leur présence (cf. 7.2.4). Par conséquent, les items 
non marqués des séries section et méta sont par défaut signalés par des moyens 
linguistiques et plutôt facilement repérables. De plus, comparées aux séries typiques, les 
items de ces séries ont la particularité d’être très longs, ce qui influence le fonctionnement 
des autres indices complémentaires aussi.  
 
Les fréquences des indices complémentaires dans les séries section et méta sont présentées 
ci-dessous dans la Figure 35. Il est à noter que le nombre d’occurrences dans une partie des 
catégories est relativement limité ; par exemple les séries sections non marquées n’ont 
qu’une seule occurrence (pour les nombres de séries section et méta dans les catégories 
différentes, cf. section 7.2.4). Pour cette raison, la variation des indices dans les catégories 
présentée n’est pas quantitativement fiable. Un deuxième aspect à noter est l’absence de 
certains types d’indices, due à la nature des séries section et méta. La correspondance des 
items aux exemples et l’équivalence formelle des items ne sont pas présentes dans ces 
séries du corpus. La présence des traits syntaxiques contribuant à l’identification des items, 
en revanche, s’explique par les séries métadiscursives faisant partie des structures 
enchaînées méta. Ces séries présentent les sections-items de la série à suivre en formant 
elle-même une série inférieure. Par conséquent, elles peuvent être relativement courtes et 
les aspects syntaxiques y peuvent contribuer à l’identification des items. 
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Figure 35 Indices complémentaires dans les séries section et méta.  
 
Selon la Figure 35 tout d’abord, comparées aux séries typiques sans sections titrées, la 
répétition proprement dite est plutôt rare dans les séries méta ; elle est relativement utilisée 
uniquement dans les séries NM+PNM. La paraphrase, en revanche, est extrêmement 
utilisée. La fréquence de cette dernière cause également l’absence des types de répétition, 
c'est-à-dire de la répétition partielle et de la répétition des éléments différents, car ces deux 
traits ne sont pas analysés pour les séries avec paraphrase. La rareté de la répétition et la 
fréquence de la paraphrase dans les séries méta s’expliquent sans doute par des raisons 
stylistiques et par le fonctionnement des séries métadiscursives dans l’introduction des 
sections à venir. Pour ces structures, la paraphrase est sans doute plus convenable que la 
répétition exacte de mêmes syntagmes, qui risquerait souvent d’être moins informative et 
plus maladroite (cf. entre autres l’Exemple 60 à la page 196). 
 
Contrairement aux séries méta, dans les séries section PNM, composées uniquement de 
sections titrées, la répétition lexicale est selon la Figure 35 présente. Dans ces séries, 
comme l’illustre l’Exemple 73 ci-dessous, la répétition ne risque pas d’être maladroite 
mais plutôt semble simplement relier les items et même créer un certain parallélisme entre 
eux. Ainsi, la répétition contribue au marquage de la série bien que les items y soient 
repérables sans celle-ci. Dans cet exemple, le syntagme répété est annoncé déjà dans 
l’amorce qui correspond à un titre supérieur indiquant que les sections suivantes discutent 
les multiples dimensions du travail (d’enseignants) : un travail aux multiples dimensions. 
Le syntagme est répété dans tous les titres des items-sections et au début de chaque 
secttion, quoique l’adjectif y lié varie dans chaque titre en fonction de la dimension 
discutée.  
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Exemple 73 
0  Un travail aux multiples dimensions. 
 
1    Dimension cognitive  
 Le travail des enseignants du CFER étudié comporte une dimension cognitive. 
Toutefois, la compréhension de la matière enseignée est somme toute secondaire pour 
ces enseignants, en raison de la nature même des apprentissages visés. […] 
 
2    Dimension affective  
 La dimension affective constitue, pour les enseignants du CFER rencontrés, une 
facette particulièrement importante de leur travail, davantage d’ailleurs que s’ils 
enseignaient au secteur régulier, ou même auprès d’élèves en adaptation scolaire qui 
fréquentent une école plus traditionnelle. […] 
 
3    Dimension interactive  
 La troisième dimension du travail enseignant que nous avons présentée dans notre 
cadre d’analyse est de l’ordre de l’interaction, tant avec les élèves qu’avec les collègues. 
[…] 
Martineau 
 
Enfin, outre les différents types de répétition, un indice complémentaire majeure dans les 
séries section et méta est la contiguïté sémantique des items annoncée par l’amorce, clôture 
ou une construction numéro+nom. Comme l’illustre la Figure 35, cet indice est présent 
dans une grande partie des séries dans toutes les catégories, entre autres dans l’Exemple 73 
ci-dessus. Le PE implicite, en revanche, n’est utilisé que pour les séries simples PNM. 
Dans cette perspective, les séries section PNM ressemblent leurs variantes typiques qui ne 
sont pas composées de sections entières.  
7.3.6 BILAN : INDICES COMPLEMENTAIRES DE SERIATION, FACTEURS DE NON 
MARQUAGE ? 
Le but de cette section a été d’examiner la façon dont les items non marqués sont identifiés 
dans les séries linéaires de notre corpus. En particulier, nous avons privilégié la nature et la 
fréquence des indices complémentaires de sériation, soit des traits permettant au lecteur 
d’identifier l’item non signalé par un marqueur d’addition ou d’ordre. Comment sont-ils ? 
Pourraient-ils expliquer l’absence de marquage des items ?  
 
Tout d’abord, notre analyse a relevé la présence de deux types d’indices complémentaires 
contribuant à l’identification des items non marqués : ceux qui suffisent seuls pour signaler 
au lecteur la présence de l’item et ceux qui peuvent seulement faciliter une identification 
effectuée principalement grâce à d’autres indices. Par exemple, la répétition d’un syntagme 
lexical à l’initiale de tous les items de la série semble suffire pour indiquer au lecteur la 
présence des items, tandis que leur appartenance à une même phrase n’y suffit pas. La 
répétition de mots individuels, qui est souvent examinée dans des travaux sur la cohésion 
lexicale (cf. entre autres Hoey 1991), nous a surtout paru insuffisante pour indiquer au 
lecteur la présence des items. De plus, notre analyse a souligné la coexistence de plusieurs 
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indices qui tous guident le lecteur au fil d’une seule série. La présence d’un type d’indice 
ne rend donc pas les autres inutiles. Entre autres, dans les séries section, la répétition 
lexicale au début de chaque item rend la série encore plus facilement repérable bien que les 
items soient déjà délimités par des titres.  
 
En ce qui concerne la nature des indices relevés par notre analyse, la plupart d’eux sont 
cohésifs, ainsi la répétition lexicale ou l’annonce explicite du principe d’énumération. De 
fait, la cohésion et les indices linguistiques de surface semblent centraux dans 
l’identification des items non marqués. Les items que nous avons classifiés, lors de 
l’annotation, comme non marqués sont en fait souvent identifiables grâce aux indices 
linguistiques. Ce résultat soutient également la remarque de Taboada (2009) sur le fait que 
les relations de cohérence sont souvent signalées dans le texte même si aucun marqueur 
explicite n’est utilisé. De même, le résultat indique que le modèle de Goutsos (1996), 
tenant uniquement compte des indices explicites de l’organisation textuelle, est tout à fait 
applicable bien qu’il n’analyse pas les liens non marqués. Cela dit, nous devons admettre 
que l’interprétation du lecteur joue aussi un rôle lorsque les indices linguistiques sont 
présents. En effet, le lecteur doit toujours les interpréter correctement afin qu’ils lui 
facilitent la lecture. Notamment, l’annonce explicite du principe d’énumération par 
l’amorce, la clôture ou une construction Num+N requiert encore que le lecteur identifie les 
items correspondants à ce principe. Ce processus peut à nouveau reposer sur des 
connaissances extralinguistiques du lecteur.  
 
Quant aux fréquences des indices complémentaires des différentes catégories de séries, 
certaines catégories semblent se distinguer des autres. En particulier, la présence de la 
répétition proprement dite, de la paraphrase et de l’annonce explicite du principe 
d’énumération varient. La répétition semble plutôt caractéristique des séries typiques qui 
ne sont pas composées de sections titrées, alors que la paraphrase est plus utilisée dans les 
séries section et méta. Cette différence s’explique sans doute surtout par les séries 
métadiscursives. De fait, dans les séries méta, elles présentent les thématiques des items-
sections à venir ; une répétition risquerait d’être maladroite dans cette fonction. Dans les 
séries typiques, en revanche, la répétition est un signal fréquent ; dans d’autres travaux sur 
les énumérations dont l’ordre n’est pas un critère organisation important, elle est même 
considérée comme un indice primaire de l’énumération (cf. Luc 2001 ; Ho Dac et al. 
2009). La fréquence de la répétition comme indice complémentaire varie pourtant 
également au sein des séries typiques. Elle est la plus fréquente dans les séries enchaînées 
composées d’items non marqués (NM+NM) et la plus rare dans les séries simples 
partiellement non marquées. Au sein des autres catégories, sa présence est du même ordre.  
 
Outre les formes différentes de répétition, les séries typiques se distinguent par la présence 
de l’annonce explicite du principe d’énumération. Bien que sa fréquence soit relativement 
similaire dans la grande majorité des séries typiques non composées de sections titrées, elle 
s’avère plutôt rare dans les séries PNM. Les autres indices complémentaires primaires 
pouvant garantir l’identification des items non marqués s’y montrent également rares ; 
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comme nous venons de le constater, entre autres, la répétition est peu utilisée dans cette 
catégorie. Par conséquent, pour ces séries, l’identification des items semble souvent 
reposer sur la contiguïté sémantique des items bien qu’elle ne soit pas explicitement 
annoncée. Ainsi, le manque d’indices linguistiques de surface et l’importance de 
l’interprétation du lecteur sont plus essentiels dans ces séries PNM que dans les autres 
catégories analysées.  
 
En définitive, les résultats indiqués dans cette section correspondent et confirment 
plusieurs de nos remarques et hypothèses relatives aux différences entre les catégories de 
série présentées dans les sections précédentes. Tout d’abord, les séries enchaînées se 
montrent relativement facilement repérables même non marquées ; les indices 
complémentaires y sont plutôt fréquents. Ce résultat confirme nos démonstrations des 
sections précédentes sur la nature explicite et exacte de ces structures. L’examen du non 
marquage des séries partiellement non marquées, en revanche, indique que même les 
indices complémentaires s’y font plutôt rares. Outre la rareté de leur combinaison à une 
amorce ou une clôture et l’inclusion de peu de marqueurs exacts, elles incluent, en outre, 
peu d’indices complémentaires. Tous nos résultats indiquent ainsi que les séries 
partiellement non marquées sont relativement implicitement signalées et que 
l’interprétation du lecteur y revêt un rôle plus important que dans des séries dont tous les 
items sont explicitement marqués. 
 
Enfin, cette section devait aussi examiner les indices complémentaires comme facteurs 
d’explication du non marquage des items. La réponse à cette question est à la fois positive 
et négative. Sans doute, les indices complémentaires primaires peuvent-ils contribuer au 
non marquage, notamment dans les séries courtes dont le nombre d’items est signalé dans 
la proximité, soit les séries simples non marquées et les séries enchaînées. Selon notre 
analyse, ces indices sont surtout la répétition proprement dite, l’équivalence structurelle 
des items et la correspondance des items aux exemples numérotés. Pour les séries additives 
PNM également, leur organisation interne peut être à l’origine du non marquage.  
 
Dans les autres séries, en revanche, les indices complémentaires nous semblent insuffisants 
pour expliquer le non marquage. En outre, selon notre analyse, ils se révèlent même plutôt 
rares dans bon nombre de séries. Ainsi, les marqueurs complémentaires sont loin 
d’expliquer l’intégralité du non marquage. De même que nos résultats des sections 
précédentes, notre analyse propose simplement que certaines séries ne recherchent pas à un 
guidage aussi explicite que d’autres.  
 
7.4 BILAN : FACTEURS DU MARQUAGE ET DU NON MARQUAGE DES 
SERIES LINEAIRES 
 
Le but de cette section a été d’examiner les facteurs textuels qui pourraient expliquer la 
façon dont les séries linéaires sont signalées dans le texte. Surtout, notre étude avance donc 
que le marquage de l’organisation textuelle est le résultat de plusieurs facteurs. Plus 
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particulièrement, les résultats indiquent que le marquage et le non marquage de 
l’organisation textuelle ainsi que des séries linéaires varient selon le contexte et que toutes 
les séries ne tendent pas à guider pareillement le lecteur, qu’elles ne réalisent pas les 
mêmes stratégies textuelles.  
 
Tout d’abord, nos résultats sur le degré d’exactitude du marquage énoncent que certaines 
structures recherchent simplement une organisation moins explicite et moins exacte que 
d’autres. Les séries avec des traits associés aux non parallélisme, notamment le non 
marquage et l’usage de plusieurs types de marqueurs, sont plutôt rarement combinées aux 
amorces et clôtures exactes. Les marqueurs d’item exacts s’y font aussi plus rares. Dans les 
séries explicitement introduites par le même type de marqueur, en revanche, la structure de 
la série est souvent répétée par l’amorce ou la clôture et les marqueurs d’items exacts sont 
fréquents. 
 
La longueur est un deuxième facteur du marquage des séries linéaires : le marquage des 
séries longues est plus souvent moins exact et moins explicite que celui des séries courtes. 
Les types de marqueurs remplissent aussi une fonction d’introduction des items de 
longueurs différentes : anaphoriques pour les plus courts, connecteurs pour ceux de 
longueur intermédiaire et constructions numéro+nom pour les plus longs. Selon notre 
analyse, le non marquage complet des items d’une série, en revanche, est souvent dû à la 
longueur limitée de la structure et au marquage des items dans la proximité, soit dans 
l’amorce ou la clôture, soit dans l’autre partie de la série enchaînée. Dans celles-ci, les 
items semblent demeurer non marqués afin d’éviter la répétition excessive des marqueurs.  
 
Enfin, les indices complémentaires de sériation sont le dernier facteur dont nous avons 
analysé l’effet sur le marquage.  Ces indices peuvent contribuer à l’identification des items 
mais ne sont pas compris comme marqueurs explicites devant, selon notre schéma, signaler 
l’addition ou l’ordre. Surtout, notre analyse indique que plusieurs types d’indices guident 
le lecteur dans la lecture des items non marqués. Certains, tels que la répétition de mots ou 
de syntagmes nominaux dans tous les items, facilitent la lecture de façon importante. 
D’autres, tels que la répétition de mots isolés dans les items, se bornent à soutenir le travail 
du lecteur. Certains types d’indice peuvent également être à l’origine de l’absence des 
marqueurs explicites ; ensemble avec la faible longueur, la présentation des items, par 
exemple par une amorce, les indices complémentaires forts, comme la correspondance des 
items aux exemples numérotés voire leur similarité structurelle ou lexicale peuvent rendre 
leur marquage explicite inutile. Ce n’est pourtant toujours pas le cas. En effet, de même 
que l’usage des marqueurs exacts et relatifs, la présence des indices complémentaires varie 
selon la façon dont la série est autrement signalée. Dans les séries courtes dont le nombre 
d’items est indiqué dans la proximité, les indices forts sont plutôt fréquents et les séries 
facilement repérables. Dans les séries plus longues aux items non marqués et explicitement 
signalés, les indices complémentaires sont en revanche plutôt rares.  
 
 
218 
 
En définitive, les raisons sous-jacentes de nos résultats sont une question incontournable. 
Pourquoi le marquage est-il plus imprécis et moins explicite dans les passages longs que 
dans les segments plus courts ? Contrairement au non marquage des séries les plus courtes, 
qui s’explique par la maxime de Grice (1975), ce résultat est plus difficile à justifier. Nous 
pouvons toujours spéculer sur des aspects cognitifs derrière l’interprétation des marqueurs 
des passages longs : les marqueurs exacts pourraient-ils être difficiles à mémoriser dans les 
segments longs et, de ce fait,  être délaissés ? Intuitivement, nous penchons cependant pour 
l’alternative contraire : le marquage explicite et exact serait nécessaire afin de rappeler au 
lecteur une organisation autrement difficile à mémoriser. La remarque de Jackiewicz 
(2005 : 98) sur le marquage plus explicite des séries plus longues tendrait d’ailleurs à 
conforter cette hypothèse. Par conséquent, nos résultats étant plutôt en opposition avec 
cette supposition, notre travail montre au moins la nécessité d’études quantitatives sur 
l’usage de la langue. Pour clarifier les raisons sous-jacentes de ce phénomène, des études 
plus approfondies semblent cependant s’imposer – le nôtre ne saurait que confirmer son 
existence.   
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8. SERIES LINEAIRES ET VARIATION 
    INTERDISCIPLINAIRE 
Dans les sections précédentes, nous avons examiné les séries linéaires, leur marquage et les 
facteurs qui les influencent. Cette section envisage ces structures selon une autre 
perspective en comparant leur usage dans les différents domaines scientifiques. Nous 
avons déjà, en section 2.2.3, décrit les trois disciplines dont les articles de notre corpus sont 
issus : la linguistique, l’éducation et l’histoire. Cette description fonde également leur 
comparaison car leurs caractéristiques peuvent expliquer leurs différences et similarités en 
regard de l’usage des séries linéaires.  
 
La linguistique et l’éducation se ressemblent à plusieurs titres : toutes deux se trouvent à 
l’intersection des sciences humaines et sociales, dont les résultats peuvent reposer sur des 
faits mesurables ainsi que sur le raisonnement du chercheur. Comme la nature des résultats 
influence, selon un nombre d’études (Hyland 2005b : 187-188, cf. aussi Hyland 2000 : 33 ; 
Dahl 2005 : 295 ; Fløttum et al. 2006 : 20-21), plusieurs caractéristiques des articles, cette 
similarité peut proposer que la linguistique et l’éducation se ressemblent. La similarité 
peut, par exemple, concerner la nature argumentative des articles et la présence d’indices 
de certitude et d’incertitude de l’auteur. De même, les conventions d’écriture et « les règles 
de la communauté scientifique » sont plutôt libres dans les deux domaines. Cela peut 
transparaître dans la variation des articles ainsi que dans l’emploi du métadiscours ; la 
structure des articles n’étant pas figée dans ces domaines, le lecteur doit être guidé plus 
explicitement à travers le texte. 
 
Science humaine plus typique, l’histoire diffère de la linguistique et de l’éducation ; ses 
résultats sont rarement mesurables et le rôle de l’argumentation y est très important (voir 
par exemple Hunston 1993 ; Martin 2003 ; Bondi 2009a). Les conventions d’écriture libres 
sont également typiques de ce domaine. Or, l’histoire comporte également des 
particularités la distinguant des autres sciences. La façon d’argumenter de ce domaine, 
notamment, est différente car elle ne recherche pas la généralisation des résultats mais 
simplement l’explication de « ce qui s’est réellement passé » (cf. section 2.2.3.5, Carr 
1961). Cet objectif transparaît pareillement dans la nature des articles que Bondi (2009a : 
98, aussi 2009b), par exemple, décrit comme narratifs. Cette narrativité est 
particulièrement remarquée dans les ouvertures des articles ; Bondi (2009a) et Bondi et 
Silver (2004) notent que les sources des voix y sont dramatisés à l’aide du discours 
rapporté. Nous estimons que le marquage de l’organisation textuelle et l’usage des séries 
linéaires, plus rares dans cette discipline selon notre hypothèse, peuvent aussi être 
influencés. 
 
À la suite, nous chercherons à examiner la variation de l’usage des séries linéaires dans les 
trois disciplines étudiées. Nous commencerons par les fréquences de toutes les séries ainsi 
que par celles des types de série particulières, soit entre autres les séries temporelles 
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s’organisant selon un axe chronologique. Dans un deuxième temps, nous comparerons les 
longueurs des séries et les présences des séries s’étendant sur plusieurs sections titrées, 
puis nous continuons par la variation du marquage des séries dans les disciplines étudiées. 
Enfin, la dernière partie de cette section sera consacrée à un autre type de comparaison ; 
elle compare les articles de notre corpus parus dans des revues canadiennes et ceux parus 
en France.  
 
8.1 FREQUENCES 
 
Le premier aspect évident de comparaison entre les disciplines est la fréquence des séries 
linéaires, présentée dans la Figure 36 ci-dessous. Comme nous le notons, l’histoire se 
distingue clairement de la linguistique et de l’éducation avec sa fréquence de série plus 
basse. La linguistique et l’éducation, en revanche, sont très similaires. Ces résultats 
confirment notre hypothèse introductive ; les séries linéaires sont plus fréquentes en 
linguistique et éducation qu’en histoire. La linguistique et l’éducation, en revanche, sont 
très similaires.  
 
 
Figure 36 Fréquences des séries dans les sous-corpus, en moyenne du nombre de séries / 1 000 
mots.  
 
Or, bien que les séries soient moins fréquentes en histoire, elles revêtent tout de même un 
rôle important dans ces articles. En moyenne, un article d’histoire inclut toujours sept 
séries linéaires. Par ailleurs, la proportion des séries enchaînées est similaire en histoire et 
dans les deux autres disciplines étudiées85. Ainsi, bien que le style narratif des articles 
d’histoire soit souvent souligné, le marquage de l’organisation textuelle dans ce domaine 
                                                     
85 La différence de proportion des séries enchaînées en histoire ainsi qu’en linguistique et en 
éducation ne semble pas statistiquement significative avec le test X2, la valeur p = 0,1423, X2 = 
2,15, N = 748. 
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ne doit pas être sous-estimé. L’Exemple 74 ci-dessous illustre l’usage des séries linéaires 
en histoire. Décrivant le ravitaillement de Paris en 1793, il se compose de deux items et 
d’une amorce répétant le nombre d’items. 
 
Exemple 74 
0  En revanche, au cours de l’automne 1793, se produit progressivement une quasi 
disparition des missions spécifiques destinées au ravitaillement de Paris, ce pour deux 
raisons. 
1  D’une part, un décret du 1er brumaire an II (22 octobre 1793) crée une Commission 
des subsistances, chargée initialement de veiller à l’exécution du Maximum des prix 
des grains voté le 11 septembre 1793, renforcé par le Maximum général des prix et 
salaires le 29 septembre. Celle-ci élargit très vite ses attributions et veille non 
seulement à l’approvisionnement de Paris, mais aussi à celui des armées, à celui des 
départements déficitaires, aux greniers d’abondance, aux importations de subsistances, 
etc.  
2  D’autre part, les représentants du peuple envoyés dans les départements pour des 
missions à «généralistes»  se substituent alors souvent à leurs prédécesseurs pour 
veiller aux approvisionnements, force étant en effet de constater que la plupart d’entre 
eux passent une partie importante de leur temps de mission à s’occuper des problèmes 
du ravitaillement, y compris, le cas échéant, le ravitaillement de Paris. 
Cl. Il faut donc attendre les lendemains de Thermidor pour voir réapparaître les missions 
spécifiquement réservées à cet approvisionnement de la capitale, mais avec cette fois 
des missionnaires dont les orientations politiques sont bien différentes. 
                         Biard 
 
Dans l’Exemple 74, les items correspondent au principe d’énumération annoncé par 
l’amorce, c'est-à-dire la raison. Ils sont également explicitement marqués par des 
connecteurs. Il s’agit donc d’une série assez typique. 
 
Outre les simples fréquences de toutes les séries, les proportions des séries avec une 
étiquette particulière reflètent aussi l’usage de ces structures dans les différents domaines. 
La Figure 37 ci-dessous présente les fréquences de ces structures, présentées en détail à la 
section 6.1. Les séries temporelles se composent d’items correspondant aux événements du 
monde extérieur décrits par le texte. Dans les séries argumentatives, les items 
correspondent à une thèse originale, à l’antithèse et à la conclusion, ou nouvelle thèse, 
selon le modèle de Toulmin (1958). Les séries accumulatives incluent un nombre 
important d’items, certains correspondant au principe d’énumération de la structure et 
d’autres présentant par exemple contre arguments ou concessions. Les séries à deux temps, 
enfin, comprennent deux séries inférieures dont la première présente les items auxquels 
ceux de la seconde série se réfèrent par des marqueurs thématiques, tels que en ce qui 
concerne et quant à. Les étiquettes section et méta, absentes de la figure, sont discutées 
lors de la comparaison des longueurs des séries en section suivante. 
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Figure 37 Fréquences des séries avec étiquettes particulières (en pourcentage du total).  
 
La Figure 37 montre que ce sont surtout les proportions des séries temporelles et 
argumentatives qui varient entre les domaines. Les séries temporelles sont moins 
fréquentes en linguistique qu’en éducation et en histoire86. La fréquence de ces séries en 
histoire est conforme à nos attentes car les articles de ce domaine s’efforcent de décrire et à 
interpréter des événements du passé. L’importance des notions temporelles dans ces 
domaine est également notée par Bondi (2009a : 87, voir aussi Martin 2003 : 28). Leur 
fréquence similaire en histoire et en éducation est en revanche intéressante87. Ainsi, 
quoique les séries temporelles soient typiques des articles en histoire, elles ne sont pas 
uniques en ce domaine. De plus, il faut noter que les séries temporelles ne forment toujours 
que 10 % environ des séries en histoire et en éducation alors que les séries typiques sont 
toujours majoritaires dans les deux domaines. La présence des séries temporelles 
n’affaiblit donc pas l’importance des séries typiques.  
 
En histoire, le rôle des séries temporelles est plutôt évident : elles décrivent souvent des 
événements du passé qui forment le centre de l’étude. En éducation, en revanche, leur 
fonctionnement est moins intuitif. Selon notre examen manuel, elles peuvent caractériser 
des périodes temporelles du passé mais décrivent plus souvent des étapes de l’analyse 
effectuées lors de l’étude rapportée. L’Exemple 75 ci-dessous illustre ce fonctionnement. 
 
 
 
 
                                                     
86 Avec le test X2, la différence de fréquence des séries temporelles est statistiquement significative.  
Entre la linguistique et l’éducation, la valeur p = 0,0022, X2 = 9,34, N = 539 ;  
entre la linguistique et l’histoire, la valeur p = 0,0006, X2 = 11,79, N = 509. 
87 Avec le test X2, la proportion des séries temporelles dans les articles en éducation et en histoire 
ne diffère pas. La valeur p = 0,793, X2 = 0,07, N = 448. 
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Exemple 75 
0  Ces observations se déroulent à l’UFR Sciences du Langage, de l’Homme et de la 
Société de Besançon en deux temps : 
1 d’abord sur l’ensemble du 2Â° semestre de l’année universitaire 2005-2006 (c’est-à-
dire de mi-janvier à fin avril. Elles s’échelonnent sur 12 séances d’une heure chacune, à 
raison d’une séance par semaine ; 
2  ensuite sur le 2Â° semestre de l’année universitaire 2006-2007 avec un autre groupe 
d’étudiants, de la même file et dans les mêmes conditions de temps et de durée. 
Cl. Les données recueillies permettront ainsi une comparaison entre les deux groupes. 
                                                                                                                             Parmentelat 
 
Dans l’Exemple 75, la série décrit l’analyse du travail en distinguant deux étapes 
auxquelles les items se réfèrent dans l’ordre chronologique. La fréquence de ce type de 
séries en éducation peut refléter certaines caractéristiques de ce domaine. Elle peut, par 
exemple, indiquer que la présentation détaillée de la méthode du travail et de ses étapes est 
importante dans ce domaine ou que les méthodes reposent souvent sur des étapes se 
succédant selon un ordre chronologique. Toutefois, la présentation de la méthode de cette 
façon semble typique uniquement pour l’éducation.  
 
Outre les séries temporelles, les séries étiquetées argumentatives aussi reflètent 
l’organisation et surtout l’argumentation typiques des disciplines différentes. Comme 
l’indique la Figure 37, les séries argumentatives sont clairement les plus fréquentes dans 
les articles en linguistique, présentent quelques occurrences en histoire et sont 
pratiquement absentes en éducation88. Cette distribution semblerait indiquer que 
l’organisation typique des séries argumentatives est plus courante en linguistique. Le plus 
fréquemment, ces séries semblent organiser une réflexion sur les aspects positifs et 
négatifs, par exemple d’un choix méthodique ou théorique du travail présenté. De plus, les 
items de ces séries peuvent correspondre aux conclusions ou interprétations alternatives de 
l’auteur. L’Exemple 76 ci-dessous se compose des aspects positifs et négatifs d’un 
programme de concordance. Le premier item présente un atout de ce programme et les 
deux autres des constats opposés à celui-ci, soit des antithèses. Enfin, la clôture conclut 
que, pour ces raisons, le programme ne serait pas très utile pour notre travail. 
Exemple 76 
1  Le concordancier, employé a minima comme simple outil de recherche dans le texte en 
version électronique […], est un précieux outil de repérage de certains marqueurs. 
2  Mais il ne pallie pas le problème de l’équivocité ou de la sous-détermination que nous 
avons à rencontrer (§ 4.2). 
3  Et il n’est de toutes façons que de peu d’utilité dans certains cas, comme celui de la 
causalité : sans développer plus avant, signalons simplement que celle-ci, omniprésente 
                                                     
88 La différence de fréquence des séries argumentatives est statistiquement significative avec le test 
X2.  
Entre la linguistique et l’éducation, p = 0,0003, X2 = 13,08, N = 539 ; 
entre la linguistique et l’histoire, p = 0,0342, X2 = 4,49, N = 509. 
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dans les textes, y prend dans les faits des tours très divers : les exemples [1] et [3], 
notamment, donnent lieu à une interprétation en termes de causalité. 
Cl  En conséquence, celle-ci ne relève pas d’un simple « repérage», et suppose une 
interprétation appuyée sur un empan large (palier du paragraphe au moins, ou encore 
rapport entre titre et texte d’un article). 
                        Lecolle 
 
En définitive, la rareté des séries à deux temps et des séries accumulatives empêche leur 
analyse statistique. Ainsi, ce sont surtout les fréquences des séries temporelles et 
argumentatives qui signalent des spécificités de l’organisation textuelle des domaines 
examinés. La fréquence des séries temporelles, surtout, est très informative ; elle indique 
que ce type d’organisation est typique de l’histoire et de l’éducation. Simultanément, le fait 
que la majorité des séries est tout de même typique et ne repose pas sur un axe temporel 
démontre que les séries linéaires et le marquage de l’organisation textuelle sont 
caractéristiques de toutes les trois disciplines examinées. Néanmoins, la rareté extrême des 
séries à deux temps et des accumulatives en histoire peut également être un indice d’une 
caractéristique de ce domaine bien qu’elle ne puisse pas être prouvée par une analyse 
quantitative. Nous pouvons toutefois nous demander si leur quasi absence signale un usage 
moins varié des séries en histoire tandis qu’en linguistique et en éducation la variété des 
structures différentes serait plus importante. Pareillement, la fréquence des séries 
argumentatives, surtout en linguistique, soutiendrait cette observation. 
 
8.2 LONGUEURS 
 
Outre la simple fréquence des séries, la longueur même de ces structures est un aspect 
susceptible de refléter la façon dont le métadiscours et le marquage de l’organisation 
textuelle sont présents dans les textes des différents domaines. Dans les sections 
précédentes, nous avons déjà décrit les longueurs des séries du corpus et examiné la 
variation de leur marquage. La Figure 38 ci-dessous présente les longueurs des séries selon 
les domaines d’étude. Il est à noter que les séries section dont les items correspondent aux 
sections titrées de l’article et les séries méta composées d’une série section et d’une série 
métadiscursive présentant les items-section à venir sont exclues de cette figure. Elles 
seront discutées par la suite. 
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Figure 38 Longueurs des séries des trois disciplines, séries section et méta exclues89.  
 
Selon la Figure 38, les longueurs des séries paraissent relativement similaires dans les 
différents domaines. Bien que la médiane en histoire (131) semble plus élevée que celle en 
éducation (126,5) et en linguistique (112), la différence ne peut pas être statistiquement 
prouvée90. La longueur des séries typiques ne semble donc pas varier dans les textes 
différents.  
 
Or, les fréquences des séries section et méta semblent indiquer que la longueur est tout de 
même une qualité distinctive selon les disciplines étudiées ; comme l’indique la Figure 39 
ci-dessous, les séries longues composées de sections entières ne sont pas utilisées de façon 
similaire dans les différentes disciplines. Comme pour la fréquence des séries typiques, 
c’est surtout l’histoire qui se distingue des deux autres domaines. 
 
 
                                                     
89 Le 1er quartile sépare les 25 % inférieurs des données et le 3e quartile les 75 % inférieurs.  
90 Entre l’histoire et la linguistique, la valeur p = 0,2025 avec Kruskal Wallis (H (X2) = 1,62, N = 
472 ;  
entre la combinaison de la linguistique et de l’education d’une part et de l’histoire de l’autre, la 
valeur p = 0,3179, H (X2) = 0,99, N = 694. 
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Selon la Figure 39, la grande majorité (18/23) des séries section est utilisée dans les 
articles en linguistique91. En histoire, elles ne présentent aucune occurrence. Le marquage 
explicite de la façon dont les sections sont organisées diffère donc surtout entre la 
linguistique et l’histoire.  
 
L’absence des séries section en histoire peut être due à deux facteurs ; soit leurs items ne 
sont pas structurés autour d’un principe d’énumération, soit cette organisation n’est pas 
suffisamment explicitement signalée pour former une série linéaire. La différence entre les 
fréquences de ces séries selon les domaines est tout de même claire. L’Exemple 77, tiré du 
sous-corpus linguistique, présente une série section dont les sections, soit les items, sont 
bien organisés autour d’un principe d’énumération et pour laquelle l’ordre entre les items 
est noté. Les sections discutent des prédications différentes, chacune traitant un type de 
prédication spécifique. Chaque item commence également par un indice signalant sa place 
exacte dans la série. 
Exemple 77 
1  2.1. Les prédications connectives.  
Je commence par l'étude de (1) : (1) cet homme vertueux me sera cher qui constituera un 
exemple de prédication «connective». Plus précisément, je m'intéresserai à l'emploi de 
[…] 
 
2   2.2. Les prédications centrées sur le groupe sujet.  
 Deuxième type de construction : les prédications centrées sur le groupe sujet. Il 
s'agit cette fois d'exemples comme […] 
 
3   2.3. Les prédications centrées sur le groupe verbal.  
                                                     
91 La fréquence des séries section en linguistique et en éducation est statistiquement significative 
avec le test X2, la valeur p = 0,04385, X2 = 4,06, N = 539. 
Figure 39 Séries section et méta dans les trois domaines. Les fréquences sont en pourcentages du 
nombre total des séries simples / enchaînées dans le sous-corpus. 
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 Troisième et dernier type de prédication, celui repéré par le Moyen Age qui y 
voyait, comme Frege le fera, la construction prédicative de base. Il s'agit de cas où le 
sens du sujet […] 
 
Cl.  2.4. Bilan.  
 En résumé, tous les énoncés expriment selon moi des principes, en «donc» ou en 
«pourtant», et ce qui distingue les constructions c'est la manière dont ce principe est 
fourni […] 
                       Carel 
 
Les fréquences des séries méta présentées dans la Figure 39 proposent aussi que la façon 
dont les sections sont organisées, ou du moins dont cette organisation est marquée, varie 
selon les domaines. Comme l’indique la figure, les séries méta, composées d’une série 
section et d’une série métadiscursive présentant les items-section à venir, sont relativement 
utilisées en linguistique et en éducation mais plutôt rares en histoire92. Ce résultat conforte 
notre hypothèse de rareté du métadiscours en histoire. L’Exemple 78 ci-dessous illustre la 
façon explicite dont les séries méta guident le lecteur et discutent l’organisation de 
l’article. Dans cette série, les deux items de la première série, signalés par des MIL, 
annoncent les thématiques des sections à venir. Ces thématiques sont également répétées 
dans les titres des sections respectives. 
Exemple 78 
0  Dans la suite de cet article, nous retiendrons deux aspects qui semblent importants 
pour la suite de la scolarité de ces élèves. 
1  Nous examinerons tout d’abord l’aménagement des classes 
2  puis nous détaillerons deux séances de langage observées dans les deux écoles les plus 
éloignées sur le plan du recrutement social. 
 
1   L’aménagement de la classe  
 Comme dans la plupart des petites sections d’école maternelle, ces cinq classes 
comportaient plusieurs espaces matérialisés destinés à des activités différentes. Outre 
l’endroit réservé au regroupement des élèves, on y trouvait des «coins» réservés à la 
peinture, […] 
 
2   L’enseignement dispensé : exemple de séances de «langage»  
 Nous avons eu la chance d’assister à la même séquence dans les deux classes qui 
constituent les bornes de notre échantillon sur le plan du recrutement social ([…]). Il 
s’agissait de la lecture d’un album, activité classique en maternelle. […] 
Maso-Taulère 
 
Dans l’Exemple 78 précédent, la série méta annonce au lecteur la structuration de l’article 
de façon très explicite et englobante ; elle présente les thématiques des sections à venir et 
indique leur ordre de discussion. La nature explicite du guidage transparaît également dans 
les choix lexicaux ; la série décrit l’action de l’auteur (nous examinerons – nous 
                                                     
92 La fréquence des séries méta entre l’histoire d’une part et la linguistique et l’éducation de l’autre 
est statistiquement significative avec le test X2, p = 0,0348, X2 = 4,45, N = 748. 
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détaillerons). Les titres des sections répètent encore les thématiques avec les mêmes choix 
lexicaux. Grâce à ces caractéristiques,  de l’ensemble des séries linéaires, les séries méta 
correspondent peut-être le mieux au métadiscours dans sa définition traditionnelle (cf. 
section 2.2.2) ; la série a pour but principal la présentation de la structure du texte à venir. 
L’information pourvue par les autres types de série peut être plus implicite. De fait, 
l’auteur n’y annonce pas nécessairement aussi directement la façon dont il organisera son 
texte mais guide plutôt le lecteur parmi des segments plus courts. Comme exposé dans les 
sections précédentes, le guidage fourni par les autres types de séries linéaires peut 
également être imprécis.  
 
Comme exemple de la nature différente des séries typiques face aux séries méta, prenons le 
marquage des items relativement courts par d’une part – d’autre part ou par le premier –le 
second. Par comparaison avec l’Exemple 78 ci-dessus, il semble fonctionner à un tout 
autre niveau de guidage. Alors que le marquage des séries linéaires naît plutôt des indices 
de cohésion, sans doute présents dans pratiquement tous les textes cohérents, le 
métadiscours est plus restreint, couvre uniquement une partie mineure de l’usage des 
indices de cohésion et est utilisé seulement dans des textes de certains genres discursifs. 
Cette différence peut également expliquer la rareté des séries méta et la fréquence relative 
des autres types de série dans les articles d’histoire. Il se peut que le guidage du lecteur 
fourni par les autres types de série soit plus implicite et donc plus usité dans tous les textes. 
Le guidage pourvu par les séries méta serait, en revanche, entendu comme plus explicite, 
direct et typique uniquement de certains textes.  
 
L’Exemple 78 ci-dessus a illustré la façon explicite et holistique dont les méta guident le 
lecteur. L’Exemple 79 ci-dessous, en revanche, présente la façon plus implicite dont les 
autres types de série structurent le texte et participent ainsi à ce même guidage. Composée 
d’une série NMet et d’une autre PNM, elle inclut des items explicitement signalés et des 
items non marqués. De plus, elle est précédée d’une amorce exacte et suivie d’une clôture.  
Exemple 79 
0 Ainsi, pour prendre deux exemples parmi les plus précis, 
1  il existe de fortes différences entre la révolte des métayers du Bas-Adour en 1920 
2  et les contestations multiples des métayers gemmeurs dans l'entre-deux-guerres. 
1  Les premiers, exerçant leurs activités dans le sud du département, en Chalosse, 
protestèrent contre le régime draconien des contrats qui leur étaient imposés. 
2  Les gemmeurs, quant à eux, tout en contestant également les conditions 
contractuelles, ne réclamaient pas l'accès à la propriété de la terre, mais demandaient à 
l'inverse l'obtention du statut de salarié. 
Cl. Cette différenciation s'explique avant tout par leur relation distincte à l'économie de 
marché, les gemmeurs ayant dû faire face au passage douloureux d'une exploitation 
agro-pastorale de la terre à une exploitation agro-sylvicole, la sylviculture étant 
largement dominante. 
                  Lafargue 
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La lecture de l’Exemple 79 permet de noter que le guidage fourni par cette série est 
différent et plus indirect que celui de la série méta dans l’exemple précédent. Nous 
pouvons peut-être conclure que cette série contribue plus à rendre la représentation mentale 
de l’auteur (discours) à un format textuel physique, lisible pour le lecteur (texte)93 que les 
méta qui approchent le lecteur plus directement. 
 
8.3 MARQUAGES 
 
Dans les deux sections précédentes, nous venons de montrer que la fréquence des séries 
linéaires varie dans les trois disciplines étudiées bien que des similarités importantes 
existent aussi. Notamment, les articles en linguistique et en éducation se ressemblent selon 
plusieurs critères ; les fréquences de toutes les séries sont similaires et les séries méta sont 
aussi utilisées de manière semblable. L’éducation se caractérise pourtant par la présence de 
séries temporelles s’organisant sur un axe chronologique tandis que les séries 
argumentatives, structurant le texte selon une thèse originale, une antithèse et une 
conclusion, sont typiques de la linguistique. Les séries section composées d’items 
correspondant aux sections titrées présentent également une fréquence supérieure en 
linguistique qu’en éducation. Les articles en histoire, en revanche, diffèrent plus clairement 
des deux autres disciplines. Ils se caractérisent par une fréquence plus faible de tout type 
de série. De plus, comme en éducation, les séries temporelles s’organisant sur un axe 
chronologique sont souvent employées bien que les structures soient tout de même 
majoritairement des séries typiques. Le manque des séries section et méta, s’organisant 
autour des sections titrées, est également une caractéristique des séries en histoire. Il 
semble donc que le guidage explicite du lecteur assuré par les méta ainsi que l’organisation 
des sections autour d’un principe d’énumération sont plus rares dans ce domaine.  
 
Les résultats jusqu’ici présentés sont tous liés à la fréquence des séries linéaires ; soit à la 
fréquence de tout type de structure, soit à la fréquence des variantes particulières. Or, outre 
celle-ci, la qualité des séries de notre corpus varie aussi. Cette section traite donc 
uniquement cet aspect et la variation de la qualité des séries entre les domaines de la 
linguistique, de l’éducation et de l’histoire.  
 
Dans notre recherche, nous avons déjà examiné au cours des sections précédentes la 
qualité du marquage des séries linéaires, surtout à partir des catégories de série et des 
amorces et clôtures possiblement liées à la série. À la suite, nous comparerons leur 
variation dans les domaines étudiés en commençant par les catégories de série et en 
continuant par les amorces et clôtures. 
 
 
                                                     
93 Dans la partie théorique, nous avons, suivant Cornish (1999 : 32-35, aussi 1990 et 2006) et Péry-
Woodley (2000 : 13-14), discuté de la conception du discours comme représentation mentale de 
l’auteur et du texte comme trace physique de celui-ci. 
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8.3.1 CATEGORIES DE SERIES DANS LES DISCIPLINES ETUDIEES 
Comme nous l’avons montré, les catégories de séries sont établies selon la présence des 
différents types de marqueurs et des items non marqués. Parmi les séries simples, les séries 
homogènes (HOMO) se composent d’items signalés par le même type de marqueurs alors 
que, dans les séries mixtes (MIX), les types de marqueurs varient et celles partiellement 
non marquées (PNM) incluent des items non marqués ainsi que d’autres explicitement 
signalés. Dans les séries non marquées (NM), enfin, tous les items sont non marqués et le 
nombre d’items annoncé par une amorce. Les NMet sont autrement similaires aux NM-ci 
mais incluent également un item signalé par une conjonction de coordination. Les séries 
enchaînées sont classifiées à partir de ces mêmes critères, selon le marquage de leurs séries 
inférieures. La distribution des catégories de séries entre les trois domaines d’étude est 
présentée ci-dessous dans la Figure 40. Afin de simplifier l’analyse, les séries NM et NMet 
sont réunies et, de même que dans les sections précédentes, seules les catégories de séries 
enchaînées les plus fréquentes sont présentées.  
 
 
Figure 40 Catégories de séries selon les trois disciplines examinées. Les fréquences sont en 
pourcentages du total.  
 
A partir de la Figure 40, il semblerait que la présence de presque toutes les catégories de 
séries varie entre les domaines. Dans la pratique, pourtant, le nombre d’occurrences des 
séries enchaînées est si bas que les différences sont, dans la plupart des cas, difficiles à 
prouver. Pour les séries simples, en revanche, les différences sont significatives ; c’est 
surtout l’histoire qui se distingue des deux autres domaines, les séries homogènes s’y 
faisant plus rares94 et les séries partiellement non marquées plus fréquentes95. Les séries 
                                                     
94 La différence de fréquence des séries HOMO est statistiquement significative avec le test X2.  
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partiellement non marquées sont également plus fréquentes en éducation qu’en 
linguistique96. Entre les trois domaines, le marquage des séries paraît ainsi le plus explicite 
en linguistique et le plus implicite en histoire. L’éducation se situe entre ces deux 
disciplines.  
 
Ci-dessous, l’Exemple 80 illustre le marquage explicite des séries linéaires à partir d’une 
série homogène tirée d’un article en histoire ; il s’agit donc d’un mode de marquage plus 
rare dans ce domaine. L’exemple se compose d’une amorce vague indiquant que la série se 
compose de quelques ouvrages et de deux items explicitement signalés. Avant tout, le 
premier marqueur, surtout n’est pourtant pas des plus typiques bien qu’annoté comme 
connecteur. Par conséquent, le marquage de la série n’est peut-être pas très prototypique 
bien qu’il s’agisse d’une structure annotée comme homogène.  
Exemple 80 
0  Je m’appuie, pour ce faire, sur quelques ouvrages récents ; 
1  avant tout, les études pionnières d’Yves Bénot, et singulièrement son étude fouillée 
des positions des rédacteurs de La Décade sur le problème de l’esclavage entre 1795 et 
1802 dans La démence coloniale sous Napoléon. […] 
2  Il faut encore citer l’ouvrage de Claude Wanquet, La France et la première abolition de 
l’esclavage, 1794 - 1802. Cet ouvrage étudie en détail l’évolution des colonies orientales 
([…]), mais il accorde également une large place aux hésitations et contradictions de 
la politique officielle de la Première République. […] 
                                             Gainot 
 
L’Exemple 80 illustre le marquage plutôt exact des séries linéaires et de l’organisation 
textuelle, qui donc est plus typique en linguistique et en éducation qu’en histoire. 
L’Exemple 81 ci-dessous, en revanche, présente une série PNM qui, selon nos résultats, 
représente une façon typique d’organisation textuelle en histoire. 
Exemple 81 
1 Au premier plan des destinations de ces exportations, et loin devant l’Amérique 
Latine, viennent les pays industrialisés ou en voie d’industrialisation. Les pays 
européens, des États Sardes aux villes hanséatiques, et notamment les pays frontaliers, 
absorbent en effet tout au long du siècle plus de 60 % du volume de vêtements en 
vieux exportés par les marchands parisiens.  
2 Les exportations vers le reste de l’Europe et la Russie, vers l’Amérique Latine et la 
façade atlantique des États-Unis s’élèvent, elles, à 10 %.  
3 L’Afrique du Nord et le Sénégal apparaissent au début de la Monarchie de Juillet. 
Infimes en 1839, les quantités expédiées augmentent constamment grâce à l’ouverture 
                                                                                                                                                   
Entre la linguistique et l’histoire, la valeur p = 0,0025, X2 = 9,12, N =  423 ; 
entre l’éducation et l’histoire, la valeur p = 0,0083, X2 = 6,96, N = 375.  
95 La différence de fréquence des séries PNM est statistiquement significative avec le test X2. Entre 
l’histoire et la combinaison de l’éducation et de la linguistique, la valeur p = 0,0095, X2 = 6,73, N = 
618. 
96 La différence de fréquence des séries PNM est statistiquement significative. Entre la linguistique 
et l’éducation, avec le test X2 la valeur p = 0,0165, X2 = 5,75, N = 438. 
 
232 
 
de nouveaux marchés, notamment en Algérie qui en 1860 en capte à elle seule près de 
5 %.  
4 Enfin, on trouve en dernière position et dès les années 1830 les Indes et 30 ans plus 
tard la Chine et le Japon.  
Charpy 
 
L’Exemple 81 énumère des destinations d’exportations importantes au XIXème siècle, 
chaque item correspondant à une destination ou un groupe de destinations. De ces quatre 
items, seuls le premier et le dernier item sont explicitement signalés par des marqueurs 
exacts, soulignant leur place dans la liste : au premier plan et enfin, en dernière position. 
Les autres items peuvent être identifiés surtout grâce à la répétition des noms de 
destination. 
 
Les séries homogènes et partiellement non marquées sont celles distinguant le plus 
clairement les domaines examinés. Or, outre celles-ci, les séries NM semblent aussi 
varier ; elles sont plus fréquentes en linguistique qu’en histoire et en éducation97. Dans les 
sections précédentes, nous avons décrit les séries NM comme courtes et souvent 
combinées aux amorces et clôtures. Grâce à ces caractéristiques, le marquage exact des 
items deviendrait facilement répétitif dans ces séries. Or, elles s’avèrent en général 
relativement faciles à repérer malgré le non marquage. L’Exemple 82 ci-dessous illustre 
ces séries. Cet exemple est composé d’une amorce exacte annonçant les items et leur 
nombre, de deux items et d’une clôture. Parmi les items, le premier est non marqué et le 
deuxième signalé par la conjonction de coordination et.  
Exemple 82 
0  On distingue donc schématiquement deux phases dans une étude linguistique : 
1  la phase d'analyse d'un ensemble fini de données 
2  et la phase de confrontation des résultats de cette analyse, c'est-à-dire des hypothèses 
avancées, à la réalité. 
Cl. Il s'ensuit que le recours explicite au corpus peut intervenir dans une phase liminaire 
de la recherche au moment où l'on tente de cerner les faits pertinents ou en fin de 
recherche au moment de valider les hypothèses émises.  
                      Dalbera 
 
Malgré le non marquage, les séries NM (et NMet) structurent le texte d’une manière 
relativement exacte. Dans l’Exemple 82 ci-dessus aussi, l’amorce exacte, la clôture et la 
faible longueur des items assurent l’identification facile des items et la cohérence du texte. 
De même, la répétition du mot phase dans l’amorce et les deux items contribue à ce 
processus. Étant donné cette nature explicite, la fréquence plutôt importante des séries NM 
dans les articles en linguistique semble refléter le même phénomène que la fréquence des 
                                                     
97 La différence de fréquence des NM est statistiquement significative avec le X2.  
Entre la combinaison de l’histoire et de l’éducation et de la linguistique, la valeur p = 0,0051, X2 = 
7,83, N = 618.  
La fréquence de ces séries semble plutôt similaire entre l’histoire et l’éducation avec le test X2. La 
valeur p = 0,0877, X2 = 2,92, N = 375. 
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séries homogènes et la rareté des séries PNM ; le marquage de l’organisation textuelle est 
plus exacte et explicite en linguistique que dans les deux autres domaines.  
8.3.2 AMORCES ET CLOTURES  
Outre les marqueurs d’item, aussi les amorces et les clôtures peuvent refléter la nature 
exacte et explicite du marquage des séries linéaires. La Figure 41 ci-dessous expose les 
fréquences des amorces selon les disciplines. L’étiquette 0=0 indique l’absence de 
l’amorce, 0=NUM la présence d’une amorce exacte, 0=VAG une amorce vague (cf. 
l’Exemple 80), 0=IMP une amorce implicite et 0=Q une amorce question. Les types sont 
discutés en détail à la section 4.2.4 et 5.2.2. 
 
Figure 41 Types d’amorces selon les disciplines dans toutes les séries du corpus en pourcentages du 
total.  
 
La Figure 41 indique tout d’abord que les séries sans aucune amorce semblent plus 
fréquentes en histoire (59 %) qu’en linguistique (54 %) et en éducation (49 %). La 
différence entre les séries en histoire et celles en éducation semblerait également 
statistiquement significative98, bien que celles entre les autres disciplines n’aient pu être 
prouvées. Pour autant, comme les amorces, le cas échéant, contribuent au marquage des 
séries linéaires, cette observation conforte nos résultats de la section antérieure sur le 
marquage moins exact des séries en histoire. De plus, la Figure 41 semble également 
proposer que les amorces exactes, précisant le nombre d’items de la série, sont plus 
fréquentes en éducation qu’en linguistique et en histoire. Cette variation disparaît pourtant 
si les amorces et clôtures exactes sont examinées ensemble99.  
 
                                                     
98 Avec le test X2, la valeur p = 0,0558, X2 = 3,66, N = 448. 
99 Pour les articles en linguistique, 58 % ne sont ni précédées, ni suivies d’une amorce ou clôture 
exacte alors que le rapport s'élève à 59 % en éducation et à 62 % en histoire.  
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Les fréquences des clôtures, en revanche, sont présentées dans la Figure 42 ci-dessous. 
Comme pour la fréquence des amorces, celle des clôtures reflète aussi le marquage moins 
explicite des articles en histoire. Les séries sans aucun type de clôture sont les plus 
fréquentes en histoire et les moins utilisées en linguistique100. En éducation, elles semblent 
se situer entre ces deux disciplines. Dans la figure, l’étiquette R=0 indique l’absence de 
clôture, R=NUM une clôture exacte, R=ANA une clôture anaphorique, R=CON un 
connecteur conclusif ou explicatif et R=ACON un connecteur adversatif. 
 
Figure 42 Types de clôtures selon les disciplines dans toutes les séries du corpus en pourcentages du 
total.  
 
Nos résultats sur les fréquences des amorces et des clôtures soutiennent donc tous deux le 
marquage moins explicite des séries dans les articles en histoire ; les séries sans aucun type 
d’amorce ou de clôture sont plus fréquentes en histoire. De plus, l’éducation semble se 
situer entre elles, similaire à la linguistique au regard des amorces alors que la fréquence 
des clôtures la relie davantage à l’histoire.  
 
Nous avons démontré maintes fois la façon dont les amorces et clôtures peuvent contribuer 
au guidage du lecteur dans le texte. L’Exemple 83 est similaire. Énumérant des travaux sur 
l’apprentissage lors d’échanges sociocognitifs, il se compose de trois items qui tous 
correspondent à un type de travail : la parution des revues consacrées à la thématique, un 
colloque et une autre revue scientifique.  
 
 
                                                     
100 Avec le test X2, la différence de fréquence des séries sans aucune clôture semble statistiquement 
significative.  
Entre la linguistique et l’histoire, la valeur p = 0,0178, X2 = 5,61, N = 509 ;  
entre la linguistique et l’éducation, la valeur p = 0,0002, X2 = 14,41, N = 539. 
La différence entre l’histoire et l’éducation n’a pas pu être prouvée. 
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Exemple 83 
1  Le numéro du Bulletin de Psychologie « Interaction, acquisition de connaissances et 
développement » (2003) ainsi que le numéro spécial de l’INETOP « Coopérer et 
apprendre par le dialogue » (2003) offrent un certain nombre d’exemples de ces 
recherches visant à mettre en évidence le rôle des échanges dialogiques dans 
l’appropriation des savoirs scolaires.  
2  La tenue récente du colloque « Faut-il parler pour apprendre ? » (IUFM Nord — Pas 
de Calais, Université Lille 3) qui réunissait des chercheurs de différents horizons 
montre que cet intérêt est désormais partagé par différentes disciplines, […]. 
3  On pourrait aussi citer plusieurs articles de la revue de didactique du français Repères. 
Cl. L’ensemble de ces travaux concourt à analyser comment le sujet apprend au cours 
d’échanges sociocognitifs et à préciser le rôle des échanges langagiers dans cet 
apprentissage. 
                         Berzin 
 
Des items de l’Exemple 83, seul le dernier est signalé explicitement, par le connecteur 
aussi. Bien que les items soient compréhensibles sans la clôture, elle nous semble toutefois 
faciliter la lecture. L’annonce explicite, surtout, du principe d’énumération ces travaux 
aide le lecteur à comprendre la raison de l’énumération de ces items, leur trait commun. De 
plus, la clôture indique explicitement au lecteur la fin de la série de sorte qu’il n’ait pas à la 
déduire lui-même.  
 
En définitive, outre les fréquences de toutes les amorces et clôtures, la Figure 41 et la 
Figure 42 présentent également les fréquences des types d’amorce et clôture plus rares. 
L’amorce implicite et l’amorce question, principalement, ainsi que les clôtures signalées 
soit par un connecteur explicatif ou conclusif, soit par un connecteur adversatif, sont toutes 
relativement peu utilisées. De même que la présence des séries avec des étiquettes 
particulières, ainsi les séries temporelles et argumentatives, ces types d’amorce et de 
clôture peuvent pourtant aussi refléter un usage ou marquage différent des séries dans des 
différents domaines. Pour cette raison, leurs fréquences sont encore répétées ci-dessous 
dans la Figure 43. 
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Figure 43 Fréquences des types d’amorce et clôtures rares dans les domaines (en pourcentage du 
total).  
 
Selon la Figure 43, les fréquences des types d’amorce et des types de clôture présentés 
semblent varier. Seules les différences entre les amorces sont pourtant significatives. Les 
amorces implicites indiquant uniquement la thématique discutée dans la série sont plus 
rares en histoire qu’en linguistique101. L’éducation semblerait encore se situer entre les 
deux mais les différences n’ont pu être prouvées statistiquement. De plus, les amorces 
question semblent aussi plus fréquentes en linguistique qu’en histoire et en éducation102. 
 
La fréquence des deux types d’amorces rares en linguistique reflète surtout l’alternance du 
marquage selon les différents  domaines ; il semblerait donc plus varié en linguistique alors 
qu’en éducation et histoire seules les façons de marquage plus typiques sont utilisées. 
Outre sa fréquence supérieure et son caractère plus explicite, le marquage des séries 
linéaires semble ainsi également plus varié en linguistique. L’Exemple 84 ci-dessous 
illustre cette variation. Il comprend une série de trois items, tous explicitement signalés par 
des MIL, et une amorce question à laquelle les items donnent chaque une réponse. 
Exemple 84 
0  On pourrait se demander pourquoi elles ne sont pas, dès cette époque, intervenues 
directement dans la question de l’origine des langues. 
1  D’abord, les créoles sont considérés comme des langues formées ; 
                                                     
101 Avec le test X2, la différence est significative avec la valeur p = 0,0342, X2 = 4.49, N = 509. 
102 Avec le test X2, la différence est statistiquement significative.  
Entre la linguistique et l’histoire, la valeur p = 0.0027, X2 = 8,97, N = 509 ;  
entre la linguistique et l’éducation, la valeur p = 0,0439, X2 = 4,06, N = 539. 
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2  ensuite, ils invalident les hypothèses biologiques sous la forme racialiste (une langue 
= une race) spécifique de l’époque, puisqu’on parle à leur propos de langues hybrides 
(Adam) ou mixtes (Schuchardt) ; 
3  enfin, ils ne respectent pas le modèle arborescent (1 langue mère, n descendantes par 
divergence), en mettant en lumière le schéma inverse (n « langues mères», 
descendante par convergence).  
Auroux 
 
8.4 VARIATION INTERCONTINENTALE ? 
 
Dans cette section, nous avons examiné, pour l’heure, la variation de l’usage des séries 
linéaires dans les trois domaines de notre étude, soit la linguistique, l’éducation et 
l’histoire. Nous adoptons à présent une autre perspective et menons une brève comparaison 
sur une autre base : les revues scientifiques françaises et les revues scientifiques 
canadiennes.  
 
Comme expliqué à la section 5.1.2, l’accessibilité supérieure des revues canadiennes au 
format électronique nous a menée à inclure dans notre corpus quelques articles parus dans 
ces revues. Ainsi, notre sous-corpus en éducation intègre 16 articles parus dans des revues 
françaises plus 14 articles parus au Canada et 24 articles de revues françaises plus 6 de 
revues canadiennes en histoire. Outre la facilité d’accès, nous avons justifié ce choix par le 
nombre final relativement faible de ces articles dans notre corpus et par le constat de 
Fløttum et al. (2006 : 10-11, 18), selon qui la similarité des textes écrits dans une langue 
dépasse les frontières nationales. Ils ajoutent également que la norme française semble 
valoir pour tous les textes rédigés en français. Dans cette section, nous cherchons à valider 
ce constat en montrant que l’usage des séries linéaires ne diffère pas d’une manière 
significative entre les revues françaises et canadiennes, pour ainsi justifier la présence de 
ces revues dans notre corpus.  
 
L’aspect de comparaison le plus important est évidemment la fréquence des séries. Comme 
les longueurs des articles varient significativement selon les revues (cf. le Tableau 1 à la 
page 94), il semble inadéquat de comparer les simples fréquences de série dans chaque 
article. Pour cette raison, nous avons, pour chaque article, calculé le nombre de séries 
incluses dans un segment de 1 000 mots103. Cette figure facilite la comparaison des 
fréquences des séries. La Figure 44 ci-dessous présente les fréquences des séries simples et 
enchaînées dans le sous-corpus éducation et la Figure 45 les mêmes dans le sous-corpus 
histoire.  
                                                     
103 (Nombre de séries / Nombre de mots de l’article) * 1 000 
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Figure 44 Les séries simples (à gauche) et les enchaînées (à droite) dans les revues françaises et 
canadiennes dans le sous-corpus éducation.  
 
Au premier abord de la Figure 44 et de la Figure 45, les fréquences des séries dans les 
revues françaises et canadiennes semblent similaires. Or, dans la Figure 44 représentant les 
articles en éducation, les figures sont presque systématiquement légèrement plus élevées 
dans les françaises que dans les canadiennes. La différence est difficile à examiner 
statistiquement du fait des articles sans aucune série et du nombre limité d’occurrences qui 
donc dans ce cas correspondent à des articles. La médiane des simples étant de 1,01 pour 
les françaises et de 0,88 pour les canadiennes et celle des enchaînées de 0,17 pour les 
françaises et de 0,08 pour les canadiennes, les différences sont cependant minimes. Pour 
cette raison, l’existence d’une différence réelle nous semble cependant improbable, au 
moins dans notre corpus. En outre, la fréquence supérieure des séries dans la partie 
française irait à l’encontre des résultats rapportés dans le projet KIAP (Fløttum et al. 
2006) ; selon Dahl (2004 : 1821), entre autres, le métadiscours utilisé en français ne 
représente que 50 % de celui employé en anglais. Ainsi, l’influence des normes 
anglophones sur les revues canadiennes devrait être patente dans la fréquence supérieure 
des séries dans celles-ci, et non l’inverse.  
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Figure 45 Les séries simples (à gauche) et les enchaînées (à droite) dans les revues françaises et 
canadiennes dans le sous-corpus histoire. 
 
Pour le sous-corpus histoire aussi, certains chiffres de fréquences semblent légèrement plus 
élevés dans la partie française que dans la canadienne ; la médiane des simples est de 0,68 
pour la première et de 0,55 pour la seconde. À nouveau, la différence est tout de même 
minime et très probablement irréelle. Les moyennes identiques des parties et la faible 
fréquence d’articles soutiennent aussi cette idée. Le faible nombre d’occurrence dérange 
également l’examen des séries enchaînées. En effet, elles ne sont incluses que dans 10 
articles de la partie française et dans trois de la partie canadienne. Les fréquences semblent 
cependant similaires malgré le chiffre maximal très élevé de la partie française.  
 
Dans notre corpus, pour le moins, les fréquences des séries linéaires semblent donc 
similaires dans les revues françaises et canadiennes. Évidemment, une étude plus vaste 
s’impose afin de confirmer globalement cette tendance. Surtout, l’examen détaillé des 
séries enchaînées nécessiterait un corpus plus important. Cette section devant se limiter à 
démontrer les tendances de notre corpus, nous n’irons pas plus loin dans cette étude.  
 
Dans les sections précédentes, nous avons comparé, outre les simples fréquences, la qualité 
du marquage des séries dans les différentes disciplines. Pour terminer cette section et 
démontrer à nouveau la similarité de l’usage des séries linéaires, nous présentons à la suite 
les distributions des catégories de série dans les deux types de revue. Comme les séries 
enchaînées sont très dispersées et présentent peu d’occurrences, nous nous privilégions les 
séries simples.  
N = 209 
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Figure 46 Catégories de séries selon les deux types de revue en éducation.  
 
 
Figure 47 Catégories de séries selon les deux types de revue en histoire.  
 
Les qualités du marquage des séries linéaires des deux sous-corpus sont présentées ci-
dessus dans Figure 46 et dans la Figure 47. Comme nous le notons, les distributions dans le 
sous-corpus éducation, surtout, sont très similaires. Bien que les fréquences des séries non 
marquées semblent plus élevées dans les revues françaises que dans les canadiennes, la 
différence n’est pas statistiquement significative104. Dans le sous-corpus histoire non plus, 
les variations des catégories des séries simples ne sont pas signifiantes105. Ainsi, la façon 
dont les séries linéaires sont marquées ne semble pas différer entre les revues françaises et 
canadiennes. 
                                                     
104 Avec le test X2, la valeur p = 0,6616, X2 = 0,19, N = 195. 
105 Avec le test X2, aucune des différences des catégories n’est statistiquement significative.  
Entre les homogènes, la valeur p = 0,3791, X2 = 0.78, N = 180 ;  
entre les PNM la valeur p = 0,6654, X2 = 0,19, N = 180 ; 
entre les séries mixtes, la valeur p =  0,4838, X2 = 0,49, N = 180 ; 
entre les NM, la valeur p = 0,8123, X2 = 0,06, N = 180. 
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8.5 BILAN : VARIATION INTERDISCIPLINAIRE ET VARIATION 
INTERCONTINENTALE 
 
Cette section s’est proposée comme but de  comparer la fréquence et la variation des séries 
linéaires dans les trois sous-corpus de notre étude, soit en linguistique, en éducation et en 
histoire.  
 
Le premier aspect examiné est la fréquence des séries dans les trois sous-corpus. Comme 
prévu, les séries linéaires sont plus rares en histoire et plus utilisées en linguistique et en 
éducation. De plus, les séries temporelles s’organisant sur un axe chronologique sont aussi 
très fréquentes dans les articles d’histoire. Le style de ce domaine ayant souvent été décrit 
comme narratif et ses articles discutant d’événements du passé, ces deux résultats sont 
attendus. Or, simultanément, ils indiquent que les séries linéaires sont toujours aussi 
relativement utilisées en histoire et que l’organisation textuelle s’y montre marquée, 
malgré le style et la structure différents de ces textes. L’importance des séries linéaires ne 
doit donc pas être sous-estimée dans ce domaine non plus. 
 
Outre la fréquence du marquage, nous avons également comparé la variation de la qualité 
des séries linéaires. Selon cette perspective également, l’histoire semble se distinguer des 
deux autres domaines, bien qu’aussi l’éducation diffère de la linguistique sous certains 
aspects. En histoire, les séries longues s’étendant sur plusieurs sections titrées, surtout, sont 
rares. Les séries section dont les items correspondent aux sections titrées sont absentes et 
les séries méta composées d’une série section et d’une série métadiscursive présentant 
explicitement la structure de la série section sont moins utilisées. D’une part, la faible 
fréquence de ces deux types de série peut s’expliquer par la structure différente des articles 
en histoire ; si les sections ne suivent pas un principe d’énumération, il leur est impossible 
de former une série linéaire. D’autre part, le manque des séries métadiscursives, surtout, 
peut refléter la rareté du métadiscours. En effet, parmi toutes les séries linéaires, ce sont 
elles qui guident le lecteur et se réfèrent au texte lui-même le plus explicitement.  
 
La présence des items non marqués et des séries signalées par le même type de marqueurs, 
également, reflète la variation de la qualité des séries linéaires et la différence de l’histoire 
par rapport aux deux autres domaines. Les séries avec des items non marqués, surtout, sont 
très fréquentes dans ce domaine. Les séries dont tous les items sont explicitement signalés 
sont, elles, plus rares. Outre leur rareté, les séries linéaires sont donc, dans ce domaine, 
moins explicitement signalées. La fréquence des séries sans aucune amorce et de celles 
sans aucune clôture en histoire conforte également cette idée. 
 
C’est également la qualité du marquage qui sépare les articles de la linguistique et de 
l’éducation. En effet, certaines caractéristiques de l’éducation la rapprochent de l’histoire 
et, par conséquent, des sciences humaines. Dans ce domaine aussi, les séries section sont 
plus rares qu’en linguistique et les séries temporelles aussi fréquentes qu’en histoire. Dans 
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le cas de l’éducation, elles décrivent souvent les phases de l’analyse effectuées pour 
l’article. Pareillement, le marquage des séries linéaires dans le sous-corpus éducation 
ressemble à celui de l’histoire ; les séries avec des items non marqués y sont plus 
fréquentes qu’en linguistique.  
 
Des disciplines étudiées, la linguistique se caractérise par un marquage plus exact ; les 
séries homogènes composées d’items explicitement signalés et celles non marquées dont le 
nombre d’items est signalé avant ou après la série y sont très fréquentes, alors que les 
séries avec items non marqués sont plus rares. L’importance des séries linéaires en 
linguistique est visible également dans la variation des types d’amorce précédant les séries. 
En effet, tandis que les amorces en éducation et en histoire suivent les types les plus 
fréquents, celles en linguistique adoptent des formes plus variées.  
 
Bref, les domaines examinés diffèrent donc en fréquence et en qualité des séries linéaires. 
La Figure 48 résume ces caractéristiques.  
 
Figure 48 Résumé des caractéristiques des domaines examinés.  
 
 
LINGUISTIQUE 
 
- Séries linéaires fréquentes 
 
- Marquage exact : 
- Séries homogènes 
- Séries non marquées 
 
- Variation du marquage : 
- Amorces variées 
- Séries section et méta fréquentes 
 
EDUCATION 
 
-Séries linéaires fréquentes 
 
- Marquage plutôt exact : 
- Séries homogènes mais aussi séries PNM avec
items non marqués 
 
- Variation du marquage 
- Séries temporelles 
- Quelques séries section 
- Séries méta fréquentes 
 
HISTOIRE 
 
- Séries linéaires plus rares, quoique toujours utilisées  
 
- Marquage plutôt imprécis : 
- Séries PNM avec items non marquées fréquentes 
- Séries homogènes rares 
- Séries sans amorce et clôture 
 
- Variation du marquage : 
- Séries temporelles 
- Séries section absentes 
- Séries méta rares 
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Le résultat de l’histoire était attendu, comme nous l’avons déjà constaté. La différence 
entre la linguistique et l’éducation, en revanche, concerne plus la qualité du marquage et 
est plus imprévue. Comme les travaux sur le métadiscours et le marquage de l’organisation 
textuelle en général se concentrent sur la fréquence des deux, nos résultats s’avèrent 
cependant difficilement comparables. Serait-il possible que la nature plus implicite du 
marquage soit corrélée avec la rareté des séries linéaires, comme c’est le cas pour 
l’histoire ? Ou s’agit-il de deux caractéristiques indépendantes ? Nos résultats en éducation 
conforteraient cette dernière hypothèse : la fréquence des séries y est similaire à celle de la 
linguistique mais la qualité du marquage, en revanche, est moins explicite.  
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9. POUR CONCLURE 
La question centrale dans cette thèse a été l’organisation textuelle et les façons dont on la 
marque (ou non). Afin d’aborder cette question, nous avons examiné un mode 
d’organisation textuelle, les séries linéaires, qui sont des structures organisant un segment 
textuel en items qui se suivent d’une façon linéaire dans le texte et dont au moins une 
partie est signalée par des indices linguistiques. Ces indices marquent l‘organisation de la 
série de sorte que le lecteur ne doive pas faire l’effort de l’interpréter lui-même.  
 
Dans l’examen des séries linéaires, nous avons adopté une perspective fonctionnelle et 
quantitative. Ainsi, au lieu d’examiner la façon dont elles devraient être utilisées, nous 
nous sommes focalisée sur l’usage des séries linéaires dans la pratique. De plus, nous 
avons examiné les séries à partir de la fonction qu’elles ont dans l’organisation textuelle et 
non à partir d’un groupe de marqueurs spécifique  (cf. Péry-Woodley 2000 :9, 134-135). 
Cette approche nous permet un regard plus global sur l’organisation textuelle et sur la 
variété des marqueurs utilisés à cette fin. Par ailleurs, elle rend possible l’examen des 
endroits où les marqueurs explicites ne sont pas utilisés et où le lecteur doit lui-même 
interpréter la façon dont la série est structurée.  
 
9.1 QUESTIONS, HYPOTHESES ET REPONSES 
 
Notre thèse s’est proposé de répondre à trois questions de recherche, dont la première 
concerne les descriptifs généraux des séries linéaires, notamment leur fréquence, marquage 
et longueur. 
 
1. Comment les séries linéaires participent-elles à l’organisation textuelle ? 
 
A ces premières questions, nous avons répondu dans la section 6. En particulier, nous 
avons montré que les séries linéaires présentent un mode d’organisation fréquent et varié, 
au moins dans les articles de recherche que nous avons examinés. Dans ce sens, nos 
résultats valident donc notre hypothèse 1.  
 
La variété des séries repérées est manifeste notamment dans la variation du marquage et de 
la longueur des séries, ainsi que dans la fréquence des séries avec une étiquette particulière 
organisant le texte d’une façon spécifique. Tout d’abord, comme nous l’avons présumé, la 
longueur des séries varie de très courte à très longue. Bien que la majorité des séries soit 
plutôt courte et n’excède pas 130 mots, notre corpus comprend également 111 séries qui 
dépassent 500 mots, ce qui correspond à une page environ. Cela dit, les séries dont la 
longueur excède 2000 mots semblent, dans notre corpus, se composer de sections titrées. 
Cette limite paraît donc la longueur maximale que les séries et leurs marqueurs peuvent 
atteindre dans les articles de recherche sans que le marquage soit soutenu par des titres.  
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Les séries section dont les items correspondent aux sections titrées sont un type de série 
auquel nous avons, en raison de son marquage particulier, attribué une étiquette 
particulière. Ces étiquettes sont également des signes de la variété des structures repérées 
dans notre corpus. D’autres types de série avec une étiquette sont les séries méta, 
composées d’une série section et d’une autre série qui la précède et en présente les items 
d’une façon cataphorique, les séries temporelles, énumérant des items ayant eu lieu dans le 
monde extérieur dans un ordre chronologique, les séries accumulatives, composées d’items 
dont une partie correspond au principe d’énumération de la série et une autre partie y 
présente des contre-arguments, des concessions ou des explications, et les séries à deux 
temps, composées de deux séries inférieures dont la seconde dépend thématiquement de la 
première. De plus, comme nous l’avons présumé dans l’introduction, nous avons repéré 
quelques séries argumentatives composées d’une thèse originale, d’une antithèse et d’une 
conclusion. En tout, les séries étiquetées couvrent 19 % du total de séries dans notre 
corpus, les plus fréquentes étant les séries section et méta ainsi que les séries temporelles. 
Par conséquent, malgré cette variété, les séries typiques sont tout de même les plus 
fréquentes.  
 
Deuxièmement, en ce qui concerne le marquage des séries repérées, nos résultats 
soulignent la fréquence du marquage partiel des séries linéaires et de l’organisation 
textuelle. Dans les séries simples, presque la moitié (47%) des structures incluent au moins 
un item non marqué, et seulement un tiers (29%) ressemble au modèle souvent donné des 
séries linéaires, dans lequel tous les items sont signalés par le même type de marqueurs. 
Ces résultats sont très similaires à ceux de Taboada (2006, aussi Mann & Taboada 2007) 
sur des textes journalistiques et des conversations. Ils indiquent que 60 à 70 % des 
relations de cohérence ne sont pas signalées. Le marquage de l’organisation des articles de 
recherche ne semble donc pas différer de celui de ces genres.  
 
Contrairement aux séries simples, les séries enchaînées, composées de plusieurs séries 
inférieures, sont plus explicitement signalées. Dans celles-ci, le marquage explicite de tous 
les items et l’annonce du nombre d’items de la série par une amorce ou clôture sont plus 
fréquentes, ainsi que 1es expressions anaphoriques et les séries dans lesquelles tous les 
items sont non marqués. D’une part, nous estimons que cette exactitude s’explique par la 
structuration relativement complexe de ces séries ; vu qu’elles sont composées d’un 
nombre d’items plutôt élevé mais que leur longueur n’excède pas celle des séries simples, 
le lecteur peut avoir besoin de guidage afin de faciliter la lecture. D’autre part, la fréquence 
des séries non marquées et des expressions anaphoriques illustre la structuration interne de 
ces séries, qui se composent souvent des parties inférieures dont l’une fonctionne comme 
point de référence pour l’autre. 
 
Comme l’hypothèse 2 concernant le marquage, nous avons avancé que le marquage des 
séries linéaires serait accompli avec une rigueur certaine en raison du processus d’édition 
que les articles ont parcouru et en raison du rôle important que le marquage d’organisation 
textuelle a dans les articles de recherche. Pour ces raisons, nous avons estimé que l’usage 
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des marqueurs questionnables, tel que d’une part sans d’autre part, ainsi que les séries non 
parallèles dans lesquels la longueur des items, le type de marqueurs et la structure interne 
des items varient seraient plutôt rares. De ce point de vue, nos résultats soulignant le 
marquage partiel sont plutôt surprenants. 
 
Or, bien que nos résultats démontrent de la fréquence du marquage partiel, ils attestent 
simultanément que le non marquage ne rend pas la série directement non parallèle. Ainsi, 
contrairement à ce que nous avons présumé, les séries consistant en items complètement 
ou partiellement non marqués peuvent tout de même être faciles à repérer et se composer 
d’items équivalents. Elles ne sont donc pas par défaut non parallèles. Plutôt, dans ces 
séries, l’ordre n’est pas nécessairement un critère d’organisation important, et la structure 
ressemble plus aux énumérations listant des items non ordonnés. Or, il n’empêche que les 
séries avec des items non marquées peuvent également être non parallèles. En particulier, 
notre analyse a montré que la variation de la longueur des items et leur différence 
syntaxique ou thématique, ainsi que le changement du principe d’énumération, peuvent 
avoir cet effet. Outre les séries non marquées et partiellement non marquées, ces 
caractéristiques peuvent également avoir lieu dans les séries signalées par différents types 
de marqueurs. De celles-ci, surtout les structures dans lesquels au moins un des marqueurs 
est un connecteur et un autre une expression anaphorique ou une construction 
numéro+nom fonctionnant comme sujet ou objet de la phrase sont souvent, selon, notre 
analyse non parallèles. 
 
Contrairement aux séries incluant des items non marquées, l’usage des marqueurs 
questionnables est pratiquement absent dans notre corpus. Ce résultat s’explique pourtant 
sans doute par notre méthode d’annotation. Comme nous l’avons remarqué en définissant 
le schéma d’annotation, nous avons exclu de l’analyse les séries dont nous n’avons pas été 
capable d’interpréter au moins deux items. Ainsi, l’absence des marqueurs questionnables 
dans le corpus ne reflète pas nécessairement leur présence réelle parce qu’ils peuvent être 
exclus de l’annotation dès le départ. La fréquence des séries non parallèles et du non 
marquage dans les articles qui ont été revisés et édités par la revue, par contre, semble 
signaler que les lecteurs ne les considèrent pas comme incohérentes. Sinon, les revues les 
auraient édités et ces structures ne seraient plus présentes dans la version finale de l’article. 
Ainsi, l’usage de ces structures qui ne suivent pas le modèle typique du marquage n’est pas 
questionné. Ce résultat correspond à la remarque de Péry-Woodley (2000 : 139), qui 
constate que les séries sont facilement acceptables bien que leur marquage et structure 
soient « déviants ».  
 
Ensuite, notre deuxième question de recherche a eu comme objectif d’explorer le 
marquage des séries linéaires plus en détail, et d’examiner des facteurs textuels qui 
puissent expliquer l’usage d’un marqueur particulier ou le non marquage de l’item. De 
plus, nous avons abordé l’identification des items non marqués. Leur examen peut 
également expliquer le non marquage, car la présence des indices complémentaires qui 
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contribuent à l’identification des items mais ne sont pas annotés comme marqueurs 
explicites peut rendre l’usage des marqueurs explicites inutile. 
 
2. Pourquoi les séries linéaires sont-elles signalées comme elles le sont? 
 
Notre hypothèse sur les raisons derrière le marquage, soit l’hypothèse 3, a concerné 
uniquement les types de marqueurs utilisés dans des segments textuels de longueurs 
différentes. Suivant Ho Dac (2007) et Jackiewicz et Minel (2003), nous avons présumé que 
les connecteurs fonctionnent pour signaler des segments d’une longueur plutôt restreinte 
qui s’étend sur un seul, ou au maximum sur quelques paragraphes. De même, nous avons 
avancé comme hypothèse que, comme l’a noté Schnedecker (2000), les points de référence 
des anaphoriques se trouvent dans la proximité, et par conséquent les séries introduites par 
ces marqueurs seraient plutôt courtes. 
 
Nos résultats ont validé ces deux suppositions ; les expressions anaphoriques fonctionnent 
dans les séries courtes, et aussi les séries introduites par des connecteurs sont au maximum 
de longueur intermédiaire. De plus, nous avons également démontré que les connecteurs 
peuvent se distinguer entre eux ; tandis que les marqueurs en –ment fonctionnent pour 
signaler des segments plus longs, les connecteurs d’origine temporelle surtout introduisent 
des segments plus courts. Les segments les plus longs, par contre, ne sont pas signalés dans 
notre corpus par des connecteurs mais par des constructions numéro+nom composées en 
général d’un ordinal et d’un nom. Le plus typiquement, ces marqueurs sont de forme le 
premier exemple ou un autre problème. 
 
Or, nos résultats les plus intéressants sur le marquage des séries concernent son exactitude 
et la présence des items non marqués. En particulier, notre analyse a montré que toutes les 
séries ne visent pas à guider le lecteur de la même manière et que certaines séries ont 
comme objectif de le faire de façon moins exacte et moins explicite que d’autres. On peut 
donc dire que les séries réalisent des stratégies textuelles différentes, que l’auteur les utilise 
dans des contextes variés afin que l’organisation du texte corresponde le mieux au but 
communicatif de l’auteur (Virtanen 1992 : 51 ; Enkvist 1975 : 18-22, 1987). Les séries 
dans lesquelles tous les items sont marqués par le même type de marqueurs sont souvent 
attachées à une amorce ou clôture, qui répètent encore la façon dont la série est organisée. 
De plus, les marqueurs d’item exacts, précisant la place exacte de l’item dans la liste, sont 
plus fréquents dans ces séries. Ces séries guident donc le lecteur de façon exacte et 
explicite. Dans les séries incluant des items non marqués ou des types de marqueurs 
différents, par contre, les amorces et clôtures sont plus rares bien qu’elles puissent y être 
utiles afin de préciser le marquage manquant de la série proprement dite. De même, les 
marqueurs d’item additifs, ne signalant que l’addition de l’item dans la liste, sont plus 
utilisés dans ces séries. L’organisation pourvue par ces séries est ainsi plutôt imprécise et 
moins explicite. 
 
La stratégie textuelle que la série réalise est donc un facteur qui selon notre analyse 
influence son marquage. De même, les types de marqueurs sont utilisés pour signaler des 
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items des longueurs différentes. De plus, notre analyse indique que la façon dont la série 
est marquée se corrèle également avec la longueur de la structure ; les séries les plus 
courtes sont non marquées (ou un des items est introduit par une conjonction de 
coordination), les séries de longueur intermédiaire sont composées d’items signalés par le 
même type de marqueurs, et les séries les plus longues sont partiellement non marquées ou 
introduites par des marqueurs différents. La faible longueur des séries non marquées est 
logique vu que l’organisation de ces séries est déjà indiquée dans la proximité par une 
amorce et / ou une clôture. Par contre, la longueur plus importante des séries partiellement 
non marquées dont le marquage est aussi autrement plutôt imprécis, est plutôt contre-
intuitive. Elle est également contraire aux résultats d’un travail antérieur (Jackiewicz 
2005). Intuitivement, on pourrait croire que le marquage de l’organisation des segments 
plus vastes devrait être plus exact et plus explicite pour que le lecteur puisse la mémoriser 
plus facilement.  
 
Sans essayer d’expliquer les raisons derrière le marquage plus imprécis et implicite des 
séries plus longues, nous avons remarqué que ce phénomène se corrèle bien avec le 
fonctionnement des constructions numéro+nom. Selon notre analyse, ces marqueurs 
introduisent les segments les plus longs dans notre corpus, et ils nous semblent également 
plus discrets en tant que marqueurs que les adverbiaux et les connecteurs en général placés 
à l’initiale de la phrase. Ainsi, si nous acceptons nos résultats sur le marquage plus 
imprécis et implicite des segments plus longs, et notre hypothèse sur la nature plus discrète 
des constructions Num+N, nous pourrions proposer que ces marqueurs sont peut-être les 
mieux adaptés pour fonctionner dans ce contexte, dans lequel le marquage est aussi 
autrement moins exact et moins explicite.  
 
Enfin, la dernière partie de notre analyse sur les facteurs textuels influençant le marquage 
des séries linéaires a été consacrée aux items non marqués et à leur identification. En effet, 
nos résultats soutiennent ceux que nous avons obtenus sur les différentes stratégies 
textuelles adoptées par les séries. Les indices complémentaires de sériation pouvant 
faciliter l’identification des items non marqués, tels que la répétition de mêmes items 
lexicaux devant tous les items, sont les plus rares dans les séries partiellement non 
marquées, qui sont aussi autrement signalées de façon plus implicite et plus imprécise. 
Dans ces structures, ces indices ne peuvent donc pas expliquer le non marquage. En 
revanche, dans les séries courtes composées d’items non marquées, dont le nombre d’items 
est précisé par une amorce, une clôture ou l’autre partie de la série enchaînée, les indices 
complémentaires aussi sont plus fréquents. Dans ces séries courtes, ces indices peuvent 
également expliquer le non marquage ; vu que les séries sont courtes, les items facilement 
repérables grâce à ces indices et leur nombre indiqué dans la proximité, le marquage 
explicite pourrait être répétitif ou inutile. 
 
Finalement, pour notre troisième question de recherche, nous avons a adopté une 
perspective qui diffère légèrement de celle des deux premières questions ; nous avons visé 
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à comparer l’usage des séries linéaires dans trois sous-domaines de notre corpus, la 
linguistique, l’éducation et l’histoire.  
 
3. L’usage des séries linéaires varie-t-il selon la discipline scientifique ? 
 
Comme hypothèse 3, nous avons présumé que les séries linéaires sont moins fréquentes 
dans les articles appartenant au domaine de l’histoire que dans ceux des deux autres 
disciplines. Nous avons basé cette supposition sur les travaux antérieurs soulignant la 
fréquence des structures narratives dans le domaine (par exemple Holmes 1997 ; Silver & 
Bondi 2004 ; Bondi 2009a), ce qui pourrait suggérer que l’organisation explicite du texte 
en items qui se suivent y serait plus rare. En ce qui concerne la différence potentielle de la 
linguistique et de l’éducation, nous n’avons pas pris position sur la question parce que les 
deux disciplines semblent se ressembler sous plusieurs aspects. 
 
Nos résultats sur la variation des séries linéaires selon les disciplines ont bien validé notre 
hypothèse : les séries linéaires sont plus rares dans les articles en histoire qu’en 
linguistique et en éducation, et aussi la qualité des séries y est différente. Or, de plus, 
quelques aspects qualitatifs des séries rapprochent l’éducation de l’histoire et ainsi 
suggèrent qu’elle est plus typique comme science humaine que la linguistique. 
 
Tout d’abord, le domaine de l’histoire se caractérise par la fréquence des séries temporelles 
s’organisant sur un axe chronologique, par la rareté des séries très longues composées de 
sections titrées, et par un marquage d’organisation textuelle plutôt implicite, qui dans la 
pratique signifie la rareté relative des séries signalées par le même type de marqueurs et la 
fréquence des séries avec des items non marquées. Pour ce qui est des séries temporelles, 
leur fréquence est prévisible vu l’objectif de l’histoire de décrire les événements du passé. 
Quant au marquage plutôt implicite des séries, il peut s’expliquer par le fait que le 
marquage de l’organisation textuelle est moins important dans ce domaine. Toutefois, 
malgré ces résultats, les séries linéaires de ces articles nous ont surprise par leur fréquence. 
Bien qu’elles soient plus rares que dans les autres domaines étudiés, un article en histoire 
inclut en moyenne sept séries linéaires. Il ne serait donc pas adéquat de dire que le 
marquage de l’organisation textuelle y serait extrêmement rare ou absent. 
 
Une explication potentielle pour la fréquence relative des séries linéaires en histoire peut 
être que l’auteur ne les considère pas comme indices métadiscursifs explicites mais les 
utilise comme partie inhérente du texte en tant que marqueurs de cohésion. La rareté des 
séries méta présentant explicitement la structure et la thématique des sections de l’article 
soutient cette hypothèse, car contrairement aux séries linéaires typiques, ces structures sont 
extrêmement rares dans ce domaine. La différence possible entre les séries guidant le 
lecteur de façon explicite et celles qui feraient plutôt partie de la cohésion doit pourtant 
être étudiée plus en détail.  
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Comme deuxième résultat de la comparaison interdisciplinaire, nous avons constaté que 
l’éducation se rapproche de l’histoire sous plusieurs aspects, et qu’elle semble ainsi une 
science humaine plus typique que la linguistique. En particulier, de même qu’en histoire, le 
marquage des séries linéaires y est moins exact et les séries longues couvrant des sections 
titrées plus rares qu’en linguistique. De plus, les séries temporelles sont également plutôt 
fréquentes dans ce domaine, où elles décrivent souvent des phases d’analyse ayant eu lieu 
l’une après l’autre, dans un ordre chronologique.  
 
Enfin, la linguistique, en revanche, diffère clairement des deux autres disciplines étudiées : 
c’est elle qui se caractérise par le marquage le plus exact, les séries signalées par le même 
type de marqueurs y étant les plus fréquentes et les séries avec des items non marqués les 
plus rares. De plus, la variété des séries différentes y est la plus importante, ce qui 
semblerait suggérer que les séries y ont un rôle plus important. Notamment, à l’exception 
des séries temporelles, les types de série particuliers, tels que les séries section, méta et 
argumentatives, y sont les plus utilisés. Les différentes amorces sont aussi plus fréquentes 
que dans les autres domaines. Il est cependant difficile d’estimer si ces caractéristiques 
sont typiques uniquement de la linguistique ou si elles sont communes à un groupe de 
disciplines plus grand. Cette question, ainsi que la position plus exacte de cette discipline à 
l’intersection des sciences sociales et humaines, constituerait un objet d’étude très 
intéressant.  
 
9.2 DISCUSSION 
 
Notre étude a visé à examiner le marquage de l’organisation textuelle dans une perspective 
textuelle et fonctionnelle, et surtout à aborder ce sujet du point de vue de l’usage de la 
langue. Pour accomplir ces objectifs, nous avons examiné les séries dans un corpus dans 
lequel nous avons manuellement annoté toutes les structures qui ont correspondu à nos 
critères et à notre définition.  
 
A notre avis, ce sont surtout l’usage du corpus et l’examen de la façon dont les séries 
linéaires sont utilisées dans la pratique qui nous ont apporté les résultats les plus 
intéressants. En particulier, la variété et les proportions des séries linéaires repérées, les 
différentes stratégies textuelles réalisées par elles ainsi que le marquage plus implicite et 
imprécis des séries plus longues révèlent des aspects importants de l’organisation textuelle 
que les travaux antérieurs n’ont pas encore expliqués de façon détaillée. Ainsi, notre travail 
a démontré également le potentiel et la nécessité des travaux quantitatifs ; sans l’appui 
d’un corpus, nos résultats seraient difficiles à présumer ou à reproduire. 
 
Or, l’examen du corpus et notamment le processus d’annotation qu’il requiert nous ont 
également posé des problèmes, et cette méthode n’est pas sans inconvénients. En 
particulier, la façon dont nous avons défini les séries linéaires et dont nous avons distingué 
celles qui sont incluses dans l’analyse et celles qui ne le sont pas est une question 
problématique qui risque d’avoir un effet sur les résultats du travail mais pour laquelle il 
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n’existe pas de solution idéale. Bien que nous soyons relativement contente de notre choix 
d’utiliser dans l’annotation des critères de surface basés sur la fonction des marqueurs 
explicites, nous admettons que cette méthode peut être questionnée. Surtout, nous avons 
trouvé problématiques les séries marginales dont l’identification ou le fonctionnement 
comme série linéaire paraît douteux. Quoique nous les ayons parcourues ensemble avec 
notre directeur de thèse, une meilleure solution aurait été une double-annotation et la 
discussion des difficultés de définition dans un groupe de recherche. Cette méthode aurait 
également permis de mesurer la qualité du corpus avec un accord inter-annotateur. 
Malheureusement, elle n’a pourtant pas été possible pour nous. Notre seul réconfort est la 
rareté relative des structures douteuse dans un corpus de taille plutôt importante ; grâce au 
nombre élevé de séries dans notre corpus, nous pouvons estimer que les séries douteuses 
n’ont pas d’effet réel sur l’ensemble de nos résultats. 
 
Néanmoins, si nous avions la possibilité, nous ne changerions pas les critères de surface 
que nous avons établis pour les séries linéaires. Outre l’absence d’un groupe de recherche 
et d’une annotation du corpus par plusieurs personnes, le seul défaut majeur de notre 
corpus, à notre avis, est l’absence d’information sur les paragraphes dans le XML. Ce 
manque nous semble injustifié surtout parce que la conservation de cette information aurait 
été possible si nous avions été plus informée des aspects techniques de l’annotation. De 
plus, évidemment, on peut toujours questionner l’influence des articles et des revues 
choisis sur les résultats. Comme notre comparaison des revues canadiennes et françaises a 
montré que les différences entre celles-ci sont improbables, nous ne croyons pourtant pas 
que leur changement ait eu d’effet remarquable sur nos résultats.  
 
Une fois annoté et contrôlé, le corpus a cependant aussi des avantages, dont l’une des plus 
importantes est qu’il peut être utilisé plusieurs fois pour plusieurs études. Ainsi, amélioré 
ou dans son état actuel, notre corpus permettrait l’examen d’un nombre de questions 
linguistiques. Par exemple, pour mentionner quelques aspects intéressants, une question 
serait les fins des séries linéaires, qui ont été difficiles à déterminer et dont Charolles 
(1997) a également fait une remarque similaire en examinant les fins des univers de 
discours ouverts par des expressions cadratives. De plus, une autre question serait 
l’examen plus détaillé des séries linéaires et leur structure thématique. Lors de l’analyse, 
nous avons noté plusieurs fois que la série s’organise selon l’un des modèles de la 
progression thématique de Danes (1974). L’examen quantitatif de cette correspondance et 
de la fréquence du modèle à thème constant et de celui à thème dérivé dans les séries 
pourrait encore clarifier leur fonctionnement dans le texte.  
 
Une autre question que notre thèse a laissée ouverte touche aux séries non parallèles, à leur 
fréquence et définition. Bien que nous ayons identifié plusieurs caractéristiques de ces 
séries et ayons estimé leur fréquence, elles méritent un examen plus détaillé. Evidemment, 
nous avons déjà constaté que le parallélisme semble plutôt une propriété relative 
qu’absolue et que la distinction des séries parallèles et non parallèles paraît difficile. Ainsi, 
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il se peut que la définition exacte de ces structures et de leur fréquence soit impossible ou 
même inutile. Tout de même, ces questions nécessitent une étude plus ample. 
 
Une étude de corpus telle que la nôtre a comme objectif l’usage de la langue, ce qui, au 
moins pour nous, a signifié l’examen des usages ou des pratiques les plus fréquents. Ainsi, 
comme nous l’avons déjà mentionné lors de l’analyse, nous nous sommes concentrée sur 
les façons dont, par exemple, le marquage des séries les plus longues est signalé en 
général, le plus fréquemment. Par conséquent, nos résultats ne sont pas facilement 
comparables avec ceux issus des études se concentrant entre autres sur la portée 
sémantique que les expressions cadratives peuvent avoir, ou sur la capacité organisatrice 
que les connecteurs peuvent adopter. Notre corpus peut pourtant offrir des réponses à ces 
questions, qui concernent en particulier la variété des usages d’un marqueur ou ses 
fonctionnements extrêmes. Cette variation vaudrait également une étude. 
 
Par ailleurs, la version actuelle de notre corpus ou au moins une version étendue 
permettrait également l’examen plus détaillé d’un nombre de questions sur la variation 
interdisciplinaire de l’usage des séries linéaires dans le domaine des études sur le discours 
scientifique. Comme nous venons de le mentionner, la position de la linguistique comme 
une science sociale ou humaine vaut une étude plus élaborée. De plus, la comparaison de 
l’usage des séries linéaires dans les différentes revues ainsi que l’examen de la variation 
personnelle de leur usage seraient possibles même avec le corpus dans son état actuel. 
Aussi, entre autres, l’examen plus détaillé des articles d’histoire permettrait de mieux 
déterminer les spécificités de ce domaine qui souvent est simplement caractérisé comme 
« différent ». 
 
Pour finir, nous voulons encore brièvement discuter les perspectives d’avenir de notre 
corpus. Nous sommes d’avis que tous les corpus qui sont construits de façon adéquate et 
dont la construction a été un travail important devraient être publics et librement 
accessibles et utilisables pour tout le monde. De cette façon, la communauté scientifique 
pourrait profiter du travail déjà effectué en comparant ses propres résultats à un autre genre 
discursif et en testant d’autres hypothèses sur un corpus prêt. Tout simplement, 
l’accessibilité libre et gratuite des corpus bénéficierait à toute la communauté scientifique 
et ferait avancer le domaine. Pour l’instant, notre corpus n’est pourtant pas encore 
accessible sur l’internet. Les raisons les plus importantes pour ce statut sont les questions 
sur les droits d’auteur des revues et des articles que nous devons résoudre. Idéalement, tout 
le corpus et les annotations pourraient être rechargeables et lisibles sur une page web, et un 
de nos projets d’avenir vise à cet objectif.  
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Anne Lefebvre-Teillard : Causa natalium ad forum ecclesiasticum spectat :un pouvoir 
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Cahiers de recherches médiévales 7(2000). 
Corinne Leveleux-Texeira : Dire et interdire. Le discours juridique entre omission et 
action. L’exemple du blasphème (XIIe-XVIe siècles). 
 
Cahiers de recherches médiévales 7(2000). 
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Sophie Petit-Renaud : Le roi, les légistes et le parlement de Paris aux XIVe et XVe siècles : 
contradictions dans la perception du pouvoir de « faire loy » ? 
 
Cahiers de recherches médiévales (7)2000. 
Sophie Peralba : Des coutumiers aux styles. L’isolement de la matière procédurale aux 
XIIIe et XIVe siècles. 
 
Cahiers de recherches médiévales (7)2000. 
Franck Roumy : L’ignorance du droit dans la doctrine civiliste des XIIe-XIIIe siècles. 
 
REVUE D’HISTOIRE DU XIXe SIECLE 
 
Revue d'histoire du XIXe siècle 24(2002). 
Manuel Charpy : Formes et échelles du commerce d’occasion au XIXe siècle. L’exemple 
du vêtement à Paris. 
 
Revue d'histoire du XIXe siècle 29(2004). 
François Jarrige : Une « barricade de papiers » : le pétitionnement contre la restriction du 
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Revue d'histoire du XIXe siècle 29(2004). 
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Revue d'histoire du XIXe siècle 33(2006). 
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RHAF106 
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Vincent Duhaime : « Les pères ont ici leur devoir » : le discours du mouvement familial 
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RHAF 57(4) 2004. 
Cynthia S. Fish : La puissance paternelle et les cas de garde d’enfants au Québec, 1866-
1928. 
 
                                                     
106 Revue d'histoire de l'Amérique française. 
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RHAF 57(4) 2004. 
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Isabelle Perreault: Morale catholique et genre féminin : la sexualité dissertée dans les 
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