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Some IT project managers working for U.S. military organizations are struggling to 
implement modern modeling and simulation (M&S) technology. Implementation 
strategies are needed to help IT practitioners deliver meaningful simulations and models 
that ultimately help senior leaders make logical and science-based decisions. Grounded in 
the extended technology acceptance model, the purpose of this qualitative multiple-case 
study was to explore strategies some IT project managers supporting U.S. military 
organizations use to implement modern M&S technology. The participants included 10 
civil servants who successfully implemented modeling and simulation technology for 
military organizations located in the United States eastern region. Data was collected 
from one-on-one semistructured interviews (n = 10) and internal and external 
organizational documents (n = 12) provided by the participants. Data were analyzed 
using thematic analysis.  Three major themes emerged: understand the true M&S 
requirements, incorporate subject matter experts throughout implementation, and 
anticipate and overcome persistent challenges. One recommendation is for practitioners 
to develop tasks and milestones to address these challenges at the beginning of 
implementation and add them to the project schedule. The implications for positive social 
change include the potential for successful implementation of models and military 
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Section 1: Foundation of the Study 
This doctoral study's primary objective was to explore the implementation of 
modeling and simulation (M&S) technology in military organizations with the intent of 
addressing a current gap in the available academic literature. Unlike other manufacturing 
or healthcare sectors, there is a lack of scholarly research studies dedicated to sharing 
strategies and best practices for M&S implementations in the military domain. In the 
following section, I will present the foundation of my study, which examines multiple 
aspects of the problem, to include a thorough review and analysis of the professional and 
academic literature. 
Background of the Problem 
For many years the United States Marine Corps (USMC) has acknowledged the 
importance of M&S technology. Recently, General David H. Berger, the 38th 
Commandant of the Marine Corps, reiterated the need to invest in M&S technology that 
Marines can use for a wide range of purposes that include training, wargaming, testing, 
experimentation, analysis, and proofing of new ideas and concepts (Berger, 2019). 
Support from senior military leaders is essential for the large-scale adoption of M&S 
technology (Sadagic & Yates, 2015), yet many federal Information Technology (IT) 
projects still fail because of cost and schedule overruns (GAO, 2016). Moreover, 
traditional project management techniques that monitor cost, schedule, and scope are 
insufficient for managing complex M&S efforts that often produce intangible results 
(Jahangirian et al., 2017). According to Jahangirian et al. (2017), project managers lack 
strategies and techniques to quantify and successfully manage multifaceted M&S 
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projects. While senior military leaders call for the increased use of M&S technology, IT 
project managers face significant implementation challenges.  
Compared to the private sector, government agencies often encounter additional 
hindrances related to IT project execution. The Government Accountability Office 
(GAO) has reported ineffective management and the inconsistent execution of best 
practices contributing to IT project failures (GAO, 2016). Studies publishing best 
practices for M&S implementation in the healthcare arena are available (Cucurull‐
Sanchez et al., 2019; Dahabreh et al., 2015; Visser et al., 2017). However, Jnitova et al. 
(2017) noted that essential details and best practices are consistently missing from 
military M&S studies. Even though practitioners can apply best practices from one 
domain to another in some situations, Tako and Robinson (2015) found that 
implementing M&S in healthcare was different from implementing M&S in 
manufacturing or the military. Similarly, Chaawa et al. (2017) found that with some 
M&S implementations, unique organizational aspects played an important role. The 
apparent lack of published best practices for implementing M&S technology in the 
military could be contributing to IT project failures. New studies focused on uncovering 
best practices, techniques, and strategies for implementing M&S technology in military 
organizations are needed. 
Problem Statement 
The Department of Defense (DoD) spends an estimated $2.5 billion annually on 
M&S projects that are facing hefty return on investment (ROI) scrutiny because of low 
use and a myriad of other factors negatively influencing implementation (Sadagic & 
Yates, 2015). Traditional project management techniques are insufficient for managing 
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complex M&S projects (Jahangirian et al., 2017). While in one instance, the Navy saved 
$240 million by implementing M&S assessments (Gilmore, 2016a), in a different joint 
services program, a required M&S test component has been delayed 8 years despite 
receiving an additional $250 million in funding (Gilmore, 2016b). The general 
Information Technology (IT) problem is that some U.S. military organizations struggle to 
implement modern M&S technology. The specific IT problem is that some IT project 
managers supporting U.S. military organizations lack strategies to implement modern 
M&S technology. 
Purpose Statement 
The purpose of this qualitative multiple-case study was to explore strategies some 
IT project managers supporting U.S. military organizations use to implement modern 
M&S technology. The target population was IT project managers working for three 
different military organizations in the United States' eastern region, who have 
successfully implemented modern M&S technology. The results from this study could 
add to the M&S body of knowledge by contributing modern implementation strategies 
that practitioners could use to address novel challenges. From a social change 
perspective, more successful M&S implementations can safeguard human lives when 
people cannot safely execute real-world military systems evaluations. 
Nature of the Study 
For this study, I chose to use a qualitative methodology. Researchers take 
advantage of qualitative research's investigative nature to uncover the participants' 
feelings, opinions, and experiences to provide real-life context and rich descriptions of 
the meaning behind the data (Bapuuroh, 2017). A qualitative approach was required 
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because human participants' opinions, experiences, and perspectives were needed to 
address my research question. Quantitative methods focus on preestablished variables 
and utilize numeric data and statistical analysis to test for relationships between the 
variables (Landrum & Garza, 2015). Quantitative methods that incorporate data from 
human participants tend to limit responses and do not address the meaning behind the 
canned answers (Bapuuroh, 2017), essential to my research. Likewise, mixed methods 
require numeric data and statistical analysis to test variables and should only be used by 
investigators when the research question demands it (Green et al., 2015). My research 
question's nature did not require a mixed-methods approach to produce detailed 
descriptions of the participants' feelings and opinions. Qualitative research leads to a 
deeper understanding of a phenomenon by incorporating multiple data sources that 
researchers can triangulate to increase the results' trustworthiness and credibility 
(Monem, 2015). The topic of investigation required a qualitative approach. 
I chose a multiple-case study as the qualitative design for this study. Using a 
multiple-case study design allows the researcher to investigate multiple groups of 
participants to obtain a holistic understanding of a complex phenomenon by comparing 
the data across cases (Bapuuroh, 2017). My study's central research question required a 
multiple-case study design to obtain a real-world understanding of the organizational and 
managerial processes used by multiple groups of practitioners in separate military 
organizations. Phenomenology is more philosophical and strives to define the essence of 
a lived experience shared between a group of individuals (Priyadarshini et al., 2017). The 
diverse groups of IT practitioners supporting separate military organizations do not share 
a lived experience related to the research topic. Researchers use ethnography when the 
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shared culture of a large group of participants can adequately explain a phenomenon 
(Green et al., 2015). My study included a limited number of participants from different 
military organizations who did not share a culture relevant to the research problem. To 
obtain a holistic understanding of the complex phenomenon, I used a multiple-case study 
design to gather and compare data across cases. 
Research Question 
What strategies do some IT project managers supporting United States military 
organizations use to implement modern M&S technology? 
Interview Questions 
I used an interview protocol to administer the following open-ended questions and 
follow-up probes when needed.  
1. What strategies have you used to implement M&S technology? 
• Which of these strategies was the most effective? 
• Which of these strategies was the least effective? 
2. What challenges did you encounter, and how did you overcome them? 
3. How do you know when an M&S implementation is successful?  
4. Please briefly describe what you consider to be the most critical phases of M&S 
implementation. 
• What strategies, if any, were used to create conceptual models? 
• What strategies, if any, were used for verification and validation? 
5. What process do you use to determine the most appropriate M&S methodology? 
• What are the most commonly used M&S methodologies? 
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6. What strategies, if any, are used when selecting M&S development tools? 
• Are some M&S tools easier to use than others? 
• Have you faced restrictions on using desired M&S tools? 
7. Do you have anything else to add that I have not asked about M&S 
implementation? 
Conceptual Framework 
The conceptual framework I used as a lens while conducting my research was the 
extended Technology Acceptance Model (TAM2), first developed by Viswanath 
Venkatesh and Fred Davis in 2000 (Venkatesh & Davis, 2000). The purpose of TAM2 is 
to illustrate specific user behaviors and attitudes towards computer-based information 
systems that researchers could use to explain technology acceptance (Venkatesh & 
Davis, 2000). The core tenets of TAM2 include Perceived Usefulness (PU), which is the 
extent to which a person believes a new piece of technology will enhance job 
performance; and Perceived Ease of Use (PEOU), which refers to the level a person 
believes using a new piece of technology would be easy (Venkatesh & Davis, 2000). The 
authors use the extension to expand PU by adding seven additional constructs that can be 
grouped by (a) social influence processes, (b) cognitive instrumental processes, and (c) 






Recreation of the Modified TAM Model, With Seven TAM2 Constructs 
 
Note. Adapted from Venkatesh and Davis (2000, p. 188). 
The military has long recognized TAM's applicability on military research 
(Hathaway & Cross, 2016; Levy & Green, 2009), and more specifically, on modeling and 
simulation research (Sadagic & Yates, 2015). Because of the unique and demanding 
nature of military jobs, users expect new technological tools to be easy to use and 
significantly impact job performance. These considerations align with experience, job 
relevance, output quality, and results demonstrability. Military employees are often 
mandated to use specific tools, while in other situations, the employee can choose, which 
correlates to subjective norms and voluntariness. The core tenants and additional 
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constructs of TAM2 make the conceptual framework an ideal lens for investigating M&S 
implementation strategies used by military organizations. 
Operational Definitions 
Model: A physical, mathematical, or otherwise logical representation of a system, 
entity, phenomenon, or process (DoD, 2018, p 10). 
Modeling and simulation (M&S): A discipline that comprises the development 
and use of models and simulations (DoD, 2018, p 10).  
M&S implementation: The term M&S implementation can refer to the process of 
coding a model in computer software or the practical use of modeling and simulation 
results to inform a real-world decision (Brailsford et al., 2018). 
Simulation: A method for implementing a model over time (DoD, 2018, p 10). 
Assumptions, Limitations, and Delimitations 
 According to Creswell (as cited in Ellis & Levy, 2009), every scholarly study will 
include assumptions, limitations, and delimitations. Therefore, to improve the research 
findings' quality and the researcher's interpretations, all scholarly articles should report 
any identified assumptions, limitations, and delimitations (Theofanidis & Fountouki, 
2018). The following sections report the identified assumptions, limitations, and 
delimitations inherent in my doctoral study. 
Assumptions 
Assumptions include different issues, ideas, or dispositions often taken for 
granted or considered pragmatic and well known (Theofanidis & Fountouki, 2018). 
Assumptions are often formed unconsciously but can lead to bias of perception and 
cognition, which in turn could constitute a vulnerability (Walsh, 2015). During the design 
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and planning of my study, I made several assumptions. First, I assumed that potential 
participants possessed M&S implementation strategies based on prior experience. 
Second, I assumed that the chosen inclusion criteria would lead to the selection of well-
informed participants. Third, I assumed that potential participants would honestly answer 
each interview question based on personal knowledge, experiences, and successes.  
Limitations 
Research limitations are considered imperfections associated with the chosen 
method and design, which should not substantially impact the research findings' validity 
(Busse et al., 2016). Limitations are potential weaknesses inherent to research 
methodologies, hence often considered outside the researcher’s control (Theofanidis & 
Fountouki, 2018). In the search for meaning behind the data, qualitative researchers must 
analyze and reduce large amounts of primary linguistic data so that patterns can be found 
and interpreted (Salmona & Kaczynski, 2016). There are no absolute rules that govern 
qualitative data analysis (Raskind et al., 2018). Instead, qualitative researchers must 
adapt, translate, and interpret to the best of their ability (Dai et al., 2019). For these 
reasons, my qualitative study is limited in that other researchers cannot truly replicate my 
customized methodologies and findings, which is not always the case with quantitative 
research. Another limitation of my study was the available time and energy needed to 
produce rich and thick descriptions indicative of high-quality case studies. Institutional 
time restraints imposed on all doctoral studies could limit the desired time a qualitative 
researcher spends gathering data. Last, my lack of training and experience conducting 




Delimitation is a qualitative research term describing the process of intentionally 
creating boundaries such that a controlled research scope becomes useful to the study, 
instead of another limitation often reported as a narrow scope (Alpi & Evans, 2019). 
Adequately describing intentional delimitations can be of service to future researchers 
attempting to scrutinize whether the findings are relevant in other settings (Alpi & Evans, 
2019). The delimitations of my study include (a) focusing on IT project managers 
supporting military organizations, (b) limiting the geographic location of potential cases 
to the eastern region of the United States, and (c) restricting the sampling techniques to 
purposive and snowball sampling. Intentionally limiting the participants to IT project 
managers supporting military organizations complimented my background, training, and 
experience, strengthening my interpretive insight as a qualitative researcher. Intentionally 
limiting the geographic location to the United States' eastern region increased the 
probability of conducting face-to-face observations and interviews.  
Significance of the Study 
The federal government has spent over $600 billion on IT projects in the past 
decade, but only a fraction of the increased productivity has been obtained compared to 
private industry (GAO, 2013). Federal IT projects frequently incur the cost and schedule 
overruns, with some projects failing or operating inefficiently, at the cost of billions of 
dollars (GAO, 2013). More specifically, over the past 2 decades, the DoD has spent $58 
billion on programs that were eventually canceled; however, early operational 
assessments that implement M&S components can be used by IT managers to identify 
and address costly shortfalls (Gilmore, 2016a). Despite the potential benefits, underused 
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and underperforming M&S projects face early termination because of federal budgetary 
restraints (Sadagic & Yates, 2015). According to the GAO (2016), there is a need for 
more research studies designed to identify gaps in IT knowledge and skills so the 
government can develop strategies to address the gaps and increase IT projects' success 
rate. This study is significant to IT practice. The results can create strategies needed to 
help IT project managers implement M&S technology and increase future IT projects' 
success rate. 
Society stands to benefit from this doctoral study's results because of the intrinsic 
elements of safety built into M&S technology that can lead to the preservation of human 
life. The literature provides examples of practitioners using M&S technology to save 
lives in diverse ways, from increased automobile safety (Salem et al., 2017) to 
developing techniques for restricting the carnage of an active shooter (Kirby et al., 2016). 
The United States military, with varying degrees of success, uses M&S technology to 
conduct realistic evaluations of military systems when safety is a concern. The gathered 
strategies needed to implement M&S technology successfully could have the potential to 
save lives and directly influence positive social change. 
A Review of the Professional and Academic Literature 
The purpose of this qualitative multiple-case study was to explore strategies some 
IT project managers supporting United States military organizations use to implement 
modern M&S technology. Despite the emergence of published M&S studies in the 
military domain, essential details needed to improve M&S implementations such as 
modeling methods, management strategies, and techniques for model validation and 
testing are missing from the literature (Jnitova et al., 2017). Previous research in the 
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military domain and other healthcare, manufacturing, and engineering sectors will be 
used to explore the research question and help build the study's foundation. The primary 
academic databases used in the literature search included IEEE Xplore; ACM Digital 
Library; Computers and Applied Sciences Complete; ProQuest Computer Science 
Database; Emerald Insight; and ScienceDirect. The initial keyword searches included 
various combinations of (a) modeling and simulation, (b) project management, (c) 
military, (d) best practices, (e) strategies, (f) implementation, and (g) success factors. 
Additional keywords were formed based on the relevant themes that began to emerge.  
Of the 153 final sources incorporated into the analysis, 93% were reported as 
peer-reviewed and refereed by Ulrichsweb Global Serials Directory, with 85% published 
in the past 5 years. Of the 7% nonrefereed sources used, 10 were valuable government 
sources. The majority of studies included in the review are in line with M&S, conceptual 
frameworks, or qualitative research themes. Studies involving TAM2 shed light on the 
conceptual framework and how it can be used to investigate IT and M&S adoption. 
Articles predominantly related to M&S helped me understand the technology and define 
the significant themes in the literature. The literature review's final sections address 
modern considerations and best practices related to the qualitative study.  
Extended Technology Acceptance Model 
When researchers apply a proven theory as a theoretical framework, the model 
provides a blueprint or scaffold for the entire study (Moorley & Cathala, 2018). When 
used as a conceptual framework, concepts, in theory, guide the research and inform the 
findings (Moorley & Cathala, 2018). The extended Technology Acceptance Model 
(TAM2) was the conceptual framework used in this study. The framework was used as a 
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lens or guide while reviewing the literature and analyzing the future multiple-case study's 
qualitative data. The strengths of TAM2 lay in specialized elements of the framework 
that help investigators understand specific user beliefs, perceptions, and attitudes towards 
technology and information systems, which ultimately shed light on the probability of 
technology acceptance by a group of users (Venkatesh & Davis, 2000). When conducting 
a literature review, a critical analysis of the conceptual framework should be included, in 
addition to highlighting connections made to prior research on the proposed research 
topic (Rogers, 2016). The following sections explore the foundational framework of 
TAM2, extensions, limitations, alternative theories, and connections to recent military 
and M&S studies. 
TAM  
In 1985, Fred Davis developed the Technology Acceptance Model (TAM) for his 
Ph.D. dissertation, which was approved by the review board at Massachusetts Institute of 
Technology in February of 1986 (Davis, 1986). Davis initially used the Theory of 
Reasoned Action (TRA) as a guide when first developing the base TAM (Asampana et 
al., 2017; Justus, 2017; Marangunić & Granić, 2015). The influence attitude has on 
behavior (i.e., actual system use) was the major component borrowed from TRA 
(Marangunić & Granić, 2015). Additional behavior considerations, such as perceptions, 
were later added to TRA, resulting in the Theory of Planned Behavior (TPB; Justus, 
2017; Marangunić & Granić, 2015). Davis, in turn, updated TAM to include Perceived 
Usefulness (PU) and Perceived Ease of Use (PEOU) as the two main variables impacting 
a user’s attitude, which was still considered to be the main determinant of actual system 
use (Asampana et al., 2017; Marangunić & Granić, 2015). In simple terms, PU represents 
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the perception that the technology would enhance job performance, while PEOU 
represents the perception that it would be easy to use (Justus, 2017; Marangunić & 
Granić, 2015). Additionally, Davis posited that PEOU would also influence PU in that 
technology deemed easy to use would be perceived as more useful (Hornbæk & Hertzum, 
2017). 
The final considerations added to the original TAM model were external variables 
related to features and system design that could influence user perceptions (Marangunić 
& Granić, 2015). See Figure 2 for a diagram of the original TAM model depicting the 
elements leading to actual system use, which included (a) external X variables, (b) 
perceived usefulness, (c) perceived ease of use, and (d) the user's attitude towards using 
the technology.  
Figure 2 
Recreated Diagram of the Original TAM Model 
 
Note. Adapted from Davis (1986, p. 24). 
Even though TAM came to be known as an effective model for explaining and predicting 
actual system use, consistent research findings demonstrated that more recent extensions 
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to PU more clearly explained usage intention rather than user attitude (Asampana et al., 
2017; Marangunić & Granić, 2015). Inadequate empirical evidence eventually led to the 
removal of attitude in TAM2 (Rajanen & Weng, 2017), which constitutes valid 
consideration for utilizing the extended model. Therefore, the authors used the core 
expansions in TAM2 to replace attitude with intention and better define the generic 
external X variables with seven well-defined factors shown to impact PU and usage 
intent. While past research has shown that TAM can be used to account for up to 40% of 
the variance in usage intent, Venkatesh and Davis (2000) found that TAM2 can account 
for up to 52% of the variance for usage intent and up to 60% for PU.  
Extensions  
Figure 1 shows the TAM2 model's diagram depicts the seven extensions that have 
been grouped by social influence processes, cognitive instrumental processes, and 
experience. In TAM2, PEOU is a cognitive instrumental process. An observable 
relationship with PU led to each extension's creation (Rondan-Cataluña et al., 2015). 
Social Influence Processes. Drawing heavily from TRA and Diffusion of 
Innovation (DOI), Venkatesh and Davis (2000) incorporated three social influence 
processes with TAM2. The psychology-based term social influence refers to situations 
where others' interest rather than self-interest affects behavior (Izuagbe & Popoola, 
2017). 
Subjective Norm. Venkatesh and Davis (2000) cited the TRA when defining 
subjective norm as situations where people choose a behavior they believe would be 
viewed as favorable by one or more important people. Izuagbe and Popoola (2017) 
referred to subjective norm as the perception of social pressure originating from other 
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individuals considered necessary. In TAM2, subjective norm can influence PU and 
intention to use when other people influence a user’s decision to adopt the technology 
(Marangunić & Granić, 2015). Whether subjective norm will influence PU or lead 
straight to intent to use depends on a moderating variable, Venkatesh and Davis (2000) 
called voluntariness. 
Voluntariness. The mixed findings surrounding subjective norm in earlier TAM 
studies were later expounded on in TAM2 once the effects of voluntariness were 
understood (Asare et al., 2016; Venkatesh & Davis, 2000). With technology adoption, 
subjective norm can manifest in the form of simple compliance, which leads directly to 
intention to use, bypassing both PU and PEOU, in situations where adoption is perceived 
to be mandatory (Venkatesh & Davis, 2000). Recent technology adoption researchers 
often report that participation was voluntary, implying subjective norm should only 
influence PU instead of intent (Buijs & Spruit, 2017), which is a form of social 
compulsion rather than social compliance (Izuagbe & Popoola, 2017). Potential users 
may also feel compelled to use a piece of technology when image is involved. 
Image. Venkatesh and Davis (2000) referenced the DOI theory when explaining 
how the social element of image would fit in TAM2. Subjective norm can positively 
influence image when a person believes using an information system will lead to an 
elevated social status within the group (Izuagbe & Popoola, 2017; Venkatesh & Davis, 
2000). Increasing ones standing within a group at work translates into peer-support and 
the potential for increased power and influence, which inevitably leads to greater 
productivity and improved job performance (Venkatesh & Davis, 2000). In this way, 
subjective norm positively impacts image, which indirectly leads to an elevation in PU. 
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Unlike the direct influence subjective norm has on PU and intention to use, the power of 
image does not weaken over time as the user gains experience with the system 
(Venkatesh & Davis, 2000). 
Experience. In TAM2, Venkatesh and Davis consistently show how individuals 
rely less on social information when making PU and intention to use decisions once 
direct experience with a system has been obtained (Izuagbe & Popoola, 2017). 
Experience with the system will determine ongoing use, even though subjective norm 
demonstrates a strong influence over PU and intention to use before implementation and 
during early system use (Venkatesh & Davis, 2000). Conversely, if a favorable group 
norm supports continued system use, experience does not negate the indirect influence 
image has on PU (Venkatesh & Davis, 2000). 
Cognitive Instrumental Processes. In addition to social considerations, 
Venkatesh and Davis (2000) theorized that perceptions of usefulness are also formed in 
part when people cognitively compare system capabilities to what is needed to get the job 
done. In TAM2, PEOU is a cognitive instrumental process that directly influences PU 
because systems that take less effort to increase job performance (Venkatesh & Davis, 
2000). The three new cognitive constructs added to TAM2 included job relevance, output 
quality, and result demonstrability. 
Job Relevance. System users form an image of job relevance when considering 
the list of job-relevant tasks a system can perform (Venkatesh & Davis, 2000). 
Marangunić and Granić (2015) described job relevance as “the degree to which 
technology was applicable” (p. 86). Venkatesh and Davis (2000) further explained how 
job relevance is an element of a compatibility test user's cognitively conduct. Systems are 
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not considered for future adoption if a minimum set of job-relevant tasks are missing. 
The quality of tasks performed will also be evaluated for systems that pass a person’s 
self-defined compatibility test. 
Output Quality. The quality of tasks performed by a system was defined by 
Venkatesh and Davis (2000) as output quality. Izuagbe and Popoola (2017) pointed out 
that the degree to which the system outputs are error-free is a vital aspect of output 
quality. When multiple systems have passed the job relevance compatibility test, users 
conduct a profitability test to select the system producing the highest output quality 
(Venkatesh & Davis, 2000). Relevant job-related tasks and quality of output are essential 
system attributes, yet adoption can still fail if actual system use does not lead to relevant 
gains. 
Result Demonstrability. Venkatesh and Davis (2000) refer to the positive and 
tangible results of system use as result demonstrability. Users who cannot cognitively 
attribute positive gains to system use may choose not to adopt the system (Izuagbe & 
Popoola, 2017). Venkatesh and Davis (2000) confirmed in their seminal study of TAM2 
that positive results of system usage that are easily discernable will positively impact PU, 
while positive results that are obscure to the user are unlikely to increase the perception 
of usefulness. Unlike the initial social influences that become less relevant as users gain 
direct experience with a new system, cognitive instrumental processes continue to 
influence PU over time (Venkatesh & Davis, 2000). 
TAM2 Limitations  
Despite the dominant presence and well-defined strengths of the various iterations 
of TAM found in the literature, distinct limitations of the framework have been explored 
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(Faqih & Jaradat, 2015; Hwang et al., 2016; Izuagbe & Popoola, 2017; Rondan-Cataluña 
et al., 2015). Multiple studies have reported mixed results validating specific antecedents 
to PU. Some researchers attempting to validate result demonstrability as a determinant of 
PU have been largely unsuccessful (Faqih & Jaradat, 2015; Izuagbe & Popoola, 2017). In 
addition to result demonstrability, Faqih and Jaradat (2015) were unable to empirically 
demonstrate a significant impact of subjective norm on PU while investigating mobile 
commerce technology's adoption.  
Rondan-Cataluña et al. (2015) attempted to empirically test all central technology 
acceptance models by investigating mobile Internet users in Chile. The results of the 
Rondan-Cataluña et al. (2015) study indicated that TAM2 did not outperform TAM in 
explaining the acceptance of mobile Internet use. The accuracy of behavioral intent to use 
dropped more than 34% when the researchers dropped attitude from the model (Rondan-
Cataluña et al., 2015). The study results also indicated that with all of the technology 
acceptance models tested, nonlinear relationships produced better explanatory results 
than the traditional linear approach.  
A final limitation that has been reported by multiple authors seeking to increase 
user adoption is the lack of practical and actionable guidance in TAM and TAM2 (Faqih 
& Jaradat, 2015; Hwang et al., 2016). Even though technology adoption models such as 
TAM2 can provide insight into user intentions and behaviors, practitioners need design 
guidance and implementation strategies (Hwang et al., 2016). Faqih and Jaradat (2015) 
noted that earlier TAM frameworks did not provide advice for creating effective 
interventions or other mechanisms that foster positive user perceptions and behaviors 
toward adopting new technology. Preadoption variables that could influence user 
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perceptions or inform the implementation process are also missing from TAM (Hwang et 
al., 2016). Additional constructs were added to TAM3 to overcome the reported 
limitations in earlier TAM models and provide more actionable and practical guidelines 
for IT practitioners (Faqih & Jaradat, 2015; Hwang et al., 2016). 
Modern TAM2 Studies  
Early in the literature search, it became apparent that a wide range of scholarly 
studies was describing TAM2 as an accessible and valuable technology adoption model. 
Buijs and Spruit (2017) successfully used TAM2 to investigate the usefulness of 
implementing a social search as a single point of access to an organization's information. 
The exploratory case study results indicated that 100% of the participants demonstrated a 
positive attitude towards the new technology and found the prototype social search highly 
useful (Buijs & Spruit, 2017). In another exploratory case study, Justus (2017) reported 
that TAM2 was successfully used to highlight specific conditions and attitudes 
demonstrated by faculty members in higher education who adopt emerging technology. 
Qualitative case study and TAM2 appear to be well suited for investigating modern 
technology adoption. Similarly, in my multiple-case study I incorporated TAM2 as a lens 
while researching strategies for implementing M&S technology. 
Healthcare, mobile technology, and hospitality are additional sectors where 
researchers commonly rely on TAM. Multiple researchers have tested the validity of 
using TAM to predict electronic health record adoption from various users' standpoint 
(Chauhan & Jaiswal, 2017; Razmak & Bélanger, 2018). Other authors have successfully 
used TAM and TAM2 together while researching adoption and developing strategies 
related to mobile technology (Ramadan & Aita, 2018; Sanakulov et al., 2018). Likewise, 
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in the hospitality sector, TAM2 has been used to investigate topics ranging from the 
advancement of human-robot interactions (Tung & Law, 2017) to the technology 
adoption of front-line employees (Montargot & Ben Lahouel, 2018). Based on the wide 
range of modern studies incorporating TAM2 precepts, the model appears to be a valid 
and relevant conceptual framework for researching technology adoption. Therefore, the 
model complemented my study, considering the built-in heavy technology adoption 
elements. 
TAM in Military Studies 
Researchers have long recognized the applicability of using the various TAM 
frameworks while conducting investigations that could benefit the military. Hawkins and 
Gravier (2018) acknowledged the impact PU and PEOU could have on the military 
adoption of commercial off-the-shelf software and hardware. Likewise, Sadagic et al. 
(2016) stated that PU and PEOU could significantly impact 3D printing technology 
adoption. Levy and Green (2009) confirmed the goodness-of-fit of using the extended 
TAM when researching U.S. Navy combat information systems' acceptance. With studies 
spanning a wide range of technologies, it appears that TAM is an appropriate framework 
for investigating technology adoption in the military domain. Additionally, the literature 
demonstrated that TAM was being used in some areas of military research more 
prominently. 
Two substantial areas where researchers have applied the TAM include education 
and training. Cigdem and Topcu (2015) found the TAM2 constructs of PU, PEOU, and 
subjective norm all positively impacted military instructor’s intent to use a Learning 
Management System (LMS). Other military studies incorporating TAM2 found that PU 
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displayed a significant influence on students' acceptance of e-assessments (Cigdem & 
Oncu, 2015), and PEOU has a direct influence over the intent to use web-based testing 
(Cigdem et al., 2016). When studying the acceptance of new C-130 aircrew training 
technology, Hathaway and Cross (2016) found that 83% of the participants found PU to 
be instrumental, while 94% agreed that PEOU was a determinant. Military education and 
training is one area of research where practitioners are successfully using TAM. Military 
application of M&S technology is another notable area of research commonly found to 
include TAM2 constructs. 
TAM in M&S Studies 
The academic community, including military researchers, have applied TAM to 
modeling and simulation research. While many researchers use TAM2 to predict the 
overall probability of user acceptance (Stütz et al., 2017), other researchers have found 
that social influences play a significant role in the adoption of M&S technology 
(Rauschnabel & Ro, 2016; Yuniarto et al., 2018). The TAM has been applied in military 
M&S studies designed to evaluate (a) decision making (Mao et al., 2017), (b) surgical 
cricothyroidotomy (Proctor, & Campbell-Wynn, 2014), and (c) aviation maintenance 
training systems (Wang et al., 2016). Augmented reality studies that incorporate 3D 
M&S technology often incorporate various TAM components (Chung et al., 2015; Rese 
et al., 2017). The research clearly shows the TAM framework included in a wide range of 
M&S studies. Using TAM to investigate key elements that may directly impact M&S 
integration would be a strategic implementation of the conceptual framework. 
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Analysis of Supporting Theories 
Before selecting a conceptual model for my doctoral study, I evaluated four 
technology acceptance models for possible inclusion. Even though the original TAM has 
been a proven model for predicting technology adoption, TAM2 is up to 24% more 
effective when explaining usage intent (Izuagbe & Popoola, 2017). Once researchers 
replaced the attitude construct with intention to use (Asampana et al., 2017; Marangunić 
& Granić, 2015), the construct was never included in future TAM expansions, which 
indicates the importance of investigating usage intention while researching technology 
adoption. When developing TAM3, Venkatesh and Bala did include intention to use and 
all of the PU antecedents found in TAM2 (as cited in Rondan-Cataluña et al., 2015, p. 
792). The primary purpose of TAM3 was to expand PEOU with four additional 
determinants considered to be anchors and two additional determinants categorized as 
adjustments (Rondan-Cataluña et al., 2015). 
The four PEOU anchors include (a) computer self-efficacy, (b) computer anxiety, 
(c) computer playfulness, and (d) perceptions of external control (Faqih & Jaradat, 2015; 
Rondan-Cataluña et al., 2015). The two PEOU adjustments theorized to have a stronger 
influence once users obtained experience with a new system included perceived 
enjoyment and objective usability (Faqih & Jaradat, 2015; Rondan-Cataluña et al., 2015). 
Even though TAM3 is an extension of previous TAM versions, the model has suffered 
from scholarly researchers' lack of use (Faqih & Jaradat, 2015). Other authors have 
criticized TAM3 for being overly complex, with the mediating constructs reaching 17 in 
total (Rauschnabel & Ro, 2016). Excessive TAM3 antecedents led Faqih and Jaradat 
(2015) to acknowledge that postimplementation variables such as perceived enjoyment 
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and objective usability would need to be deleted by researchers before the model was 
suitable for early adoption studies.  
Unified Theory of Acceptance and Use of Technology (UTAUT). The final 
model considered was the UTAUT. Eight prominent technology adoption models to 
include TAM were synthesized by the developers to create UTAUT (Rondan-Cataluña et 
al., 2015; Yaseen & El Qirem, 2018). The four core constructs of UTAUT include (a) 
performance expectancy, (b) effort expectancy, (c) social influence, and (c) facilitating 
conditions (Rauschnabel & Ro, 2016; Rondan-Cataluña et al., 2015; Yaseen & El Qirem, 
2018). Like TAM, performance expectancy equates to usefulness, while effort 
expectancy mimics perceived ease of use (Rauschnabel & Ro, 2016; Spreer & 
Rauschnabel, 2016). While the original longitudinal study did suggest that UTAUT could 
be used to explain approximately 70% of the variance in behavioral intent (Yaseen & El 
Qirem, 2018), Birch and Irvine could only explain 27% of the variance in behavioral 
intent in their later study that utilized UTAUT (as cited in Ifenthaler & Schweinbenz, 
2016). Other factors were taken into consideration, as well. For instance, both TAM2 and 
UTAUT are used to study technology implementation inside organizations (Rondan-
Cataluña et al., 2015). While the original authors attempted to retain a parsimonious 
structure with UTAUT, the model is still widely considered less parsimonious than 
TAM2 (Buijs & Spruit, 2017). Ultimately, UTAUT utilizes 41 independent variables and 
eight dependent variables, making the model considerably more complex to use (Buijs & 
Spruit, 2017; James et al., 2015).  
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Analysis of Contrasting Theories  
While the popularity of TAM, TAM2, TAM3, and UTAUT are evident by the 
tens of thousands of scholarly articles citing the models, some scholars believe 
Information System (IS) researchers need to consider the development or adoption of 
other frameworks (Shachak et al., 2019). According to Shachak et al. (2019), the 
contributions TAM and UTAUT can make to the body of knowledge have plateaued, and 
continued widespread use may pigeonhole IS research. Therefore, contrasting theories 
should be examined by scholars for goodness of fit.  
Disruptive Innovation Theory. Disruptive innovation theory is a conceptual 
framework that has significantly impacted the business world (Nagy et al., 2016; 
Vecchiato, 2017). The theory's core tenants suggest that consumers stop using a 
mainstream product and adopt a disruptive innovation or technology because of new 
features or a significantly lower price tag (Nagy et al., 2016; Reinhardt & Gurtner, 2018). 
According to McHenry (2016), incumbents are often complacent and ignore 
noncustomers and new technologies until it is too late. Eventually, the disruptive 
technology quality improves to the point where the incumbent loses customers and 
market share (McHenry, 2016; Vecchiato, 2017). Despite the popularity of the disruptive 
innovation theory in the business sector, the impact of disruptive technology is still not 
fully understood (Li et al., 2018; Vecchiato, 2017). Additional limitations of the model 
include a heavy focus on marketing and managerial competence (Vecchiato, 2017) and 
vague and varying definitions of disruptive innovation (Li et al., 2018). Ultimately the 
disruptive innovation theory was designed to monitor the market, predict product 
consumption, and help incumbents stay relevant and on top of the market share. The 
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theory does not appear to be an appropriate lens for a study designed to investigate M&S 
implementations in a niche sector, where tools are developed or customized in-house.  
Resource-Based View (RBV). The RBV is a theoretical and conceptual 
framework that stipulates an organization’s competitive advantage due to the firm’s 
ability to obtain and control resources (Costa et al., 2018; Jensen et al., 2016; Popli et al., 
2017; Wang et al., 2018). According to Barney, resources can be tangible or intangible 
and encompass financial, physical, human, and organizational resources (as cited in Costa 
et al., 2018; Wang et al., 2018). RBV is an ideal framework for examining a company’s 
performance (Cruz & Haugan, 2019; Yu et al., 2018). Even though resources include 
computer hardware and software, and the RBV has been used to investigate open-source 
software projects (Wang et al., 2018), the framework is primarily a business management 
theory (Cruz & Haugan, 2019). Furthermore, a common critique of RBV is the difficulty 
in measuring technological capabilities (Fung, 2017; Sayeed & Onetti, 2018). While the 
framework may be appropriate for investigating an M&S firm’s competitive advantage in 
the marketplace, the framework will not help researchers explore technology's 
implementation inside an organization. Conceptual frameworks that focus on marketing 
and consumer trends (disruptive innovation theory) and company resources management 
(RBV) were not well suited for my investigation into M&S implementation strategies. 
Analysis of Potential Themes and Phenomena 
The following sections address the most relevant M&S themes found in the 
literature that have a well-established impact on the implementation of M&S technology. 
Clear and concise definitions for models and simulations are needed to establish the 
research's context and identified literary themes. The DoD defines a model as “a physical, 
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mathematical, or otherwise logical representation of a system, entity, phenomenon, or 
process,” and simulation as "a method for implementing a model over time" (DoD, 2018, 
p 10). Therefore, it stands to reason that in the discipline of M&S, the model must come 
before the simulation. Before developing a model or simulation, the team must define the 
requirements in a conceptual model.  
Conceptual Modeling 
The practice of developing different types of conceptual models is seen widely 
across all STEM fields. In M&S, a conceptual model is a description of the intended 
model or simulation that includes the assumptions and simplifications, data inputs and 
outputs, as well as other content needed to describe the model (Chanpuypetch & 
Kritchanchai, 2018; DoD MSE, 2020; Mensah et al., 2017; Seo et al., 2017). Before a 
conceptual model can be abstracted, the modeler must thoroughly understand the real-
world system (Furian et al., 2018; McHaney et al., 2018; Proudlove et al., 2017; Zhou & 
Herath, 2017). Considerable thought and planning should go into the creation of a 
conceptual model. If not, the entire M&S project could face challenges. 
Importance. The impact conceptual modeling has on an M&S project is evident 
in the literature. Many authors report conceptual modeling as a critical first step when 
developing models (Argent et al., 2016; Fan et al., 2016; Furian et al., 2018; Nalchigar & 
Yu, 2018). Not only is conceptual modeling described as one of the most critical M&S 
steps (Arbez & Birta, 2016; Furian et al., 2018; Powell & Mustafee, 2017), it is also 
evident that when executed improperly, the quality of the final model will be negatively 
impacted (Fan et al., 2016). Proper M&S implementation requires the development of an 
accurate conceptual model at the beginning of the project. Furthermore, scholars in 
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academic studies explore the importance of effectively developing conceptual models 
that traverse various research domains.  
Diverse Sectors. The breadth of scholarly articles that address M&S conceptual 
modeling efforts spans diverse sectors. The complexity of M&S projects in the supply 
chain management sector requires structured and well-designed conceptual models 
(Mensah et al., 2017; Pedram et al., 2017; Pinho et al., 2016; Takeda Berger et al., 2018). 
The design of cardiopulmonary-related conceptual models often necessitates extensive 
research or input from multiple subject matter experts (Hoogendoorn et al., 2019; 
McHaney et al., 2018; Thackray & Roberts, 2017). Even a research topic as novel as 
simulating water will produce many scholarly articles describing the various conceptual 
models required for project success (Nguyen et al., 2018; Peters, 2016; Yilmaz Turali & 
Simsek, 2017; Zhou & Herath, 2017). Conceptual modeling will undoubtedly impact 
M&S implementation in military organizations, considering the diversity of sectors 
submitting scholarly articles on the topic. How practitioners gather data and feedback 
during the conceptual modeling process will also impact the outcome.  
Stakeholder Engagement. Even though there is no universally accepted standard 
for creating a conceptual model (Argent et al., 2016), each method typically includes 
some stakeholder participation. M&S teams use collaborative conceptual modeling to 
achieve a common understanding of the intended model among stakeholders (Nicolaescu 
et al., 2018; Oppl, 2016; Seo et al., 2017). While participatory conceptual modeling is 
collaborative, the stakeholder pool is larger and more inclusive of diverse participants 
(Argent et al., 2016; Kotir et al., 2017). Regardless of the approach used to guide the 
conceptual modeling process, the literature clearly shows that higher stakeholder 
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engagement levels are a best practice (Argent et al., 2016; Fulton et al., 2015; Furian et 
al., 2018; Kotir et al., 2017). The same best practice should apply to military M&S 
projects.  
Method-specific. In military organizations, Discrete Event Simulation (DES), 
Agent-Based Simulation (ABS), and System Dynamics (DS) are the most commonly 
used M&S methodologies (Jnitova et al., 2017). Moreover, the literature supports this 
precept with conceptual modeling articles that are method-specific.  
DES. Historically modelers have taken a standard approach to create DES 
conceptual models, but more recent studies indicate modelers are exploring more diverse 
solutions. While most DES conceptual models have focused on constructing queue-based 
paradigms, a more modern approach utilizes Hierarchical Control Conceptual Modeling 
(Furian et al., 2015; Golzarpoor et al., 2017; Pongjetanapong et al., 2018). Modeling 
paradigms used to create DES conceptual models include (a) activity-based diagrams 
(Arbez & Birta, 2016; Scheidegger et al., 2018), (b) business process modeling 
(Proudlove et al., 2017; Scheidegger et al., 2018), and (c) domain-specific solutions 
needed for complex systems (Hoogendoorn et al., 2019; Monks et al., 2017). Whether a 
traditional queue-based approach expressed in a business process model or a more 
modern technique is used, present-day modelers have multiple examples to choose from. 
Insight into how military organizations are developing DES conceptual models would 
add to the M&S body of knowledge. 
ABS. Conceptual models designed for ABS efforts must illustrate the interactions 
of individual agents within an environment. The Unified Modeling Language (UML) is a 
modeling language suitable for describing various steps and actions an entity could 
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perform while interacting with a system or attempting to achieve an objective 
(Angelopoulou et al., 2015). The literature contains an abundance of highly detailed 
UML-based conceptual models created for ABS studies (Angelopoulou et al., 2015; 
Jumadi et al., 2017; Verhoog et al., 2016). A UML alternative for creating ABS 
conceptual models is the Business Process Modeling Notation (BPMN) language 
(Scheidegger et al., 2018; Tello-Leal et al., 2016). Based on my literature search, UML 
appears to be the preferred approach for creating ABS conceptual models. In the 
literature, it is not clear whether the military utilizes UML for conceptual modeling as 
often as the public sector.  
SD. Conceptual modeling of SD projects can require a combination of diagrams. 
At a minimum, an SD model's conceptualization will create a Causal Loop Diagram 
(CLD; Hidayatno et al., 2019; Kotir et al., 2017; Tegegne et al., 2018). The CLD is then 
used to create a stock and flow diagram (Gunadi, 2015). Even though CLD and stock and 
flow diagrams are considered SD conceptual modeling tools, the stock and flow diagram 
is often considered the core of SD modeling and simulations (Alefari et al., 2018; 
Fayoumi & Loucopoulos, 2016). Even though modelers are using multiple tools and 
modeling languages to create SD conceptual models (Scheidegger et al., 2018), using a 
CLD to create a stock and flow diagram appears to be a conceptual modeling best 
practice for SD projects. Familiarity with multiple SD conceptual modeling paradigms 
should positively impact the implementation of M&S technology.  
Modeling Methods   
A customized conceptual model's characteristics, including the available data, 
problem details, research goals, and the system's nature to be modeled, will determine 
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which modeling methods are needed (Scheidegger et al., 2018). According to the 
literature, the most commonly used M&S methods include DES, ABS, and SD (Alice et 
al., 2018; Brailsford et al., 2018; Goh & Ali, 2016; Jnitova et al., 2017; Scheidegger et 
al., 2018). To effectively pair a conceptual model with one or more modeling methods, 
researchers need to understand the general characteristics, strengths, and weaknesses of 
the top three methodologies (Scheidegger et al., 2018). 
DES. Even though DES can model various process-driven systems, the method is 
most applicable to manufacturing systems (Barbosa & Azevedo, 2017; Brailsford et al., 
2018; Scheidegger et al., 2018). Two additional areas where DES-based M&S is often 
applied include construction (Golzarpoor et al., 2017; Longman & Miles, 2019) and 
logistics (Lang et al., 2017; Smith & Srinivas, 2019). Modelers use the DES method to 
model systems that involve entities moving through a series of steps or queues at discrete 
points in time (Barbosa & Azevedo, 2017; Goh & Ali, 2016; Jnitova et al., 2017; 
Scheidegger et al., 2018). Flexibility in that modelers can code nearly any process into a 
model is a strength of DES (Jnitova et al., 2017). However, entities and resources in a 
DES model cannot interact adaptively, as can be done with other M&S methods (Goh & 
Ali, 2016). 
Supporting Software. Another strength of DES is the abundance of supported 
software applications and tools used to implement the modeling method (Scheidegger et 
al., 2018). A few of the more popular DES software solutions include (a) Simio, (b) 
ProModel, (c) Arena, (d) AnyLogic, (e) FlexSim, and (f) Simul8 (Amaran et al., 2016; 
Anagnostou & Taylor, 2017; Scheidegger et al., 2018; Vile et al., 2017). While the 
previous list of DES applications is nowhere near exhaustive, each of the tools is 
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considered by expert modelers to be a popular and powerful graphical animation tool for 
DES M&S (Scheidegger et al., 2018).  
ABS. Agent-based modeling and simulation use a bottom-up perspective (Abar, 
Theodoropoulos, et al., 2017; Alice et al., 2018; Barbosa & Azevedo, 2017; Goh & Ali, 
2016; Mahjoubpour et al., 2018). The M&S method is used in various fields, including 
economics, biology, sociology, social sciences, and multiple STEM disciplines (Abar et 
al., 2017; Mahjoubpour et al., 2018; Williams, 2018). With ABS, individual autonomous 
agents interact in a shared environment by following sets of predefined agent rules (Abar 
et al., 2017; Barbosa & Azevedo, 2017; Goh & Ali, 2016; Mahjoubpour et al., 2018; 
Williams, 2018). Through the agents' interactions, widespread patterns emerge, indicating 
previously unknown complex behaviors of the simulated systems (Abar et al., 2017; 
Barbosa & Azevedo, 2017; Goh & Ali, 2016; Mahjoubpour et al., 2018). Another benefit 
is that by using existing ABS applications, users can quickly produce results in 
functioning models and simulations (Williams, 2018). Conversely, the same ease of use 
can lead to inexperienced modelers neglecting to follow solid conceptual modeling, 
verification, and validation techniques, which can tarnish ABS models' credibility 
(Williams, 2018). 
Supporting Software. The number of available ABS software tools and 
applications is limited compared to DES, but several useful products have been 
developed (Brailsford et al., 2018; Scheidegger et al., 2018). Commonly used ABS 
applications include (a) NetLogo, (b) Ascape, (c) RePast, (d) AnyLogic, (e) StarLogo, 
and (f) ExtendSim (Abar et al., 2017; Scheidegger et al., 2018). According to Abar et al. 
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(2017), ABS applications help researchers demonstrate how microlevel agents can 
influence macroscopic system behaviors. 
SD. System dynamics uses a top-down approach to modeling and simulation (Goh 
& Ali, 2016; Liang et al., 2018; Scheidegger et al., 2018; Yu & Fang, 2017). With SD, 
modelers create a higher system view using stocks, flows, and feedback loops (Goh & 
Ali, 2016; Jnitova et al., 2017; Scheidegger et al., 2018). Additionally, system dynamics 
models require differential equations (Goh & Ali, 2016; Rad & Rowzan, 2018; 
Scheidegger et al., 2018). System dynamics is considered a system thinking methodology 
that is well suited for complex systems (Barbosa & Azevedo, 2017; Scheidegger et al., 
2018; Yu & Fang, 2017). While SD is effective at modeling dynamic system changes 
over time (Barbosa & Azevedo, 2017; Golroudbary et al., 2019), the method is not 
suitable for low-level mapping elements (Scheidegger et al., 2018) or discrete events 
(Barbosa & Azevedo, 2017). In addition to supply chains, software engineering, stock 
markets, economics, ecology, innovation, and workforce management (Barbosa & 
Azevedo, 2017; Scheidegger et al., 2018), the SD modeling methodology is well suited 
for policy development (Brailsford et al., 2018; Liang et al., 2018). 
Supporting Software. As with DES, many user-friendly SD software packages 
have been developed (Brailsford et al., 2018). Of the many SD tools available (a) 
AnyLogic, (b) PowerSim, (c) Vensim, and (d) Stella are the most popular (Neuwirth, 
2017; Scheidegger et al., 2018; Stadnicka & Litwin, 2017). Despite the availability of 
multiple user-friendly SD modeling and simulation packages, SD modelers typically 
require considerable skill and mathematics knowledge (Scheidegger et al., 2018). 
34 
 
Hybrid. Hybrid modeling and simulation involve the combination of two or more 
of the core M&S methods, which are DES, ABS, and SD (Alice et al., 2018; Barbosa & 
Azevedo, 2017; Barbosa & Azevedo, 2018; Brailsford et al., 2018). The ever-increasing 
complexity of modeled systems has led to the heightened use of hybrid M&S methods 
(Goh & Ali, 2016; Jnitova et al., 2017; Morgan et al., 2017; Scheidegger et al., 2018). 
Although combing methods allows modelers to combine strengths (Alice et al., 2018; 
Jnitova et al., 2017) while simultaneously avoiding the shortfalls of using a single method 
(Morgan et al., 2017; Rad & Rowzan, 2018), a best practice is only to use a hybrid 
approach when two or more methods are equally required (Barbosa & Azevedo, 2017; 
Morgan et al., 2017). Depending on the specifics of the M&S project, implementing a 
hybrid methodology can be advantageous, especially when the real-world system is 
exceptionally complex. 
Hybrid methods come with specific challenges as well. Successful hybrid 
implementation requires extensive knowledge of multiple methods, flexibility, and higher 
practitioner skillsets (Barbosa & Azevedo, 2017). Despite the importance of conceptual 
modeling and the availability of method-specific conceptual modeling paradigms, the 
literature clearly shows a lack of hybrid conceptual models (Brailsford et al., 2018). 
Implementing a hybrid method using a single M&S tool can be problematic as well. 
Whereas some modelers can successfully use a single M&S application that was designed 
for a specific method while incorporating principals or libraries from a second modeling 
method (Barbosa & Azevedo, 2017), other researchers compare this process to forcing a 
"square peg into a round hole" (Brailsford et al., 2018, p. 2).  
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Last, verification and validation of hybrid models involves significant challenges, 
evidenced by the lack of V&V results published in hybrid M&S studies (Brailsford et al., 
2018). Despite the apparent benefits of using hybrid methods for specific M&S scenarios, 
considerable challenges must be considered and overcome. 
Verification & Validation  
A vital step in the implementation of M&S technology documented in the 
literature is verification and validation (V&V). The DoD defines verification as the 
process used to check whether a model or simulation has been accurately implemented 
according to the original conceptual description and specifications (DoD, 2018). 
Likewise, validation refers to the process used to determine whether a model or 
simulation accurately depicts the real world as intended (DoD, 2018). Other researchers 
have described verification as solving the equations right and validation as solving the 
right equations (Dadzis et al., 2017; Hicks et al., 2015). No matter which definitions 
authors use, models and simulations that have not passed V&V cannot be trusted. 
Understanding the essential nature of V&V is necessary for researchers investigating 
M&S. 
Throughout the studies dedicated to M&S V&V, the authors repeatedly stressed 
the importance of consistently and correctly conducting these processes. Without 
verification and validation, models and simulations are useless. Therefore, practitioners 
should treat V&V as a required project (Kendall et al., 2017). According to Hicks et al. 
(2015), V&V is so vital that when neglected, researchers have trouble obtaining funding, 
demonstrating utility, and publishing papers, which are all plaguing the biological 
systems M&S field. Before models and simulations can be trusted and fully integrated 
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into practice, managers must provide successful V&V results (Alessandrini et al., 2015; 
Barajas et al., 2016; Chen et al., 2015; Hicks et al., 2015; Kendall et al., 2017). The 
impact V&V has on the implementation of M&S is evident. Understanding when to 
conduct verification and when to conduct validation, and which step is more critical to a 
specific study is also an essential consideration for M&S implementation. 
All through the literature, separate components of V&V are presented differently, 
with specific aspects presented as more challenging than others. The processes attributed 
to verification must always happen before the validation methods are employed (Hicks et 
al., 2015; Kendall et al., 2017). Very few M&S studies are similar to the research 
conducted by Hein et al. (2018), focusing solely on verification. Even though the M&S 
team should conduct multiple forms of verification throughout the project (Kendall et al., 
2017), the overall process is comparable to standard software unit-testing (Hicks et al., 
2015) or mathematical analysis (Popoola & Sinanović, 2018), which leads to the 
acknowledgment that validation is the real challenge and focus of V&V (Chen et al., 
2015; Hicks et al., 2015). If solving the equation right encapsulates verification through 
math-checking and unit-testing, the question then becomes how do researchers 
demonstrate that they selected the right equation for the M&S project. The literature 
indicates that M&S validation most often requires experimentation to demonstrate the 
solution accurately imitates the real-world as intended. 
A few standardized M&S validation frameworks exist, but in most instances, it is 
the modeler's responsibility to justify and explain the validation process developed to 
demonstrate the usefulness of the model. The validation of models and simulations 
dealing with theorized electrical conduction may require experimental data captured 
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during the testing of power converters (Beg et al., 2017), new silicon-based 
semiconductors (Anwar et al., 2017), or cryogenically cooled superconducting magnets 
(Xu et al., 2016). Quasistatic testing, Split Hopkins bar testing, and flyer plate impact 
testing were all used to validate Johnson-Cook based simulations of a laser peen process 
(Langer et al., 2015). In another study, researchers developed an M&S solution to test a 
new type of double rotor switched reluctance machine (DRSRM) found in hybrid electric 
vehicles (Yang et al., 2016). Before they could validate the model and simulations, they 
first had to manufacture and test a DRSRM prototype (Yang et al., 2016). In most 
instances, custom-designed experimental tests must be designed and used to validate 
M&S solutions. When models and simulations can impact human life, experimental 
validation is even more critical. 
Confidence in the validation of M&S solutions that can be used to save human 
lives or jeopardize human life, if improperly implemented, requires extensive testing. 
Huang et al. (2017) fabricated a full-scale iron helicopter to validate an M&S solution to 
develop lightning protection experimentally. The validation of a critical M&S solution 
used to develop a new remote maintenance process for the International Fusion Materials 
Irradiation Facility (IFMIF) in Italy required testing a full-scale prototype of an IFMIF 
target assembly (Micciche et al., 2017). For the experimental validation of a simulated 
radiation detector system, the researchers implemented fluorescence and synchrotron 
radiation tests, and X-ray tube spectra, and beta decay tests, in addition to comparison 
validation using another well-established TCAD simulation solution (Krapohl et al., 
2016). In each of these instances, scientists developed a novel validation test for a 
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specific M&S implementation. In other situations, researchers present new M&S V&V 
methodologies that can be used broadly by other researchers in the same field of study. 
The creation of commonly used V&V standards, such as the IEEE standard 1597 
designed to validate computational electromagnetics models and simulations (Park et al., 
2017), are rare but the objective of multiple M&S studies. In the medical field, the 
widespread use of M&S tools to diagnose and treat cardiac conditions is limited because 
of a lack of reliable V&V techniques (Alessandrini et al., 2015). In response, multiple 
researchers are publishing V&V methodologies designed to experimentally test cardiac-
related M&S solutions (Alessandrini et al., 2015; Gindre et al., 2017; Larsson et al., 
2017). Similarly, Flintoft et al. (2017) published a V&V test-suite used by researchers 
conducting complex electromagnetic compatibility (EMC) M&S projects. Barajas et al. 
(2016) published a V&V framework for modelers working with serious game technology, 
acknowledging the impact properly implemented V&V methods have on adoption rates. 
With so many studies publishing reusable V&V frameworks, it is evident that widespread 
M&S adoption depends on reliable V&V results. Unfortunately, some fields utilizing 
M&S technology do not commonly publish papers covering the implemented V&V 
methodologies. 
The M&S research community needs access to gold-standard validation datasets 
produced from high-fidelity tests (Hicks et al., 2015). Kendall et al. (2017) published a 
detailed paper for the DoD on the V&V of the Computational Research and Engineering 
Acquisition Tools and Environments (CREATE) program. The V&V of the Infantry 
Warrior Simulation (IWARS) required Eaton et al. (2014) to use statistical analysis and 
real-world data collected from Vietnam, Iraq, and Afghanistan combat veterans. While 
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Eaton et al. (2014) acknowledged the primary motivation for publishing the research was 
to help other analysts create more accurate models, most military-related M&S papers are 
not focused on sharing V&V techniques and datasets. Gathering strategies military 
organizations have used to conduct V&V of M&S technology would undoubtedly 
address a significant gap in the M&S body of knowledge. 
Qualitative Interviews  
The qualitative design used for this research was a multiple-case study. 
Qualitative case studies often incorporate semistructured interviews as the primary data 
collection method (Hoeber & Shaw, 2017). While it is common for a qualitative study to 
include a single interview method, it is becoming more common for researchers to 
conduct multiple types of interviews in a single study (Heath et al., 2018). Modern 
qualitative researchers can employ (a) face-to-face, (b) synchronous online, (c) email, and 
(d) telephone interviews (Heath et al., 2018). Even though in-person face-to-face 
interviews are considered the gold standard and face-to-face online a close second (Heath 
et al., 2018), email and phone interviews also produce insight-rich data (Hershberger & 
Kavanaugh, 2017). Although the benefits and shortfalls of different interview methods 
are up for debate, researchers tend to agree that by offering more than one interview 
option, participation is likely to increase (Heath et al., 2018; Hershberger & Kavanaugh, 
2017). Considering the benefits of modern qualitative interview methods, in-person, face-
to-face, and face-to-face online interviews should be sought first, with phone and email 
offered as alternatives with the intent of increasing participation. Incorporating multiple 
interview techniques was a benefit to my study, which targeted IT project managers 
working for military organizations across the eastern region of the United States. 
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Additional strategies for conducting effective qualitative interviews are present in 
the literature. Data gathered using more than one collection technique are more likely to 
produce equivalent results when a well-constructed interview guide is applied 
consistently (Hershberger & Kavanaugh, 2017) and when the participants are 
technologically savvy (Heath et al., 2018; Rosenthal, 2016). If investigators are using a 
conceptual framework to inform the overall study, the investigators should consult the 
same conceptual framework when developing the interview guide and questions (Martin 
et al., 2019; Moreau & Eady, 2019; Shorey et al., 2018). In-depth interview guides should 
include multiple open-ended main interview questions, with additional follow-up probes 
(Goodell et al., 2016; Martin et al., 2019; Rosenthal, 2016; Shorey et al., 2018). 
Researchers who use a conceptual framework to inform an interview guide that includes 
open-ended questions and follow-up probes will be better prepared to conduct qualitative 
interviews. Researchers who conduct multiple types of interviews with technologically 
savvy IT practitioners should produce equivalent results across the interview types while 
consistently using an interview guide. 
M&S Multiple-Case Studies  
The academic body of knowledge contains a multitude of qualitative case study 
research. Familiarity with modern multiple-case studies designed to conduct M&S 
research provided valuable insight into my study. As with other multiple-case studies, the 
M&S researchers chose the design because of a need for an in-depth investigation of the 
primary research question (Bokrantz et al., 2017; Issa Mattos et al., 2019; Jolak et al., 
2018; Liebel et al., 2018). Scientists consider multiple-case studies to be more robust than 
single case studies and consider the findings stronger (Jolak et al., 2018; Rodič, 2017). In 
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addition to incorporating data triangulation (Bokrantz et al., 2017; Issa Mattos et al., 
2019; Liebel et al., 2018) for improved validity, multiple-case studies enable cross-case 
data analysis (Bokrantz et al., 2017; Jolak et al., 2018). Investigators who conduct 
modern M&S studies by incorporating a multiple-case study design employ a valid and 
robust qualitative investigation method. Additionally, researchers can use data 
triangulation and cross-case analysis to help uncover M&S implementation strategies 
used by military organizations.  
An analysis of the available M&S multiple-case studies provided additional 
insight into modern qualitative interviewing best practices. As was seen in the larger 
body of knowledge related to multiple-case studies, semistructured interviews were a 
primary data collection method (Bokrantz et al., 2017; Heikkinen et al., 2017; Issa Mattos 
et al., 2019; Liebel et al., 2018). Researchers who use a multiple-case study design to 
investigate M&S often use an interview guide (Bokrantz et al., 2017; Issa Mattos et al., 
2019; Liebel et al., 2018). The least number of cases used was two (Liebel et al., 2018), 
while the largest number of reported cases was six (Issa Mattos et al., 2019). The number 
of interviews conducted across the literature ranged from nine (Heikkinen et al., 2017) to 
15 (Liebel et al., 2018), with researchers determining the final number by following 
standard saturation criteria (Issa Mattos et al., 2019). Well-informed modeling and 
simulation researchers conducting multiple-case studies should be prepared to conduct 
semistructured interviews following an interview guide while attending basic saturation 
rules. Fundamentally, the widely acknowledged benefits of using a multiple-case study 
design are well suited for M&S research.  
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Relationship to Previous Research 
The purpose of my study was to gather strategies some IT project managers 
supporting U.S. military organizations use to implement modern M&S technology. 
Academics have conducted previous studies to gather best practices and strategies for 
implementing M&S technology in the healthcare sector (see Table 1). Yet, as of this date, 
it appears no scholars have published studies of this scope on military M&S. While M&S 
studies centered on healthcare could be used to inform military implementations, Tako 
and Robinson (2015) found that health modeling and simulations are quite different 
compared to the military and other sectors. 
Table 1 
Previous Healthcare Studies with Strategies for M&S Implementation 
Author/Date Title Scholarly 
Dahabreh et 
al. (2015) 
Guidance for the conduct and reporting of modeling and 




Good practices in model-informed drug discovery and 
development: Practice, application, and documentation 
Yes 
Visser et al.  
(2017) 
Common best practice in modeling and simulation across 




Sanchez et al. 
(2019) 
Best practices to maximize the use and reuse of quantitative 
and systems pharmacology models: Recommendations from 
the United Kingdom Quantitative and Systems Pharmacology 
Network 
Yes 
Tangentially related articles designed to investigate the adoption of military M&S 
training tools are available (Hathaway & Cross, 2016; Mao et al., 2017; Sadagic & Yates, 
2015), yet only Hathaway and Cross (2016) published in a scholarly peer-reviewed 
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journal. These findings support Jnitova et al. (2017) who reviewed the available military 
M&S literature related to the author’s topic and found an abundance of defense 
publications and conference papers lacking key details needed to understand the research 
findings. According to Jnitova et al. (2017), peer-reviewed scholarly articles on military 
M&S were not prevalent. While the literature includes a few scholarly articles on singular 
aspects of military M&S implementation, such as conceptual modeling (Seo et al., 2017) 
or verification and validation (Kendall et al., 2017), scholarly studies that investigate the 
entire breadth of implementation are missing from the body of knowledge. 
Transition and Summary 
Section 1 provided the foundation of the study. The background, problem, and 
purpose statements supported the theorized research question, which ultimately framed 
the available professional and academic literature review. The literature review 
uncovered several themes relevant to the purpose of the study. First, the conceptual 
framework was thoroughly investigated to include the foundation, alternate theories, 
recent advancements, and modern applications in military and M&S studies. The primary 
review of M&S studies produced three major themes, with two of the major themes 
including four additional subthemes each. All of the themes provide insight into modern 
M&S implementations. Lastly, the literature review examined recent studies on 
qualitative interviewing and multiple-case studies, which were both critical components 
of my doctoral study. In addition to uncovering pertinent themes, the literature review 
exposed a complete lack of academic studies designed to extract strategies used to 
implement M&S technology in military organizations. 
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Section 2 will expound on key elements of the research plan, which will include 
human elements (the researcher, participants, ethical research); methodological 
components (method, design, population, sampling, data collection, and analysis); as well 
as essential aspects related to the findings (reliability, validity, dependability, 
creditability, transferability, confirmability, and saturation). Section 3 will present the 




Section 2: The Project 
Purpose Statement 
The purpose of this qualitative multiple-case study was to explore strategies some 
IT project managers supporting U.S. military organizations use to implement modern 
M&S technology. The target population was IT project managers working for three 
different military organizations in the United States' eastern region, who have 
successfully implemented modern M&S technology. This study’s results could add to the 
M&S body of knowledge by contributing modern implementation strategies customized 
to address novel challenges. From a social change perspective, more successful M&S 
implementations can safeguard human lives in situations where real-world military 
systems evaluations cannot be executed safely.  
Role of the Researcher 
In qualitative inquiry, the researcher plays a critical role in the data collection 
process. In scholarly research, the qualitative researcher is the primary data-gathering 
instrument (Neuman, 2014). Gathering qualitative data requires a level of flexibility, 
insight, and responsiveness that only a human can provide (Neuman, 2014). Qualitative 
researchers should develop and follow an interview protocol to maximize interview 
consistency (Goodell et al., 2016) and elicit maximum information from the interviewees 
(Neuman, 2014). The protocol used should provide an outline so that interviews can be 
conducted similarly (Goodell et al., 2016) while remaining flexible in supporting the data 
collection process (DeJonckheere & Vaughn, 2019). In my multiple-case study, my role 
as the primary data-gathering instrument included conducting interviews while following 
an interview protocol, recording observations, and gathering relevant documentation. 
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Recording additional qualitative data elements such as context and body language helped 
develop a deep understanding of the phenomenon (see Patten et al., 2020).  
Qualitative data collection requires the researcher to establish close relationships 
with various research elements (Venselaar & Wamelink, 2017). Qualitative researchers 
are encouraged to communicate how such relationships were managed (Venselaar & 
Wamelink, 2017). For over 2 decades, I have supported the DoD as an IT specialist, with 
the past 10 years spent as an IT project manager leading the development and 
implementation of various information systems. While I have never managed the 
development or implementation of M&S technology, the opportunity, resources, and 
need to manage such projects currently exist and will be required in the future. Since 
November of 2004, I have lived and worked in the Washington, D.C., metropolitan area. 
Familiarity with the region and local colleagues and acquaintances supported the data 
collection process. The participants in my study did not include individuals from my 
organization or chain of command. 
Purposeful researchers should attempt to limit the effects of bias during data 
collection and analysis (Goodell et al., 2016). Multiple techniques and strategies are 
available to limit bias. All qualitative researchers should practice reflexivity by 
continually reflecting on their relationship to the study and their role as the researcher 
(Venselaar & Wamelink, 2017). Moreover, researchers should seek to capture the 
participant's beliefs surrounding the phenomenon and avoid personal preconceptions 
(Goodell et al., 2016; Neuman, 2014). Memoing can be used to create written notes 
throughout the study, recording one’s personal bias, feelings, and thoughts related to the 
meaning behind the data (Goodell et al., 2016). Throughout my study, I used reflexivity 
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and memoing to identify personal bias and preconceptions to protect the participant's 
beliefs surrounding the phenomenon.  
In addition to attending to bias, researchers have an ethical obligation to protect 
the participants. The Belmont Report, first published in 1979, defines three ethical 
principles that researchers should use to guide research involving human participants 
(Kamp et al., 2019; Laage et al., 2017). The first ethical principle is respect for persons 
(Kamp et al., 2019; Laage et al., 2017). Researchers often address respect for persons by 
implementing informed consent, where participation is voluntary and can stop at any time 
(Kamp et al., 2019). The second ethical principle is beneficence (Kamp et al., 2019; 
Laage et al., 2017). At the core of beneficence is an obligation to protect every participant 
while maximizing the potential benefits (Kamp et al., 2019). The third ethical principle of 
the Belmont Report is justice (Kamp et al., 2019; Laage et al., 2017). Justice in research 
requires a fair process for selecting participants (Kamp et al., 2019), especially when 
participation could result in a therapeutic benefit (Laage et al., 2017). Throughout my 
research, I followed the ethical principles established by the Belmont Report. 
Participants 
In qualitative research, investigators should select participants based on the data 
needed to inform the research (Amiri et al., 2016). Multiple-case studies require expert 
informants (Meyer et al., 2019) who are knowledgeable of the research phenomenon and 
can provide the input and insight needed to ground the research in a real-world context 
(Zondag et al., 2017). In addition to exploring a contemporary phenomenon in a real-
world context, investigators have used multiple-case studies to answer how and why type 
of questions (Alpi & Evans, 2019; Parjanen & Hyypiä, 2019; Van De Weerd et al., 2016). 
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Considering the purpose of my qualitative multiple-case study, eligible participants had 
to be full-time civil service employees who participated in the successful implementation 
of M&S technology in military organizations. Each participant was knowledgeable of the 
entire implementation process. Participants were considered experts in their field with at 
least 7 years of IT experience. Last, the participants had supported M&S implementations 
for military organizations located on the East Coast of the United States. 
One of the biggest challenges in qualitative research that impacts both the data 
quality and trustworthiness of the findings is gaining access to the participants 
(Maunganidze, 2019). A qualitative study's successful completion will require 
experienced participants who can provide meaningful insight into the primary research 
questions (Maramwidze-Merrison, 2016). Many researchers rely on a “gatekeeper” who 
can provide or block access to potential participants within an organization (Walther et 
al., 2017), while other researchers develop strategies to bypass gatekeepers and contact 
potential participants directly (Maramwidze-Merrison, 2016). Qualitative researchers 
seeking to identify and gain access to qualified participants should consider using one or 
more of the following techniques: 
• use personal contacts first (Maunganidze, 2019); 
• rely on a gatekeeper (Walther et al., 2017); 
• conduct an Internet search for qualified participants (Maramwidze-Merrison, 
2016); 
• review organizational websites and list servers (Maramwidze-Merrison, 2016; 
Martell & Stevens, 2019); 
49 
 
• search social and professional networks such as Twitter, Facebook, and 
LinkedIn (Maramwidze-Merrison, 2016); 
• send solicitation e-mails (Maramwidze-Merrison, 2016; Maunganidze, 2019); 
• recruit additional participants using the snowball technique (Maramwidze-
Merrison, 2016; Maunganidze, 2019). 
In my multiple-case study, I used my personal and professional contacts to access a 
purposively selected group of highly skilled IT project managers who meet the eligibility 
criteria. Both phone calls and invitation emails were used to recruit participants. I had 
multiple contacts at four or more military organizations that meet the eligibility criteria. 
When additional contacts were needed to obtain each organization's initial participants, I 
searched social and professional networks such as Facebook and LinkedIn. Snowball 
sampling was used to recruit additional participants in each organization until I 
demonstrated saturation.  
Gathering qualitative data through interviews and observations requires 
establishing close relationships between the researcher and participant (Venselaar & 
Wamelink, 2017). The objective of establishing relationships is to put the participants at 
ease and foster trust, ideally before the interviews are held (Maunganidze, 2019). It is 
most common for researchers to create trusting relationships through repeated 
interactions with the participants (Maunganidze, 2019). If the researcher has limited 
opportunities for in-person interactions, the researcher can establish an online 
relationship of trust by using a combination of (a) email, (b) phone, (c) Twitter, (d) 
Facebook, and (e) LinkedIn communications (Maramwidze-Merrison, 2016). Ultimately, 
qualitative researchers should attempt to reduce the metaphorical distance between the 
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researcher and participants by fostering an anti-authoritative relationship where the 
participants have the freedom to influence the research agenda (Råheim et al., 2016). 
Researchers who allow for shifts in authority during participant encounters must ensure 
reflexive self-awareness is maintained, so there is no ambiguity attached to potential 
knowledge claims (Råheim et al., 2016). An initial working relationship was established 
with the existing personal and professional contacts whom I purposively targeted for 
participation. Initial emails and phone calls were conducted to evaluate whether the 
potential participants were interested. Repeated interactions using phone, email, social, 
and professional media were used to strengthen relationships and generate trust. To 
establish a nonauthoritarian relationship, I thanked each participant for sharing their 
advanced knowledge and strategies related to the topic, making it clear that I was a 
novice in the subject area.  
Research Method 
As with all scholarly research, the appropriate method and design will depend on 
the primary research questions (Hamilton & Finley, 2019). My study's primary research 
question sought to uncover M&S implementation strategies used by some IT project 
managers supporting military organizations. The data required to address my research 
question included human knowledge, experience, opinions, and real-world context. 
Research requiring contextually rich data will also require a qualitative method 
(Maramwidze-Merrison, 2016). Some scholarly researchers believe qualitative methods 
are the only way to uncover people's experiences, attitudes, and feelings in context 
(Amiri et al., 2016). Furthermore, Hamilton and Finley (2019) found qualitative methods 
invaluable when investigating how and why implementation best practices fail or 
51 
 
succeed. Fundamentally, qualitative research is the most appropriate method of producing 
knowledge when a gap exists between theory and practice (Makaci et al., 2017). 
Quantitative methods are appropriate for testing treatments, interventions, or 
correlations between variables (Yates & Leggett, 2016). Quantitative studies are also 
useful for describing a given population's trends and opinions (Yates & Leggett, 2016). 
Additional quantitative inquiry qualities include rigor demonstrated through validation, 
reliability, and generalizability (Mandal, 2018; Rapport et al., 2015). In quantitative 
studies, generalizability is a byproduct of reliable statistical procedures applied to 
quantitative data (Venselaar & Wamelink, 2017). Researchers can reduce, if not 
eliminate, bias when taking a quantitative approach (Yates & Leggett, 2016). However, 
despite high degrees of precision, quantitative data is limited by the absence of rich, in-
depth descriptions only found in qualitative research (Yates & Leggett, 2016). 
Moreover, if a quantitative method were to uncover an intriguing phenomenon, it 
would be impossible to ask probing questions for clarity in the confines of the original 
study (Van De Weerd et al., 2016). Fundamentally, quantitative research cannot uncover 
the how and why behind the phenomenon like qualitative research can (Yates & Leggett, 
2016). Because my study was not designed to test treatments, interventions, or 
correlations between variables, I did not select a quantitative methodology. Moreover, my 
study required rich, in-depth descriptions surrounding the phenomenon, which are not 
inherently supported by quantitative research. To get to the heart of the phenomenon, I 
needed the flexibility to administer probing qualitative questions when needed. 
As with qualitative and quantitative methods, using mixed methods will depend 
on the research question (Plano Clark, 2019). Investigators can only answer a mixed-
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method question by integrating both qualitative and quantitative data (Plano Clark, 2019). 
In addition to answering research questions that require two methods, a mixed-methods 
approach can be used as a follow-up to investigate other unexpected results (Steinmetz-
Wood et al., 2019). Studies that use a mixed-methods approach combine at least one 
qualitative and one quantitative method to capitalize on the strengths while minimizing 
the integrated methods' weaknesses (McCrudden et al., 2019; Steinmetz-Wood et al., 
2019). Despite the potential benefits of using mixed methods, unique challenges can 
manifest. For instance, when conducting scholarly research, tension always exists 
between rigor and feasibility (Hamilton & Finley, 2019). Rigorous studies incorporating 
mixed methods demand more time, effort, and expertise than mono-method studies 
(McCrudden et al., 2019). Also, mixed methods researchers should be experienced in 
using both qualitative and quantitative methods (McCrudden et al., 2019; Steinmetz-
Wood et al., 2019). Because most researchers are not skilled or comfortable with 
qualitative and quantitative methods (Steinmetz-Wood et al., 2019), most mixed methods 
studies require a team of researchers (McCrudden et al., 2019).  
My primary research question was not a mixed-method question that demanded 
qualitative and quantitative methodologies. A qualitative approach was needed to 
uncover the how's and whys behind the successful M&S implementations in their real-
world contexts. While the precision and rigor of quantitative inquiry are appealing, 
statistical correlations between variables would not have generated the implementation 




A multiple-case study was my research design. Research teams can use a 
multiple-case study to unearth the actual practices impacting a complex research 
phenomenon (Grubic, 2018). Multiple-case studies' core objective is to put what is 
learned into practice (Alpi & Evans, 2019). Investigating multiple cases increases 
external validity and generalizability, which are recognized limitations of single-case 
research (Grubic, 2018). When the research includes qualitative how and why questions, a 
case study design can go further by illustrating the linkages between pertinent real-world 
events (Makaci et al., 2017). A significant strength of multiple-case study design is the 
ability to explain whether findings exist across cases (Parjanen & Hyypiä, 2019; Singh et 
al., 2019). Before deciding on a specific qualitative research design, doctoral students 
should only consider designs that have been shown to support data saturation (Fusch & 
Ness, 2015). The aspects of case study design that support data saturation include 
interviews and thick and rich data (Fusch & Ness, 2015). 
Furthermore, the ability to intentionally target a homogenous group of 
participants supports data saturation in case study research (Hamilton & Finley, 2019). 
Well documented saturation techniques make multiple-case study a viable research 
design. Additionally, the implementation of modern M&S technology in military 
organizations can be a complex endeavor. A multiple-case study design was needed to 
uncover actual practices used across organizations so that implementation strategies 
could be formed and put into practice. Incorporating multiple organizations was required 
to increase external validity by highlighting critical linkages and indicating whether the 
findings existed across cases. 
54 
 
Phenomenology is another popular qualitative design that utilizes observations 
and interviews for data collection (Qutoshi, 2018; Webb & Welsh, 2019). The purpose of 
phenomenology is to explain multiple people's lived experiences cognizant of the same 
phenomenon (Valentine et al., 2018; Webb & Welsh, 2019). The objective of 
phenomenology is not to solve problems but rather to describe the subjective beliefs 
surrounding a shared lived experience (Qutoshi, 2018; Valentine et al., 2018; Webb & 
Welsh, 2019). The methodology's heavy philosophical nature has led to scholars 
describing phenomenology as inherently complex (Errasti-Ibarrondo et al., 2018) and 
messy (Qutoshi, 2018). According to Errasti-Ibarrondo et al. (2018), many variations 
exist, making it extremely difficult to find straightforward guidelines for conducting 
phenomenological research. My research aimed not to describe the participant’s beliefs 
related to a lived experience but to gather and share actionable strategies to solve a 
problem. 
Some researchers consider ethnography to be one of the most in-depth research 
designs available. In addition to transcribing what participants say they have done, 
ethnography allows the researcher to see what is happening (Baskerville & Myers, 2015). 
Ethnographers are particularly interested in capturing the differences between what 
participants say and what they do (Ackerman et al., 2015; Baskerville & Myers, 2015). In 
addition to qualitative interviewing, ethnography relies heavily on participant 
observations (Ackerman et al., 2015; Baskerville & Myers, 2015; Cowdean et al., 2019; 
Råheim et al., 2016). Not only are participant observations critical to the success of 
ethnography (Cowdean et al., 2019), the effective implementation of the practice requires 
an extended period of time spanning months if not years in the field (Ackerman et al., 
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2015; Baskerville & Myers, 2015; Cowdean et al., 2019; Goulden et al., 2016). Many 
ethnographic studies' downfall traces back to insufficient time spent conducting 
participatory investigations (Cowdean et al., 2019). 
Conversely, ethnographers who spend adequate time with the participants must 
guard against going native, which refers to a lack of critical distance needed to guard 
against becoming overly encultured (Goulden et al., 2016). In practice, ethnography is 
often eliminated as a viable research design because the sustained periods of required 
fieldwork would exceed the time and funding allotted to the proposed study (Ackerman 
et al., 2015). Employing an ethnographic design would have put my study in jeopardy of 
exceeding the time restraints applied to doctoral research, and the military aspect of my 
study was also a limiting factor. Even if some military organizations had allowed an 
external researcher to conduct extended field observations, my own military employer 
would not authorize my participation. For these reasons, a multiple-case study design was 
a better fit than an ethnography design.  
Population and Sampling 
It is common knowledge that alignment is a vital characteristic that researchers 
should demonstrate throughout a study. Alignment includes clear linkages between the 
primary research question and the method, design, conceptual framework, data collection, 
and analysis techniques (Twining et al., 2017). Likewise, strategic alignment in 
qualitative research requires a population of potential participants who possess the 
knowledge and experience required to provide meaningful insight into the primary 
research question (Maramwidze-Merrison, 2016). The principle of alignment continues in 
that the nature of the population and sample directly impacts the credibility, 
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transferability, dependability, and confirmability of qualitative studies (Constantinou et 
al., 2017). Therefore, it is vital to articulate key elements related to the population and 
sample in qualitative research. 
A qualitative research design's full and transparent disclosure is not complete 
without anonymous background information related to individual and organizational 
participants and how and why they were selected (Malsch & Salterio, 2016). One of the 
primary goals of all qualitative research is to capture the knowledge, experience, and 
understanding of those who can provide meaningful insight into the defined research 
problem (Malsch & Salterio, 2016). Meyer et al. (2019) describe suitable participants of 
multiple-case studies as expert informants. Knowledgeable and insightful are two of the 
most commonly used descriptors associated with participant selection (Malsch & 
Salterio, 2016; Maramwidze-Merrison, 2016; Zondag et al., 2017). Furthermore, 
qualitative researchers should select participants capable of providing the real-world 
context surrounding the phenomenon under investigation (Zondag et al., 2017). The 
selection criteria needed to choose knowledgeable, insightful, and experienced 
participants capable of speaking to my research phenomenon in context included: 
• must be a full-time civil service employee; 
• have at least seven years of IT experience; 
• participated in the successful implementation of M&S technology for military 
organizations located on the East Coast of the United States; 
• possess knowledge of the entire implementation process. 
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After selecting a research topic and choosing an appropriate design, one of the 
most important tasks is determining an adequate sample size (Marshall et al., 2013). 
Determining an adequate qualitative sample size a priori, before the research begins, is 
problematic and nearly impossible (Blaikie, 2018; Sim et al., 2018; Smith, 2018). 
However, for the sake of various approval and ethics committees, qualitative researchers 
are often expected to state the sample size in advance (Blaikie, 2018; Marshall et al., 
2013; Sim et al., 2018; Smith, 2018). Instead of focusing on the number of participants, 
qualitative researchers are encouraged to seek knowledgeable informants, often leading 
to small sample sizes (Hamilton & Finley, 2019; Malsch & Salterio, 2016; Sim et al., 
2018; Smith, 2018). Furthermore, small samples are justified when the research design 
includes (a) a narrow research scope, (b) a homogenous sample, and (c) the use of an 
established conceptual model (Malterud et al., 2016; Sim et al., 2018). Determining the 
sample size based on precedent is also a common approach (Marshall et al., 2013; Sim et 
al., 2018). Case studies typically include at least six participants but no more than 12 
when the sample is homogenous (Dai et al., 2019; Low, 2019). At Walden University, 
eight is the average number of participants interviewed in Doctor of IT studies, as of 
December of 2019. Based on the narrow scope, conceptual model, and qualitative 
multiple-case study design, my study's ideal sample size was 9-15 participants. In my 
multiple-case study, three different military organizations represented the cases. For each 
case, I interviewed at least three civil servants and continued interviewing until I 
demonstrated thematic saturation. Despite the established factors I used to estimate my 
sample size for approval purposes, the most common principle used to determine a 
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qualitative sample's adequacy is saturation (Hennink et al., 2017; Low, 2019; Marshall et 
al., 2013).  
Scholars often describe saturation as the point in qualitative data collection where 
no further insight would be gained by conducting additional interviews (Dai et al., 2019; 
Hamilton & Finley, 2019; Malsch & Salterio, 2016). In reality, reaching saturation is a 
matter of degree because there will always be new insights to uncover (Low, 2019). More 
accurately, the goal of saturation is to recognize when the data's quality has peaked, and 
conducting additional interviews would produce rapidly diminishing returns (Marshall et 
al., 2013). While it may be easy for researchers to identify saturation, it is essential to 
describe the process used to determine (Malsch & Salterio, 2016). Additionally, 
qualitative researchers can apply saturation in the context of theoretical saturation, data 
saturation, or thematic saturation (Hennink et al., 2017; Sim et al., 2018). In all 
qualitative research, thematic saturation is the gold standard (Squires & Dorsen, 2018). In 
my study, I applied thematic saturation as initially described by Guest et al. (2006) and 
later refined by Ando et al. (2014). In both seminal works, the authors reached thematic 
saturation after conducting 12 interviews from a relatively homogeneous group of 
participants (Ando et al., 2014; Guest et al., 2006).  
According to Marshall et al. (2013), both the sample size and saturation are 
directly impacted by the sampling method. Qualitative researchers use purposeful 
sampling methods to intentionally select participants who can add depth and richness of 
data (Mandal, 2018). Of the 16 or more types of purposeful methods reported by Guest et 
al. (2006), I chose a purposive and snowball sampling strategy, which according to Singh 
et al. (2019), is a best practice for selecting the most appropriate individuals per case. 
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Researchers who combine purposive sampling with snowball sampling target participants 
who are confirmed experts (Courtenay et al., 2018) considered by the investigators to be 
information-rich interviewees (Norris et al., 2020). The investigators' personal and 
professional contacts are used for the first round of recruitment (Davies & Christie, 2017; 
Eisele et al., 2020; Santos-Nunes et al., 2017). Researchers use snowball sampling to 
expand upon the initial list of purposively recruited interviewees with the intent of 
maintaining a homogeneous sample (Davies & Christie, 2017). In snowball sampling, 
participants are asked to recommend additional interviewees who can provide insight into 
the research topic (Hamilton & Finley, 2019; Malsch & Salterio, 2016). Researchers use 
snowball sampling to recruit additional subjects until saturation is met (Naderifar et al., 
2017). Qualitative researchers who incorporate snowball sampling can use prior 
relationships and social networks to identify additional participants, increasing the 
probability of uncovering reoccurring themes (Sim et al., 2018). Naderifar et al. (2017) 
noted that snowball sampling is ideal when the participants are difficult to access, which 
was the case in my research. In my study, I used purposive sampling to select a small 
homogeneous group of ideal participants who meet the participation criteria. 
Furthermore, I used snowball sampling to add additional participants until I was able to 
demonstrate saturation.  
The interview setting is another key component related to the population and 
sample. The interview venue can impact the overall data collection process (McGrath et 
al., 2018). A best practice in qualitative research indicates that interviewers should 
schedule all interviews at a time and location convenient for the interviewee 
(DeJonckheere & Vaughn, 2019; McGrath et al., 2018). In general, public places are not 
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ideal for interview locations (DeJonckheere & Vaughn, 2019). Instead, researchers 
should conduct interviews in comfortable but private locations that limit the possibility of 
interruptions (DeJonckheere & Vaughn, 2019; McGrath et al., 2018). Finding a room or 
office that has a closable door will help with privacy and ensure the interview can be 
heard and recorded easily (DeJonckheere & Vaughn, 2019). In modern academic studies, 
the location could mean face-to-face online using video teleconferencing solutions like 
Skype (Heath et al., 2018). Some participants may feel more comfortable being 
interviewed over the phone or using email correspondence (Heath et al., 2018; 
Hershberger & Kavanaugh, 2017). Being flexible with the interview location will make 
the participants more comfortable and increase participation (Heath et al., 2018). In my 
study, I encouraged each participant to choose an interview time and location that 
accommodated their needs. I made every effort to conduct interviews in quiet, private 
locations that discouraged interruptions and supported audio recording. Even though 
face-to-face interviews are considered the gold standard (Heath et al., 2018), online face-
to-face, phone, and email correspondence was presented as alternate interview settings so 
that potential participants felt comfortable, which increased participation. 
Ethical Research 
In addition to limiting bias (Goodell et al., 2016), providing contextual 
information (Phillippi & Lauderdale, 2017), and practicing reflexivity throughout the 
study (Venselaar & Wamelink, 2017), ethical research includes protecting human 
participants (Laage et al., 2017). If ethical issues arise during data collection, the 
researcher must act in the participant's best interest (Goodell et al., 2016). It is relevant to 
note that Institutional Review Boards (IRB) provide ethical oversight and are responsible 
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for defining ethical research and how it is conducted (Clapp et al., 2017). Most IRB 
members use the Belmont Report as a reference when reviewing research proposals 
(Laage et al., 2017). They expect researchers to demonstrate respect for persons, 
beneficence, and justice (Kamp et al., 2019). 
Scholars can obtain respect for persons through an informed consent process 
(Kamp et al., 2019), a Walden IRB requirement. The consent form was presented to each 
potential participant. Informed consent requires the participants to be aware of the study's 
purpose, potential risks, if any, and possible benefits (Moss et al., 2019). The informed 
consent form should clearly state that participation is voluntary, and participants can 
withdraw from the study at any time (Kamp et al., 2019). Potential participants were 
reminded in the invitation email, in the consent form, and at the start of the interview that 
participation was voluntary and can be terminated at any time, for any reason. 
Beneficence involves taking steps to protect each participant and maximize 
participation's potential benefits (Kamp et al., 2019). The identity of individuals and 
organizations was be kept anonymous and confidential. Allowing participants to sign 
with a cross or doodle if they do not want to provide a recognizable signature 
demonstrates the researcher's willingness to protect the participants' identity (Moss et al., 
2019). According to Kamp et al. (2019), fully disclosing the process used to select 
participants is one way researchers demonstrate justice, especially when participation 
could be considered therapeutic (Laage et al., 2017). Not only can sharing one's stories be 
therapeutic, but many participants perceive the opportunity to be heard by a wider 
audience as beneficial (Moss et al., 2019). 
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Furthermore, I provided the results of my study to the participants, which, 
according to Moss et al. (2019), represents a possible participation incentive. In addition 
to being given a copy of the final study, the consent form listed other possible 
participation incentives. One possible incentive is the participants' opportunity to 
contribute M&S implementation strategies to the larger body of IT practitioners.  
Obtaining IRB approval is a critical component of conducting ethical research 
(Clapp et al., 2017). Walden University’s approval number for this study is 05-04-20-
0635823 and it expires on May 3, 2021. Additionally, the Walden IRB approval number 
and all required agreement documentation were provided verbatim to the participants. All 
data gathered for the study will be encrypted on an external hard drive and stored safely 
for 5 years to protect the participants' confidentiality. 
Data Collection Instruments 
In qualitative research, the researcher is the primary data-gathering instrument 
(Neuman, 2014). Besides being the primary research instrument, the qualitative 
researcher develops and monitors additional data gathering processes (Lattal & Yoshioka, 
2017). In my qualitative study, I served as the primary data collection instrument, and I 
developed and monitored the implementation of additional data gathering processes. An 
interview protocol (see Appendix) was used to conduct semistructured interviews while 
taking field notes of the observations I made. Furthermore, I gathered and incorporated 
various sources of relevant documentation for triangulation purposes. In case studies, 
interview data, observations, organizational documents, and archival documents are valid 
sources of data for triangulation and sense-making (Alpi & Evans, 2019). 
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Interviewing is the most crucial method of collecting data in qualitative case 
studies (Alpi & Evans, 2019) because of the ability to traverse a real-world phenomenon 
from the informant's perspective (Chirumalla et al., 2018). Of the various interview 
techniques available, semistructured interviews are the most common type used in 
qualitative research (DeJonckheere & Vaughn, 2019). Semistructured interviews can be 
used in case studies to (a) maximize data extraction from the interviewees, (b) follow-up 
on provided comments, (c) ask for clarifications, and (d) administer additional probing 
questions when needed (Van De Weerd et al., 2016). Qualitative researchers should 
always use a flexible interview protocol when conducting semistructured interviews 
(DeJonckheere & Vaughn, 2019). An interview protocol is a document that contains an 
outline that interviewers should follow so that each interview is conducted similarly 
(Goodell et al., 2016). According to Goodell et al. (2016), an interview guide should 
contain (a) an introduction, (b) a reference to the consent process, (c) demographic 
questions, (d) an icebreaker, (e) the main interview questions, (f) probes, (g) a review 
process, and (h) a conclusion. Furthermore, interview protocols ensure the initial 
questions are not leading or hint at the expected answer while simultaneously allowing 
the participant to expound on the topic in detail, without interruption (Malsch & Salterio, 
2016). An interview protocol incorporating best practices from Goodell et al. (2016) was 
used in my study to conduct semistructured interviews. I applied member checking for 
the review process after interview sessions to validate my interviews' interpretation. The 
primary interview questions and probes have been referenced in the table of contents and 
are provided verbatim in Section 1 and the interview protocol found in the Appendix. 
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Member checking is a commonly used method of increasing the validity, 
trustworthiness, and credibility of qualitative research (Raskind et al., 2018). Qualitative 
researchers may use multiple forms of member checking at different points in the 
research process. Member checking, also known as respondent validation (Attia & Edge, 
2017; McGrath et al., 2018), was used in my study to enhance the reliability and validity 
of the data collection process. This form of member checking was used during the data 
gathering process to make corrections before moving forward in the study, as 
recommended by Yates and Leggett (2016). Qualitative researchers accomplish this form 
of member checking by either asking for feedback during an interview or at the end by 
summarizing the transcriptions (Goodell et al., 2016). At the end of each interview, I 
reviewed my interpretation of the interviews with the participant and allowed the 
interviewee to provide corrections or clarifications.  
Data Collection Technique 
My primary data collection technique was built upon the interview guide by 
incorporating additional best practices for conducting qualitative semistructured 
interviews. Following the guidelines shared by both DeJonckheere and Vaughn (2019) 
and McGrath et al. (2018), interviewees were allowed to choose the interviews' time and 
location. When possible, the interview location should be quiet and private 
(DeJonckheere & Vaughn, 2019; McGrath et al., 2018). I obtained permission to digitally 
record interview data because, according to Hamilton and Finley (2019), detailed 
recordings are the foundation of qualitative analysis. Field notes are an essential aspect of 
high quality and rigorous qualitative research (Phillippi & Lauderdale, 2017). Besides 
providing thick, rich contextual information, field notes can identify potential bias and 
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facilitate the initial coding process (Phillippi & Lauderdale, 2017). Each of these 
techniques was used in my study to conduct and record consistent qualitative interviews 
that tended to the needs of the participant while maximizing data collection.  
Qualitative interviews provide an advantage over surveys when interpersonal 
contact is essential and when the ability to administer follow-up questions is ideal 
(Hamilton & Finley, 2019). A further advantage of qualitative interviewing is uncovering 
facts, stories, meanings, and relationships that cannot be easily observed (Maunganidze, 
2019). A potential disadvantage of qualitative interviews is the cumbrous amounts of raw 
data that must be transcribed by the researcher or research team (McGrath et al., 2018). 
This disadvantage is especially true if the researcher procrastinates and does not 
transcribe and analyze data shortly after interviews are conducted (McGrath et al., 2018). 
The loose structure and interactive nature of semistructured interviews can be 
intimidating and challenging for inexperienced qualitative researchers (DeJonckheere & 
Vaughn, 2019). 
Similarly, Lattal and Yoshioka (2017) noted that systematic training is usually 
required to become a skilled human instrument. Planning my data collection technique, 
preparing an interview guide, and relying on prior qualitative interview training served 
me well in the field. Moreover, each interview was digitally recorded and immediately 
transcribed and coded, usually within 48 hours of completing an interview. Member 
checking and triangulation were used in my study to strengthen further the reliability and 
validity of the data collection technique. 
A commonly used form of member checking involves returning the interview 
transcripts or findings to the participants for validation or enhancement (Goodell et al., 
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2016; Malsch & Salterio, 2016; McGrath et al., 2018). This form of member checking is 
beneficial as a sounding board for fledgling researchers seeking to validate data quality 
(McGrath et al., 2018). According to Smith and McGannon (2018), the literature often 
suggests that investigators can use member checking to validate the credibility of 
qualitative data and analysis and control researcher bias. Even though researchers are 
encouraged to use member checking to increase the trustworthiness of qualitative 
research, the method should be used in a controlled manner to limit excessive 
disagreements on interpretations (McGrath et al., 2018; Smith & McGannon, 2018). In 
my study, I contacted each participant after I developed my interpretation of each 
interview to schedule a follow-up Zoom session. Each participant received my 
interpretation of their interview via email before the Zoom session. Each participant was 
allowed to provide feedback on the accuracy and interpretation. If the interpretation was 
not accurate, I asked for clarification. If the information provided was new, more 
interviews were offered to ensure I reached data saturation. Member checking is an 
essential component of triangulation (Twining et al., 2017). As data collection and 
analysis continued, triangulation was incorporated to strengthen the findings' 
trustworthiness further. 
Triangulation is another popular method of increasing the credibility and 
trustworthiness of qualitative research (Raskind et al., 2018). The triangulation concept 
originated from the geographic surveying domain of science, where a destination is 
verified by mapping its location to multiple known reference points (Varpio et al., 2017). 
In qualitative research, the technique involves cross-checking multiple data sources to 
investigate whether the results are homogenous (Moorley & Cathala, 2018). Researchers 
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can use multiple data collection techniques to support triangulation (Yates & Leggett, 
2016). Data sources suitable for triangulation include semistructured interview data, 
publicly available information, internal documents (Malsch & Salterio, 2016), other 
documentation, and archival records (Alpi & Evans, 2019). Researchers who use 
triangulation to converge upon a single version of the truth are taking a postpositivist 
qualitative approach (Varpio et al., 2017). In my qualitative study, I used data 
triangulation to cross-check semistructured interview transcripts, field notes, scholarly 
documents, websites, and publicly available documents.  
My secondary method of data collection was document review. I used publicly 
viewable documents as well as organizational documentation the participants were 
willing to share. The types of documents I requested were related to the best practices and 
M&S processes the interviewees discussed. Before the interview was over, I requested 
copies of any documents mentioned during the interview. The literature review 
uncovered critical phases of the M&S implementation process that require documentation 
and other artifacts. I requested additional data sources, including project charters, 
requirements documents, diagrams, conceptual models, and verification and validation 
test plans. In addition to reviewing military websites for M&S documents, I asked each 
participant for the address of their public websites to search for additional M&S 
documents relevant to the research topic. 
In sum, my data collection technique involved following an interview protocol to 
administer semistructured interviews using open-ended questions and follow-on probes 
consistently. I conducted the interviews in private locations at a date and time that 
accommodated the participant. Before the interview started, I obtained verbal permission 
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to record the interview digitally, and I captured field notes throughout the interview. 
Typically, within 48 hours, I transcribed both the transcript and field notes and imported 
both data sources into NVivo. My interpretation of the interview findings was sent to 
individual participants for feedback and participant validation. Supplemental 
documentation, including publicly available information, internal documents, archival 
records, and any additional publicly releasable documentation the participants were 
willing to share, were imported into NVivo as additional data sources needed for 
triangulation purposes. 
Data Organization Techniques 
In a recent study used to investigate modern qualitative data analysis practices, 
the researchers discovered that over 65% of the papers examined reported qualitative data 
analysis software (QDAS) for data preparation and management purposes (Raskind et al., 
2018). Two of the longest-used (Woods et al., 2016) and most popular QDAS packages 
are Atlas.ti and NVivo (Raskind et al., 2018). The literature distinguishes between using 
QDAS software for data management/organization purposes versus data analysis (Woods 
et al., 2016). Data management refers to the process of managing and organizing 
expanding datasets in preparation for data analysis, which in turn refers to the qualitative 
coding process (Sapat et al., 2017; Woods et al., 2016).  
Even though modern QDAS applications can store and organize documents, field 
notes, videos, and imagery, interview transcripts constitute over 73% of data managed 
using QDAS applications (Woods et al., 2016). In addition to managing and organizing 
large datasets, QDAS applications can produce visual representations capable of 
stimulating the researcher's understanding and interpretation of the data (Salmona & 
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Kaczynski, 2016; Sapat et al., 2017). Moreover, the use of QDAS applications can 
promote trustworthiness and rigor (Woods et al., 2016), not because of the software’s 
powerful data analysis capabilities but from the enhanced interpretations made 
transparent through the data organization (Sapat et al., 2017). I used the NVivo QDAS 
application for data management, organization, sorting, and secure storage during data 
collection and analysis. After the data analysis phase, I saved all raw data in an encrypted 
NVivo project file (.nvp extension) that I transferred to an external thumb-drive. The 
external thumb-drive will be stored in a locked container for 5 years. The ability to 
manage secure backups in multiple locations is a recognized strength of QDAS 
applications (Salmona & Kaczynski, 2016). 
Data Analysis 
Data analysis is a powerful step in qualitative research, yet this vital stage is least 
understood (Raskind et al., 2018). Qualitative researchers need to be transparent in the 
intentional application of rigorous data analysis (Raskind et al., 2018). According to 
Saldana and Omasta (as cited in Raskind et al., 2018), there is no single correct way to 
conduct qualitative data analysis. Nevertheless, the goal should always be to produce 
work that benefits the study, stakeholders, and the broader scientific body (Hamilton & 
Finley, 2019). No matter which specific data analysis method is used by an investigator, 
the typical process involves transcribing interview data, reviewing the data, applying 
codes, then categorizing the codes to look for patterns and themes (DeJonckheere & 
Vaughn, 2019). Before selecting a specialized data analysis method, the qualitative 
study's composition, including the research questions, participants, data types, and 
context, should be used to inform the decision (Raskind et al., 2018). 
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After considering the purpose of my multiple-case study and reviewing the 
literature, the data analysis process, I selected was within-case and cross-case thematic 
analysis. Braun and Clarke (2006) contributed a seminal work on qualitative thematic 
analysis that provided a straightforward and systematic implementation process that is 
easy for beginning researchers to learn. Many contemporary researchers are using Braun 
and Clarke’s (2006) thematic analysis process to conduct within-case and cross-case 
analysis in qualitative multiple-case studies that incorporate interview data (Alkhuraiji et 
al., 2016; Dillworth et al., 2019; Sandstrom & Reynolds, 2019; Swann et al., 2016). The 
six steps in the thematic analysis include (a) familiarization with the data, (b) coding the 
data, (c) searching for themes, (d) reviewing the themes, (e) defining and naming themes, 
and (f) producing the final report (Braun & Clarke, 2006; Dillworth et al., 2019; 
Sandstrom & Reynolds, 2019). The within-case thematic analysis involves applying all 
six thematic analysis steps for each case individually (Alkhuraiji et al., 2016; Dillworth et 
al., 2019; Sandstrom & Reynolds, 2019; Swann et al., 2016). Qualitative researchers 
conduct cross-case analysis once all individual case reports are complete to identify 
themes present in multiple cases (Alkhuraiji et al., 2016; Dillworth et al., 2019; 
Sandstrom & Reynolds, 2019; Swann et al., 2016). While investigators can use tables to 
manually identify cross-case themes (Singh et al., 2019), it is more common for 
researchers to use a QDAS application such as Atlas.ti or NVivo (Alkhuraiji et al., 2016; 
Dillworth et al., 2019; Sandstrom & Reynolds, 2019). When researchers use thematic 
analysis in a multiple-case study, the last step is to produce a final multiple-case report 
(Sandstrom & Reynolds, 2019).  
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The increased use of QDAS applications confirms that researchers cannot conduct 
modern qualitative research without using computers (Salmona & Kaczynski, 2016). 
Utilizing QDAS applications during data analysis simplifies the data coding process and 
provides powerful search and visualization capabilities (Salmona & Kaczynski, 2016; 
Sapat et al., 2017). While traversing the data, relevant sections of text can be assigned a 
code that makes for easy indexing and retrieval of every section of data assigned the 
same code (Woods et al., 2016). This coding functionality also supports constant 
comparison and analysis of old and newly coded data (Salmona & Kaczynski, 2016; 
Woods et al., 2016). Reflexive notes, memos, and field notes can be inserted using the 
QDAS and linked to coded data (Salmona & Kaczynski, 2016; Sapat et al., 2017). 
Researchers are encouraged to record notes explaining their analytical decisions and 
reasoning, which provides proof of the analytical process (Sapat et al., 2017), and 
provides an audit trail (Salmona & Kaczynski, 2016). The inserted notes and memos 
become additional data sources investigators can triangulate against the coded transcripts 
and other data sources inserted into the QDAS dataset (Salmona & Kaczynski, 2016). 
These QDAS features promote increased trustworthiness through the analytical process's 
transparency (Salmona & Kaczynski, 2016; Sapat et al., 2017; Woods et al., 2016).  
Qualitative researchers must work intimately with the data to uncover emerging 
themes and apply their unique interpretation process to tie the themes back to the primary 
research question (Hamilton & Finley, 2019). Knowledge gained during the literature 
review, especially related to the selected conceptual framework, was used to inform 
theme development and the presentation of findings. Qualitative researchers should 
consider deriving initial categories and descriptions of themes from the relevant literature 
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and findings published in similar studies (Vaismoradi et al., 2016). Researchers should 
use the conceptual framework selected to guide the research design to guide and inform 
qualitative data analysis (Hamilton & Finley, 2019; Salmona & Kaczynski, 2016). 
According to Raskind et al. (2018), a well-established framework should be used by 
investigators to inform all data analysis, leading to conceptual coherence between 
themes.  
The NVivo QDAS application was used in my study to support within-case and 
cross-case thematic analysis. Once I imported a transcript into NVivo, I attached the 
initial codes I recorded in my field notes and continued the coding process. All six steps 
for thematic analysis was applied to each transcript in a case organization. Field notes, 
reflexive memos, and notes documenting analytical decisions were linked to coded data 
and used for triangulation purposes. Themes uncovered during the literature review and 
the conceptual framework were used to inform the thematic analysis and interpretation of 
themes. I used newly published articles related to the uncovered themes to update the 
literature review and illuminate the findings. Codes, themes, quotes, matrices, and 
informative visuals were extracted from NVivo, and incorporated into the research 
findings. Once I completed all interviews for each case organization, I used the NVivo 
QDAS application to conduct a cross-case analysis looking for themes present across 
cases. Because I conducted a multiple-case study, the final thematic analysis step was to 
produce a multiple-case report of the research findings. 
Reliability and Validity 
All scholarly research is judged based on specific quality indicators. The quality 
of quantitative studies is evaluated based on internal validity, external validity, reliability, 
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and objectivity (Connelly, 2016; Constantinou et al., 2017; Mandal, 2018). Each of the 
four quantitative markers has an equivalent quality standard in qualitative research. The 
four corresponding criteria used to assess qualitative research include credibility, 
transferability, dependability, and confirmability (Connelly, 2016; Constantinou et al., 
2017; Mandal, 2018). Table 2 provides a comparison of the two sets of markers. Because 
most qualitative analysis involves interpretation, the results can present contrasting 
meanings for different readers (Mandal, 2018). Consequently, researchers can find it 
challenging to demonstrate quality and trustworthiness (Mandal, 2018). Therefore, 
qualitative researchers should address each of the four quality criteria to demonstrate the 





Comparison of QUAL and QUAN Quality Marker 




Demonstrates the study measures what it 
claims it is measuring. 




The extent of the results can be generalized. 
QUAL Transferability Relates to the transferring of the results to other 
situations or individuals. 
Reliability 
QUAN Reliability Shows that the study elicits similar results over 
time. 
QUAL Dependability Ensures other researchers can repeat the study. 
QUAN Objectivity Signifies that the researchers' ideas and biases 
do not influence the research process. 
QUAL Confirmability Results reflect their participants’ experiences 
and thoughts and not their own ideas and 
values. 
Note. Adapted from Constantinou et al. (2017). 
The following sections provide more insight into how credibility, transferability, 
dependability, and confirmability were used to promote reliability and validity in my 
qualitative multiple-case study. 
Credibility 
In qualitative research, creditability is the equivalent of internal validity and refers 
to the degree to which the findings mirror reality (Connelly, 2016; Constantinou et al., 
2017; Mandal, 2018). Researchers often describe credibility as the degree to which the 
findings are believable (Mandal, 2018; Williams et al., 2019). Scholars can use multiple 
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techniques to demonstrate qualitative credibility. According to Constantinou et al. (2017), 
qualitative researchers should describe the research phenomenon in detail to increase 
credibility. Providing thick and rich descriptions helps readers determine if the 
participants' stories and the researcher's interpretations are believable and appropriate 
(Williams et al., 2019). Scholars should provide enough detail, so the credibility of the 
selected qualitative research design, objective, and data collection process can be 
assessed and established (Connelly, 2016; Rapport et al., 2015).  
Another technique used to establish credibility is member checking (Connelly, 
2016; FitzPatrick, 2019; Liao & Hitchcock, 2018; Mandal, 2018). Researchers can use 
member checking to validate the findings' credibility by allowing participants to review 
the transcripts or interpret the transcripts (FitzPatrick, 2019; Mandal, 2018). In this way, 
the participants confirm the credibility of the research results (FitzPatrick, 2019). 
Member checking was used to validate my interpretation of each participant’s interview 
and transcript. Lastly, scholars can use data triangulation to reinforce findings' credibility 
(FitzPatrick, 2019; Liao & Hitchcock, 2018; Mandal, 2018). Even though illustrating the 
same results in multiple data sources can indicate credibility and an absence of bias, 
triangulation does not guarantee qualitative validity (FitzPatrick, 2019). I used multiple 
credibility techniques in my multiple-case study. Member checking, data triangulation, 
and thick and rick descriptions were used in my study to validate the credibility and 
trustworthiness of the research design, data collection, and interpretation of results.  
Transferability 
In qualitative research, transferability is the equivalent of external validity or 
generalizability (Constantinou et al., 2017; FitzPatrick, 2019; Mandal, 2018). In general, 
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research findings should be applicable beyond the original study's context (Mandal, 
2018). In qualitative research, transferability refers to research findings that can be 
transferred to other settings or contexts by the reader or other researchers (Constantinou 
et al., 2017; Mandal, 2018; Rapport et al., 2015; Williams et al., 2019; Zondag et al., 
2017). Rapport et al. (2015) described transferability as the concept that scholars could 
present a given study as one example within a broader family of similar investigations. 
Qualitative researchers support transferability by providing rich, detailed contextual 
descriptions of the phenomenon (Connelly, 2016; Constantinou et al., 2017; Mandal, 
2018). The provided contextual information should include details related to the 
participants, locations, and data analysis (Connelly, 2016). Details surrounding the 
sampling method and recruitment strategy can further support transferability (Rapport et 
al., 2015). Reaching data saturation is another indicator of transferability. More precisely, 
saturation is an indicator of external validity because it connects to the validity of the data 
set and research results (Nascimento et al., 2018). Saturation is deeply embedded in the 
logic of qualitative validity (Braun & Clarke, 2019). According to Constantinou et al. 
(2017), saturation is considered the crown jewel of qualitative research validity. Failure 
to reach saturation can negatively impact both the research results' validity and 
transferability (Fusch & Ness, 2015). 
Beyond detailed contextual information surrounding the research setting and 
demonstrating saturation, the qualitative design can impact transferability. Qualitative 
researchers can implement a multiple-case study design to increase external validity 
(Grubic, 2018; Makaci et al., 2017; Nguyen et al., 2019; Singh et al., 2019). When an 
investigator can demonstrate similar results across cases using cross-case analysis, the 
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findings are less vulnerable to generalizability criticism (Singh et al., 2019). Increased 
transferability was inherent in the use of a multiple-case study design that included cross-
case analysis. Data collection continued until I could transparently demonstrate thematic 
saturation. Furthermore, I provided thick and rich contextual information related to the 
phenomenon and research settings so that future readers can determine whether the 
findings transfer to other settings and contexts. According to Connelly (2016), one of the 
goals for qualitative transferability should be to paint a vivid picture of the entire research 
process that will resonate with the readers. 
Dependability 
In qualitative research, dependability is equivalent to reliability (Connelly, 2016; 
Constantinou et al., 2017), yet researchers cannot check for reliability in the same way as 
quantitative research (Mandal, 2018). The primary way qualitative researchers ensure 
dependability is to properly document the research design, data, and analysis so other 
researchers can replicate the study (Constantinou et al., 2017; Mandal, 2018). Qualitative 
researchers can increase dependability by using research notes and audit trails to 
document important research decisions (Connelly, 2016; Mandal, 2018). For qualitative 
dependability, it is essential to record decisions that impact data coding and analysis 
(Bengtsson, 2016; Constantinou et al., 2017). The panacea of qualitative dependability 
would provide such extensive detail that other researchers could use the study as a 
prototype model for similar research (Rapport et al., 2015). Besides providing thick and 
rich descriptions of the entire research process, I maintained detailed research notes and 
an audit trail using the NVivo QDAS application, as described in the data analysis 
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section. The dependability goal was to provide extensive details documenting the entire 
research protocol so that future researchers could reproduce the study. 
Confirmability 
In qualitative research, confirmability is comparable to objectivity (Connelly, 
2016; Constantinou et al., 2017; Mandal, 2018; Rapport et al., 2015). More specifically, 
qualitative confirmability refers to objectivity applied during data collection and analysis 
(Mandal, 2018). The objective is to link the research findings back to participant data, not 
the researcher's ideas or assumptions (Constantinou et al., 2017; Moorley & Cathala, 
2018; Rapport et al., 2015). As with credibility, transferability, and dependability, 
confirmability requires rich, detailed descriptions (Constantinou et al., 2017). In support 
of confirmability, qualitative researchers should identify and report any potential bias that 
could have influenced the findings (Moorley & Cathala, 2018). Qualitative researchers 
can employ member checking to amplify confirmability (Connelly, 2016; Rapport et al., 
2015). Investigators use this form of member checking to ask the participants to confirm 
the transcript interpretations' accuracy and a summary of the findings (Goodell et al., 
2016). According to Sapat et al. (2017), QDAS software such as NVivo can also help 
establish confirmability by visualizing how the participant data links to themes and 
interpretations. Successfully demonstrating confirmability is an indicator of quality 
research (Mandal, 2018). In line with my ethical qualitative researcher's role, reflexivity 
and memoing was used to control bias and support objectivity during data collection and 
analysis. All research notes and memos were linked to the data using NVivo. 
Furthermore, I returned my interview interpretations to individual participants for 
member checking. Last, I used detailed descriptions and the NVivo QDAS application to 
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link the data collection and analysis back to the participants' ideas and opinions. Table 3 





Overview of Methodological Strategy Presented in Section 2 
Research Component Tasks 
Data Collection • Conduct and record semistructured interviews, following an 
interview protocol, while taking field notes.  
• Gather relevant organizational and archival documentation. 
• Transcribe interview transcripts within 48 hours, and use 
member checking to validate interpretations. 
• Import transcripts, field notes, and supporting documentation 
into NVivo and begin organizing and triangulating. 
Data Analysis • Conduct within-case analysis by applying the six steps of 
thematic analysis described by Braun and Clarke (2006) for 
each transcript in a case organization.  
• NVivo was used to conduct cross-case analysis to identify 
codes and themes present across multiple cases.  
• NVivo assisted with coding, theme identification, triangulation, 
reflexive memos, and auditing of analytical decisions. 
Credibility • Produce thick and rich descriptions of the participants' views, 
beliefs, and opinions surrounding the research phenomenon.  
• Conduct member checking and triangulation of the research 
findings.  
Transferability • Provide thick and rich contextual descriptions of the research 
phenomenon, participants, locations, and data analysis. 
• Demonstrate thematic saturation using thick descriptions and 
the analysis trail and notes recorded in NVivo. 
• Illustrate cross-case analysis and themes present across cases. 
Dependability • Clearly document the specific research design and data analysis 
process in the final report. 
• Record detailed field notes, analytical decisions, and audit 
trails, and import all three into NVivo. 
Confirmability • Provide rich detailed descriptions that trace the research 
findings back to the participant data. 
• Produce illustrative visualizations that further links the themes 




Transition and Summary 
In Section 2, I discussed the composition of my multiple-case study. Core 
elements of the project, such as the research method and design, build upon the study's 
foundation, as presented in Section 1. The unique nature and challenges associated with 
accessing the ideal population and sample required purposive and snowball sampling. 
Essential qualitative methods, such as member checking, triangulation, and saturation, 
were used throughout data collection, organization, and analysis. Strategies used to 
ensure qualitative reliability and validity were explained in a systematic yet approachable 
fashion. Despite the importance of scholarly rigor and trustworthiness, human 
participants are the most cherished and protected components of qualitative research. 
Great care was taken to accommodate the needs and safety of the interviewees. 
Moreover, I explained how I controlled researcher bias so that the participants' 
thoughts, opinions, and ideas could be captured and shared in the research findings. In 
Section 3, I will provide a presentation of findings using thick and rich details. The 
findings will be tied to professional IT practice and social change. As is expected with 





Section 3: Application to Professional Practice and Implications for Change 
My study's foremost objective was to uncover M&S implementation strategies 
used by IT project managers working for U.S. military organizations. This section will 
discuss how the findings can be applied to professional practice and elicit social change. 
Specific subsections include an overview of the study, the presentation of findings, 
applications to professional practice, implications for social change, recommendations for 
action and further study, my reflections, and a conclusion to the study. 
Overview of Study 
The purpose of this qualitative multiple-case study was to explore strategies some 
IT project managers supporting U.S. military organizations use to implement modern 
M&S technology. Ten participants from three different military organizations 
participated in one-on-one interview sessions and provided 12 organizational documents 
for triangulation purposes. Seventy percent of the interviewees participated in follow-up 
member-checking sessions. Thematic analysis of the data uncovered three major and six 
minor themes that could be applied by IT practitioners as M&S implementation 
strategies. 
Presentation of Findings 
The primary research question that drove my research was: What strategies do 
some IT project managers supporting U.S. military organizations use to implement 
modern M&S technology? Each finding presented in the following section addresses the 
primary research question. The 10 interviewed participants were all full-time civil 
servants with at least 7 years of IT experience, who had also participated in the successful 
implementation of M&S technology. Data sources used for triangulation purposes 
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included the transcripts of 10 semistructured interviews with accompanying field notes 
and 12 organizational documents provided by the participants. The following major and 
minor themes were uncovered using systematic thematic analysis, compared to the 
existing literature, and examined through the chosen conceptual framework lens. Each of 
the main themes, which include (a) understanding the true requirements, (b) 
incorporating subject matter experts throughout implementation, and (c) anticipate and 
overcome persistent challenges, represent M&S implementation strategies being used by 
military organizations. 
Theme 1: Understanding the True Requirements 
The first theme supports the idea that project managers implementing M&S 
technology for military organizations must fully understand the user’s requirements 
during the planning phase of implementation. If the requirements are not captured 
upfront, practitioners must resort to discovery learning, which was described as a painful 
process of learning the requirements along the way. All 10 of the participants stressed the 
importance of understanding the requirements when implementing M&S for military 
organizations. Three distinct subthemes emerged from the data (see Table 4). First, 
attention must be given to understanding the general M&S requirements, including a 
problem, a phenomenon, a scenario, and real-world systems. Second, understanding what 
data will be needed to feed the model or simulation is essential. Third, a decision-maker's 
output or expected metrics need to inform a clearly understood decision in the 
requirements gathering phase. Each of these subthemes will be presented in the following 




Subthemes for Understanding the True Requirements 
 Interviews Documents 
Subtheme Count References Count References 
General M&S Requirements 10 63 8 73 
Data Requirements 9 55 9 59 
The Needed Metrics 6 16 7 54 
Subtheme: General M&S Requirements 
The importance of understanding the general M&S requirements was a common 
theme discussed by every participant. Participant C2P1 stated:  
One of the strategies that we use is to not go straight to the technology at first, but 
we try to understand what are their requirements, what are their needs, what are 
the issues that work, what are the pain points, what are we trying to solve first 
before we get into a lot of the technology and solution space. We work within the 
area of interfacing with the community on their modeling and simulation 
requirements up front.  
Most general requirements revolve around the need to model and simulate existing and 
future real-world systems. Participant C2P4 explained that understanding the 
requirements involves understanding how the real-world system operates and functions. 
According to C1P1, a system could be a military vehicle, a weapon system, or even an 
individual soldier. Beyond a fundamental understanding of a real-world system, C1P3 
stated that “it's critically important that we understand the context for how we represent 
different things within our models, so then we can ascribe the outcomes in a proper 
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context.” If a military model includes a warfighter, there will be a requirement to 
understand human actions and reactions given different conditions. C2P2 stated that 
M&S requirements could also include a crisis, physical vulnerabilities, or “a real-world 
no kidding scenario.” While C2P2 and C2P4 noted that generic military campaign 
scenarios could be used as M&S requirements, C3P1, C3P2, and C3P3 were often 
required to simulate real-life missions and distributed operations. 
When describing the requirements gathering process, in addition to generic terms 
like “requirements” or “systems,” the participants commonly described the need to 
understand the problem, the need, the deficiency, the phenomenon, or the scenario. 
Participants C1P1, C1P3, C2P1, C2P2, C2P3, and C2P4 described documenting the 
scenario during the requirements gathering phase. Furthermore, the term scenario in the 
context of M&S requirements was mentioned in six of the participants' documents. When 
discussing the importance of understanding the M&S requirements, participant C2P1 
stated, “To me, it goes back to the requirements, that's big time. It's the initial 
requirements phase trying to understand the deficiency and the issue that we're trying to 
address. That's the biggest thing.” Obtaining a clear understanding of the true M&S 
requirements is not a simple process. Practitioners must be diligent during the 
requirements gathering phase. Participant C1P3 described “a very methodical series of 
steps you're going to go through” to understand the phenomenon and describe the 
problem adequately. When discussing the challenge of fully understanding the true M&S 
requirements, participant C1P3 stated: 
Oftentimes they (customers) say, we want you to model this, and then walk away. 
And it takes a lot to then bring them back to the table and walk you through 
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what's necessary in order to get a new capability and do something like a model. 
We have to have that long discussion.  
In addition to the functional M&S requirements, the participants expressed the 
importance of nonfunctional requirements such as usability. On multiple occasions, 
participants C2P2, C2P3, and C3P2 stressed the importance of creating M&S tools that 
were “easy to use” or not “difficult to use.” Likewise, participants C2P3, C2P4, and C3P2 
described the need to create M&S tools that are not “overly complex.” Based on the 
participant's experiences, M&S tools that were overly complex or not easy to use were 
often rejected by the user community.  
Many scholarly studies uncovered during the literature review confirm the 
importance of understanding the true M&S requirements before selecting methodologies, 
tools or moving to the design phase of implementation. The methodical series of steps 
used to capture the true requirements is often referred to as conceptual modeling. 
According to Abdelmegid et al. (2020), the defense sector provided some of the earliest 
references of conceptual modeling to understand modeling and simulation requirements. 
It was also noted that the process is often not explicitly described as conceptual 
modeling, but rather implicitly described as a significant effort in the planning phase used 
to understand: 
• the purpose of the model,  
• the scope of the model, 
• an accurate depiction of the problem, 
• the elements of the systems to be represented, 
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• the level of detail, 
• the simulation requirements,  
• the essential model components (Abdelmegid et al., 2020, p. 2).  
Seo et al. (2017) stated that successful defense M&S relies on understanding the problem 
situation and the real-world target systems modeled, which could be an individual fighter, 
a warship, a submarine, or various other entities. Furthermore, the military community 
has developed its own terms, tactics, semantics, and taxonomies. Therefore the 
requirements must include these considerations to provide real-world context to the 
simulation (Seo et al., 2017). Implementing modeling and simulation to analyze the 
performance of military weapon and combat systems (Power et al., 2018), along with 
other defense and aircraft systems (Gregory et al., 2020), is an extremely complex 
endeavor. Military and defense systems have become increasingly complex, to the point 
where Model-Based Systems Engineering (MBSE) is now commonly needed to properly 
define M&S requirements (Gregory et al., 2020; Power et al., 2018). Significant rigor 
should be used upfront to fully understand complex military M&S requirements before 
moving on to the design and development phases of implementation. Processes used to 
capture complex requirements such as conceptual modeling and MBSE can be useful 
tools for IT project managers attempting to implement M&S technology for military 
organizations. 
The two antecedent variables of TAM2 that apply to the theme are Perceived 
Usefulness (PU) and Perceived Ease of Use (PEOU). Miranda et al. (2020) chose a user-
centered approach that focused on essential user requirements (“usefulness”) and being 
usable (“usability”) when designing a medical simulation to increase user adoption. Van 
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der Linden et al. (2019) researched the use of conceptual modeling to capture 
requirements and noted that design features influenced by understanding the requirements 
had been found to influence perceived usefulness, affecting adoption rates. Likewise, 
Abas Sunarya et al. (2020) used PU and PEOU to evaluate whether the developers of an 
Aircraft Productivity System had successfully implemented the requirements according 
to the user’s needs. Obtaining a clear understanding of what the users require can 
positively impact M&S adoption. Information technology professionals implementing 
M&S technology for military organizations should understand how each user requirement 
can be delivered in a feature that can enhance job performance and be easy to use. 
Subtheme: Data Requirements  
After the general M&S requirements are known, the next subtheme is 
understanding the data requirements. Each military M&S implementation will include 
specific data requirements that will directly impact the M&S results. Nine of the 10 
participants expounded on the impact data has on M&S implementations, and nine of the 
12 provided documents included the subtheme. Participants C1P3, C2P1, C2P2, C2P3, 
C2P4, and C3P2 described military models and simulations as needing large amounts of 
data and used descriptive words like “consume” and “feed” when describing the demand 
for data. According to participant C2P2, “The model is only as good as the data. If I have 
bad data, the models that I'm going to create are not going to portray the reality.” 
Participant C1P1 similarly stated:  
It's one of those you know garbage in garbage outright, so if you do not have good 
data for the model to use, then all the algorithms in the model that are doing the 
calculations may work perfectly, but if the input data is skewed, then that's kind 
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of a cascade effect, and perhaps the results of the simulation are not what they 
should be. 
Therefore, not only large amounts of data, but high-quality data, are essential to 
successfully implement M&S. The nine participants who discussed data requirements 
used descriptors such as pedigree, high quality, authoritative, reviewed, and approved 
when describing the needed data. 
Document C2D3 stated that “data are critical to M&S” and provided the following: 
Models need data, but not just any data. Therefore, when devising the 
methodology, it is critical to ensure that adequate data to support the chosen 
models will be available. These data may:  
• come from one or more standard databases, 
• be taken from authoritative, nonstandard databases, 
• be provided by an authoritative individual or organization, 
• be derived from other model results, 
• be deduced or invented based on the best available information. 
Multiple participants also mentioned each of the acceptable data sources mentioned in 
document C2D3.  
Models and simulations use data to shape the representations of systems and 
processes. In military M&S, data is used to define multiple entities, threats, 
vulnerabilities, interactions, behaviors, platforms, or systems. Incorporating accurate data 
for each element will have a direct impact on the results. Bad data for one element in a 
simulation can negatively impact other elements' behavior quickly, creating a ripple 
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effect that spreads through the model. Participants C1P1, C1P3, C2P1, and C2P2 all used 
weapon systems as examples of M&S entities that require significant data. Data for the 
physical characteristics, performance, accuracy, and lethality of a weapon are all needed. 
Participant C1P3 explained that in a simulation, weapon data would influence whether a 
simulated soldier could be shot from different distances and whether a hit was survivable 
or would result in a casualty. When it comes to a weapon system's simulated 
performance, C2P2 noted that terrain data was also crucial because elements such as trees 
impact how the firing will spread. Participant C1P1 explained how environmental data 
was needed because weapon systems perform differently under clear versus cloudy 
conditions or jungle environment versus a desert. Considering the impact and diverse 
interactions data have on the representations of systems and processes, it is clear why 
participant C1P3 stated, “it's very important that data has a level of pedigree and is 
scrutinized and reviewed at many levels.” 
The topic of M&S data requirements and dependencies is well documented in the 
scholarly body of knowledge. According to Abdelmegid et al. (2020), the modeling team 
needs to identify data requirements during the planning phase when the team formulates 
the conceptual model. The objective of the M&S implementation, coupled with the 
conceptual model, will indicate the types of data needed to support implementation 
(Luminea et al., 2015). The credibility and quality of the M&S results are dependent 
upon quality input data that complements the conceptual model, making data collection 
one of the most critical aspects of M&S implementation (Luminea et al., 2015; 
Vanbrabant et al., 2019). Military M&S is a complex process that requires substantial 
amounts of data and dedicated computing resources needed to process the data (Shahin et 
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al., 2020). Military simulations require multiple data gathering methods to support the 
integration of diverse data types for vehicles, equipment, human behavior, 
anthropometric data, or even the clothing for individual soldiers (Davidson et al., 2021). 
Military and defense M&S often falls into large-scale systems modeling, which requires 
big data and large-scale data processing (Taylor, 2019). The term Big Simulation was 
coined to refer to large-scale simulations that depend upon big data input and produce big 
data output (Taylor, 2019). Military M&S practitioners should spend adequate time 
during the project planning phase to understand the data requirements needed to support 
the general M&S requirements. Multiple data collection methods and dedicated 
computing resources may be needed to accommodate big simulation data requirements. 
The quality of military M&S output has a direct correlation to the quality of the data 
input. 
Examining this subtheme using a TAM2 lens indicates that output quality, which 
influences perceived usefulness, is the primary construct involved. Scholarly research 
designed to investigate information systems that depend on vital data indicates that 
information quality represents the user’s perception of output quality (Bayram & Akın 
Ateş, 2020; Goh et al., 2017; Verma et al., 2018). The information quality or quality of 
the output data for simulations and models depends on the input data quality (Luminea et 
al., 2015; Vanbrabant et al., 2019). For decision-makers, output quality is of crucial 
importance (Verma et al., 2018). The input data should be complete, precise, come from 
multiple sources, and be accurate representations of real-world systems to increase the 
simulation output quality (Vanbrabant et al., 2019). When addressing M&S data 
requirements, practitioners should remember that input data directly impacts output 
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quality, consequently influencing usefulness. Practitioners supporting military M&S 
efforts should capture accurate real-world input data from multiple authoritative data 
sources. 
Subtheme: The Needed Metrics  
A vital aspect of capturing the true M&S requirements is understanding the 
needed metrics. The overall objective of military M&S is to inform a decision; therefore, 
the M&S results must be what the decision-maker needs. Six of the interview transcripts 
and seven of the documents provided by the participants included the subtheme. After 
explaining the importance of understanding the general M&S requirements, participant 
C1P3 stated: 
Obviously, the intended use for M&S it's typically to inform something. It's 
critical because based on the requirements, you can then start to identify what are 
essential things like metrics that I need to identify to develop in order to inform 
questions associated with the problem. And then, when you get to that point you 
start to take a look at, OK, what data do I need in order to generate this metric. 
Other participants described the importance of understanding the needed results in 
slightly different ways. Participant C2P3 explained the process as: 
In a typical M&S project, you have requirements up front, different phases where 
they're gathering the data, they're getting the requirements ready, they understand 
the system to be modeled, and we understand the problem that requires us to build 
this model and simulation. This is where we need to consider what the results will 
look like at the end of the simulation and how can we make this simulation simple 
for anyone to understand because that is the whole point of doing it, after you 
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input your data and build out the scenarios and it is simulating, you want other 
people to understand the results. 
When explaining the requirements gathering process, participant C2P4 expressed the 
need to understand “what is the system you're trying to model and what is the best 
representation of that system to give you the metrics that you want to understand.” It is 
important to remember that the metrics or results need to make sense to the decision-
maker. Participant C2P4 further explained: 
It's super important that upfront, you have a way to use the output of your 
modeling simulations to provide information that's meaningful to a decision-
maker, not meaningful to you, but meaningful to the decision-maker. I keep going 
back to metrics, but it's a huge part of it. Several times in my career I've had this 
great modeling and simulation solution, had these answers, and I took them to a 
Colonel or a General and tried to brief them, and I spent 20 or 30 minutes just 
explaining what the metrics meant because they were meaningless to them. 
Metrics in the context of M&S results comes down to producing meaningful 
information that helps inform a decision. As C2P2 stated, “modeling and simulation is 
done for the sole purpose of making decisions.” The need to produce meaningful results 
that inform decisions was described in various supplemental documents as well. In 
addition to confirming the goal of modeling and simulation “is to provide information for 
making decisions” document C2D3 advised M&S analysts to “Put yourself in the shoes 
of those who will receive the results. Ask the simple question, what information will 
allow the decision-maker to make a sound decision.” Additionally, document C2D1 
advised M&S practitioners to understand the “required metrics,” obtain a “common 
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understanding of metrics,” and to incorporate “quality metrics.” Several of the documents 
(C1D1, C1D2, C2D3, C2D4) included detailed graphical representations of exemplary 
M&S metrics that could be used in briefings and presentations.  
The available scholarly literature documents the importance of M&S efforts to 
produce meaningful metrics. While Zappia et al. (2017) noted that simulations are useful 
for generating a wide range of metrics, Rieb et al. (2017) pointed out that the appropriate 
metrics must be identified based on the needs of the decision-makers. A simple best 
practice is to ask the stakeholders which metrics are more salient for informing decisions, 
then customize simulation models to generate output in the requested metrics (Rieb et al., 
2017). Military wargaming and M&S can be combined to convert qualitative results into 
quantitative metrics that better inform decision-makers (Mittal & Davidson, 2020). The 
types of M&S metrics modelers can generate for decision-makers is practically endless. 
Please see Table 5 for a list of recent M&S studies focused on producing meaningful 
metrics. Some of the types of M&S metrics found in the literature include speed profiles, 
distance metrics, economic metrics, circuit glitch reductions, body injuries, node degree, 
and average path length. According to Xiong et al. (2017), useful military M&S metrics 
can help decision-makers to make rational and scientific-based decisions. Practitioners 
implementing M&S for military organizations should verify that metrics will help 
decision-makers during the requirements gathering phase. Military decision-makers can 





Recent M&S Studies Focused on Producing Meaningful Metrics 
Author/Date Title 
Bathla et al. 
(2019) 
A simulation-based metric to guide glitch power reduction in digital 
circuits. 
Capocchi et al. 
(2020) 
Discrete-event simulation model generation based on activity metrics 
Fujii et al. (2020) Correlation analysis of organ doses determined by Monte Carlo 
simulation with dose metrics for patients undergoing chest-abdomen-
pelvis CT examinations 
Goda et al. 
(2019) 
Rapid tsunami loss estimation using regional Inundation hazard 
metrics derived from stochastic tsunami simulation 
Kim et al. (2020) Monte Carlo method for estimating whole-body injury metrics from 
pedestrian impact simulation results 
Lin et al. (2020) What is the influence of landscape metric selection on the calibration 
of land-use/cover simulation models? 
Simmonds et al. 
(2020) 
Can robotic surgery VR-simulation metrics be used to devise a 
universal proficiency index that would allow comparisons for all 
users? 
Similar to data requirements, the primary TAM2 construct connected to M&S 
metrics is output quality. Metrics are M&S data decision-makers use to inform critical 
decisions. Simulation models are decision-support tools meaning humans must interpret 
M&S results and make decisions (Gaetani et al., 2020). High-quality output is essential to 
decision-makers (Verma et al., 2018). Quality output data should be accurate, reliable, 
complete, and timely (Goh et al., 2017; Verma et al., 2018). Simulations always include 
approximations; therefore, it is essential for modelers to understand the output quality 
decision-makers need (Demoulin & Coussement, 2020) and that spending excessive 
M&S resources may not justify the improvement in output quality (Gaetani et al., 2020; 
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Vázquez-Poletti et al., 2017). Practitioners managing M&S implementations for military 
organizations should strive to produce high-quality metrics relevant to the decision-
makers. Based on the core principles of TAM2, increasing the output quality of a 
simulation model should positively influence the perception of usefulness, leading to an 
increased intention to use M&S. 
Theme 2: Incorporate Subject Matter Experts Throughout Implementation 
The second major theme found in the data is the importance of incorporating 
Subject Matter Experts (SMEs) throughout implementation. The right SMEs can 
strengthen each phase of implementation, which leads to more accurate results and 
increased adoption by decision-makers. Ten of the interviewees and 10 of the supporting 
documents discussed incorporating SMEs during military M&S implementations (see 
Table 6). 
Table 6 
Incorporate SMEs Throughout Implementation 
 Interviews Documents 
 Count References Count References 
Incorporate SMEs 
Throughout Implementation 
10 42 10 83 
According to C3P2, a military M&S effort is guaranteed to fail if the right mix of SMEs 
are not included in the implementation. Multiple participants described a process of 
building an M&S team based on the SMEs needed to address the requirements. When 
describing the process of selecting SMEs, participant C1P3 stated: 
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If we need to know how to fight a capability, we go to the warfighter; for 
technical data, we go to engineering experts, sometimes we even branch out and 
partner with academia and others. Whatever is required for the specific problem, 
we typically build a team of SMEs around. 
Likewise, participant C1P1 stressed the importance of first understanding the 
requirements, then building a team of SMEs with the experience needed to address the 
requirements. Using the example of implementing a combat simulation, participant CIP1 
described the first step of understanding the requirements followed by “putting a team 
together with the experience in each of the selected sub technical areas or tactical areas if 
you're working with military officers or noncommissioned officers who would help with 
the combat simulation.” Participant C2P4 stressed the need to engage SMEs during the 
initial project planning, even before selecting individual M&S development tools. 
According to participant C2P4: 
Having operators involved is crucial. And not just operators, you've got to think 
about how logistics are done. If your model includes any sort of logistics you 
have to include the logisticians. You need to understand how that system really 
works and what the capabilities really are. You need to talk to the 
communications folks to understand how communications work. So I think it's 
really important to bring in the operators, logisticians, as well as key 
communication folks. 
Over 80% of the supplemental documents confirmed the importance of SME 
involvement. Document C2D3 confirmed the importance of building M&S teams around 
key SMEs in the following: 
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Putting a successful team together requires astute selection of personnel, team 
chemistry, and good leadership. You need to “recruit” members who have the 
necessary knowledge and skills, create an environment in which they can work 
together productively, and set and enforce team goals and standards. 
Consideration should be given to those with relevant experience, knowledge, and 
interest in the subject matter. These individuals are frequently referred to as 
subject matter experts (SMEs) and/or stakeholders. 
The theme of incorporating SMEs at critical phases of implementation can be seen 
throughout the data. The phases of M&S implementation depending on SME 
involvement include (a) requirements gathering and project planning, (b) data selection 
and creation, (c) metrics design, and (d) verification and validation. 
When formulating M&S requirements, C2P4 suggests working with SMEs to 
understand a particular weapons system and document how it operates and how it 
functions. Similarly, when describing M&S planning efforts, C1P3 stated, “Generally, we 
go to warfighters to help us with figuring out how to fight different capabilities. And so 
that's definitely a best practice.” Likewise, multiple participants expressed the criticality 
of working with SMEs to understand, gather, and create the needed data to support the 
M&S effort. Participant C2P3 stated, “Usually we have a subject matter expert on that 
particular data on staff, or on the team working together to come up with the best suitable 
data for the project.” Identically, C2P2 stated, “You would need someone on the team 
who is an expert on the type of data that you need in order to create a model.” As further 
explanation, C2P2 added: 
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For example, if somebody is telling you, hey, you know, this facility is 5000 BSI, 
and you talk to the data experts, they may say, yeah, not in that country, that's not 
what they do there, it's probably 3000 BSI. So that's the type of expertise I’m 
talking about when I say you need expertise in the type of data that you're 
gathering. 
Document C2D3 described data certification as “the process of obtaining expert 
consensus that data are the best available data for specified uses.” Similarly, document 
C2D1 advised practitioners to “ensure data has been vetted by an appropriate information 
owner for accuracy, fidelity, and currency.” Subject matter expects are also needed when 
confirming the needed metrics. Instead of simply simulating one aircraft outperforming 
another, participant C2P4 suggested bringing in an operator to ask, “What does that really 
mean? What metrics are meaningful to you? And by using those inputs, you now have an 
idea of what I really want to measure.” Formal Verification and Validation (V&V) was 
another critical step reported as needing the expertise of SMEs. In addition to five of the 
supporting documents, participants C1P1, C1P2, C1P3, C2P2, C2P4, C3P1, and C3P3 
described conducting V&V with the help of SMEs. While most participants 
recommended using known SMEs for validation efforts, participant C1P2 recommended 
“hiring on trusted agent SME support who have experience with V&V.”  
Incorporating SMEs in M&S efforts is a theme reflected in scholarly research. 
According to Bryant et al. (2020), a multidisciplinary group consisting of SMEs and 
simulation experts are the best at developing realistic simulation scenarios. Verkuyl et al. 
(2018) included SMEs throughout the implementation process when developing a 
realistic clinical simulation. Verkuyl et al. (2018) consulted a team of SMEs during the 
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research, planning phases, and development by conducting usability tests where the 
SMEs' feedback was used to enhance the simulation. Similarly, when developing a Navy 
Hawk jet missile model, Stanton et al. (2019) conducted multiple working groups and 
interviews with various military and civilian SMEs throughout implementation, which 
resulted in enhancements that increased safety. According to Nikolic (2020), M&S 
experts should work with military SMEs who are authorized and qualified to describe 
real military systems and situations when developing conceptual models and performing 
validation. 
In general, the literature demonstrates that validation is a phase of M&S 
implementation that benefits significantly from SME involvement. Some scholars believe 
the validation of simulations cannot be confirmed unless subject matter experts provide 
input (Patel et al., 2020). In addition to validating model logic and output (Rasoulkhani et 
al., 2020), SMEs can be used to validate any assumptions made to the model or data 
(Wang et al., 2019). The available scholarly literature documents the importance of 
incorporating SMEs throughout various phases of M&S implementation to include 
planning, development, testing, and validation. Practitioners implementing M&S 
technology for military organizations can develop more robust modeling scenarios, 
increase realism, validate assumptions, and increase overall model validity by 
incorporating SMEs. 
The theme of incorporating SMEs is related to multiple constructs of TAM and 
TAM2. Because SMEs' inclusion can positively impact conceptual modeling, data 
creation, metrics selection, and validation, it stands to reason that SMEs can influence 
output quality. The more substantial influence found in the literature was the positive 
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influence SMEs can have on Perceived Usefulness (PU) and Perceived Ease of Use 
(PEOU). When using TAM to investigate the implementation of simulation models in the 
healthcare arena, Verkuyl et al. (2018) found that including SMEs positively influenced 
PU and PEOU. The feedback provided by the SMEs can be used to directly enhance 
M&S usability (Verkuyl et al., 2018). Likewise, Rasoulkhani et al. (2020) noted that 
SMEs could evaluate the validity, quality, and usefulness of a model. When using SMEs 
to validate models and simulations, Patel et al. (2020) described the process as evaluating 
performance and confirming usefulness. Incorporating SMEs throughout the 
implementation process and acting on their feedback can lead to more useful and easier to 
use simulations and models. This concept is even more vital in military M&S efforts, 
where military SMEs are often the only experts authorized and qualified to adequately 
describe and validate real-world military systems. 
Theme 3: Anticipate and Overcome Persistent Challenges 
The third major theme is to anticipate and overcome persistent challenges. If 
practitioners who are implementing M&S technology for military organizations are aware 
of persistent challenges, mitigations can be formulated in advance. While using 
constructs from TAM2 to investigate simulation technologies, Sorko and Komar (2020) 
observed that “employees always strive for solutions that require little implementation 
effort” (p. 354). The goal of anticipating and overcoming persistent M&S challenges is to 
reduce implementation effort. Each interview transcript and supporting documents 
reported challenges in one or more of the three subthemes (see Table 7). The three 
subthemes for anticipating and overcoming persistent challenges include missing 
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interoperability standards, cumbersome DoD cybersecurity policies, and limitations and 
assumptions in M&S. Each of the subthemes will be presented in the following sections. 
Table 7 
Subthemes for Anticipate and Overcome Persistent Challenges 
 Interviews Documents 
Subtheme Count References Count References 
Missing Interoperability Standards 6 29 10 93 
Cumbersome DoD Cybersecurity Policies 8 24 5 39 
Limitations and Assumptions in M&S 5 10 7 35 
Subtheme: Missing DoD M&S Interoperability Standards  
Across the military services, the lack of M&S interoperability standards at the 
DoD level is a significant challenge. Without mandated interoperability standards, the 
services will continue to struggle when attempting to establish federated M&S 
environments that link multiple simulation solutions together so they can exchange data 
and interoperate. Six of the interview transcripts and 10 of the organizational documents 
contained references to the subtheme. Document C2D1 defines interoperability as:  
The ability of systems, units, or forces to provide data, information, material, and 
services to, and accept the same from, other systems, units, or forces, and to use 
the data, information, materiel, and services exchanged to enable them to operate 
effectively together. 
Participant C2P1 stated, “Within the DoD, we have problems with interoperability, 
meaning when we train with our service partners, we have issues being able to connect 
simulation capabilities to exchange and share data and information based on the training 
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objectives.” Instead of relying on DoD interoperability standards, participant C2P1 
described holding working groups between the services to document common practices 
and procedures. This approach is time-consuming but can lead to individual instances 
where a level of interoperability is achieved, but a significant degree of constant 
integration and testing is needed to maintain interoperability. 
Similarly, participant C3P1 reported the lack of DoD interoperability standards 
for M&S as a significant challenge facing the services. Participant C3P1 noted that the 
DoD uses standards across the board for everything from fuel to ammunition, but “for 
some reason or another, we're having difficulty on the technical side of simulation to 
create interoperability standards that are readily available.” While utilizing instruments 
like an interoperability roadmap, a shared strategic plan, or a Memorandum of Agreement 
(MoA) between the services can help, participant C3P1 noted:  
Although the services from my experience agree there should be standards, we 
just can't agree on which standards. So, until there is a top-down policy change 
provided by the DoD in the form of a directive or an instruction, that’s DoDD or 
DoDI, then I think we're going to fumble this for quite some time longer. 
While the call for a DoD level mandate on M&S interoperability was echoed in the 
interviews of C3P2 and C3P3, proprietary formats was identified as a root cause. 
Participant C3P2 stated that “Interoperability has always been a big issue, and the issue 
we have is proprietary systems.” Later, C3P2 added, “The real issue is the output format 
because a lot of these systems are proprietary, so they're owned by private industry.” The 
recommended fix C3P2 provided was a “higher level DoD policy directed at the 
procurement of future systems that would address some of the proprietary issues.” 
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Participant C3P3 reported interoperability of simulations as “the biggest headache I 
have.” According to C3P3, “The DoD has a broad spectrum of contracts that we use, and 
every contractor has their own proprietary software. We have no way of getting all the 
simulations to talk to each other.” In the same dialogue, the interviewee added: 
We spent millions and millions of dollars to try to get these things to, you know, 
interact with one another. Not only simulations, but the simulators that we use. 
Everything has a different format, a different database. Sometimes they talk to 
each other, sometimes they don't. And then we have to find something to, you 
know, get these things to talk to each other. 
Similar to C3P2, the recommended fix suggested by C3P3 was a DoD policy that would 
require all contractors to address interoperability by using open formats so the DoD could 
“find a means to get all these things that we've spent millions of dollars on to talk across 
the board because we don't have that right now.” 
Out of the 10 supplemental documents that addressed interoperability challenges, 
many specifically mentioned proprietary systems calling for high-level policy changes. 
Document C2D1 described the DoD M&S landscape as a collection of “disparate and 
incompatible systems” that should be utilizing a common architecture, yet many “are 
extremely relevant but are contractor proprietary, driving significant sustainment bills 
every year.” According to document C2D1, the goal over the next 15 years is to develop 
and acquire interservice M&S systems that are open, nonproprietary, fully interoperable, 
and based on a common architecture. Likewise, document C2D4 reported interoperability 
between DoD simulations as a challenge because the systems were built using different 
standards. Document C2D4 confirmed that DoD M&S systems built using proprietary 
105 
 
formats are technically difficult to integrate and require significant time and specialized 
contract labor to do so. In addition to reporting a DoD wide interoperability problem 
between simulators, document C3D1 stated, “Until there is substantial interoperability 
between disparate simulation systems, the full benefit of simulation to the “fight and win” 
may not likely be realized.” 
The importance and challenges associated with obtaining interoperability between 
M&S systems are well documented in the body of knowledge. Anagnostou and Taylor 
(2017) observed that simulating large-scale systems, which is more prevalent in the 
defense sector, often requires distributed simulation. One of the main barriers in 
distributed simulation is the technical complexity of implementing interoperability 
between simulations, which led to developing the well-known High-Level Architecture 
(HLA) standard (Anagnostou & Taylor, 2017). The U.S. Department of Defense (DoD) 
developed the HLA as an open framework to manage interoperability between distributed 
military simulations (Choi et al., 2018; Falcone & Garro, 2019; Gorecki et al., 2018). 
After the IEEE released the HLA standard as IEEE Std 1516-2010, the framework grew 
in popularity and is now a preferred interoperability standard in the military, industrial, 
and scientific communities (Falcone & Garro, 2019). The HLA promotes interoperability 
in a distributed simulation (federation) by defining specifications for a Run-Time 
Infrastructure (RTI) used to maintain synchronized communications between individual 
simulations (federates; Choi et al., 2018; Falcone & Garro, 2019; Gorecki et al., 2018). In 
a recent study funded by the U.S. Joint Staff, Reitz and Seavey (2018) found that the 
military services were satisfied with open interoperability standards like HLA, but DoD 
level policy was needed to enforce adoption and forbid proprietary vendor 
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implementations that violate the standards. According to Reitz and Seavey (2018), “we 
see top-down guidance from DoD and/or Joint Staff as the only way to ensure simulation 
interoperability in the U.S.” (p. 7). Practitioners implementing M&S solutions for 
military organizations should be aware of the lack of DoD policy regarding 
interoperability. Not only should popular open standards like HLA be integrated, but 
organizations should avoid proprietary middleware. 
The core constructs of TAM2, which are Perceived Usefulness (PU) and 
Perceived Ease of Use (PEOU), have been used to examine the impact interoperability 
has on technology adoption. Costa et al. (2020) used the PU and PEOU constructs to 
investigate the challenges surrounding the incorporation of standard interoperability 
architecture in Model-Driven Development (MDD). Yang et al. (2017) confirmed the 
importance of interoperability on technology adoption and noted a positive influence on 
PU and PEOU. When developing a hybrid conceptual model for Building Information 
Modeling (BIM), Hilal et al. (2019) found that successful interoperability between BIM 
and other systems positively influences PU and PEOU. According to Shin and Jin Park 
(2017), interoperability can be a challenge, yet systems that incorporate open 
interoperability standards can more easily exchange data across organizational 
boundaries, which will have a positive influence on PEOU. Even though interoperability 
can be a challenge, M&S implementations that account for interoperability, especially 
when open standards are used, can increase PU and PEOU. Increased PU and PEOU 




Subtheme: Cumbersome DoD Cybersecurity Policies.  
Another common challenge for M&S practitioners supporting military 
organizations is cumbersome DoD cybersecurity policies. Cybersecurity requirements 
can significantly delay implementations and prevent practitioners from sharing M&S 
technology and data with other organizations. Eighty percent of the participants discussed 
challenging cybersecurity policies, and five of the supporting documents touched on the 
subtheme as well. Some of the participants reported restrictions on individual M&S tools. 
Participant C1P1 stated, “there were sometimes restrictions on software that we were 
allowed to use because of, you know, DOD security restrictions.” Likewise, C1P2 added, 
“After all, what good is a great tool if you cannot deploy it.” Participant C3P2 reported 
the root cause as “The risk management framework process,” which often leads to IT 
professionals losing the “ability to have administrative rights” that allow them to install 
needed software and debug issues as they come up. The National Institute of Standards 
and Technology (NIST) Risk Management Framework (RMF) was reported by multiple 
participants as an impediment to implementing M&S technology. 
Participant C2P1 reported multiple challenges with the RMF process that requires 
“the development of a process for dealing with the legacy systems.” When discussing 
RMF and legacy systems, participant C2P1 stated: 
Well, I think what is happening is our risk management framework; a lot of 
people are struggling with that across the government. When we migrated from an 
old process, we called DIACAP to this risk management framework, that, that 
caused major problems for us within the modeling and simulation community 
because there's a lot of legacy systems.  
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According to participant C2P1, legacy M&S systems that have not passed the RMF 
process “are not accredited to run on a DoD network.” Similar cybersecurity challenges 
were reported by interviewee C3P2, who stated, “An ongoing issue in the IT world, that 
is rather frustrating for most people in the M&S community is the cybersecurity ATO 
RMF piece, that is actually kind of creating barriers to effective M&S in the DoD.” In the 
context of DoD cybersecurity, ATO stands for authorization to operate. Participant C3P2 
added: 
So hopefully, some of the issues can be addressed in regards to, number one, 
cybersecurity ATO risk management framework, which I think hinders a lot of 
organizations. Currently, the J6 cybersecurity community type guys are 
sometimes not viewed very friendly in the modeling and simulation community. 
Similar frustrations with the DoD cybersecurity process was shared by participant C2P2, 
who mentioned that sometimes they could get M&S systems accredited for research and 
development purposes, but not operations. Even after a system was accredited, participant 
C2P2 stated: 
So it was a hurdle for us to get it accredited and get it onto the network, but once 
we, we, we get it accredited, once we get it, you know, we can use it for whatever 
a couple of years, I don't know, whatever the ATO says, but every time we do a 
new version, we have to go through all that pain, you know, to get an 
accreditation. And that is a pain in the butt. 
Participants C2P2, C3P1, and C3P2 reported that the RMF process to obtain an ATO can 
take two years or more. The only strategy C3P2 had was to build excessive time into the 
schedule to accommodate the lengthy accreditation process. Document C3D3 confirmed 
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that the DoD process to accredit M&S environments is unacceptably long and takes 
months to complete instead of days. Furthermore, document C2D1 stated that “our ability 
to conduct integrated training has lagged due to security restrictions.” Document C2D1 
acknowledged that cybersecurity was more critical than ever, but cyber policies should 
not inhibit implementation. Some of the participants shared additional cybersecurity 
workarounds. Participant C2P4 observed that “The biggest challenge we have with 
modeling and simulation overall as an agency, is cybersecurity policies. It's extremely 
difficult to get modeling and simulations put onto a lot of our computers that are on the 
network.” As a workaround, participant C2P4 added: 
What you have to do is run most of this stuff on a standalone network or machine. 
They are starting to clamp down to a point that it's become very cumbersome for 
us, and very difficult, and hard to overcome. And essentially how we overcome it, 
to be honest, we just ignore it. Yeah. So, we just, we just have to take a standalone 
network or machine and build it up and just not tell everybody. You know. It's 
crazy. It's insane that we have to do that.  
According to C2P4, every military base in the participant branch of service that 
utilizes M&S has created a separate network as a workaround to overly restrictive 
cybersecurity policies, so models and simulations can still be developed. The strategy that 
helps C2P1 is working with one primary office in the military service that accredits IT 
systems. Additionally, when addressing RMF accreditation requirements, participant 
C2P1 stated, “What helps is when we get a whole team of contractors led by a 
government person who guides us through the RMF process, and then we make the ATO 
recommendation to the general officer.” Practitioners seeking to implement M&S 
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technology for military organizations should be aware of the cybersecurity challenges 
found in the data. Additional time and resources may be needed to obtain an RMF ATO 
for a M&S system to be implemented on a DoD network. 
The challenges and limitations of implementing standardized cybersecurity 
policies are a common theme found in the literature. While Brunner et al. (2020) 
acknowledged that security standards like the NIST RMF provide organizations with 
useful guidelines, the frameworks only provide general security requirements that depend 
on multiple stakeholders making complex and subjective decisions. According to 
Samonas et al. (2020), various cybersecurity stakeholders interpret security policies 
differently and often incorrectly because cybersecurity texts are often very long and not 
read by everyone. Compliance is improved when stakeholders have a common perception 
of the form, content, and process aspects of a cybersecurity policy (Samonas et al., 2020). 
Even proper implementation of compliance policies like those provided by NIST only 
provides minimum security assurances (Torkura et al., 2020) and often leads to a 
"compliance culture" that produces watered-down security defenses (Shin & Lowry, 
2020). Risk management-based cybersecurity policies that focus on standardizing 
processes like security control compliance, patch management, and security training are 
insufficient at thwarting sophisticated cyberattacks (Shin & Lowry, 2020). According to 
Phillips et al. (2018), in addition to mandating RMF compliance, the DoD should assess 
relevant NIST resiliency standards designed to promote fault-tolerance security in the 
software development process. To apply standardized cybersecurity policies such as the 
NIST RMF, all cybersecurity stakeholders should share a common understanding of the 
cybersecurity policies. Proactive practitioners seeking to prepare for sophisticated 
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cyberattacks must be willing to overcome a compliancy mindset by researching and 
applying additional cybersecurity best practices that go beyond standardized frameworks. 
The primary constructs of TAM2 used by scholarly researchers to investigate 
security policy implementation are Perceived Usefulness (PU) and Perceived Ease of Use 
(PEOU). Hansen et al. (2018) noted that concerns and fears regarding information 
security compliance are barriers to technology adoption. Increased security protocols can 
also give consumers the perception that technology will be harder to use and not as useful 
(Hansen et al., 2018). Ismail and Islam (2020) researched implementing a cybersecurity 
framework and auditing tool in a cloud computing environment and found a positive 
correlation between PU, PEOU, and user acceptance. While investigating compliance 
cultures that form due to information security policies, Otieno et al. (2020) found that 
users are more likely to comply if they believe the policies will be easy to apply and not 
complicate their lives. Conversely, Pratimaratri et al. (2019) found PEOU to be 
insignificant when researching cybersecurity compliance in the medical field but did find 
a significant positive relationship between PU and compliance behavior. To increase 
compliance behavior towards cybersecurity policies, Pratimaratri et al. (2019) suggested 
organizations focus on increasing the employees' attitude and perceptions of usefulness. 
The perceptions of usefulness and ease of use can significantly impact attitudes towards 
adopting cybersecurity policies. Practitioners attempting to implement M&S technology 
for military organizations should be aware that some IT project managers perceive that 
the NIST risk management framework is not easy to use, which may negatively influence 
attitudes towards compliance. Streamlining the RMF process, improving the overall 
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attitude towards cybersecurity, and expounding on the security framework's usefulness 
may improve compliance behavior in the M&S community.  
Subtheme: Limitations and Assumptions 
An essential aspect of military M&S is properly documenting and communicating 
essential assumptions and limitations during implementation. Five of the interviewees 
and seven of the supporting documents referred to the subtheme. The DoD Instruction 
5000.61, which establishes procedures for verification and validation of models, 
simulations, and distributed simulations, states that the summary of results should include 
M&S limitations and assumptions (DoD, 2018). Because M&S depends on abstraction, 
the “process of selecting the essential aspects of a simuland to be represented in a model 
or simulation” (DoD MSE, 2020, Terms and Definitions section A-B, para. 1), there will 
always be inherent assumptions and limitations. According to document C2D3, some 
M&S assumptions and limitations will not matter, while others could make the model 
unsuitable. Therefore, document C2D3 recommends understanding the implications to 
determine if the impact of the inherent assumptions and limitations is critical to the 
problem. Documents C1D1, C1D2, C1D4, C2D1, C2D3, and C2D4 provide multiple 
examples of documented M&S assumptions and limitations. An example of an 
assumption would be only modeling clear weather conditions (C2D3), while low levels 
of fidelity due to real-world sensor limitations of a weapon system represents an M&S 
limitation (C2D1). 
To a large extent, the importance of understanding and divulging the inherent 
limitations and assumptions of a military M&S implementation stem from the critical 
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nature of the decisions being made. When discussing M&S limitations, participant C2P4 
stated: 
So, there's got to be a lot of care when you're making very, very difficult 
decisions, very costly decisions, and you can't rely on the tool itself, not just M&S 
alone. The M&S tool should provide supporting evidence, but the tool should not 
be the answer provider because there is a large amount of uncertainty in the 
answer you put out. And so, the decision support must also reflect some notion of 
risk because of the limitations of the tool. 
Participant C1P3 connected M&S assumptions and limitations to the decision-making 
process when stating, “and then obviously, given the intended use for M&S it's typically 
to inform something, there are also best practices associated with things like capturing 
limitations and or assumptions.” When assumptions are made because of a lack of 
knowledge, data, or maturity of the capability, participant C1P3 added, “we ensure that 
the decision-maker understands what assumptions we made about it, because we have a 
gap in our knowledge and we have to assume some things.” Similarly, participant C2P2 
stated, “So you have to make some assumptions. You have to say, okay, this is the 
probability of success based on the battle damage assessment, but it’s very difficult to 
model battle damage assessment.” 
A reported best practice for C1P2 was “Being upfront with the customer on the 
limitations of the modeling and simulation is also essential to managing expectations, see 
if that uncertainty is tolerable for their mission plans.” Similarly, participant C1P3 added: 
So, it's critically important that we understand the context for how we represent 
different things within our models. A lot of times, for decision-makers, we bring 
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some of that context that helps drive specific outcomes in a big way, so it’s 
important we discuss some assumptions that we make. 
If there are concerns with the assumptions made, C1P3 stated that they could “go back 
and do a sensitivity analysis around the assumptions.” Participant C2P2 mentioned 
“technology trust” several times and considered practitioners consider “how far are you 
willing to trust the output of the simulation considering the assumptions you made.” 
Participant C2P4 noted that if you are simulating at an engineering level, based on first 
principles, “then you’ve got really good predictive power,” but if you are modeling 
military operations, “there is so much uncertainty in those models because you are 
simulating human involvement.” When assumptions and limitations negatively impact 
the fidelity of the M&S results, C2P4 suggested explaining the uncertainty to the 
decision-maker and “bringing in SMEs to kind of provide some concurrence with what 
the M&S tool is saying.”  
Strategies for managing assumptions and limitations in modeling and simulation 
are present in the body of knowledge. Vanbrabant et al. (2019) noted that insufficient 
detail or data in M&S necessitates the use of more simplifying assumptions, which 
impairs the validity of the results and produces higher levels of abstraction. Complex 
models that contain submodels of subsystems often require uncertainty management 
when expert modelers are needed to make substitutions of unknown operators or data 
elements (Kovalchuk et al., 2018). According to Wang et al. (2019), all key assumptions, 
including assumptions in the data, should be documented, reviewed, and validated by 
subject matter experts. A best practice reported by Erdemir et al. (2020) is to 
communicate limitations and assumptions to the decision-maker during M&S 
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development, which establishes inherent "buy-in" (p. 3). A preferred technique for 
communicating assumptions and limitations is clearly describing the real-world system's 
obtained abstraction level under investigation (Erdemir et al., 2020). The importance of 
the subtheme can be seen in that many authors now include dedicated sections for 
assumptions and limitations in scholarly M&S articles (Chen et al., 2021; Grzybowska et 
al., 2020; Liu et al., 2019; Peitso & Brutzman, 2020). Practitioners managing elaborate 
military M&S efforts should document assumptions and limitations that could impact the 
results. Subject matter experts should validate critical assumptions and help communicate 
all documented assumptions and limitations to the decision-makers.  
While TAM2 as a technology adoption model does not appear to have been used 
to study M&S assumptions and limitations directly, constructs of the framework have 
been used to investigate M&S abstraction and fidelity considerations. Shao et al. (2017) 
used the Perceived Usefulness (PU) and Perceived Ease of Use (PEOU) constructs to 
evaluate stakeholder adoption of modeling methodologies and found one model was 
preferred based on lower levels of abstraction. In a study conducted by Nicolaides et al. 
(2020), the authors examined the perceived usefulness of medical training simulations 
and found higher fidelity levels were more realistic and promoted superior leadership in 
students, but higher levels of fidelity also produced higher levels of stress. Similarly, 
Padilha et al. (2018) found that even though high-fidelity medical simulators have grown 
in popularity for training purposes, pregraduate nursing students rated clinical virtual 
simulators higher based on PU and PEOU. When managing M&S implantations, IT 
project managers should be aware that abstraction and fidelity can influence perceived 
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usefulness and perceived ease of use. Military M&S practitioners may be able to increase 
adoption by decreasing abstraction and providing high-fidelity results. 
Applications to Professional Practice 
Information technology project managers who follow the strategies uncovered in 
this study should be able to experience smoother M&S implementations, anticipate and 
overcome persistent challenges, and increase technology adoption. Smoother M&S 
implementations start with truly understanding the requirements. In addition to 
understanding the real-world systems to be emulated, practitioners need to capture the 
context and understand the problem under investigation. Once the general M&S 
requirements have been captured, practitioners must understand the corresponding data 
requirements. Military models and simulations are big data consumers, and the adage 
"garbage in, garbage out" applies. To produce high-quality results, project managers must 
obtain high-quality data from authoritative sources. The general M&S requirements, 
coupled with the complementary data sources, should be used to produce meaningful 
metrics. The overall objective of military M&S is to inform a decision; therefore, the 
needed metrics must be understood during the requirements gathering stage. Not only can 
subject matter experts help refine the requirements, but they can also be used to 
strengthen each phase of implementation. The success of military M&S efforts could 
depend on IT project managers recruiting the right mix of authorized SMEs who possess 
the unique knowledge, skills, and abilities needed to support the project. 
Anticipating and overcoming persistent challenges can help improve the practice 
of modeling and simulation in multiple ways. Long-standing interoperability challenges 
are preventing the services from smoothly connecting simulators to exchange data and 
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execute joint training exercises. Until there is a DoD level policy mandating the use of 
specific open interoperability standards and forbidding the use of proprietary vendor 
modules, IT project managers can proactively address these considerations one project at 
a time. Memorandums of agreement can be used to get the services to adopt a common 
open interoperability standard like the HLA and avoid proprietary vendor formats that 
prevent interoperability and drive up sustainment costs. Practitioners should also be 
aware that the RMF process can take a year or more to accredit M&S implementations 
for use on a DoD network. Strategies such as scheduling adequate time to address RMF 
requirements and utilizing specialized RMF compliance teams can streamline and 
expedite the process. The ultimate goal should be to change the compliance culture by 
promoting a common understanding of the RMF implementation process and the benefits 
of a firm cybersecurity policy. Lastly, project managers should be aware that all M&S 
implementations will include limitations and assumptions that could influence the results. 
Practitioners can reduce the risk associated with assumptions and limitations by (a) using 
subject matter experts to validate documented assumptions, (b) keeping decision-makers 
informed of all key assumptions and limitations, and (c) performing a sensitivity analysis 
when there are concerns.  
Examining each strategy through the lens of TAM2 provided additional insight 
relevant to the practice of IT. When gathering M&S requirements, practitioners should be 
considering how to deliver the requested functionality in easy to use features that enhance 
job performance. Incorporating subject matter experts throughout the implementation 
process can help achieve this goal while simultaneously increasing the intent to use the 
final M&S tool. Considering how important data is to successful M&S, technologists 
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should know that high-quality input data can increase the perception of usefulness. 
Likewise, high-fidelity output and the quality of the final M&S metrics can increase a 
decision-maker's perception of usefulness, leading to an increased intent to use M&S 
technology in the future. Modeling and simulation professionals who incorporate open 
interoperability standards and decrease abstraction levels can increase both perceived 
usefulness and perceived ease of use at the same time. Understanding where there are 
negative perceptions towards IT can also help improve the practice. In the military M&S 
domain, some IT professionals have the perception that the NIST risk management 
framework is not easy to use and struggle to see the usefulness. Explaining the RMF 
process and the usefulness of a firm cybersecurity policy to all stakeholders may improve 
the attitude towards the RMF in the M&S community. Overall, the extended TAM model 
provided significant insight from a technology acceptance point of view. 
Implications for Social Change 
More successful M&S implementations can lead to positive social change in 
several ways. At the core of successful M&S is the increased safety aspect of the 
discipline. If military decision-makers can make informed science-based decisions 
because of accurate, high-fidelity results and meaningful metrics, lives can be saved. The 
wide range of M&S benefits includes increased safety, protection, preparedness, defense, 
efficiencies, financial savings, and scientific discoveries. If practitioners can use the 
provided strategies to increase interoperability, the immediate and tangible benefits 
include exchanging data and collaborating on jointly distributed simulations. For military 
organizations, successful interoperability will immediately drive down sustainment costs 
and enable more realistic training scenarios for the warfighter.  
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Another group of strategies with the accompanying benefits can lead to increased 
confidence in M&S as a viable tool for decision making. The challenges uncovered 
during this study have negatively impacted the credibility of M&S for some senior 
leaders in the military. Helping practitioners anticipate and overcome persistent M&S 
challenges can increase the success rate, improve security, shorten development 
schedules, and produce cost savings. Each of these tangible benefits will strengthen 
confidence in M&S. Senior leaders in the military often seek out trusted subject matter 
experts' advice. Incorporating SMEs known by the decision-makers further strengthens 
the validity of the results and increases decision-maker confidence. A multidisciplinary 
group of SMEs generates a diversity of thought and capitalizes on the strengths of 
individuals.  
There are additional long-term benefits that could be created through the 
implementation of M&S strategies that increase success. Considering the current political 
climate and financial footing in the United States, a safer, more informed military seeking 
to be better stewards of the taxpayer’s money can generate positive change in individuals 
and society. When military and private organizations can save money on IT projects, the 
surplus of funds is repurposed for other valuable efforts needing additional funding. 
Furthermore, many military M&S efforts are used to uncover and reduce risk to civilian 
populations living within the vicinity of military bases or ongoing military operations. 
Sharing these M&S benefits with various governments and agencies, foreign and 
domestic, can foster goodwill and strengthen civil-military relations. 
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Recommendations for Action 
Various stakeholders, including M&S practitioners, IT project managers, and 
decision-makers, should investigate the applicability of this qualitative multiple-case 
study's findings. Relevant strategies could be distributed or discussed in the various 
military communique as well as ongoing M&S conferences and working groups. Multiple 
strategies should be addressed upfront in the project planning and requirements gathering 
phases. When creating a project schedule, practitioners should create milestones and 
relevant tasks associated with capturing the general M&S requirements, the associated 
data requirements, and the needed metrics. Subject matter experts should be identified 
and recruited during these initial phases. Subject matter experts can help refine and 
validate all the M&S requirements, especially the data's authenticity. Additional tasks 
should be added to explicitly confirm the team's understanding of the needed metrics with 
the decision-makers. Practitioners who are intentional with applying these M&S 
strategies during the early stages of implementation will set their team up for success. 
Cybersecurity and interoperability requirements should be considered upfront 
rather than later in the project. The risk management process is well-defined in military 
cybersecurity offices. Managers who initiate a military M&S project should consult with 
the cybersecurity organization responsible for accrediting the M&S system to be used on 
a DoD network. Cybersecurity departments can provide a standard Plan of Actions and 
Milestones (POAM) for the RMF process. Once the scope of the M&S project is known, 
a military cybersecurity department can advise whether a specialized team is needed to 
assist with the RMF process. Milestones from an RMF POAM should be added to the 
M&S project schedule and monitored accordingly. Depending on the nature of the model 
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or simulation, interoperability may be an additional consideration. If the team determines 
the final M&S tool or system can be connected to another M&S system, project managers 
must include scheduled tasks for addressing interoperability. The Program Management 
Offices (PMO) for each M&S system to be interconnected should be contacted early so 
that that project managers can coordinate technical exchange meetings. If open 
interoperability standards such as the HLA can be agreed upon, memorandums of 
agreement should be created and signed by the PMOs. Additional tasks will be needed 
throughout the project for developing and testing the performance of data exchange 
interfaces.  
Properly addressing M&S assumptions and limitations will also increase the 
results' accuracy and help manage decision-makers' expectations. When modelers make 
assumptions and the team identifies limitations, project managers should document both 
appropriately. Assumptions and limitations should be validated by SMEs and reviewed 
by decision-makers throughout the project. Addressing assumptions and limitations in 
this way creates transparency and inherent buy-in by the decision-makers. Project 
managers should intentionally ask the decision-makers if there are questions or concerns 
about the assumptions and limitations and offer a sensitivity analysis when needed. The 
very nature of M&S ensures assumptions and limitations will always be present, yet 
proper management of both will help manage risk and expectations. Explicitly managing 
and communicating the assumptions and limitations of M&S will reinforce the idea that 
M&S technology should only be used to inform decisions, not provide answers outright. 
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Recommendations for Further Study 
This qualitative multiple-case study was designed to gather M&S implementation 
strategies from civil servants supporting military organizations. Qualitative researchers 
seeking to extend the research could consider conducting an ethnographic study. An 
ethnographic design would require the researcher to conduct extended observations of 
military M&S practitioners in the field. Ethnography may shed more light on the unique 
process of gathering military M&S requirements and incorporating specialized subject 
matter experts throughout a complex M&S project. In more than one interview, the 
participants used the word pedigree to describe M&S experts who were trusted in the 
community, indicating a possible correlation to military M&S culture or training. The 
data also indicated that large-scale military M&S often depends on big-data, commonly 
referred to as big-simulation. Researchers could adapt prior studies on big-data to 
investigate big-simulation efforts being conducted by the military. Another 
recommendation for future researchers would be to use the descriptive qualitative results 
of this study to inform a quantitative investigation designed to query a larger population 
and sample of modeling and simulation stakeholders. In addition to applying structured 
data analysis techniques, future researchers can more easily reproduce quantitative 
studies.  
Separate studies could be used to research the reported challenges associated with 
RMF and interoperability. While there is a large body of research connected to 
cybersecurity policy adoption, my literature review did not uncover studies designed to 
investigate cybersecurity policy adoption in the M&S domain. Likewise, scholarly 
research has been conducted to investigate the negative aspects of fostering a 
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cybersecurity compliance culture, but not specifically in modeling and simulation 
organizations. The data indicated a negative perception of cybersecurity and the RMF 
process in the military M&S community, which warrants additional research. When 
addressing interoperability challenges, the participants did provide workarounds and 
expressed the need for a mandated DoD policy requiring the use of open interoperability 
standards. Additional research of military M&S interoperability challenges could 
consider software vendors' views and opinions reported using proprietary interoperability 
standards. Investigating the software vendor's point of view may provide additional 
insight into the benefits and challenges of mandating the use of open M&S 
interoperability frameworks. 
Reflections 
When I started my doctoral journey, I became interested in using modern 3D 
game engines to develop interactive modeling and simulation tools for my military 
organization. However, I was hesitant based on my lack of experience managing 
modeling and simulation projects. With nearly 25 years of experience as an IT 
practitioner supporting military organizations, personal bias or preconceived ideas on 
how best to implement IT was something I had to acknowledge and control while 
conducting my research. Documenting my ideas in field notes, administering open-ended 
questions that truly allowed the participants to explore their own thoughts and opinions, 
member checking sessions, and my mentor's oversight helped limit the personal impact 
bias on research findings. By the end of my study, I was pleasantly surprised where my 
participants had taken us. The strategies uncovered were their own, and I was honored to 
have been a part of the process. 
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Even though I knew none of the interviewees before my study started, by the end, 
I felt like I had earned the trust of each participant. When making the first contact, some 
participants were hesitant on whether they had the knowledge or experience needed to 
contribute to the research topic. By the end of each interview, it was clear that the 
participant was the subject matter expert, and I was there to learn. Every interview shed 
more light on the phenomenon and expanded my understanding of what it took to 
successfully implement models and simulations for military organizations. Some 
participants' initial reservations may have had towards me as an outsider inevitably fell 
away before the interview was over. By the time I asked if there was anything else they 
wanted to add, many were treating me as a confidant. More than one participant asked me 
in their closing remarks to help them address specific challenges or spread best practices 
as I move forward in my research and career. Armed with what I learned during my 
study, I am confident I am better prepared as an IT project manager to guide successful 
M&S implementation. 
Summary and Study Conclusions 
My primary research objective was to uncover M&S implementation strategies IT 
project managers used to support military organizations. Scholarly research on the topic 
is rare, and most military studies neglect to include essential details and best practices. 
My findings included three major and six minor themes that can be applied as 
implementation strategies by practitioners supporting military organizations. The major 
themes focus on the importance of understanding the true M&S requirements, 
incorporating vital subject matter experts, and anticipating and overcoming persistent 
challenges. Diverse organizations, individuals, and academia can also use the best 
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practices and recommendations to improve IT practice, elicit positive social change, and 
continue scholarly research on the topic. Information technology project managers 
supporting military organizations, who follow the presented strategies, will be better 
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Appendix: Interview Protocol 
 
Case No.  
Participant No.  
Interview 











• Verify consent form is signed. 
• Check recording device. 
• Interview setting is quiet and private. 
• Start stopwatch. 
Introduction My name is Cody Taylor and I am conducting this research as a component of a 
doctorate degree through Walden University.  Also, I am a civil servant working for 
the USMC as a 2210 IT Project Manager.  This research is not connected to my 
duties as a civil servant, which means I am conducting the research on my own time 
without the use of government resources.  With this multiple-case study I hope to 
gather strategies some IT project managers are using to implement modeling and 
simulation technology in military organizations. 
Ethical 
Obligations 
This interview should be 30 to 60 minutes long depending on our dialogue. As 
stated in the consent form, your participation is strictly voluntary and can be stopped 
at any time, and for any reason.  You may also choose to not answer any of the 
interview questions.  Your identification, and the identification of your organization 
will be kept anonymous.  Do you feel comfortable proceeding with the interview? 
I would like to record this interview so the questions and answers can be transcribed 
and analyzed at a later time.  The recording and transcript will be encrypted and 
stored in a locked container for a period of five years.  Only I will have access to the 
recording and transcript.  Do I have permission to record this interview? 
Thank you for your participation.  Your input will add to the body of knowledge and 
help practitioners implement M&S technology.  Please refrain from sharing the real 
names of individuals and organizations, in order to protect the privacy of others.  If 
you inadvertently use real names, I will remove the information from the transcripts.  
Do you have any questions before I start the recording? 
 
BEGIN RECORDING 
Question 1 What strategies have you used to implement M&S technology? 
Which of these strategies was the most effective? 





Question 2 What challenges did you encounter, and how did you overcome them? 
 
 
Question 3 How do you know when an M&S implementation is successful? 
 
 
Question 4 Please briefly describe what you consider to be the most critical phases of M&S 
implementation. 
What strategies, if any, were used to create conceptual models?  
What strategies, if any, were used for verification and validation? 
 
 
Question 5 What process do you use to determine the most appropriate M&S methodology? 
What are the most commonly used M&S methodologies? 
 
 
Question 6 What strategies, if any, are used when selecting M&S development tools? 
Are some M&S tools easier to use than others? 
Have you faced restrictions on using desired M&S tools? 
 
 




Review Process Ask for validation of your field notes.  Ask for clarifications where needed.  







Encourage participants to share any publicly releasable artifacts they feel are 
relevant to the research topic. 
 
 
Recruit Can you provide me with contact information of any potential participants you 
believe I should interview? 
 
 
Closeout Thank you so much for your participation.  Your contributions are valuable 
additions to the research project.  I will email you a summary of my interpretations 
of the interview so you have the opportunity to make corrections, additions, and 
provide any feedback you feel is necessary. 
 
 
