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3Title in English
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Structure
Título en español
Modelos de Teoría de Respuesta al Item en donde las habilidades tienen una Estructura
Lineal Latente
Abstract: A new class of multidimensional item response theory (MIRT) models is
proposed. The models were designed to t data sets from binary or dichotomized tests,
which are split into m subtests. It is assumed that each subtest is designed to measure an
unidimensional latent trait which is called main latent trait or main ability. The objective
of the test is to measure these main latent traits. In this work, it is assumed that the entire
test measures a latent trait vector of the examinees, whose components do not coincide
necessarily with the main latent traits. Instead, it is assumed that the main latent traits
are composites (linear combinations) of the components of the latent trait vector. Hence,
the main latent traits have a linear latent structure. The components of the latent trait
vector of the examinees will be called basic latent traits. The basic latent traits of the
examinees are vectors in an Euclidean space of dimension d, where d  m. This space is
called the latent trait space. It is assumed that each item belongs to exactly one subtest.
Furthermore, it is assumed that in the test there exist bundles of items called testlets.
A testlet is a group of items associated to a common stimulus as a passage or fragment
of a text. Consequently, the items have a double cluster structure: each item belongs
exactly to one subtest and may belong to a testlet. The testlets overlap the subtests. In
the models studied, the dimension of the test is dened as the number of its subtests,
which is dierent from the dimension of the latent trait space. A discussion about the
concept of dimension in the item response theory models is made. New unidimensional
approximations of MIRT models are derived and a concept reference composite of a subtest
is proposed. This concept, is based on the expected information of the subtest along one
direction in the latent trait space. To estimate the parameters of the proposed models a
data augmentation Gibbs sampler (DAGS) algorithm was developed. The models were
used to model the data from the admission test of the Universidad Nacional de Colombia,
applied in the second semester of 2009. The test had 113 items split in 5 subtests and 9
testlests and a sample of 5096 examinees was used.
Resumen: Se propone una nueva clase de modelos multidimensionales de teoría de
respuesta al ítem. Los modelos fueron diseñados para ajustar datos provenientes de
prueba binarias o dicotomizadas, las cuales están dividida en m subpruebas. Se asume
que cada subprueba está diseñada para medir un trazo latente unidimensional, el cual es
llamado trazo latente principal o habilidad principal. El objetivo de la prueba es medir
estos los trazos latentes principales. En este trabajo, se asume que la prueba completa
mide un vector de trazos latentes de los examinados, cuyas componentes no coinciden
necesariamente con los trazos latentes principales. En lugar de eso, se asume que los trazos
latentes principales son composiciones (combinaciones lineales) de las componentes del
vector de trazos latentes. Por lo tanto, los trazos latentes principales tienen una estructura
lineal latente. Las componentes de los vectores de trazos latentes son llamadas trazos
latentes básicos. Los trazos latentes básicos de los examinados son vectores en un espacio
Euclidiano de dimensión d, en donde d  m. Este espacio es llamado el espacio de trazos
latentes. Se supone que cada ítem pertenece exactamente a una subprueba. Además, se
supone que en la prueba existen paquetes de ítemes llamados pequeños tests. Un pequeño
test es un grupo de ítemes asociados a un estímulo común como un pasaje o un fragmento
de un texto. En consecuencia, los ítemes tienen una doble estructura de cluster: cada
ítem pertenece exactamente a una subprueba y puede pertenecer a un pequeño test. Los
pequeños tests traslapan a las subpruebas. En los modelos estudiados, la dimensión del
test, se dene como el número de sus subtests y es diferente de la dimensión del espacio de
trazos latentes. Se hace una discusión sobre el concepto de dimensión en los modelos de la
teoría de respuesta al ítem. Se obtuvieron nuevas aproximaciones unidimensionales de los
modelos de MIRT y se propone un concepto de composición de referencia de un subtest.
Este concepto, está basado de la información esperada de la subprueba a lo largo de una
dirección en el espacio de trazos latentes. Para estimar los parámetros de los modelos
propuestos, se desarrolló un algoritmo para implementar un muestreador de Gibbs con
datos aumentados. Los modelos fueron utilizados para modelar los datos de la prueba
de admisión de la Universidad Nacional de Colombia, aplicado en el segundo semestre de
2009. La prueba tenía 113 ítemes divididos en 5 subtests y 9 pequeños tests y se usó una
muestra de 5.096 aspirantes.
Keywords: multidimensional item response theory, linear latent structure, testlet,
subtest,reference composite, unidimensional synthetic latent trait, correlated latent traits
Palabras clave: teoría de respuesta al item multidimensional, estructura lineal latente,
subprueba, pequeño test, composición de referencia, trazo latente sintético unidimensional,
trazos latentes correlacionados
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VIII
Introduction
Modern tests for large-scale assessments as the admission tests in universities and collages
are structured to assess more than one latent trait. In those cases, the tests are split into
subtests, and each subtest is designed to measure mainly a unique unidimensional latent
trait. The number of subtests is commonly called the dimension of the test. Additionally,
it is usual that the assumption of local independence might be violated due to the existence
of bundles of items that explicitly share some stimulus as a reading passage. Such item
bundles are called testlets. The testlet structure may overlap the subtests and implies the
existence of new sources of variability in the item response theory (IRT) models, which are
usually ignored. In this thesis I explore some IRT models for this type of tests.
It is assumed that each subtest attempts to measure an unidimensional latent trait,
which will called main latent trait. Furthermore, the main interest of the test is the
estimation of those main latent traits 1. The models proposed in the literature for this
type of tests are called simple structure or multiunidimensional IRT (MUIRT) models.
In those models, it is assumed that the latent traits of the examinees are vectors whose
components are the main latent traits measured by the subtests. In the models proposed
here, it is assumed that the entire test measures a latent trait vector of the examinees,
whose components do not coincide necessarily with the main latent traits. Instead, it is
assumed that the main latent traits are composites (linear combinations) of the components
of the latent trait vector. The space of the latent trait vectors is called the latent trait space,
and its dimension is the dimension of the latent trait space. The components of the latent
trait vector of the examinees will be called basic latent traits. In the multiunidimensional
models, the dimension of the latent trait space coincides with the dimension of the test.
However, conceptually the dimension of the test and the dimension of the latent trait space
are dierent. The dimension of a test is a property of its design, while the dimension of
the latent trait space is an underlying property of the latent traits' population.
In this dissertation, I introduce a new type of multidimensional item response theory
(MIRT) models2, which will be called linear latent structure MIRT (LSMIRT) models.
The rst characteristic of the LSMIRT models is the conceptual separation between the
concepts of test dimension and dimension of the latent trait space. It is known that the mul-
tidimensional item response theory (MIRT) model and the factor analysis of dichotomized
variables are equivalent. Based on this equivalence, the dimension of the latent trait space
can be dened as the number of factors in the corresponding factor analysis model. In
1The terms ability and latent trait are used as equivalent in this thesis.
2There are two main types of MIRT models, called respectively compensatory MIRT model and partially
compensatory MIRT model. In this thesis, the term MIRT model always will refer to the compensatory
MIRT model.
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data sets from tests as those described above, a preliminary analysis of the dimension of
the data set usually reveals that the dimension of the latent trait space is smaller than the
number of the subtests. In the LSMIRT models, the dimension of the test is the number of
its subtests, while the dimension of the latent trait space is the dimension of the factorial
space associated with the test data set. This factorial space will be the latent trait space.
People latent traits will be vectors in the latent trait space.
In the LSMIRT models appear two types of latent traits: the main latent traits, which
are the latente traits that the subtests attempt to measure, and the basic latent traits,
which are the components of the latent trait vector of the examinees. In general, the
basic latent traits may not have a direct interpretation. However, it will be proposed a
parameterization of the models in which the basic latent traits correspond to some of the
main latent traits of the test. In the LSMIRT models, the main latent traits are linear
combinations of the basic latent traits. Thus, the main abilities in the LSMIRT models
have a latent linear structure. This characteristic, motivated the title of the thesis.
A linear combination of the components of the latent trait vector is called a compos-
ite. The composites are unidimensional synthetic indices of the latent trait vectors. In
the LSMIRT models, it is assumed that each subtest discriminates better between the
examinees along a special direction of the latent trait space. That direction is called the
reference direction of the subtest. Specically, the reference direction of a subtest will
be the direction in the latent trait space, along which the subtest discriminates better on
average. The reference direction of a subtest is dened in this work as the direction that
maximizes the expected information of the subtest along any direction in the latent trait
space. The expected test information of a test along one direction will be the sum of the
expected information of the items along the same direction. The composite obtained from
the reference direction of a subtest will be called the reference composite of the subtest.
In the LSMIRT models, the main latent trait which is measured by a subtest is just the
reference composite of the subtest.
In the unidimensional item response theory (UIRT) models, the rst assumption is
that all the items are unidimensional. This means that all the items measure only a
unique unidimensional latent trait. A large discussion has been done about the realism of
the assumption of unidimensionality of items and tests. In general, this is a not realistic
assumption, but is a practical reduction of the reality. The MIRT models appeared as
an alternative for modeling those test data sets, which are not unidimensional. On the
other hand, in the practical applications such in the admission tests, it is necessary to have
unidimensional synthetic latent traits that can be used as syntheses of the subtests and of
the entire test. In general, that synthetic indices are composites. From this point of view,
one can see a classical UIRT model as a test where the main interest is the estimation of the
reference composite of the test, independently of the dimension of the latent trait space.
Obviously, the experts who design an unidimensional test are interested in measuring a
unique ability. However, the reality is not unidimensional due to the presence of secondary
latent traits that appear as a consequence of the human nature. Under this perspective, an
obvious question that appears, is about the relationship between the parameters of a MIRT
model and the parameters of a UIRT model when a test data set that is multidimensional
is tted with both models. An initial hypothesis is that in the UIRT model the latent trait
is an estimation of the reference composite of the latent trait vectors estimated with the
MIRT model. This hypothesis was studied in chapter 3.
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The LSMIRT models proposed in this work, are designed to be used in tests split into
subtests, where each subtest attempts to measure essentially an unidimensional latent trait.
It will be assumed that the responses are binary or dichotomized. Two types of models will
be considered: the basic LSMIRT model, which does not include a testlet structure, and
the LSMIRT model with testlet eects. The basic LSMIRT model has several advantages
with respect to the classical MIRT model that can be used to model the type of tests
describe above. Firstly, the basic LSMIRT model is general more parsimonious, because
it has a smaller number of discrimination parameters. While in the MIRT model, there is
a discrimination parameter for each dimension of the latent trait space, in the LSMIRT
model, there is only one discrimination parameter that is equivalent to the MDISC param-
eter which can be interpreted directly as in the UIRT model and in the MUIRT model.
In the MIRT model, the discrimination parameters do not have a direct interpretation.
Secondly, the cluster structure imposed by the subtests is explicit in the LSMIRT model.
Since, it is assumed that each subtest is designed to measure essentially an unidimensional
latent trait, the LSMIRT model includes this information, such that only one discrimina-
tion parameter is required. Thirdly, Even though the main abilities are unidimensional,
they are composites, so the multidimensional nature of the data is preserved.
Furthermore, the basic LSMIRT model has several advantages with respect to the
MUIRT model. Firstly, the model is more parsimonious because in the general case, there
is a smaller number of latent traits to be estimated. Secondly, in the basic LSMIRT
model the dimension of the latent trait space is derived from its factorial form. Thus,
the dimension of the latent trait space can be determined as in the classical MIRT model.
Thirdly, the main abilities are reference composites, which use the complete latent trait
information of the examinees. In this sense, the basic LSMIRT model is more realistic
than the MUIRT model.
On the other hand, the LSMIRT model with testlet eects includes the additional
sources of variability due to the testlet structure. These sources of variability are common
in the type of tests studied in this work, but usually they are ignored. Previously, models
with testlet eect have been proposed, but only to unidimensional tests.
Bayesian procedures were used to estimate the parameters of the models. The aug-
mented data strategy was used in the estimation algorithm. The algorithms based on the
augmented data strategy are called data augmentation Gibbs sampler (DAGS) algorithms.
A DAGS algorithm was written to estimate the parameters of the LSMIRT model with
testlet eects. By simulation experiments, is showing the quality of the parameters recov-
ered by the DAGS algorithm. The DAGS algorithm was also used to t a real data set.
The data are from the admission test at the Universidad Nacional de Colombia, applied
for the second semester of 2009. The sample size was N=5096. The test was taken by
more than 35,000 people. There were seven types of tests, but the dierence between them
was solely the order of the questions. The data correspond to the complete sample of one
type of exam. The test size was K = 113 with 5 subtests and 9 testlets. The preliminary
analysis showed that the dimension of the latent trait space was 3.
The thesis is organized as follows. Chapter 1, is a critical literature review of the main
issues that are studied in the following chapters. Chapter 2, is dedicated to the search of
reference composites. In this chapter, the classical MIRT model is reviewed from a general
geometrical perspective. It the chapter, it is shown that the item response function in a
MIRT model is a trivial extension of an item response function of a UIRT model along the
item direction. Furthermore, it is shown the role of the covariance matrix of the latent
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trait vector in the modeling process. Besides, two reference composites are derived and
compared with the reference composite previously proposed in the literature.
In chapter 3, it is proposed a denition of test information function along a direction
of the latent trait space. In the case of one dimension, the denition coincides with that
given for the UIRT models. The reference direction of a subtest is dened formally as
the direction that maximizes the expected test information function along any direction.
This denition permits to clarify the concept of reference composite of a subtest. In this
chapter, it is also stated the relationship between the parameters of a MIRT model used
to t a multidimensional data set and the parameters of a UIRT model used to t the
same data set. More general solutions than those found by other authors are obtained.
From this chapter, we conclude that the main ability that is measured by a subtest is an
estimation of the reference composite of the subtest. The results derived in this chapter
are key to understand the results of the simulations of the next chapters, and to justify
the names proposed for the parameters of the LSMIRT models.
Chapter 4 contains the denition and main properties of the basic LSMIRT model. In
chapter 5, the LSMIRT model with testlet eects is studied. In these chapters, simulated
data sets and the real case data set are used to illustrate the models and to evaluate the
estimation procedures implemented in this work.
Chapter 7 contains the nal conclusions and proposals for future works. In appendix B
the complete full conditional posterior distributions of the parameters are derived. Those
distributions are required in the implementation of the DAGS algorithm. Appendix C
includes descriptive tools used in chapter 4 to make preliminary and conrmatory analysis
to determine the dimension of the latent trait space. In this appendix is showing that the
augmented variables used in the DAGS algorithm are basically the same than those used
in the proof of the fact that the MIRT model and factorial analysis of binary variables are
equivalent. This result, permits to build a prediction of the continuous latent variables that
theoretically govern the response process in a MIRT model. Furthermore, the tetrachoric
correlation matrix of the items can be estimated in a new way, as the correlation matrix
of the predicted continuous variables. Appendix A contains the technical details of the
Bayesian concepts used in the estimation procedures and in the model assessment.
CHAPTER 1
State of the Art
This is a review of the main issues of the item response theory (IRT) that are studied in
this dissertation.
1.1 The classical IRT models
The IRT was developed as an alternative to the classical test theory used in the psycho-
logical and educational elds. The foundations of the IRT can be found in the works of
Thurston(1925), Lazarsfeld(1950, 1954), Birnbaum(1957, 1958a, 1958b) and Rasch(1961).
Modern theory began with the works of Bock and his collages Bock(1972), Bock &
Jones(1968), Bock & Lieberman(1970), Bock & Aitkin(1981).
1.1.1 The unidimensional models
The unidimensional item response theory (UIRT) models are based on the assumption that
the interactions between people and items in a test can be adequately represented by a
unique parameter describing an unidimensional latent trait of the examinees.
Several procedures have been proposed to estimate the UIRT models. Such procedures
require some assumptions and constraints. One solution based on generalized least squares
is due to Christoerson(1975) and Muthén(1975). Bock & Lieberman(1970) introduced the
marginal maximum likelihood (MML) estimation. The procedure of Bock and Liberman
was complemented by Bock & Aitkin(1981) who developed an expectation-maximization
(EM) algorithm to the MML estimation. They based their algorithm on the EM algorithm
introduced by Dempster, Laird & Rubin(1977). Bock, Gibbons & Muraki(1988) developed
the formal solution of the MML estimation. The method, was called by them full informa-
tion item factor analysis. Some comercial computer programs that have been developed
for the estimation of unidimensional models are, PARCALE, BILOG and MULTILOG.
A free software is PARAM-3PL, Lawrence(2005). Bayesian solutions based on MCMC
algorithms are due to Albert(1992), Patz & Junker(1999b), Bold & Lall(2003), and other
authors. Albert introduced the Bayesian method of augmented variables in the context of
the IRT.
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1.1.2 The multidimensional item response theory models
The multidimensional item response theory (MIRT) models are based on the assumption
that people require more than one basic ability to response correctly to an item in a test.
There are two major types of MIRT models, the compensatory model, Reckase (1985, 1997,
2007, 2009) and the non-compensatory or partial compensatory model, Sympson(1978). In
this research, I only refer to the compensatory MIRT models, which it will be called simply
MIRT models.
Programs to estimate the parameters of the MIRT models were rst implemented in
two computer programs: NOHARM and TESTFACT, Reckase(2007). NOHARM was
developed by Fraser(1988), based on the work of McDonald(1981). The program uses
a four term polynomial approximation to the normal ogive model. TESTFACT Wilson,
Wood & Gibbons(1987) uses the methodology developed by Bock et al. Bock, Gibbons
& Muraki(1988), Bock & Aitkin(1981). More recently, Rizopoulos(2006) developed the
package ltm R R Development Core Team(2008) for one and two dimensions, based on the
factor analysis of discretized variables. In these programs, it is usual that the estimation
of the abilities is done by using the posterior distribution of the abilities given the response
patterns, and the estimation of the item parameters. Full Bayesian inference methods for
MIRT models have been proposed by Bégin & Glass(2001), De la Torre & Patz(2005) and
other authors.
1.2 The dimensionality problem
In the item response theory, an important amount of research has been devoted to de-
termine whether the assumption of unidimensionality is reasonable, see, for example,
Ackerman(1989, 1992), Reckase & Ackerman(1988), Reckase, Carlson & Ackerman(1986),
Ansley & Forsyth(1985), Way, Ansley & Forsyth(1988), Nandakumar(1991), Stout(1987,
1990), Gesaroli & De Champlain(1996), Stout, Douglas, Junker & Roussos(1999).
The assumption of unidimensionality is a strong simplication of the reality. Uni-
dimensionality can only be approximated, Stout(1990). Humphreys(1984) argues that
related problems of dimensionality and bias of items are approached in an arbitrary and
oversimplied fashion. Humphreys pointed out that a dominant attribute (i.e., dominant
dimension) results from an attribute overlapping many items and asserts that attributes
common to relatively few items or even unique to individual items are unavoidable and
indeed are not detrimental to the measurement of a dominant dimension. In the same way,
McDonald(1981) argues the existence of "minor components" in factor analytic modeling
of test data, and the existence of multiple determinants, which are common to some items.
According to Reckase(2009), dimensionality is a property of the sample of examinees'
latent traits that take a test, and it is not a property of the test itself. A common denition
of the dimensionality is: the minimum dimension of the ability space required to obtain
conditional independence. The dimensions required to have conditional independence in a
test can change from a population to another. Reckase states that the number of dimensions
needed to model accurately the relationships in the item response matrix dependent on
two aspects of the data collection process: the number of dimensions on which the people
taking the test dier and the number of dimensions on which test items are sensitive to
dierences. For example, in extreme cases, it is possible to imagine a group of individuals,
which have been carefully selected to be identical on all dimensions except one. In this
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hypothetical case, the item response matrix that results from administering the test to
them can represent dierences on only one dimension. On the other hand, if the set of test
items used are only sensitive to dierences along one of the dimensions of variability of the
examinee population, the resulting data will be essentially unidimensional.
Stout(1990), introduced the concept of essential unidimensionality. The main idea of
Stout is that even though the ability space is multidimensional, the set of items used in a
test may be sensitive mainly to dierences along one of the dimensions, and the statistical
tests to asses the unidimensionalidad can reject that assumption. He proposed to replace
the usual assumption of unidimensionality by a weaker and arguably more appropriate
statistically testable assumption of essential unidimensionality. Essential unidimension-
ality implies the existence of a "unique" unidimensional latent ability. To test essential
unidimensionality, Stout, Douglas, Junker & Roussos(1999) developed the DIMTEST pro-
cedure.
The concept of essential unidimensional can be generalized to essential dimensionality.
Under this perspective, the items of a test can be grouped in clusters in such a way that
the items in each cluster are sensitive mainly to dierences along one direction in the latent
trait space. In this case, the essential dimensions that are measured by the cluster of items
are not necessarily orthogonal. Procustes methodology permits to build non orthogonal
rotations onto the ability space, see, for example, Gower & Dijksterhuis(2004). Such non
orthogonal latent traits become orthogonal, through linear transformations that do not
change the probability patterns, but changing the correlation of the latent traits.
A more recent discussion about the concept of dimensionality in the item response
theory is due to Levine(2003) and Carroll & Levine(2007). In the next section the ideas of
Levine and his collages are discussed.
1.3 The submodel theorem
The concept of dimension of a statistical model is closely related to the topological concept
of dimension. This is not a trivial issue. Before the set theory, the concept had a vague
sense. A rst attempt to dene the concept was: "the least number of real parameters
needed to describe its points" Levine(2003). The inconsistency of this vague denition was
evidence by Cantor in the last part of the 19th century, who proved the existence of a
1:1 correspondence between the points of a line and the points of a plane. A modern
and precise concept of dimension due to Hurewicz and Wallman in 1948 is the following
recursive denition: A set is n-dimensional if each one of its points has a neighborhood
with an n  1 dimensional boundary, Levine(2003).
In statistical modeling, one of the main characteristics of a "good model" is its parsi-
mony. We are interesting in models that are explanatory, t well the data and has the
fewest possible amount of parameters. Holland & Rosenbaum(1986) showed that every
test model can be "perfectly" approximately by an unidimensional item response theory.
However, the models used by Holland and Rosenbaum in their proof, are unlikely to ever be
applied because it is not known how to t these models to the data, Carroll & Levine(2007).
Levine(2003) proved a result that he called the submodel theorem. The theorem states
that, a multidimensional model which has a positive continuous item response function,
is equivalent to some of its unidimensional submodels in the sense that, the multidimen-
sional model and each one of those unidimensional submodels predict the same probability
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patterns. Carroll & Levine(2007) reported experimental results in the same way, based on
the use of nonparametric multidimensional scaling to synthesize a multidimensional model
from several approximate one-dimensional models.
The submodel theorem is a result apparently problematic. For example, children ap-
pear to do well on algebra word problems only if (1) they have sucient verbal skills to
reformulate short paragraphs as algebra problems and (2) they have sucient quantitative
skills to solve simple algebra problems. So, in principle at least two skills are required
to solve algebra word problems. However, according to the submodel theorem, there is
an unidimensional submodel that t the data in the same way than a multidimensional
model. For Levine, this is apparently a paradox. According to Levine, the paradox occurs
because the dimensionality appears early and late in the modeling process. "Early on,
multidimensionality is used to synthesize substantive knowledge and formulate a model for
data" (the formulators role). "Later, some goodness of t tests are used to nd out which
model ts more parsimoniously the data: a multidimensional model or an unidimensional
model" (the evaluators role). "The paradox occurs because these roles currently conict."
Levine(2003).
The conict occurs because the concept of dimension is dierent in each case. For
the formulator, the dimension concept is a design issue. The formulator is interesting
in measuring some latent traits that make sense from the underling theory that leads
the design of the test. The latent traits that the formulator attempts to measure are
interpretable directly. On the other hand, for the evaluator, the dimension is an abstract
concept: the dimension is simply a characteristic of the data set. From the evaluator's
point of view, the data can be well represented in a Euclidean space of reduced dimension.
In such space, the components of each vector does not have a direct interpretation.
In the proof to the submodel theorem, Levine used unidimensional conditional proba-
bility functions, which are not monotonic functions of a latent variable. The IRT models
where the item response functions are not monotonic are called unfolding models. These
models, are currently used in tests for studying attitudes and beliefs, Andrich & Luo(1993),
Verhelst & Verstralen(1993), Johnson & Junker(2003).
In the tests as those studied in this dissertation, the unfolding models are not applicable.
We will consider only monotonic item response functions. Then, I will not refer them in
the rest of the thesis. However, the work of Levine motivated partially this work.
1.4 Unidimensional approximation of MIRT models
Reckase & Stout(1995) stated some conditions, under which an UIRT and a MIRT model
are equivalent. For the case of the compensatory MIRT model, those conditions lead
to models where the direction of all items coincides. Consequently, a MIRT model is
essentially unidimensional if all the items point out almost in the same direction.
Several authors have attempted to determine the relationship between the latent trait
vector  and the unidimensional latent trait denoted  obtained by tting an unidimen-
sional model to data generated from a multidimensional model. Ansley & Forsyth(1985)
examined the unidimensional estimates for two dimensional data using a noncompensatory
model. They studied situations in which the 's were correlated with correlation values of
0.0, 0.3, 0.6, 0.9 and 0.95. Way, Ansley & Forsyth(1988) also compared the eects of using
an UIRT model to estimate two dimensional data for both the noncompensatory and the
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compensatory MIRT model. Reckase(1986, 1990), reported that in some situations, where
a multidimensional data matrix was tted with an UIRT model, the dimensionality and
the diculty were confused.
Ackerman(1989), reported that in his simulations the unidimensional estimate of  was
highly correlated with (1 + 2)=2, and this correlation was better when the correlation of
the abilities was increased. Reckase & Ackerman(1988) suggested to build unidimensional
tests from multidimensional items by grouping the items that measure the linear combi-
nations of abilities that are more similar. Folk & Green(1989) stated that b is strongly
related to some optimal combination of 1 and 2 even for simulated samples with low
correlations. Doody(1985) reported studies about the robustness of unidimensional tting
applied to two dimensional data. Zhao, McMorris & Pruzek(2002), in a simulated study
of computerized adaptive tests found similar results. As Ackerman, they compared the
ability b with (1 + 2)=2. Walker & Beretvas(2003) compared multidimensional and uni-
dimensional prociency using real data from a large-scale math test and obtained similar
results.
Yen(1985), investigated formally the relationship between the parameters of an UIRT
and a MIRT Model. She proposed a least square (LS) approximation. She did not obtain
an explicit general solution. In a particular solution obtained by her, she assumed that all
item directions coincide, so, really she used a trivial extension of an UIRT model in that
solution.
Almost simultaneously, Wang(1985, 1986) introduced the concept of reference compos-
ite of the abilities. He dened the reference composite as the linear combination of abilities
that is best measured by a multidimensional test. He also used a LS approach, but in a
dierent way that Yen. Following his procedure, he obtained a reference composite and
stated the relations between the parameters of the MIRT model and the UIRT parameter
induced by the reference composite. Wang used the two parameter logistic model.
Furthermore, Zhang & Stout(1999a) based on the information of the items along a
direction, found the direction that is best measured by a subtest. This is again a reference
composite, but the procedure used by them was very dierent.
1.5 Tests with multiple subtests
When a test is designed to measure several latent traits, typically it is assumed that each
item measures only one latent trait. In these cases, it is assumed that the dimension of the
latent trait space coincides with the number of latent traits that the test attempts to mea-
sure. Tests and models for such situations are called of simple structure. Thurston(1947),
cited by Reckase(2009), page 180, gave a initial denition of simple structure, that is more
general than current usage.
Several procedures have been proposed to estimate this type of models. Lee(1995) pro-
posed a Bayesian model, and showed how to take advantage of the structure to improve the
estimation of the covariance matrix. De la Torre & Patz(2005) proposed additional models
for this situation. Recently, Sheng(2007), compare the simple structure models, that she
called multiunidimensional with the UIRT models. In another paper Sheng(2008b) pro-
posed a family of hierarchical models to model tests with multiple subtests. She proposed
to split the latent traits between general and specic latent traits, Sheng(2008a).
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1.6 Asymmetric link functions and asymmetric latent traits
In the classical item response theory, the normal ogive and the logistic link have been widely
used, Baker & Seok-Ho(2004), Reckase(2009), Fox(2010). In the rst years of the theory,
the normal ogive was used. The ease of having the explicit expression of the logistic link
motivated its use in more recent works. However, the introduction of Bayesian methods
to estimating the parameters of the model, and particularly, the use of the technique of
augmented variables motivated returning to the normal ogive link. Modeling of latent
traits was made almost always with the normal distribution.
Recently, Bazán(2006) proposed the use of the asymmetric standard normal link to
replace the classical normal ogive and logistic links. This is an interesting alternative to
the guessing parameters. The work of Bazán was in UIRT models. In the eld of MIRT
models Da Silva(2008) proposed the use of the multivariate skew distributions for the latent
traits. He used the skew multivariate normal and the skew multivariate t distributions.
1.7 Teslet eects
In some measurement situations, especially performance assessment, the items are grouped
into bundles (or testlets) marked by shared common stimulus materials, common item
stems, or common item structures. Rosenbaum(1988), proposed the name "item bundle"
to denote item subsets sharing common test stimulus. He also proposed the concept of
"bundle independence", which means that bundle response patterns rather than individual
items are conditionally independent given latent examinee variables.
Wainer & Kiely(1987) proposed the equivalent notion of "testlet", that denes an
aggregation of items on a single theme (based on a single stimulus) such as in a reading
comprehension test. In this case a testlet might be dened as the passage and the set of
four to twelve items that are paired with the passage. Wilson & Adams(1995) used the
random coecients multinomial logit model to investigate the violation of the conditional
independence assumption due to item bundle.
Bradlow, Wainer & Wang (1999), Wainer, Bradlow & Du(2000), Wang, Bradlow &
Wainer(2002) proposed models in which a random eect parameter is added to model the
local dependence among items within the same testlet. More recently, Li, Bolt & Fu(2006)
and Rijmen(2009) have compared alternative models for testlests. Li, Bolt and Fu proposed
a general model for testlet the eects. Their model was extended in this dissertation.
1.8 Bayesian hierarchical IRT models
The recognition of hierarchically structures in the tests and in the examinees has encour-
aged the development of the theory of hierarchical IRT models. Fox(2005, 2008) has pro-
posed Bayesian hierarchical models for these cases. At the same time that this dissertation
was written, professor Fox wrote a seminal book in this area, Fox(2010).
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1.9 Current IRT packages for R
Currently, there is an explosion of packages written for R, to unidimensional and
multidimensional IRT models. These implementations use MML, factor analysis,
MCMC and non-parametric strategies. See for example the packages eRm, ltm,
difR, lordf, catR, plRasch, lme4, mokken, mprobit, MiscPsycho, irtProb, VGAM,
mlirt, cirt, MCMCpack, pscl, latdiag. The details can be consulted the URL address
http://cran.univ-lyon1.fr/web/views/Psychometrics.html.
CHAPTER 2
Synthesizing the Ability in MIRT Models
2.1 Introduction
A central problem associated with Multidimensional Item Response Theory (MIRT) Mod-
els is the impossibility of ordering the examinees. In this chapter, the MIRT models are
reviewed from a geometrical perspective. It is shown that an item response hypersurface
is a trivial extension of an unidimensional item response function. Furthermore, it is show
that the dimension of the latent trait space can be determined from the direction of the
items. If the directions of the items roughly point out almost in the same direction, then
the test measures basically an unidimensional latent trait.
In section 2.4, I derive two unidimensional synthetic indices that are optimal linear
combinations of the ability vector. These synthetic indices are similar to the reference
composite commonly used in MIRT models, but they are easier to calculate and inter-
pret. The synthetic indices are compared with the unidimensional ability obtained when
a multidimensional data is tted with an unidimensional IRT (UIRT) model. Through a
simulation study, it is compared the proposed indices with the others proposed previously,
and it is shown that all the synthetic indices are similar. The indices proposed in this
chapter are easier to compute and interpret by the experts. The synthetic indices obtained
are also estimations of the linear combination of the latent ability vector that is best mea-
sured by a test. It is stated how the covariance of the latent ability vector aects the
synthetic index. Finally, it is inferred through a second simulation study that when the
multidimensional data is tted with an unidimensional model, then, the unidimensional
latent ability is an estimation of the synthetic index of the ability vector.
In the next chapter, an additional synthetic index based on an information criteria is
obtained. However, that index depends on the link function used in the modeling process.
The indices obtained in this chapter only depend of the item directions.
2.2 The Geometrical facts
When an UIRT model is used to t a data set, it is usual to assume a standard normal
distribution for the abilities of the individuals. Consequently, if the data is multidimen-
sional, there must exist a trade o between the covariance matrix of the latent traits and
8
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the parameters of the items and latent traits. In this section we state some geometrical
results that will help us to understand that trade o.
The works reviewed in chapter 1, suggest that when a data set is generated from a
MIRT model and the correlation matrix of the ability vector is not the identity, then an
unidimensional model may t well the data. This observation, leads me to conjecture that
if in the unidimensional model it is assumed a standard normal distribution for the latent
trait, as usual, then, the correlation matrix of the abilities transforms the direction of the
items in such a way that in the extreme case all of them must be aligned. The direction of
an item is discussed in section 2.3. Furthermore, the results reported in chapter 1 seems to
suggest that in the extreme case the unique direction of the items is just 1p
d
1d, where d is
the dimension of the ability space and 1d is the d-vector whose components are all 1. This
conjecture, conducted me to propose and prove the results of this section. The required
facts from d-dimensional geometry can be consulted in appendix D.
Theorem 1. Let  be a d  d symmetric and positive denite matrix, such that all its
diagonal elements are 1 and the o-diagonal elements are nonnegative. Let 1 and 2 be
unit vectors of Rd, such as all their elements are nonnegative. Let jj be the determinant
of , then
24 t12q
(t11)(
t
22)
352  1  jj(1  (t12)2) (2.1)
Proof. Let 1=2 be the squared root of . Let i = (
1=2i)=
p
tii, i = 1; 2. Then,
the vectors 1 and 2 have length 1. Let vol(1;2) be the volume of the parallelotope
determined by vectors 1 and 2. From equations D.2, D.4 and D.5 in the appendix it
follows that
vol2(1;2) = 1 
"
t12p
(t11)(
t
22)
#2
(2.2)
and
vol2(1;2) =
jjvol2(1;2)
(t11)(
t
22)
(2.3)
The properties of matrix  permit us to conclude that tii  1; i = 1; 2. The re-
sult follows from this fact and also from the previous two equations and lemma 6 in the
Appendix.
Corollary 1. Under the conditions of theorem 1 we have that"
t12p
(t11)(
t
22)
#
 (t12) (2.4)
Proof. The result follows from the fact that jj  1.
In the next result, we assume that 1=2m is the squared root of m.
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Theorem 2. Let m be a sequence of d  d matrices that have the same properties than
 in Theorem 1, and such that their determinants are decreasing and that jmj ! 0 as
m ! 1. Let m = 1=2m , where  is any not-zero vector, where all of its components
are nonnegative. Thus, m=jjmjj ! 1pd1d, where 1d is the vector with 1's at all its
components.
Proof. It is easy to see that jj = 0, if and only if  = Jd, where Jd is the matrix with 1's
in all of its components. Thus, 1=2m ! 1p
d
Jd.
Suppose that is a correlation matrix. It can be shown that if the o-diagonal elements
of the matrix  become large, then the determinant of the matrix  decreases due to the
relationship
j  j= (1 R2p:1p 1)(1 R2p 1:1p 2)    (1 R22:1)
where R2p:1p 1 is the squared multiple correlation coecient between the variable p and
the variables 1;    ; p  1. See, for example Peña(2002, 2003).
From Theorems 1 and 2 we conclude that if the o-diagonal elements of the matrix 
are increased, then all the transformed vectors 1=2m  have a smaller angle between them
than the original vectors, and the respective transformed normalized vectors have a greater
orthogonal projection between them. Also, all the transformed vectors are conducted
toward the unit vector 1p
d
1d. In the limit case, all the transform vectors align with that
unit vector.
2.3 The nature of the items in the MIRT model
In this section, it is shown that any item in a compensatory MIRT model is essentially
unidimensional. Furthermore, it is proven that the item response hypersurface of an item
in a MIRT model is monotonic along any direction. This property allows exchanging
the item response function (IRF) and the item response hypersurface (IRHS) as in the
unidimensional case, but also permits us to determine what an item really measures in a
MIRT model.
In the logistic two parameter model, Baker & Seok-Ho(2004), Bock(1972), Bock &
Jones(1968), Hambleton & Rogers(1991), the probability of a correct response for the
unidimensional case is given by
pj(i) = P (Yij = 1 j i; aj ; bj) = 1
1 + e aj(i bj)
(2.5)
where Yij is the response of person i to item j; Yij = 1 if the examinee i responses correctly
to item j, and Yij = 0 otherwise; i is the unidimensional ability parameter for person i.
The scale parameter aj is called the discrimination parameter of item j, and bj is the
diculty or position parameter of item j.
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The function fj() = pj(), is called the item response function (IRF) and its graph is
the item response curve (IRC). Note that
fj(bj) =
1
2
(2.6)
and,
f 0(bj) =
1
4
aj ; (2.7)
so, except by the term 1=4, aj represents the slope of the IRC at the point bj .
In the classical compensatory MIRT model, the main assumption is that there is more
than one ability that is measured by a test. Let i be a vector of Rd that represents the
ability vector of the examinee i. The parameters of item j in this case are: aj is a vector of
Rd related with the discrimination of the item and j is a scalar related with the diculty
of the item. The probability that an examinee with ability vector i responses correctly
to item j is given by
P (Yij = 1 j i;aj ; j) = 1
1 + e (a
t
ji j)
: (2.8)
The component ik of i represents the ability of the person i in the k-th dimension. The
interpretations of aj 's and j 's parameters are a little dierent to those in the unidimen-
sional case. Reckase(1985, 1997, 2007), states that the MIRT model does not provide a
direct interpretation about the parameters aj and j . In this case, the item response func-
tion fj() = pj(), is a multivariate function, and its graph is a hypersurface. Let j be
the norm of the vector aj , that is,
j =
vuut dX
k=1
a2jk:
where the ajk's are the components of vector aj . Then, the vector aj can be rewritten as
aj = jj ; (2.9)
where j = (j1; j2;    ; jd)t, jk = ajk=j . Clearly, j is a unit vector of Rd. Thus,
the model given by equation (2.8) can be rewritten as
P (Yij = 1 j i; j ;j ; bj) =
1
1 + e j(
t
ji bj)
(2.10)
where bj = j=j . Reckase(1985) dened the value j as the multidimensional discrimi-
nation (MDISC) parameter and the value bj as the multidimensional diculty (MDIFF)
parameter. He showed that j is the slope at the point of the steepest slope in the direction
specied by the vector j . Vector j is called the direction of item j. Additionally, he
proved that bj is the distance from the origin to the point of the steepest slope. It will be
shown in this section why the MDISC and MDIFF names are justied.
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At this point, the concept of item response hypersurface is introduced. In the UIRT
models, the item response function (IRF) and its geometrical representation, the item
response curve (IRC) are almost interchangeable. In the multidimensional case, however,
the matter is not so straightforward.
First, we x some notations. For any v 2 Rd, the ray of v is dened to be the line R v
in Rd determined by R  v = ftv 2 Rd j t 2 Rg. Similarly, for v;w 2 Rd the directed line
going through w is dened by
w + R  v = fw + tv 2 Rd j t 2 Rg:
Denition 1. A dichotomous item response hypersurface is a d-dimensional smooth sub-
manifold M of Rd  [0; 1], so that for any two vectors v; w 2 Rd the intersection of
(w + R  v) [0; 1] and M is the graph of a monotonic function fv;w : w +R  v ! [0; 1]:
We shall use the notation fv = fv;0. Denition 1 and the notation were taken from
Antal(2007).
Lemma 1. The graph of the item response function given by:
f() =
1
1 + e j(
t
j j)
; (2.11)
is a dichotomous item response hypersurface.
Proof. Let v;w be two arbitrary vectors of Rd and consider the line given by (t) =
w + tv; t 2 R. Clearly, tj(t) = tjw + (tjv)t, is a monotonic function of t and then,
f((t)) is a monotonic function along the direction v through w.
As a consequence of lemma 1, the item response function (2.11) denes a dichoto-
mous item response hypersurface and the MIRT model is completely determined by these
hypersurfaces.
Lemma 2. The item response function fj() of a MIRT model is constant in the orthogonal
complement of vector j.
Proof. For any vector  in the orthogonal complement of j , 
t
j = 0; so; fj() = 1=(1 +
ejj ):
The next corollary can be directly proven.
Corollary 2. Given w 2 Rd, the item response function fj() is constant in the hyperplane
parallel to the orthogonal complement of vector j that contains w.
This corollary is well known. It states that the contours of equiprobability are hyper-
planes, and that all of them are parallel. However, the important fact is that they are
orthogonal to vector j . The next theorem is the main result of this section. It establishes
that the item response function fj() is a trivial extension of an unidimensional item re-
sponse function (UIRF). According to equation (2.9), we will use the expression aj = jj
in the proof. It is not necessary, but is useful to understand the result.
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Theorem 3. The multidimensional IRF fj() of a MIRT model is a trivial extension of
a classical UIRF.
Proof. Let  be a vector in Rd, and let fj ;v1;    ;vd 1g be a normed orthogonal basis
of Rd that contains the vector j . Then, there exist real numbers t; t1;    ; td 1 such that
 = tj + t1v1 +   + td 1vd 1;
then,
tj = (
t
jj)t = t: (2.12)
Hence,
fj() =
1
1 + e j
t
j+j
=
1
1 + e jt+j
=
1
1 + e j(t bj)
= pj (t): (2.13)
The notation pj is used to emphasize the direction j , and that fj() is an extension
of a UIRF. Theorem 3 shows an explicit way to construct the hypersurface dened by fj()
from an unidimensional IRC.
Let pj(t) be the UIRF dened by
pj(t) =
1
1 + e j(t bj)
: (2.14)
The function pj(t) can be trivially extended to a multivariate function by
pj(t1;    ; td) = pj(t1). The original hypersurface is obtained by a rigid rotation of the
hypersurface dened by pj(t1; t2;    ; td) on the hyperplane dened by the canonical vec-
tors e1; e2;    ; ed, which aligns vector e1 with vector j . This is a general result, since
any rotation in Rd, can be done in this way. The theory of rigid rotations in d-dimensional
spaces can be found in Aguilera & Pérez-Aguila(2004), Mortari(2001). A direct and im-
portant consequence of theorem 3 is stated in the next corollary.
Corollary 3. Let us suppose that the directions of all items in a MIRT model coincide,
that is, i = , for all i. Then, the MIRT model is a trivial extension of an UIRT model.
The result of corollary 3 was rst proven by Reckase & Stout(1995). Reckase(2009) re-
produced the result (Theorem 1, page 197). In the next paragraphs, other useful properties
of the MIRT model are shown. On the hyperplane tj   bj = 0 we have that
fj() = 1=2: (2.15)
It is straightforward to verify that for all  in that hyperplane
@fj
@
() =
1
4
jj : (2.16)
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So, as in equation (2.7), the parameter j , except by the constant 1=4 is the slope of the
IRHS for all  in the hyperplane tj   bj = 0. The slope in the direction j is maximum
when the IRHS crosses the hyperplane, Reckase(1985).
From equations 2.10, 2.15 and 2.16, we can conclude that IRHS of item j in the MIRT
model is a trivial extension of an unidimensional IRC whose parameters of discrimination
and diculty are respectively j and bj = j=j . Also, it is clear that item j measures
the linear combination of the abilities given by tj.
2.4 Synthesizing the latent ability
An unidimensional synthetic index of the latent trait vector in a MIRT model is usually
called a composite. The formal concept is given in denition 2.
Denition 2. A composite  of the complete latent trait vector is a linear combination
of , that is  = t =
Pd
k=1 kk, where  = (1; 2;    ; d)t is a constant vector
called the direction of the composite  . If V ar() = 1,  will be called a normalized
composite.
Some authors have done theoretically developments in the way to construct an uni-
dimensional synthetic index of the latent trait vector. Yen(1985), considered an approxi-
mation of a MIRT model by a UIRT, using a least squares (LS) approach. She used the
objective function
G[a^; b^; ^] =
X
i
X
j
h
a^j(^i   b^j)  (jtji   j)
i2
; (2.17)
where a^ = (a^1;    ; a^p)t, b^ = (b^1;    ; b^p)t, ^ = (^1;    ; ^N )t are the corresponding pa-
rameters in an approximate UIRT model, and p is the number of items. The respective
LS equations do not have a closed solution. Then, she assumed the particular case where
i = ; i = 1;    ; p, to obtain the solution
^i =
tip
t
; (2.18)
where  is the covariance matrix of the latent trait . This result can be obtained as a
direct consequence of theorem 3, since in this particular case all directions of the items
coincide, and then we have essentially a UIRT along the direction .
Let fX1;    ; Xmg be a subtest, and let Y =
Pm
j=1Xj be the subtest number correct
score, let () =
Pm
j=1 pj() be the true subtest score. Zhang & Stout(1999a) dened the
direction of score Y as the vector  that maximizes the expected multidimensional critical
ratio (EMCR) dened as
EMCR(;;Y ) = E
"
r()
[V ar(Y j)] 12
#
; (2.19)
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where r() is the directional derivative of the true score () in the direction . The
EMCR function gives the average discrimination power of the observed score Y in the
direction . They showed that vector  is given by
 =
mX
j=1
!ij (2.20)
where !i = cE
h
H
0
i(j
t
j   j)=
p
V ar(Y j)
i
. Hi() represents the item response func-
tion. Clearly, the direction  in equation (2.20) depends on the response function, and it
is an average on the latent trait population. In this case, t is the composite that is best
measured by the subtest. The reference direction  was called the direction of the subtest.
Wang(1985, 1986) constructed an unidimensional approximation to a multidimensional
data matrix that he called the reference composite trait. He used the transformation
y = ln[p=(1  p)], the item logistic score, and rewrote the logistic MIRT model as
Y = At   1Kt; (2.21)
where  is the matrix of the latent traits, A the K  d matrix of the discrimination
parameters in the MIRT model, K is the number of items, 1K is the K-vector of ones and
 is the vector associated to the diculty. The objective function in this case is the trace
of (Y   Y^ )t(Y   Y^ ), where Y^ = GHt  1Kt. Here G is the unidimensional latent trait
in the approximate model and H the vector of discrimination item parameters in that
model. Observe, that it is assumed that the dicult parameters do not change. Wang
showed that in this case
G = !; (2.22)
where ! is the unit eigenvector associate with the largest eigenvalue of the matrix AtA.
Theorem 3 states that all items in a compensatory MIRT model are essentially unidi-
mensional. Then, the multidimensional nature of a MIRT model can only be attributed to
the item directions j . Corollary 3 states that when the directions of all items coincide,
the model is a trivial extension of a UIRT model. These results encouraged us to derive an
unidimensional synthetic ability in a dierent way than Yen, Wang, and Zhang and Stout.
We observed that if all j 's are the same, and j = ; j = 1;    ;K, where K is the
number of items in the test, then equation (2.10) reduces to
P (Yij = 1 j i; j ;; bj) = 1
1 + e j(ti bj)
; (2.23)
that is a trivial extension of an UIRT model, where each one of the items measures the
same composite of the abilities given by ti. This observation suggests to search for a
vector  that summarizes the j 's. Since, these vectors have length 1, they are in the
unit hypersphere of Rd. Furthermore, we can assume that the components of the vectors
j are all non-negative, then all the vectors are in the same hyper-quadrant. Therefore,
it is reasonable to expect that the vector that summarizes all the j 's is the same hyper-
quadrant of the unit hypersphere. This leads us to search the vector  by optimizing the
objective function given by
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h(1;    ; d) =
dX
l=1
KX
k=1
(2kl   2l )2; (2.24)
whose solution is the unit vector given by
l =
vuuut
0@ 1
K
KX
j=1
2kl
1A: (2.25)
We will denote the solution vector in this case as h. Alternatively, it is also reasonable
to optimize the objective function
g(1;    ; d) =
dX
l=1
KX
k=1
(kl   l)2 (2.26)
whose solution, considering a unit vector is given by
l =
PK
k=1 kl
jjPKk=1 kljj l = 1;    ; d: (2.27)
The solution vector in this case will be denoted as g.
We nish this section with an approach about the role of the latent trait correlation
matrix. It is usual to assume that the abilities of the examinees are a sample drawn from a
normal d-dimensional distribution N(0;). The marginal EM estimation is based on this
assumption, Bock & Aitkin(1981).
To obtain an identiable model, most of the programs written to estimate MIRT models
assume that  = Id, where Id is the identity matrix. Examples are TESTFACT Wilson,
Wood & Gibbons(1987) and recently the ltm package Rizopoulos(2006). In general, this
is not a realist situation. Software NOHARM Fraser(1988) estimates the item parameters
and the correlation matrix, but it does not estimate the latent traits. Bégin & Glass(2001)
and De la Torre & Patz(2005) proposed MCMC algorithms that simultaneously estimate
the item parameters, the latent abilities and the matrix . In this work, we assume only
that the diagonal elements are all 1. This assumption denes a common scale along the
canonical axis of the ability space. Ackerman(1989) stated that in the case where the
matrix  is not the identity, the diculty and the dimensionality can be confused.
The usual assumption that the correlation matrix is the identity, probably causes the
problem mentioned by Ackerman. Let's assume that , the latent ability of the examinees,
is a sample from a normal distribution N(0;). Then  has the stochastic representation
given by  = 1=2, where  has a multivariate standard normal distribution, and 1=2
is the squared root of . Then, we have that
t =

1=2
t
: (2.28)
Hence, when in the estimation process it is assumed that the correlation matrix is the iden-
tity matrix, the direction of each item is estimated in a transformed space determined by
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1=2. Furthermore, equation (2.28) shows a procedure to compute the reference direction
when the correlation matrix is available.
It is clear that, if  has a multivariate normal distribution N(0;), then, any composite
t has a dierent scale, since V ar(t) = t. In this case, the reference direction
must be computed from the transformed vectors 1=2, and the synthetic ability must be
computed using the transformed ability  =  1=2.
2.5 Simulation study
Two simulations were developed to evaluate the synthetic indices th and 
t
g. These
indices are compared with the synthetic indices t and !t, where  is the reference
direction obtained by Zhang and Stout and ! is the reference direction obtained by Wang.
2.5.1 Comparison of the reference directions
Conceptually, the construction of the reference direction found by Wang and the reference
directions proposed in this chapter are very similar. On the other hand, the construction
of the reference direction proposed by Zhang and Stout is dierent.
Vector  is the direction in which the total score Y has maximum discriminating power
Zhang & Stout(1999a). Vector ! maximizes the projection of the direction of the items
along of it. Vector h essentially minimizes the angle between this reference direction
and the direction of the items. Vector g minimizes the distance between this reference
direction and the direction of the items as points of the latent space. However, all the
directions are very similar as we show in this section.
To review this fact, it was generated a set of 60 vector directions in the 3-dimensional
latent space. We generated four clusters, each one with fteen directions. To do that,
we xed four directions: b1 = (1:0; 1:0; 1:0)t, b2 = (1:0; 0:2; 0:1)t, b3 = (0:3; 1:0; 0:1)t and
b4 = (0:25; 0:25; 1:0)
t. Then, we generated the vectors of each cluster by adding random
noise to each component of the vectors b. The noise was smaller in cluster 1, and was
augmented progressively until cluster 4.
In a second step, we computed the reference directions !, h and g, from all the item
directions and from the item directions in each cluster. Additionally, we generated values
of MDISC and MDIFF parameters to generate all the item parameters for 60 items, and
then we also computed the reference direction  from all the items and from the items in
each cluster. We used a logistic response function, and equation (2.20).
We considered two dierent distributions for the latent trait vector. First, we assumed
a 3-variate standard normal distribution and then a 3-variate normal distribution N(0;),
where
 =
0@1:0 0:3 0:60:3 1:0 0:4
0:6 0:4 1:0
1A :
Tables 2.1 and 2.2 show the results. In table 2.1, columns 3, 4 and 5 correspond to the
components of the reference directions for the rst distribution of the latent traits. Columns
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cluster vector comp.1 comp.2 comp.3  comp.1 comp.2 comp.3 
all  0.5614 0.6035 0.5663 0.4236 0.4029 0.5666 0.7188 0.2805
! 0.5887 0.6071 0.5337 0.4269 0.4254 0.5679 0.7047 0.2784
h 0.5825 0.5843 0.5651 0.4237 0.4544 0.5758 0.6797 0.2822
g 0.5870 0.6025 0.5408 0.4260 0.4187 0.5686 0.7081 0.2787
1  0.5637 0.5730 0.5949 0.0472 0.4335 0.5509 0.7131 0.0267
! 0.5618 0.5735 0.5962 0.0470 0.4324 0.5512 0.7136 0.0266
h 0.5621 0.5731 0.5964 0.0470 0.4328 0.5512 0.7133 0.0267
g 0.5870 0.6025 0.5408 0.0689 0.4187 0.5686 0.7081 0.0303
2  0.9667 0.2079 0.1495 0.0687 0.7367 0.3718 0.5649 0.0380
! 0.9675 0.2157 0.1318 0.0694 0.7388 0.3786 0.5576 0.0385
h 0.9631 0.2206 0.1542 0.0700 0.7380 0.3797 0.5578 0.0386
g 0.9675 0.2157 0.1317 0.0694 0.7388 0.3786 0.5576 0.0385
3  0.2500 0.9605 0.1225 0.0994 0.2193 0.8837 0.4134 0.0718
! 0.2488 0.9619 0.1133 0.0986 0.2195 0.8863 0.4078 0.0716
h 0.2634 0.9534 0.1475 0.1046 0.2312 0.8827 0.4092 0.0711
g 0.2488 0.9619 0.1135 0.0986 0.2195 0.8863 0.4078 0.0716
4  0.1317 0.2341 0.9632 0.1677 0.1301 0.2750 0.9526 0.1595
! 0.1571 0.2412 0.9577 0.1683 0.1533 0.2846 0.9463 0.1591
h 0.2102 0.2825 0.9360 0.1757 0.2008 0.3148 0.9277 0.1628
g 0.1581 0.2412 0.9575 0.1683 0.1537 0.2843 0.9464 0.1592
Table 2.1. Reference directions for each cluster. Columns 3, 4, 5 are the components of the
reference directions for the distributionN(0; I) and columns 7, 8, 9 for the distribution
N(0;).
cluster < :h > < !:h > < g:h > < !:g > < :g > < :! >
all 0.9979 0.9992 0.9989 1.0000 0.9998 0.9997
1 1.0000 1.0000 0.9997 0.9997 0.9997 1.0000
2 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000
3 0.9999 0.9999 0.9999 1.0000 1.0000 1.0000
4 0.9964 0.9982 0.9983 1.0000 0.9997 0.9997
mean 0.9988 0.9995 0.9994 0.9999 0.9998 0.9999
Table 2.2. Scalar product between the reference vectors
7, 8 and 9 are the components of the reference directions for the second distribution.
Finally, it was evaluated the synthetic indices comparing them with the original composites.
It was computed the quantity
v =
1
Kv
KvX
j=1
E
jtv   tvjj ; (2.29)
where v denotes the respective cluster, and Kv the size of cluster v. Table 2.2 shows the
scalar product between the four reference directions.
2.5.2 Comparison of th with the ability in a UIRT model
To evaluate th as a synthetic index of the latent trait vector it was used the following
strategy. It is reasonable to expect that the synthetic index of the ability is a good uni-
dimensional summary of the ability vector. Then, if a multidimensional data set is tted
with an unidimensional model, the unidimensional estimative of the ability parameter must
be also an estimative of the synthetic index.
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In this section, we evaluate the synthetic index th in forty simulated examples. For
clarity, the subscript h will be omitted. All examples are based on 2-dimensional models.
One hundred item parameters were simulated as follows. First, the MDISC (the j 's)
parameters were generated from a uniform distribution in the range [:4; 2]. Second, the
parameters bj were generated from a normal distribution N(0; 1). Third, the angles that
determine the direction of the vectors j were generated from a uniform distribution in
the range [5; 50]. The MDISC parameters were generated in the range [:4; 2] because
this is the usual range of this parameter in real tests. Dierent prior distributions are
assumed for these parameters as a log-normal or a non-informative positive at distribution
Sheng(2008b). I used the last option. The range of angles was chosen to yield a more
disperse set of angles as possible. In the simulation of the previous section, the simulated
angles were less dispersed in each cluster.
A sample of 4000 examinees was drawn from the normal bivariate distribution N(0; Id).
To examine the impact of the correlation between the 's, we respectively introduced
correlations of 0; :3; :6 and :9. In all cases, the diagonal elements were 1, so  is always
a correlation matrix. Furthermore, in all cases a standard normal distribution is assumed
for the ability vectors in the estimation process.
Finally, for each correlation matrix a set of binary responses were generated as follows:
for each ability vector and each parameter set, the probability of a correct response was
computed using equation (2.8). Then, a random number u was obtained, from the uniform
distribution in the range [0; 1]. If the probability of correct response was greater or equal
than u the value 1 was assigned to the response. Otherwise, the 0 value was assigned
Kromrey, Parshall & Chason(1999).
We tted 10 unidimensional models for each set of responses using the ltm package
Rizopoulos(2006). To begin, we took the rst 10 items; then we took the rst 20 items
and so, until all items were taken. Table 2.3 shows the main results.
A number of statistical indices were calculated at the simulate sample level to evaluate
the synthetic index t. Let k; k = 1;    ; 40 be the vector  in each one of the
40 simulations. Let bi be the estimation of the ability parameter obtained, when the
multidimensional data were tted with the unidimensional model. The bias index can be
expressed as
biask =
1
N
NX
i=1
(tki   bi) (k = 1;    ; 40): (2.30)
The error index included is the mean absolute error (mae) dened as
maek =
1
N
NX
i=1
jtki   bij (k = 1;    ; 40): (2.31)
To evaluate the precision of themae index, we included the standard deviation sdk of values
jtki   bij. A delity index was computed, the Pearson product-moment rho correlation,
denoted by . Additionally, we computed the least squares (LS) - tting between the values
tki and
bi. We took the synthetic index as the explanatory variable. The c-values were
the coecients and the R2-values the corresponding R2 statistics of the tting in each
simulation.
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p  1 2 1 2 bias mae sd  c R
2 mae1 c1 mae
10 0.0 0.94 0.34 5.2 34.3 0.022 0.38 0.30 0.88 0.73 0.77 0.40 0.93 0.10
10 0.3 0.90 0.44 13.6 37.1 0.024 0.35 0.28 0.89 0.74 0.80 0.36 0.99 0.06
10 0.6 0.85 0.53 22.4 39.6 0.026 0.35 0.27 0.90 0.75 0.81 0.32 1.03 0.08
10 0.9 0.78 0.63 34.2 42.5 0.026 0.33 0.28 0.90 0.76 0.82 0.29 1.07 0.07
20 0.0 0.87 0.49 5.2 49.3 0.006 0.30 0.24 0.92 0.83 0.85 0.35 1.11 0.12
20 0.3 0.84 0.55 13.6 48.1 0.005 0.28 0.22 0.93 0.84 0.87 0.31 1.16 0.08
20 0.6 0.80 0.60 22.4 47.1 0.007 0.27 0.21 0.94 0.86 0.89 0.29 1.20 0.07
20 0.9 0.75 0.66 34.2 46.0 0.004 0.26 0.21 0.94 0.86 0.89 0.27 1.22 0.08
30 0.0 0.88 0.47 5.2 49.3 0.002 0.27 0.21 0.94 0.87 0.88 0.36 1.16 0.10
30 0.3 0.84 0.54 13.6 48.1 0.007 0.25 0.19 0.95 0.88 0.90 0.32 1.21 0.06
30 0.6 0.80 0.59 22.4 47.1 0.000 0.23 0.18 0.96 0.89 0.91 0.29 1.25 0.07
30 0.9 0.75 0.66 34.2 46.0 0.022 0.23 0.18 0.96 0.90 0.91 0.27 1.28 0.08
40 0.0 0.88 0.47 5.2 49.3 0.003 0.25 0.19 0.95 0.90 0.90 0.35 1.20 0.10
40 0.3 0.84 0.54 13.6 48.1 -0.008 0.23 0.18 0.96 0.91 0.92 0.31 1.25 0.07
40 0.6 0.80 0.59 22.4 47.1 -0.011 0.21 0.16 0.96 0.92 0.93 0.29 1.29 0.08
40 0.9 0.75 0.66 34.2 46.0 0.033 0.21 0.16 0.96 0.93 0.93 0.27 1.32 0.09
50 0.0 0.89 0.46 5.2 49.3 -0.002 0.22 0.17 0.96 0.92 0.92 0.35 1.24 0.10
50 0.3 0.85 0.53 13.6 48.1 -0.008 0.21 0.16 0.97 0.94 0.93 0.32 1.30 0.08
50 0.6 0.81 0.59 22.4 47.1 0.001 0.19 0.15 0.97 0.96 0.94 0.30 1.35 0.10
50 0.9 0.76 0.65 34.2 46.0 0.038 0.19 0.15 0.97 0.97 0.94 0.29 1.37 0.12
60 0.0 0.88 0.48 5.2 50.0 -0.007 0.20 0.16 0.97 0.95 0.93 0.35 1.28 0.11
60 0.3 0.84 0.55 13.6 48.7 -0.014 0.19 0.15 0.97 0.97 0.94 0.32 1.34 0.11
60 0.6 0.80 0.60 22.4 47.5 0.014 0.18 0.14 0.97 1.00 0.95 0.32 1.40 0.15
60 0.9 0.75 0.66 34.2 46.1 0.040 0.18 0.14 0.98 1.01 0.95 0.30 1.42 0.16
70 0.0 0.87 0.49 5.2 50.0 0.006 0.19 0.15 0.97 0.97 0.94 0.35 1.33 0.13
70 0.3 0.84 0.55 13.6 48.7 -0.034 0.18 0.14 0.98 1.00 0.95 0.33 1.38 0.14
70 0.6 0.80 0.60 22.4 47.5 -0.012 0.17 0.14 0.98 1.03 0.96 0.33 1.45 0.18
70 0.9 0.75 0.66 34.2 46.1 -0.001 0.17 0.14 0.98 1.05 0.96 0.33 1.48 0.22
80 0.0 0.88 0.48 5.2 50.0 0.020 0.18 0.14 0.97 0.99 0.95 0.36 1.35 0.14
80 0.3 0.84 0.54 13.6 48.7 -0.045 0.17 0.14 0.98 1.02 0.96 0.34 1.41 0.15
80 0.6 0.80 0.60 22.4 47.5 0.074 0.18 0.14 0.98 1.05 0.96 0.34 1.48 0.20
80 0.9 0.75 0.66 34.2 46.1 0.011 0.17 0.13 0.98 1.06 0.96 0.33 1.50 0.22
90 0.0 0.88 0.48 5.2 50.0 0.002 0.18 0.14 0.98 1.01 0.95 0.37 1.37 0.14
90 0.3 0.84 0.54 13.6 48.7 -0.040 0.17 0.14 0.98 1.04 0.96 0.35 1.44 0.17
90 0.6 0.80 0.60 22.4 47.5 0.076 0.18 0.14 0.98 1.07 0.96 0.35 1.50 0.21
90 0.9 0.75 0.66 34.2 46.1 -0.068 0.18 0.14 0.98 1.09 0.96 0.36 1.55 0.26
100 0.0 0.88 0.48 5.2 50.0 0.009 0.17 0.13 0.98 1.02 0.96 0.37 1.39 0.15
100 0.3 0.84 0.55 13.6 48.7 -0.054 0.17 0.14 0.98 1.07 0.96 0.36 1.47 0.19
100 0.6 0.80 0.60 22.4 47.5 0.079 0.18 0.15 0.98 1.10 0.96 0.37 1.54 0.25
100 0.9 0.75 0.66 34.2 46.1 -0.076 0.19 0.15 0.99 1.12 0.97 0.38 1.59 0.29
Table 2.3. Statistical indices to evaluate the synthetic index t.The value p is the number of
items,  is the correlation between the 's, 1 and 2 are the components of vector
; 1 and 2 are the minimum and maximum angles of the vectors j with respect to
the horizontal in each simulation.
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Furthermore, we compared the estimations bi with (1 + 2)=2. The indices mae1 and
c1 were computed by replacing the values tki with the values (1+ 2)=2 in the previous
respective indices.
Finally, in table 2.3 we included the mae index for the -parameters. This index was
computed as
maek =
1
p
pX
j=1
jjk   bjkj; (2.32)
for each simulation k. The value bjk is the slope parameter of the unidimensional model
estimated in simulation k.
2.6 Discussion
Levine(2003), proved that any MIRT model can be approximated by unidimensional mod-
els. However, their approximate models are non-parametric and the response functions are
not monotonic. In this chapter, we reviewed the main aspects concerning to synthesize the
latent ability vector in compensatory MIRT models. It was used composites, which are
linear combinations of the latent trait vector.
Theorem 3 shows that each item j in a MIRT model is essentially unidimensional along
the direction given by the vector j . Item j measures the composite j
ti. Then, each
item measures a dierent linear combination of the i, unless all the vectors j have the
same direction.
In realistic problems, where a test measures more than one latent trait, the compo-
nents of the latent trait vector are correlated. However, equation (2.28) shows that if
the latent trait random vector  has multivariate normal distribution N(0;), then any
composite t can be rewritten as 1=2t, where  has a standard normal distribution.
This transformation has two important consequences. First, according to corollary 1, the
transformation induced by 1=2 shrinks the direction vectors j . Second, if a vector  has
length 1, the composite t is normalized, and any normalized composite has a standard
normal distribution.
In section 2.3, we stated that each item is essentially unidimensional along the direction
of the item. In corollary 3 we proved that if all the directions of the items coincide, then,
the test is essentially unidimensional along the unique direction of the items.
The important issue about how to obtain an unidimensional synthetic index of the
multidimensional latent trait was discussed in section 2.4. Previous works of Yen(1985),
Wang(1985, 1986), and Zhang & Stout(1999a) were reviewed. Wang and Zhang and Stout
proposed two alternative synthetic indices given by (!t) and (t). We proposed two
new synthetic indices: th and 
t
g. These alternative indices can be computed easier
than the previous indices, and they are more natural and easy to use by the experts.
Tables 2.1 and 2.2 of the rst simulation study (section 2.5.1) show that all the refer-
ence directions are very similar. This is not surprising, because although the constructions
are dierent the objective in all cases is the same: to obtain a synthetic index of the
multidimensional latent trait. However, if we joint all the results, we can conclude addi-
tionally that, each one of the reference composites is an estimation of composite that is
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best measured by a subtest. This fact, is illustrated in section 2.4, where we compared
the theoretical synthetic index th with the unidimensional latent trait index obtained by
tting a multidimensional data set with an UIRT model.
In the chapter, it was shown how the multidimensional latent trait vector of the ex-
aminees can be synthesizing by an unidimensional synthetic ability, in tests that measure
more than one latent trait. The approach can be applied to subtests obtained from clusters
of the items, or to the full test. However, nothing was stated about the item parameters
that are estimated when an unidimensional model is used to t a multidimensional data
set. It was shown that the correlation in the latent trait vector may be considered when a
synthetic latent trait is required. In this case, it is necessary to transform the direction of
the items by a non orthogonal projection. However, in this scenery, the question is: how
must be modied the MDISC and MDIFF parameters, to conserve approximately the same
probability of response?. In other words, what is the relationship between the item param-
eters of the MIRT model and the item parameters of the UIRT when an unidimensional
model is used to t a multidimensional data set?. In the next chapter, these questions are
solved.
CHAPTER 3
Unidimensional approximation of a MIRT model
3.1 Introduction
In a paper presented at a meeting of the Psychometric Society Reckase & Stout(1995),
reproduced by Reckase(2009), page 197, the authors stated the conditions under which, a
MIRT model is essentially unidimensional. Reackse and Stout used the concept of orbit in
their proof. An orbit p of the item response functions for item j is the set dened by Opj =
fjPj() = pg. They showed that a MIRT model has an unidimensional representation
if the orbits of all the item response function Pj() are parallel. In chapter 2, I gave a
proof of the result from a dierent perspective, see theorem 3 and corollary 3. The result
implies that, a MIRT model is a trivial extension of an UIRT if all the item directions are
parallel. Furthermore, if all the direction vectors point in roughly the same direction, the
MIRT model has a good unidimensional representation.
In the rst part of this chapter, it is proposed a concept of expected information of a
test, along a direction in the latent trait space. The reference direction of a test is dened as
the direction that maximizes the expected information of the test. This reference direction
is similar to those found in chapter 2. In particular, is very similar to the reference direction
found by Wang(1985, 1986). The reference composite of the test is dened as the composite
obtained from the reference direction of the test. From the results of chapter 2, we infer
that if a multidimensional data set is tted with an UIRT model, then the unidimensional
latent trait that is obtained, is an estimation of the reference composite of the test.
In the second part of the chapter, it will be assumed that a test data set is well t-
ted with a MIRT model, and that an estimation of the reference composite of the test
is available. From these assumptions, two approximated UIRT models associated to the
reference composite are derived from the MIRT model. The parameters of the resulting
unidimensional approximated models are functions of the original parameters, and conse-
quently, the relationships between the parameters of a MIRT model and the parameters
of the approximated UIRT models are stated. Through a simulation, it is shown that if
the data is tted directly with an UIRT model, the recovered parameters are estimations
of the parameters of one of the approximated models.
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3.2 The Generalized MIRT model
The denition of a generalized MIRT model is given in this section. The main interest in
the item response theory is to estimate a latent trait vector of each one of the examinees.
A binary test is designed by the experts as a tool to estimate that latent trait vector. Each
item of a test is designed to obtain some information about one or more components of
the latent trait of the examinees. The data available after a test is applied is a N  p
binary matrix, where N is the number of examinees and p the number of items. Each
response of an examinee is a partial sign of his or her latent trait vector. A binary MIRT
model has essentially four components. These components are similar to the components
of a generalized linear model proposed by Nelder & Wedderburn(1972), except by the rst
component. However, in a MIRT model there are multiple observations of each examine
and the systematic part has a latent component. The components of a MIRT model are
the following.
1. The latent trait vector. It is assumed that the latent traits of the examinees are
m-dimensional vectors that make up a sample from a multivariate distribution. The
more extended distribution is the multivariate normal distribution Nm(0;). Other
symmetrical distributions are posible as, as the multivariate t-student distribution.
Recently, some authors have proposed asymmetric distributions as the multivari-
ate skew normal and the multivariate skew t-student distributions, Bazán(2006),
Da Silva(2008). In this chapter we only consider the multivariate normal distribu-
tion. The latent trait vector of examinee i will be denoted as i = (i1;    ; im)t. It
is assumed that i is a value of a latent variable   Nm(0;).
2. The linear latent predictor associated with the response of examinee i to item j.
The linear latent predictor is dened by
ij = j
t
ji   j ; i = 1    ; N ; j = 1;    ; p (3.1)
where j is a unit m-dimensional vector called the direction of item j, j is a slope
parameter called the multidimensional discrimination (MDISC) parameter of item j
and j is an intercept parameter associated to the diculty of item j. Formally, the
diculty parameter of item j is given by bj = j=j . The parameter bj is called the
multidimensional diculty parameter (MDIFF) parameter. These denitions were
proposed rst by Reckase(1985). It is assumed that j > 0 for all j
3. The stochastic component. Let Yij be a random variable that represents the
response of examinee i to item j. Then, it is assumed that Yij is a binary variable
with parameter pij = Pr(Yij = 1).
4. The link function H(), that links the linear latent predictor with the mean of
the binary random variable Yij . We will use the notation Hj() = H(j
t
j   j).
Additionally, we will use the notation Hj(x) = H(jx  j). Zhang & Stout(1999a),
proposed that this link is a non-decreasing function Hj(x) with H 0j(x)  0 for all
x and H 0j(x)H
0
l(y) not being zero identically as (x; y) varies for j; l = 1;    p. In
general, an univariate cumulative distribution function (cdf) that has a probability
density function (pdf) satises the denition. The logistic and the univariate normal
standard cdf's are the more extended links. However, recently, asymmetric links
have been proposed as the univariate skew normal distribution and the univariate
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skew t-student distribution Bazán(2005). The relationship between the linear latent
predictor and the mean of Yij is expressed as
P (Yij = 1 j i; j ;j ; j) = H(ij) (3.2)
3.3 Information Functions
The term information in IRT is usually used as a statistical indicator of the quality of
the estimate of the latent trait. For the multidimensional case, Reckase(2009), page 121,
dened the item information as follows.
Denition 3. The item information of item j from the point  in the direction u is
denoted by Iju(), and dened as
Iju() =
[rHj()  u]2
Hj() [1 Hj()] ; (3.3)
where rHj() represents the gradient of the link function Hj() at the point .
It is straightforward to show that
Iju() =
h
H
0
j()
i2
Hj() [1 Hj()]  [j
t
ju]
2 (3.4)
The Reckase's denition of item information for the MIRT models coincides with classical
denition of item information for the unidimensional case, Reckase(2009), page 49, Baker
& Seok-Ho(2004), page 72. For the complete test, I propose the following denition.
Denition 4. The test information function (TIF) of the test in the direction u is dened
by
Iu() =
pX
j=1
h
H
0
j()
i2
Hj() [1 Hj()]  [j
t
ju]
2: (3.5)
Denition 4 coincides with the classical TIF for the unidimensional case. In the case
where all j 's are parallel with vector u, the MIRT model is a trivial extension of the
unidimensional model. In this case, the denition coincides with that of the unidimensional
case.
Our objective is to nd a reference direction of a test based on the information concept.
To nd that direction it is necessary to avoid the dependence from a particular point 
in the latent trait space. Then, I propose the following denition that is similar to the
expected multidimensional critical ration dened by Zhang & Stout(1999a).
Denition 5. The expected test information (ETIF) of the test in the direction u is
dened as
ETIF = E [Iu()] =
pX
j=1
E
264
h
H
0
j()
i2
Hj() [1 Hj()]
375  [jtju]2: (3.6)
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3.4 Reference Composite of a test
For a xed direction  in the latent trait space, we dened in chapter 2 the concept of
composite as the linear combination given by  = 
t, where  is the random variable
dened on the latent trait space for which, we posit that the latent traits of the examinee
are drawn. If V ar() = 1,  is called a normalized composite. Furthermore, we
built two reference directions, which were compared with the reference directions proposed
respectively by Wang(1985, 1986) and Zhang & Stout(1999a). All directions were very
similar. In this chapter, I propose a new denition of reference composite of a test. The
denition is based on the concept of the expected test information.
Denition 6. The reference direction of a test is the direction u that maximizes the
expected information given by equation (3.6). The reference composite of the test is the
composite determined by the reference direction of the test.
Remark 1. The reference direction of a subtest is that obtained from the directions of
its items. The reference composite of the subtest is the corresponding composite obtained
from the reference direction of the subtest.
In the next result, we derive a precise expression of the reference direction of a test.
Lemma 3. Let cj =
s
E

[H0j()]
2
Hj()[1 Hj()]

. Let ej be the vector dened as
ej = cjjj ;
and let B be the matrix whose rows are the vectors ej, j = 1;    ; p. Then, the reference
direction of a test is the eigenvector associated to the largest eigenvalue of the matrix BtB.
Proof. The expected information of the test long the direction u is given by
g(u) =
pX
j=1
[etju]2 = utBtBu:
The reference direction is obtained by maximizing the function g(u). A constraint is
required to obtain a unique solution. Since, vector u may be a unit vector, the technique
of the Lagrange multipliers can be used to nd the reference direction of the test. The
objective function to be maximized is given by
f(u) = utBtBu  (utu  1)
where  is a Lagrange multiplier. Dierentiating f(u) with respect to u and equating to
zero we obtain
@f
@u
= 2BtBu  2u = 0;
whose solution is
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BtBu = u; (3.7)
implying that u is an eigenvector of BtB, whose corresponding eigenvalue is . If we
premultiply the solution of (3.7) by ut we obtain
utBtBu = :
Hence, we conclude that the solution is given by the eigenvector associated to the largest
eigenvalue of the matrix BtB.
In section 3.6, it is shown that the reference direction of a test is very similar to the
reference directions presented in chapter 2. Then, we can conclude that if a UIRT model is
used to t a multidimensional data, the unidimensional latent trait is an estimation of the
reference direction of the test, and the reference direction of the test is the direction along
which the expected information is maximal. Along this direction, the test discriminates
better on average.
3.5 Fitting an UIRT to a composite
Let us assume that a multidimensional data set from a test is well tted with a generalized
MIRT model. Furthermore, let us suppose that, our main objective is the estimation of
the reference composite of the test. Since a composite is an unidimensional latent trait,
we are interested in seeking the UIRT model that ts the composite. We hope that the
unidimensional model can be obtained from the original MIRT model. Consequently, it
would be possible to nd the item parameters of the UIRT model in terms of the item
parameters of the MIRT model. These issues are explored in this section.
On the other hand, it can be expected, that if the data is tted directly with an UIRT
model, the unidimensional latent trait is an estimation of the reference composite and that
the item parameters of the unidimensional model are estimations of the parameters derived
from the MIRT model. This situation is explored in the section 3.6.
Let a^ = (a^1;    ; a^p)t, and d^ = (d^1;    ; d^p)t be the corresponding estimations of the
slope and intercept parameters in the UIRT model, and let ^ = (^1;    ; ^N )t be the vector
of the unidimensional estimation of the latent trait of all examinees. Yen(1985) investigated
the relationship between the parameters of an UIRT and a MIRT Model. In her work, she
used the objective function given by
f(a^; d^; ^) =
pX
j=1
NX
i=1
[(a^j ^i   d^j)  (atji   j)]2
where the parameters a^j ; b^j and ^i are the slope, diculty and latent trait parameters in
a classical UIRT model, aj and dj the slope and diculty parameters and i the latent
trait vector of a classical MIRT model. Yen did not obtain an explicit solution of the
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full problem. Instead, she proposed the particular solution where all the item direction
coincides.
Wang(1985, 1986), considered the lineal predictor
Y = At   1Kt; (3.8)
where  is the matrix of the latent traits, A is the K  d matrix of the discrimination
parameters in the MIRT model, K is the number of items, d is the dimension of the latent
trait space, 1K is the K-vector of ones and  is the vector associated to the diculty.
Wang used the objective function given by the trace of (Y   Y^ )t(Y   Y^ ), where Y^ =
GHt   1Kt, G is the latent trait in the approximate unidimensional model and H the
vector of discrimination item parameters in that model. Observe that, it is assumed that
the diculty parameters do not change. Wang showed that in this case
G = t!; (3.9)
where ! is the unit eigenvector associate with the largest eigenvalue of the matrix AtA.
Wang used the logistic model given by
P (Yi = 1j;aj ; j) =

1 + exp
 1:7(atj   j) 1 :
where constant 1:7 is used to approximate the normal link with the logistic link. For a
derivation of this constant, see Camilli(1994). Wang assumed a standard normal distribu-
tion N(0; I) for  and found that
a^j = !
taj=
q
1 + atjW 2W
t
2aj and d^j = j=
q
1 + atjW 2W
t
2aj (3.10)
where W 2 contains all eigenvalues of AtA, except !.
According to the results of chapter 2, if all the directions of the items coincide, the
MIRT model is a trivial extension of an UIRT model. Furthermore, the simulation studies
in that chapter suggest that the latent trait obtained when the multidimensional data set
is tted with an UIRT model is an estimation of the reference composite of the test. This
consideration leads us to nd an unidimensional approximation of the MIRT model, where
the unidimensional latent trait  is given by a composite t. It will not be assumed that
, is a reference direction, so the results of the next two subsections can be applied to
any composite. We propose to nd the item parameters of an UIRT model such that, the
dierences between the UIRT model and MIRT are minimal. The denition of dierence
between the models motivates the solutions presented in the next two subsections.
3.5.1 The rst solution
Our rst approach is based on the linear latent predictor. In this approach, we follow the
proposal of Yen, but, in a new way. We propose to maximize the objective function given
by
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g(a^; d^) =
pX
j=1
E
h
(a^j
t   d^j)  (jtj   j)
i2
(3.11)
where  is a known unit vector. The parameters of the MIRT model, j ; j and j ,
j = 1;    ; p are assumed known. Let us suppose that, the latent trait vectors i i =
1;    ; N are a sample from a multivariate normal distribution Nd(0; I). Furthermore, let
us assume that the expectation in equation (3.11) exists. Consequently, t is a normalized
composite. The objective function g can be rewritten as
g(a^; d^) =
pX
j=1
E
h
(a^j   jj)t   (d^j   j)
i2
=
pX
j=1
E

(a^j   jj)tt(a^j   jj)

  2E
h
(d^j   j)(a^j   jj)t
i
+ (d^j   j)2:
Thus,
g(a^; d^) =
pX
j=1
[(a^j   jj)tI(a^jj   jj) + (d^j   j)2]
=
pX
j=1
[a^2j
tI + 2j
t
jIj   2a^jjtjI + (d^j   j)2]:
Taking the derivatives with respect to a^j and d^j and setting them equal to zero produces
a^j = j
tjI
tI
= j
t
j and d^j = j : (3.12)
It can be seen that, is not strictly necessary to assume that the covariance matrix is
the identity. Let us suppose that the true distribution of the latent trait is N(0;) where
 is dierent from the identity matrix. Let R be a matrix such  = RtR. The linear
predictor can be rewritten as
j = j(
t
jR
t)  j (3.13)
where  is a random variable that has standard normal distribution. In this case, the
composite tj can be rewritten as (Rj)
t, and the direction of item j is transformed to
j = Rj=
q
tjj . Let 
 be a reference direction obtained from the item directions
j ; j = 1;    ; p. See chapter 2 for details. It is straightforward to show that in this case
a^j = j(
t
jR
t):
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It is known that matrix R is not unique. However, it is easy to verify that  
R=
p
t, where  is the reference direction obtained from the original j 's. Then
a^j  j(tj=
p
t), that does no depend on R. This approximate solution can be
obtained directly from equations (3.12). It is sucient to assume a normal distribution
N(0;) for the latent trait vector, and observe that to have a normalized composite it is
necessary to consider the normalized vector R=
p
t.
3.5.2 The second solution
The approach in the previous subsection is very general and does not depend on the link
function. The assumption of normality was used only for the case where the latent trait
vector has a covariance matrix dierent from the identity matrix. The approximation is
good if all the scalar products tj are large, because in this case the dierences between
H(j
t
j   j) and H(a^jt   j) are small.
A more accurate approximation can be obtained using the link function. In the so-
lution, it was taken the ideas of Wang in a new way. As in the previous section, we
initially assume that the latent trait vector has a standard normal distribution N(0; I).
Let f;2;    ;mg be a normalized orthogonal base of Rm, that includes . Let V
be the matrix whose rows are the vectors 2;    ;m. Let  = t, sj = tj and
j =
q
tjV
tV j . Then, the normalized composite 
t
j can be rewritten as
tj = sj + ju;
where u is a random variable with standard normal distribution. The random variables 
and u are independent and identically distributed. Additionally, 2j + 
t
j = 
2
j + s
2
j = 1.
Hence, 2 only depends on j and . Our proposal is to nd a^ and d^ that minimize the
objective function given by
g[a^; d^] =
pX
j=1
Z h
H(a^j   d^j) H(jsj   j + jju)
i2
(u)du; (3.14)
where (u) is the density of the standard normal distribution. The implicit solution is
given by
H(a^j   d^j) =
Z
H(jsj   j + jju)(u)du; j = 1;    ; p: (3.15)
There is not a general analytic solution to equation (3.15). However, if H is the normal
ogive link, we can nd a solution as we will prove in theorem 4. An approximate solution
can be found using the rst and second moments of the normalized composite . For the
link function H(), we dene H 1(x) = infft : H(t)  xg. Let rj() = H 1(
R
H(jsj  
j +jju)(u)du), i = 1;    ; N j = 1;    ; p, where  = t. From equation (3.15) we
obtain
a^j   d^j = rj(); i = 1;    ; N j = 1;    ; p:
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Hence, using the rst two moments of  we obtain
a^j =
q
V ar [rj()] and d^j =  E [rj()] : (3.16)
Theorem 4. Let us suppose that H() is the normal ogive link. Then, equation (3.15) has
an analytic solution given by
a^j =
j
t
jq
1 + 2j   2j (tj)2
and d^j =
jq
1 + 2j   2j (tj)2
: (3.17)
Proof. First, we have that for all ,Z 1
 1
Z u
 1
e 1=2(t
2+u2)dtdu =
Z 1
 1
Z 0
 1
e 1=2(t
2+u2)dtdu = :
The rst equality is consequence of the symmetry of the integrand. Now suppose that
jsj   j  0. Let j = jj . Then,
Z
H(jsj   j + ju)(u)du = 1
2
Z 1
 1
Z jsj j+ju
 1
e 1=2(t
2+u2)dtdu
=
1
2
Z 1
 1
Z ju
 1
e 1=2(t
2+u2)dtdu+
1
2
Z 1
 1
Z jsj j+ju
ju
e 1=2(t
2+u2)dtdu
Let j be the distance between the origin (0,0) and the straight line t = jsj   j + ju.
Then j = (jsj   j)=
q
(1 + 2j ). By symmetry of the integrand we obtain
1
2
+
1
2
Z 1
 1
Z j
0
e 1=2(t
2+u2)dtdu =
1p
2
Z j
 1
e t
2=2dt = H(j):
The result follows from the denitions of j and j . The case when jsj     0 is
similar.
3.6 Simulation
In this section, we evaluate the results obtained in the sections 3.4 and 3.5. We gener-
ated some simulated data from multidimensional models, and then we tted them with
unidimensional models. Furthermore, we compared the parameter estimations with the
theoretical values obtained in equations (3.10), (3.16) and (3.17). Additionally, the unidi-
mensional latent trait was compared with the reference composite given by equation (3.9)
and with the reference composite of the test obtained using the reference direction of the
test derived in lemma 3.
In the simulations, it was assumed that the latent trait has dimension m = 4. Four
tests of 100 items and 10000 examinees were simulated. It was used large test sizes and
sample sizes, because the objective is to evaluate the theoretical results. The simulations
were designed as follows.
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 Case 1. One cluster of items and covariance matrix Im. A set of p = 100
item directions was generated randomly around the reference direction given by  =
(0:5; 0:5; 0:5; 0:5)t. The angles between the reference direction and the item directions
resulting were between 1.7 and 39:20. Hence, all the items are essentially sensitive
to variation on direction . The j parameters were generated from a lognormal
distribution with parameters (0; 0:25). The j parameters resulting were between
0.53 and 1.98. The j parameters were generated from a normal distribution with
parameters (0; 1). The j parameters resulting were between  2:57 and 2:14. For
the simulated latent traits a random sample of size N = 10000 was obtained from a
multivariate normal distribution N(0; Im). The data were re-scale so the covariance
matrix was exactly Im. Finally, the N  p binary responses were simulated using
the generalized MIRT model. For each latent trait vector i and each parameter set
(j ; j ; j) the probability of a correct response was computed using equation (3.2).
Then, a random number u was obtained from the uniform distribution in the range
[0; 1]. If the probability of correct response was greater or equal than u, we assigned
1 to the response. Otherwise, we assigned 0 to the response. Kromrey, Parshall &
Chason(1999).
 Case 2: One cluster of items and covariance matrix . The only dierence
with case 1 was that in this case the latent trait vectors were generated using a
multivariate normal distribution N(0;), where  is given by
 =
0BB@
1:0 0:3 0:6 0:2
0:3 1:0 0:4 0:5
0:6 0:4 1:0 0:8
0:2 0:5 0:8 1:0
1CCA
 Case 3: Four clusters of items and covariance matrix Im. The set of test items
was generated to approximate a simple structure test composed by four subtests.
Each subtest measures best along one of the coordinate axis. Each subtest had 25
items and was designed to be fairly realist in that the angles of the j directions with
the coordinate axes are not all close to 0 or 900. The j and j item parameters and
the latent traits were generated as in the case 1.
 Case 4: Four clusters of items and covariance matrix . The only dierence
with case 3 was that in this case the latent trait vectors were generated using the
multivariate normal distribution N(0;)
3.6.1 Results
A MCMC Gibbs sampler was implemented to estimate jointly the unidimensional item
parameters and the unidimensional latent traits. The algorithm was implemented in R R
Development Core Team(2008).
In each case, the reference directions were computed using the reference direction equa-
tion (3.9), and the reference direction of the test derived in lemma 3. We will denote the
reference direction derived in lemma 3 as m and the reference direction obtained from
equation (3.9) as w.
Table 3.1 shows the reference directions computed for all cases. In the cases 2 and
4, the reference directions were computed from the item directions given by Rj , where
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case w1 w2 w3 w4 m1 m2 m3 m4 
t
wm
1 0.530 0.478 0.504 0.487 0.533 0.482 0.500 0.484 0.9999
2 0.692 0.515 0.487 0.136 0.694 0.516 0.483 0.135 0.9999
3 0.500 0.479 0.415 0.591 0.528 0.470 0.425 0.566 0.9991
4 0.656 0.532 0.510 0.163 0.671 0.523 0.501 0.156 0.9997
Table 3.1. Reference directions computed from the item directions for each simulation case
RtR = . The Cholesky decomposition was used to obtain the matrix R. Clearly, the
directions w and m are very similar. The last column of the table is the scalar product
between the two reference directions. It can be veried that the reference directions derived
in chapter 2 are also very similar.
case cor(tw; ^) cor(
t
m; ^) jtw   ^j jtm   ^j
1 0.985 0.985 0.135 0.135
2 0.989 0.989 0.107 0.107
3 0.973 0.973 0.181 0.181
4 0.986 0.986 0.129 0.129
Table 3.2. Correlation and mean of the absolute dierence between the unidimensional estimate
of the latent trait and the reference composites for each simulate case.
The composites tm and 
t
w were computed and compared with the unidimensional
estimation of the latent traits. Table 3.2 shows the correlation and the mean of the absolute
dierences between the reference composites and the unidimensional estimation. The table
conrms that each unidimensional latent trait recovered by the algorithm is an estimation
of the corresponding reference composite. From tables 3.1 and 3.2, we conclude that the
reference composites tm and 
t
w are almost the same. This implies that, we can use any
of them with almost the same results. The advantage of the Wang's reference direction
w is that is simpler to compute, and it is independent of the link function. The reference
directions derived in chapter 2 are approximations of the reference direction of a test as
was dened in this chapter. That reference directions are easier to compute because they
do not require the calculation of eigenvectors.
The unidimensional estimations of the slope and intercept parameters were obtained
and compared with the values obtained from equations (3.12), (3.16) and (3.17). Table 3.3
shows the results for some items of case 1 and case 3. Column  contains the true values of
the MDISC parameters, column tj contains the true values of the dot product between
the directions j , and the reference direction m and column  contains the true values
of the intercept parameters.
Columns a^ and ^ correspond to the estimations of the slope and intercept parameters
using the unidimensional model. Columns eaw and ^w contain the values obtained from
equations (3.10). Columns eac and ec correspond to values obtained from equations (3.16).
Columns eam and ^m correspond to values obtained from equations (3.17). The values of a^
in equation (3.12) can be calculated as the product between columns  and tj of table 3.3.
Finally, table 3.4 shows the mean of the absolute dierence between the unidimensional
estimates and the theoretical values derived in this chapter.
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i  tj a^ eaw eam eac  ^ ew em ec
5 0.860 0.998 0.856 0.857 0.857 0.859 -0.001 0.004 -0.001 -0.001 0.018
10 0.866 0.992 0.877 0.853 0.855 0.865 0.158 0.195 0.157 0.157 0.176
15 0.746 0.996 0.719 0.742 0.741 0.749 0.214 0.214 0.214 0.214 0.230
20 0.775 0.996 0.793 0.773 0.772 0.768 -0.280 -0.266 -0.280 -0.280 -0.263
25 1.476 0.995 1.441 1.459 1.453 1.500 1.899 1.914 1.884 1.878 1.909
30 0.904 0.980 0.856 0.874 0.869 0.907 0.861 0.857 0.848 0.846 0.865
35 0.871 0.984 0.844 0.847 0.848 0.865 0.171 0.180 0.169 0.169 0.188
40 0.880 0.961 0.835 0.821 0.824 0.899 2.088 2.078 2.028 2.031 2.048
45 0.823 0.972 0.776 0.787 0.784 0.807 -0.033 -0.039 -0.033 -0.033 -0.014
50 1.373 0.966 1.225 1.257 1.242 1.261 -1.285 -1.174 -1.215 -1.206 -1.175
55 0.570 0.919 0.506 0.512 0.510 0.557 0.063 0.068 0.061 0.061 0.074
60 1.094 0.972 0.982 1.033 1.025 1.079 1.136 1.132 1.102 1.097 1.120
65 0.977 0.949 0.859 0.886 0.887 0.923 -0.516 -0.484 -0.493 -0.494 -0.472
70 1.176 0.828 0.798 0.818 0.807 0.957 -0.959 -0.797 -0.803 -0.799 -0.772
75 0.890 0.952 0.806 0.820 0.813 0.829 -1.333 -1.290 -1.287 -1.283 -1.262
80 0.925 0.928 0.815 0.811 0.814 0.904 1.447 1.387 1.367 1.370 1.387
85 0.872 0.789 0.620 0.605 0.607 0.756 -0.578 -0.499 -0.509 -0.510 -0.490
90 0.836 0.983 0.804 0.813 0.812 0.852 1.209 1.214 1.195 1.195 1.212
95 0.846 0.964 0.814 0.797 0.793 0.807 -0.796 -0.757 -0.778 -0.776 -0.757
100 0.984 0.921 0.833 0.843 0.851 0.898 -1.069 -0.970 -0.996 -1.000 -0.977
5 0.860 0.710 0.549 0.517 0.522 0.524 -0.001 -0.000 -0.001 -0.001 0.021
10 0.866 0.729 0.566 0.535 0.539 0.540 0.158 0.163 0.136 0.136 0.158
15 0.746 0.724 0.502 0.477 0.481 0.482 0.214 0.197 0.191 0.190 0.210
20 0.775 0.798 0.586 0.551 0.554 0.555 -0.280 -0.234 -0.254 -0.253 -0.233
25 1.476 0.775 0.839 0.823 0.825 0.833 1.899 1.430 1.392 1.380 1.422
30 0.904 0.840 0.645 0.684 0.678 0.680 0.861 0.787 0.774 0.771 0.797
35 0.871 0.703 0.509 0.532 0.529 0.530 0.171 0.177 0.147 0.146 0.168
40 0.880 0.806 0.598 0.623 0.616 0.619 2.088 1.875 1.851 1.841 1.870
45 0.823 0.911 0.720 0.716 0.712 0.713 -0.033 -0.024 -0.032 -0.031 -0.010
50 1.373 0.828 0.897 0.908 0.900 0.903 -1.285 -0.978 -1.019 -1.018 -0.989
55 0.570 0.427 0.194 0.238 0.241 0.242 0.063 0.059 0.056 0.056 0.070
60 1.094 0.550 0.411 0.475 0.482 0.485 1.136 0.838 0.844 0.851 0.879
65 0.977 0.557 0.427 0.458 0.464 0.465 -0.516 -0.403 -0.405 -0.407 -0.387
70 1.176 0.440 0.313 0.392 0.399 0.400 -0.959 -0.661 -0.665 -0.669 -0.650
75 0.890 0.529 0.352 0.403 0.408 0.408 -1.333 -1.065 -1.068 -1.075 1.058
80 0.925 0.767 0.560 0.589 0.580 0.583 1.447 1.226 1.227 1.228 1.256
85 0.872 0.732 0.556 0.518 0.514 0.515 -0.578 -0.476 -0.490 -0.490 0.470
90 0.836 0.783 0.564 0.564 0.558 0.560 1.209 1.068 1.059 1.062 1.087
95 0.846 0.894 0.702 0.700 0.701 0.702 -0.796 -0.717 -0.739 -0.743 0.721
100 0.984 0.771 0.624 0.625 0.616 0.617 -1.069 -0.890 -0.894 -0.895 0.873
Table 3.3. Comparison between the unidimensional estimations of the item parameters and the
theoretically values of equations (3.12), (3.16) and (3.17) for some items. Column i is
the identication of the item. The top of the table corresponds to simulation case 1
and the bottom to simulation case 3. a^ and ^ are the unidimensional estimations.
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case ja^  eawj ja^  eamj ja^  eacj j^   ewj j^   emj j^   ecj
1 0.016 0.015 0.015 0.018 0.019 0.013
2 0.025 0.030 0.030 0.017 0.017 0.018
3 0.028 0.028 0.028 0.022 0.022 0.021
4 0.028 0.020 0.020 0.021 0.020 0.017
Table 3.4. Mean of the absolute dierences between the unidimensional estimations of the slope
and intercept parameters and the theoretically values of equations (3.12), (3.16) and
(3.17)
3.7 Discussion
Several problems arises in the application of MIRT models in practical uses. Some of
them are from determining and interpreting the dimensionality of the latent trait space
with respect to both psychometric and psychological criteria. Other problems are from
the increased parameterization in MIRT models that complicates the identiability and
estimability of the additional structural and incidental parameters. In many instances,
multidimensionality is ignored completely in favor of applying less complex models Luecht
& Miller(1992). In this chapter it was discussed what occurs in that case.
In the rst part of the chapter, we dened the concept of reference composite of a test
along a direction in the latent trait space, as the direction that maximizes the expected
information of the test in any direction. Table 3.1 shows that the reference direction of a
test is very similar to the reference direction derived by Wang(1985, 1986). According to
the results of chapter 2, the reference direction of a test can be estimated by the Wang's
reference direction, or by the reference directions obtained in that chapter. The reference
direction of a test should be interpreted as the direction along which the test discriminates
better on average. In other words, the test is more sensitive on average to changes of the
reference composite t dened by its reference direction.
Table 3.2 shows that the correlation between the unidimensional estimation of the
latent traits and the reference composites is about 98:5%, and the mean absolute dierence
between them is less than 0:183. These results, showed that the unidimensional estimation
of the latent traits and the theoretical reference composite of the tests were very similar,
inclusive in the simulations of cases 2 and 4 which correspond approximately to simple
structure tests, with several subtests. In cases 2 and 4, each subtest discriminates better
along a dierent coordinate axis. Consequently, if an unidimensional model is used to t the
multidimensional data, it is not surprisingly to observe that the estimated unidimensional
latent trait is an estimation of the reference composite of the test.
In the second part of the chapter, I found some theoretical approximations of the item
parameters when an unidimensional model is used to t a binary test that is multidi-
mensional. The rst approximation was based solely on the lineal predictor ij . This
approximation is given by equations (3.12) and works well in situations as those illustrated
by cases 1 and 2, that is, when the item directions of the items point in roughly the same
direction. In table 3.3 the estimation of a^ can be calculate from the columns  and tj.
The top of table 3.3 contains the values for the simulation case 1. In this case, the approx-
imation is good. The values in the bottom are from the simulation case 3, where there
were four substests, and where the item directions of each subtest point roughly in the
direction of a coordinated axis. The coordinate axis was dierent for each subtest. In this
case, the approximation of the item parameters was a little biassed.
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The second approximation was based on the probability of a correct response given by
H(ij). In the simulations, it was used the reference composite of the test. The expressions
obtained in equations (3.16) are very general, in the sense that can be used with any link
function. Monte Carlo procedures were used to estimate the respective integrals. This
approximation is totally dierent from that obtained by Wang. Furthermore, the values
obtained from equations (3.16) are very similar to those obtained from equations (3.12)
and (3.17) for all items.
The expressions obtained in equations (3.17) are similar to the Wang expressions, but
we derive them in a more general context. If the direction of the composite is the rst
eigenvalue of the matrix AtA, then the approximations of Wang and the proposed here
are the same.
The main objective of this dissertation is, to study large scale tests that have several
subtests. It is assumed that each subtest is designed to be essentially unidimensional, in
the sense that each subtest measures roughly a unique ability. In the classical approach,
it is assumed that the dimension of the latent trait space coincides with the number of
subtests, see for example Sheng(2007, 2008b, 2008a), De la Torre & Patz(2005). This is not
a realistic situation, because in general the dimension of the latent trait space is smaller
than the number of subtests. In the next chapter, it will be proposed models where the
latent trait space has smaller dimension than the number of subtests. According to the
results of this chapter, the unidimensional latent trait associated to each subtest could be
modeled as the reference composite of the subtest. This is the key of the proposed models
in the next chapter.
Equations (3.12) and (3.17) state the relationship between the item parameters of the
multidimensional model and the corresponding parameters in the unidimensional version.
As it can be suspected, the parameters in the unidimensional model are smaller than those
in the MIRT model. The dierence is due to the projection of the item directions along
the reference direction. When the direction vectors of the items point in roughly the same
direction, the multidimensional and the unidimensional parameters are very similar. This
will be the case, in the type of tests modeled in this work and justify its use.
CHAPTER 4
Latent Linear Structure MIRT models
In this chapter, I introduce the linear latent structure MIRT (LSMIRT) models, a new class
of multidimensional IRT models. These models have been thought to be used in large-scale
assessment tests designed explicitly to measure more than one latent trait. Those tests
are usually split into subtests, where each subtest is designed to measure mainly a unique
unidimensional latent trait. Admission tests of some universities are typical examples of
that type of tests. Those tests, additionally include testlets. Testlets are sets of items
grouped into bundles, marked by shared common stimulus materials, common item stems,
or common item structures. LSMIRT models with testlets will be studied in the next
chapter. The models proposed in this chapter are more parsimonious than the available
models for the type of tests mentioned above and their parameters are more intuitive.
4.1 Introduction
In admission tests of some universities, is common to split the test into several subtest.
Each subtest is designed to measure a main ability or latent trait. For this type of tests,
there are at least three estimation procedures that are used, which are described as follows.
1. The rst procedure consists in the estimation of the parameters of each subtest
separately, using unidimensional item response theory (UIRT) models. An unidi-
mensional latent trait is estimated for each examinee from each subtest. If a global
scale is required, the unidimensional latent traits are standardized and an average is
computed. This average is a global synthetic trait.
2. The second procedure is based on the use of a multidimensional item response theory
(MIRT) model, Reckase(1985, 1997, 2007, 2009). This procedure requires the pre-
vious specication of the dimension of the latent trait space. In this procedure, the
covariance matrix of the latent trait vector may be estimated. In chapter 2 was shown
the eect of ignoring the covariance matrix in the estimation process. To estimate
the latent trait measured by each subtest, a reference direction is calculated for each
subtest. The reference directions of the subtests are computed from the directions of
the items belonging to each subtest. Then, a composite is computed for each subtest.
Each component of the latent trait vector may not have a direct interpretation. If
an unidimensional global measure is required, the reference composite of the test is
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computed. See chapter 3 for details of composites. The reference composite is a
global synthetic trait.
3. The third procedure is based on the use of a simple structure model, also called mul-
tiunidimensional model. In this case, each subtest is modeled as an unidimensional
test and a latent trait vector is estimated. Each component of such vector is the
unidimensional latent trait that is measured by a subtest. See, for example, De la
Torre & Patz(2005), Sheng(2007, 2008b, 2008a). In this case, the covariance matrix
of the latent trait vector is usually estimated. If an unidimensional global measure is
required, an average of the components of the latent trait vector is computed. This
average is a global synthetic trait.
4.2 The concept of dimension
In the available models, for tests split into subtests where each subtest is designed to
measure mainly a unique unidimensional latent trait, is assumed that the dimension of the
latent trait space coincides with the number of subtests Sheng(2007, 2008b, 2008a), De la
Torre & Patz(2005). In this chapter, I propose to modify this assumption.
When the experts design those tests, their objective is the estimation the latent traits
that are measured by each subtest. Hence, the design of the test explicitly leads to a dene
a rst concept of dimension. It is natural to dene the dimension of a test as the number
of subtests, or equivalently as the number of latent traits that the entire test attempts to
measure. We adopt this denition. On the other hand, it is not realistic to assume that
the dimension of the test coincides with the dimension of the data. The binary responses
to the items can be considered as partial signs of the latent traits of the examinees. If a
test has K items, the response pattern of any examinee is a vector in the space f0; 1gK .
For a moment let us consider a classical two parameter normal ogive MIRT model. The
model is specied by the probability of success of examinee i to item j, given by
P (Yij = 1jaj ;i; j) = (atji   j) (4.1)
where aj = (aj1;    ; ajd)t is a vector of slopes of item j, i = (i1;    ; id)t is the latent
trait vector of examinee i, j is the parameter associated to the diculty of item j and d
is the dimension of the latent trait vector, Reckase(2009). It is assumed that the i's are a
sample from a random vector that has normal distribution Nd(0;), where the diagonal
elements of  are 1. The latent trait space is the Euclidean space Rd containing the latent
trait population. The value d will be called the dimension of the latent trait space. We will
adopt this denition for the LSMIRT model that is introduced in this chapter, because
our model is a multidimensional IRT model. In practice d < K. Vector i is a vector
of reduced dimension derived from the K-dimensional pattern response of examinee i. In
general the latent trait vector of an examinee is a representation of its response pattern in
an Euclidean space of reduced dimension.
The reduction of the dimension can be thought in terms of a factorial analysis. This
is not new. When Bock & Lieberman(1970) proposed the rst formal method to esti-
mate the parameters in a IRT model, they supposed that the responses of the examinees
Bock & Lieberman could be modeled by the introduction of continuous latent variables
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Zij that govern the response process. Christoerson(1975) proposed the factor analysis of
dichotomized variables, based on the same latent variables used by Bock and Liberman.
Takane & Leeuw(1987) stated that, the factor analysis of dichotomized variables is equiva-
lent to the marginal likelihood of the multidimensional two-parameter normal ogive model
of the item response theory. Takane and Leeuw used in their proof the same continuous
latent variables Zij . This approach was also used by McDonald(1981, 2000) to propose a
framework for the multidimensional item response theory.
On the other hand, in the Bayesian eld the variables Zij are called augmented vari-
ables, and they are introduced to build Gibbs samplers that are easy to implement. In the
eld of the item response theory, this type of variables was introduced by Albert(1992).
Similar approaches to estimate the parameters of MIRT models have been used by Bégin
& Glass(2001), Lee(1995), Sheng(2008c) and other authors. In this work, the variables Zij
are used in the estimation procedure.
The use of latent continuous variables in the classical item response theory is dierent
than the use in the Bayesian eld. However, the continuous latent variables Zij are essen-
tially the same. This characteristic of the latent variables will be exploited in the rest of
the thesis. For xed values of aj ;i and j , let Zij be the random variable dened as
Zij = a
t
ji   j + eij ; eij  N(0; 1): (4.2)
Thus, we have that
P (Zij  0) = 1  P (eij   (atji   j))
= 1  ( atji + j) = (atji   j)
= P (Yij = 1jaj ;i; j)
Hence, the variable Yij can be expressed as
Yij =
(
1; if Zij > 0
0; if Zij  0
: (4.3)
Equation (4.3) shows that the values of Yij are determined by the values of Zij . In other
words, the latent continuous variable Zij governs the response process of variable Yij .
Let AKd be the matrix whose rows are the slope vectors aj . Let  be a random
vector distribute as Nd(0;). The latent traits of the examinees are considered samples
from vector . Let e be a random vector distributed as NK(0; IK), where IK represents
the identity matrix of size K. It is assumed that  and e are independent. Let  be the
vector of intercepts in the MIRT model. Let Z = (Z1;    ; ZK)t be the random vector
dened as
Z = A   + e: (4.4)
Then,
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Z  N( ;AAt + IK) (4.5)
and
[Zj = ]  N(A   ; IK): (4.6)
Let y = (y1;    ; yK)t be the random vector representing any response pattern. Then,
for j = 1;    ;K we have that
p f[Zj j] > 0g =
Z 1
0
1p
2
exp f 12(z   (atj   ))2gdz
= (atj   )
= P (yj = 1jaj ;; j): (4.7)
Equations (4.4) to (4.7) show that the random response pattern y is governed by the
random vector vector Z, ie, the particular values of a response pattern are determined
by the values of the random vector Z. Furthermore, equation (4.4) represents a facto-
rial analysis model with the nice property that the perturbation term e has distribution
NK(0; IK). This perturbation term is the Bayesian residual in the Bayesian item response
theory models, Fox(2010).
Equation (4.4) has some important consequences. The equation expresses a relation
between the classical models of the item response theory, the factorial analysis of di-
chotomized variables, and the technique of augmented variables used in some Bayesian
procedures of estimation in the item response theory, Albert(1992). The dimension of
the latent trait space may be determined as the minimum number of factors required to
have a good representation of the random vector Z. Obviously, this is only a theoretical
construction because the variables Zij cannot be measured directly. However, they can be
predicted in a Gibbs sampler algorithm. In this work, a data augmentation Gibbs sampler
(DAGS) algorithm was implemented to estimate the parameters of the LSMIRT model.
See, appendix B for details. In that algorithm, the variables Zij were used.
In the classical item response theory, one of the more used strategies to determine
the dimension of the latent trait space is through the eigenvalue structure of the tetra-
choric correlation matrix. The tetrachoric correlation between two binary variables is
the Person correlation one would obtain if the two variables were measured continuously,
Drasgow(1988), Olson(1979). Some procedures have been developed to estimate the tetra-
choric correlations, see, for example, Brown(1977). A recent function to estimate the tetra-
choric correlations can be found in package polycor forR R Development Core Team(2008).
However, the estimated matrix of the sample tetrachoric correlation obtained from the clas-
sical algorithms is often nonpositive denite, Bock, Gibbons & Muraki(1988).
In this work, I propose the following strategy to detect the dimension of the latent trait
space: rst, identify the dimension of the latent trait space through a principal component
analysis; second, conrm the dimension of the space, based on the eigenvalue structure of
the tetrachoric correlation matrix. This matrix can be estimated from the variables Zij ,
that govern the response process, which can be predicted inside of a DAGS algorithm. For
details, see appendix C.
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4.3 Basic and main latent traits
Item response theory is based on the assumption that the latent traits of the individuals
can be represented by vectors in an Euclidean space called the latent trait space. From a
very general point of view, the individual latent traits do not have a direct interpretation.
Additionally, the dimension of the latent trait space is unknown a priori.
On the other hand, the objective of a test is to measure some latent trait of examinees,
which can be interpreted through an underlying theory. According to equation (2.9), the
latent variable Zj can be written as
Zj = j
t
j   j + ej ; ej  N(0; 1) (4.8)
where j is a unit vector called the direction of item j. According to the results of chapter
3, vector j is the direction along which item j discriminates better. This means, that
item j discriminates better between the values of the synthetic latent trait given by the
normalized composite tj.
Theoretically, a test is unidimensional if it is designed to measure mainly a composite
in the latent trait space. In this case, we usually can give a direct interpretation to the
reference composite of the test. However, the latent trait space may be multidimensional,
and each component of the latent trait vector may not have a direct interpretation.
In general, the meaning of a particular latent trait depends on the test design. I
propose the names of basic latent traits to the components of the latent trait vectors and
main latent traits to the latent traits that the test attempts to measure. Consequently,
the main latent traits are dened according to the test design.
In chapter 2 was shown that each item is essentially unidimensional. According to
Stout(1990), a test is essentially unidimensional if all of their items are sensitive, mainly
to dierences along one direction in the latent trait space. Clearly, if a test is essentially
unidimensional, the direction vectors point in roughly the same direction. In chapter
3, it was shown that the reference direction of the test denes the composite that is
estimated if an UIRT model is used to t the data. Along the reference direction, the
test discriminate better on average. Furthermore, if the test is essentially unidimensional,
a good unidimensional approximation of the multidimensional model can be obtained by
replacing all the item directions with the reference direction of the test and making some
changes in the item parameters. Consequently, if a test is essentially unidimensional there
is an UIRT model that t well the data, although the tests of unidimensionality can fail.
In this work, it is assumed that the test is split intom subtests. Furthermore, it is assumed
that each subtest is essentially unidimensional, so each subtest is designed to measure a
main latent trait.
4.4 The Linear Latent Structure MIRT model
In this section, we introduce the nomenclature and the assumptions of the linear latent
structure MIRT (LSMIRT) model. Furthermore, it is shown how the LSMIRT model can
be derived from the classical MIRT model. The assumptions of the LSMIRT model are
the following:
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1. The test is split into m subtests. It is assumed that each subtest is essentially
unidimensional. Hence, each subtest attempts to measure only one main latent trait.
Each subtest has Kv items, so the entire test has K = K1 +K2 +   Km items.
2. It is assumed that the basic latent traits of the examinees are a random sample drawn
from a multivariate normal distribution. Nd(0;), where  is a correlation matrix,
and d  m.
3. The main latent traits of the examinees being measured by each subtest are compos-
ites of the basic latent trait vectors.
4. The link function is the standard normal ogive, denoted ()
5. Guessing parameters are not included.
The jth item of subtest v will be called item vj. The LSMIRT model is specied by
the probability of success of examinee i to item vj given by
P (Yvij = 1jvj ; vj ;v;i) = (vjtvi   vj); (4.9)
where vj and vj will be called respectively the slope (the discrimination) parameter and
the intercept parameter of item vj. Vector v = (v1;    ; vd)t is a unit vector in the
latent trait space that will be called the direction of subtest v and i = (i1;    ; id)t
represents the vector of basic latent traits of examinee i.
Remark 2. The classical diculty parameter is given by bvj = vj=vj . For ease, the
item parameters of item vj will be denoted vj , that is, vj = (vj ; vj)t. The main latent
trait measured by subtest v is given by the composite tv, v = 1;    ;m.
Remark 3. The expression given by
vj = vj
t
v   vj ;
will called the linear latent predictor of the item vj.
Remark 4. For the distribution of the latent trait vectors, other symmetrical distributions
are possible like the multivariate t-student distribution. Recently, some authors have pro-
posed asymmetric distributions as the multivariate skew normal, and the multivariate skew
t-student distributions, Bazán(2006), Da Silva(2008). In this work, it will be considered
only the multivariate normal distribution.
Remark 5. When the dimension of the latent trait coincides with the dimension of the
test, the test will be called a simple structure test. In this case, the probability of success
of examinee i to item j reduce to
P (Yvij = 1jvj ;i) = (vjiv   vj); (4.10)
because in that case all the subtest directions can be identied with the vectors of the
canonical base of de Euclidean space Rd, as we will see in the next sections.
Remark 6. In the classical literature of MIRT models, the parameter vj is called the
multidimensional discrimination (MDISC) parameter, and the parameter bvj is called the
multidimensional diculty parameter (MDIFF) parameter. These denitions were pro-
posed rst by Reckase(1985).
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Remark 7. More general link functions have been proposed in the literature. Zhang
& Stout(1999a), proposed that a link can be dened as a non-decreasing function Hj(x)
with H 0j(x)  0 for all x and H 0j(x)H 0l(y) not being zero identically as (x; y) varies for
j; l = 1;   Kv; v = 1;    ;m. In general, a univariate cumulative distribution function
(cdf) that has a probability density function (pdf) satises this denition. The logistic
and the univariate standard normal cdf's are the more extended links. However, recently,
asymmetric links have been proposed as the univariate skew normal distribution and the
univariate skew t-student distribution Bazán(2005). The normal ogive link function was
selected in this work for several reasons that includes the implementation of a data aug-
mentation Gibbs sampler (DAGS), to estimate the parameters of the model.
4.5 Properties of the LSMIRT model
In this section, it is shown how the LSMIRT model can be derived from the classical MIRT
model. In what follows, we suppose that the assumptions of the LSMIRT model are valid.
Let us consider the subtest v of the test. Then, the classical two-parameter normal ogive
MIRT model for subtest v can be specied by the probability of success of examine i to
item j given by
P (Yvij = 1jvj ; vj ;vj ;i) = (vjtvji   vj); (4.11)
where vj is the direction of item vj. See chapter 2, for details. The next result shows
how this MIRT model for subtest v can be written as a random eects model. The rst
part of the proof is based on standard results of linear algebra.
Theorem 5. Let   N(0;) be the random vector from which the latent traits are
sampled. Let v be the reference direction of subtest v. Then, there exist a constant 
2
vj
and a random variable Uvj  N(0; 2vj) such that the probability of a correct response given
by equation (4.11) can be written as
P (Yvij = 1jvj ; vj ;vj ; = i) = (vjtvi   vj   uvij); (4.12)
where vj is a positive constant, uvij is the value of Uvj given  = i, and Uvj and 
t
vj
are independent.
Proof. Since the random vector  can be expressed as 1=2, were   N(0; Id), any
composite t can be written as t, where  = 1=2. Hence, without loss of
generality, it is assumed that   N(0; Id).
Given the vectors vj and v, there exist a unit vector vj such that 
t
vvj = 0 and
such that vj can be written as
vj = svjv + vjvj ; (4.13)
where svj = 
t
vvj and vj = 
t
vjvj . Then, the composite 
t
vj can be written as
tvj = svj
t
v+ vj
t
vj: (4.14)
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Clearly, the composites tv and 
t
vj are independent and normally distributed. Let Uvj
be the random variable dened as
Uvj = vjvj(
t
vj):
Then, we have that
vj
t
vj  vj = vjsvjtv  vj + Uvj (4.15)
From corollary 1, follows that value svj is positive. Hence, if we dene vj = vjsvj ,
and 2vj = Cov(Uvj) = 
2
vj
2
vj , the result follows from equation (4.15).
Suppose that Uvj is a random variable distributed as N(0; 2vj) independent of the
composite tvj. Then, according to theorem 5, the classical MIRT model is a special case
of a more general model specied by the probability of success given by
P (Yvij = 1jvj ; vj ;v; = i; Uvj = uvij) = (vjtvi   vj   uvij): (4.16)
Since our goal is the estimation of the main latent traits, we will consider the marginal
model given by
P (Yvij = 1jvj ; vj ;v; = i) =
Z
(vj
t
vi   vj   u)(u; 0; 2vj)du; (4.17)
where () represents the density function of a normal distribution. The next theorem
states that this marginal model is a LSMIRT model. Furthermore, this LSMIRT model
coincides with the approximate model obtained in the previous chapter, as it will be proven
in the corollary of the theorem.
Theorem 6. The marginal model specied by equation (4.17) is a LSMIRT model.
Proof. Let vj = (vj ; vj)t and suppose that Z represents a random variable distributed
as N(0; 1). Then, the conditional probability of Yij = 1 given vj , v and i can be written
as
P [Yij = 1jvj ;v;i] = E[(vjtvi   vj   uvij ]
= E[P (Z  vjtvi   vj   uvij juvij ]
= P (Z  vjtvi   vj   Uvj)
= P (Z + Uvj  vjtvi   vj)
= 
 
vj
t
vi vjq
1+2vj
!
= 
 
vj
t
vi   vj

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where
vj =
vjq
1+2vj
and vj =
vjq
1+2vj
:
The third identity holds since the expected value of the conditional probability is the
unconditional probability.
Corollary 4. The LSMIRT model obtained as a marginal model of a classical MIRT model
is the same approximated model derived in theorem 4.
Proof. Let evj and evj be the item parameters of item vj in the LSMIRT model. From
theorems 5 and 6 follows that
evj = vjtvvjq
1+2vj
and evj = vjq
1+2vj
: (4.18)
Since all vectors in equation(4.13) have length 1, we have that s2vj + 
2
vj = 1 and 
2
vj =
2vj(1  tvvj). Then,
evj = vjtvvjq
1 + 2vj   2vj(tvvj)2
; (4.19)
and
evj = vjq
1 + 2vj   2vj(tvjv)2
: (4.20)
In the next result, it is proven that vector vj is the reference direction of the subtest
v in the LSMIRT model.
Lemma 4. Vector vj is the reference direction of subtest v in the LSMIRT model.
Proof. Let fvj() = (vjtv vj) be the item response function of item vj. The results
follow from the fact that
@fvj
@
= [vj
0(vjtv   vj)]v:
4.6 Identiability of the LSMIRT model
The LSMIRT model is not identiable. To obtain an identiable model, we note rst that
the vectors v are the reference directions of the subtests, so they are unit vectors. However,
this constraint it is not sucient to have an identiable model. In this section, I propose two
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parameterizations, one of which, permits a nice interpretation of the parameters, including
the basic latent traits. The parameterizations are based on the relationship between the
main and the basic latent traits. Let ~ be a m 1 random vector that represents the
main latent traits of the test. Then,
~m1 = Bmdd1 (4.21)
where B is a matrix whose rows are the vectors v. The covariance matrix of vector ~ is
given by
Cov(~) = BBt: (4.22)
Equation (4.21) represents the relationship between the basic latent traits and the main
latent traits. From this equation, two parameterizations are considered. Without loss of
generality, suppose that matrix  is positive denite and that the rst d rows of matrix
B are linearly independent. Let 1=2 be the square root of matrix . To state the rst
parameterization, we rewrite ~ as:
~ =

B1=2

 1=2

: (4.23)
Equation (4.23) implies that we can assume that   Nd(0; Id). In this case, the basic
latent traits are not correlated. In this parameterization, the matrix  is the identity and
consequently it is necessary to estimate the m d components of the v directions.
The second parameterization is inferred as follows. Let ~B be the submatrix of B that
contains its rst d rows. Then, ~ can also be written as
~ =

B ~B
 1 ~B : (4.24)
Equation (4.24) implies that the rst d reference directions are aligned with the coor-
dinate axes. If the variance of the basic latent traits is xed in 1, as usual, there are only
(m  d) d+ d (d  1)=2 parameters to estimate, that correspond to the components of
the reference directions that are not aligned with the coordinate axes and the non-diagonal
elements of the correlation matrix.
The second parameterization has some advantages. Firstly, there are fewer parameters
to be estimated; secondly, the basic latent traits are directly the reference composite of the
rst d subtests; thirdly, the coordinate axes are set in advance, so, identiability problems
caused by orthogonal transformations of the latent trait space are impossible. Furthermore,
it is important to note that in the rst parameterization the item directions have a better
projection along the corresponding reference composite. According to equations (4.19)
and (4.20), this implies that the values of the item parameters are closer to values of item
parameters of the MIRT model, from which the LSMIRT model can be derived.
In the implementation of the DAGS algorithm to estimate the parameters of the
LSMIRT model, the second parameterization was used. In the next section, we show
how to change from one parameterization to the other.
CHAPTER 4. LATENT LINEAR STRUCTURE MIRT MODELS 47
4.7 Interchangeability between parameterizations of the
LSMIRT model
In this section, it is shown how to change from the rst parameterization to the second and
vice versa. First, assume that the parameters of the rst parameterization are available.
This means, that it was assumed that the latent trait vector has distribution Nd(0; Id), and
that the reference directions v, v = 1;    ;m were estimated. To obtain the parameters
of the second parameterization, the following transformations are required:
1. Align the rst d reference vectors with the coordinate axes, using the equation (4.24).
The reference vectors in the second parameterization are given by
Bv =
~B
 1
Bv
jj ~B 1Bv jj
; v = 1;    ;m: (4.25)
where jj  jj denote the norm of a vector. This implies that in the second parameteri-
zation the rst d reference vectors are the vectors of the canonical base of Rd.
2. The new covariance matrix is given by ~B ~B
t
.
3. The new slope parameters are given by
vj = vj jj ~B
 1
Bvjj; v = 1;    ;m: (4.26)
4. The intercept parameters do not change.
5. The new latent trait vectors are given by  = ~B.
Now, suppose that the second parameterization is given. In this case, it is assumed
that the latent trait vector has distribution Nd(0;) and that the rst d reference di-
rections were set to the canonical vectors of Rd. To obtain the parameters of the rst
parameterization, the following transformations are required:
1. From equation (4.23), the rst d reference vectors are the rows of matrix 1=2. In
general the new reference vectors are given by
Bv =
1=2Bv
jj1=2Bv jj ; v = 1;    ;m: (4.27)
2. The new covariance matrix is Id.
3. The new slope parameters are given by
vj = vj jj1=2Bvjj; v = 1;    ;m: (4.28)
4. The intercept parameters does not change.
5. The new latent trait vectors are given by  =  1=2.
These results are illustrated in section 4.9.
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4.8 Estimation of the Parameters
Let pvij = P (Yvij = 1 j i;v; vj). Let Nd be the matrix of the latent traits of
examinees in the sample. Let  be the vector of all item parameters of the test. Let md
be the matrix of the m reference directions of the subtests. Then, under the assumption
of local independence the likelihood function is given by:
f(y j ; ; ) =
nY
i=1
mY
v=1
kvY
j=1
p
yvij
vij (1  pvij)1 yvij : (4.29)
where yvij is the observed response of examinee i to item vj, and y = [yij ]NK :
A data augmentation Gibbs sampler (DAGS) algorithm was developed to estimate
jointly the item and the latent trait parameters. Following the strategy proposed by
Albert(1992), we introduced the augmented variables Zvij  N(vij ; 1), where vij =
vj
t
vi   vj . Similar approaches to estimate the parameters of MIRT models and mul-
tiunidimensional IRT models were used by Bégin & Glass(2001), Lee(1995), Sheng(2008c))
and other authors. It can be shown that if we dene
Yvij =
(
1; if Zvij > 0
0; if Zvij  0
;
then P (Yvij = 1 j i;v; vj) = (vij).
The prior distributions for the parameters were dened as follows. For the item pa-
rameters vj and vj , were used the classical priors proposed in the literature. That is, we
assume that vj > 0 and p(vj) _ 1. Let i  Nd(0;), where  is a correlation matrix,
with 1's on the diagonal and correlation st between s and t, s 6= t. To model  was
introduced an unconstraint covariance matrix R, where R = [st] and such the constrained
covariance matrix  can be transformed from R using
st =
stp
sstt
; s 6= t: (4.30)
A noninformative prior that can be assumed for R, is the Jereys' prior given by
p() _ jI()j 12 , where I(!) is the expected Fisher information matrix of !, Gamerman &
Lopes(2006), Jeerys(1961). In this work, it was used the Jereys' prior, which in this case
is given by p(R) =_ jRj (d+1)=2. Modeling of the v's vectors is new in the item response
theory. Let v = (v1;    ; vd)t. Two prior distributions are proposed. First the non-
informative p(v) _
Qd
k=1 I(vk  0) and second, the informative truncate multivariate
normal distribution Nd(b; T )
Qd
k=1 I(vk  0) where T is a diagonal matrix. We propose
the hyperparameters b = 1p
d
1d, where 1d is the d dimensional vector with ones in all its
components, and T = diag(1d ;    ; 1d). In the simulations and in the real case the results
were very similar with each one of the priors for the v. The joint posterior distribution
of (;; ;Z;) is given by
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p(;; ;Z;jy) _ f(yjZ)p(Zj;; )p()p()p(j)p(R) (4.31)
The full conditional distributions are derived in appendix B. To implement the DAGS
algorithm, a R package called lsMIRT was written. To evaluate the package, a simulated
a response data set of a test was created. In section 4.9 is shown how the parameters are
recovered by the lsMIRT package.
4.9 Simulation
A response data set was simulated and the parameters were recovery with the lsMIRT
package. In this section is shown the recovered parameters. The response data were
generated using a classical MIRT model, and they were tted with a LSMIRT model. The
simulation was designed in this way to illustrate all the theoretical aspects of the LSMIRT
model, including the projections of the item directions along the reference directions.
4.9.1 The simulated test
A test of sizeK = 100 was generated. The 100 items were divided in four clusters(subtests),
each one with 25 items. That is, K1 = K2 = K3 = K4 = 25. The item parameters were
generated as follows.
The slope parameters in the MIRT model are denoted avj , and were generated from
a lognormal distribution with parameters (0; 0:25). The avj parameters resulting were
between 0.53 and 1.98. The vj parameters were generated from a normal distribution
with parameters (0; 1). The vj parameters resulting were between  2:14 and 2:57.
To generate the item directions we dened initially four directions in R3. That direc-
tions were respectively (1:0; 0:1; 0:2), (0:2; 1:0; 0:1), (0:1; 0:1; 1:0) and (0:6; 0:1; 0:4). These
vectors were normalized and then all components were perturbed with random numbers
sampled from the uniform distribution U( 0:25; 0:25). The negative components resulting
were replaced with 0.0 and the vectors were renormalized. From these item directions,
the reference directions for each cluster were obtained, by computing the rst eigenvec-
tor of BtvBv, were Bv is the matrix whose rows contain the item directions in cluster
v; v = 1; 2; 3; 4. Let  be the matrix whose rows are the true reference directions of the
simulate test. Matrix  was given by
 =
0BB@
0:9724 0:1602 0:1695
0:2174 0:9691 0:1162
0:1350 0:1182 0:9838
0:8216 0:1883 0:5381
1CCA : (4.32)
To generate the simulated response data were used the original item directions vj , the
slope parameters avj and the intercepts parameters vj . On the other hand, since the data
were tted with a LSMIRT model, the recovered parameters were vj , vj and . Table
4.1 shows 20 sets of item parameters. In the table are shown the original item parameters
of the MIRT model, and the corresponding parameters of the LSMIRT model.
A sample of N = 5000 latent trait vectors were generated from a multivariate normal
distribution N3(0; I3). Finally, the N  K binary responses were simulated using a two
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item avj vj1 vj2 vj3 vj jj ~B 1vjj vj vj
5 0.860 0.970 0.000 0.243 0.984 1.000 0.847 -0.001
10 0.866 0.970 0.234 0.061 0.991 1.000 0.859 0.158
13 0.671 0.885 0.166 0.435 0.961 1.000 0.645 0.155
20 0.775 0.956 0.133 0.261 0.995 1.000 0.772 -0.280
27 1.329 0.355 0.875 0.328 0.964 1.000 1.281 1.129
28 0.940 0.378 0.848 0.371 0.947 1.000 0.890 -1.501
30 0.904 0.000 1.000 0.000 0.969 1.000 0.877 0.861
34 1.105 0.509 0.853 0.112 0.951 1.000 1.051 -0.375
41 1.505 0.461 0.861 0.213 0.960 1.000 1.444 1.268
45 0.823 0.328 0.945 0.000 0.987 1.000 0.812 -0.033
50 1.373 0.345 0.939 0.000 0.985 1.000 1.352 -1.285
55 0.570 0.165 0.164 0.973 0.998 1.000 0.569 0.063
60 1.094 0.204 0.000 0.979 0.991 1.000 1.084 1.136
65 0.977 0.000 0.280 0.960 0.977 1.000 0.955 -0.516
70 1.176 0.336 0.217 0.917 0.973 1.000 1.144 -0.959
75 0.890 0.261 0.259 0.930 0.981 1.000 0.873 -1.333
80 0.925 0.806 0.345 0.481 0.986 0.892 0.814 1.447
88 1.837 0.767 0.000 0.642 0.975 0.892 1.599 1.605
95 0.846 0.776 0.397 0.490 0.976 0.892 0.736 -0.796
98 0.956 0.654 0.118 0.747 0.962 0.892 0.820 -1.525
Table 4.1. Some sets of item parameters used to generate the response data of the simulated test.
Column avj is the MDISC parameter in the MIRT model; columns vjk; k = 1; 2; 3 are
the components of the original item directions; column vj is the dot product between
the original item direction and the direction of the corresponding subtest direction;
vj is the true slope parameter in the LSMIRT model whose value is the product
avjvj jj ~B 1vjj; vj is the intercept parameter.
parameter normal ogive MIRT model. For each latent trait vector i and each parameter
set (vj ; avj ; vj) the probability of a correct response was computed using the equation
P (Yvij = 1ji; avj ; vj) = (avjtvji   vj);
i = 1    ; N ; j = 1;    ; p v = 1;    ;m:
Then, a random number u was obtained from the uniform distribution in the range [0; 1].
If the probability of correct response was greater or equal than u, it was assigned 1 to the
response. Otherwise, 0 was assigned to the response Kromrey, Parshall & Chason(1999).
4.9.2 Fitting the simulated data
In this subsection, we review the parameters recovered by the DAGS algorithm. The
second parameterization was used in the implementation of the algorithm. The tests of
the DAGS algorithm have shown that, almost always the Markov chains converge before
1000 iterations. In this simulation, we used a burning period of 2,000 iterations. After
burning, we ran 10,000 iteration with a thin period of 2. That is, we obtained 5,000
iterations to compute the Bayesian estimations.
In the estimation of the variance, it was used 100 batches of length 50. In all cases,
the Bayesian estimator was the sample mean, because the mean and the median were very
similar in almost all cases.
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Table 4.2 shows the estimations of the slope and intercept parameters presented in
table 4.1. The theoretical results were veried. In previous studies with IRT models, the
authors have observed that the intercept parameters are recovered very well. However,
the estimates of the slope parameters are less stable. See, for example, Sheng(2008a) page
51. Table 4.2 shows that the lsMIRT package recovered well the slope, and the intercept
parameters. Several dierent simulations were run, and the results were always similar.
item vj ^vj sd^ err^ vj ^vj sd^ err^
5 0.847 0.836 0.011 0.001 -0.001 0.007 0.010 0.001
10 0.859 0.785 0.012 0.001 0.158 0.143 0.010 0.001
13 0.645 0.651 0.008 0.001 0.155 0.174 0.008 0.001
20 0.772 0.769 0.010 0.001 -0.280 -0.263 0.010 0.001
27 1.281 1.282 0.028 0.003 1.129 1.108 0.022 0.002
28 0.890 0.890 0.024 0.002 -1.501 -1.464 0.024 0.002
30 0.877 0.780 0.013 0.001 0.861 0.789 0.012 0.001
34 1.051 1.064 0.017 0.002 -0.375 -0.384 0.016 0.002
41 1.444 1.402 0.033 0.003 1.268 1.206 0.028 0.003
45 0.812 0.795 0.010 0.001 -0.033 -0.047 0.011 0.001
50 1.352 1.393 0.033 0.003 -1.285 -1.304 0.029 0.003
55 0.569 0.626 0.007 0.001 0.063 0.090 0.009 0.001
60 1.084 1.063 0.023 0.002 1.136 1.131 0.021 0.002
65 0.955 0.931 0.012 0.001 -0.516 -0.480 0.012 0.001
70 1.144 1.151 0.020 0.002 -0.959 -0.927 0.018 0.002
75 0.873 0.812 0.018 0.002 -1.333 -1.225 0.016 0.002
80 0.814 0.870 0.019 0.002 1.447 1.490 0.023 0.002
88 1.599 1.450 0.031 0.003 1.605 1.490 0.032 0.003
95 0.736 0.684 0.008 0.001 -0.796 -0.740 0.011 0.001
98 0.820 0.806 0.017 0.002 -1.525 -1.440 0.022 0.002
Table 4.2. Comparison between the true and estimated parameters of some items in the simu-
lation. ^vj and ^vj are the corresponding estimates. The sd columns are the corre-
sponding posterior standard deviations and the err columns the Monte Carlo errors,
of the estimates
Now, we review the covariance matrix and the reference directions recovered by the
DAGS algorithm. The true covariance matrix is given by  = t. In this simulation, the
covariance matrix was
 =
0@1:0000 0:3864 0:31710:3864 1:0000 0:2583
0:3171 0:2583 1:0000
1A ; (4.33)
and the covariance matrix recovered by the DAGS algorithm was
^ =
0@1:0000 0:4094 0:31620:4094 1:0000 0:2634
0:3162 0:2634 1:0000
1A :
Furthermore, the true values of the transformed reference direction ~4 was given by
~4 =
~B
 1
4
jj ~B 14jj
= (0:8661; 0:0363; 0:4986)t:
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Since all components must be nonnegative an additional slight projection is required in
the LSMIRT model. The reference direction recovered by the DAGS algorithm was:
^4 = (0:8842; 0:0094; 0:4669)
t
Figure 4.1 shows the trace, posterior distribution and autocorrelogram of the Markov
chains in the estimation of ~4.
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Figure 4.1. Plots of the trace, posterior distribution and autocorrelogram of the Markov chains
of the parameters 4j in the simulated test
The estimation of the three reference directions for the rst parameterization was ob-
tained from the estimation of 1=2 given by
^
1=2
=
0@0:9679 0:2018 0:14980:2018 0:9721 0:11934
0:1498 0:1194 0:9815
1A ;
and the reference direction 4 was obtained as
~4 =
^
1=2
^4
jj^1=2^4jj
= (0:8231; 0:2159; 0:5252)t:
Obviously, ^ =
 
^
1=2
~
t
4
!
. To complete the rst parameterization it is necessary to trans-
form the slopes of the cluster 4 as jj^1=2^4jj^4j , j = 1;    ;K4, and the latent trait vectors
as ^
 1=2
^.
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To evaluate the quality of the estimation of the reference directions it was computed the
dot product between the original reference directions and the estimated reference directions.
The results were 0:9989; 0:9999; 0:9999 and 0:9995 respectively.
Table 4.3 shows a global evaluation of the estimates. The second column contains the
correlations between the true and the estimate parameters. Note that the correlations of
the item parameters were above of 0.98, and the correlations between the true and the
estimated reference composites were above of 0.95. Furthermore, it is important to see
that the mean global error for the latent traits is small.
parameter corr(:^) meanji   ^ij medianji   ^ij
q
mean(i   ^i)2
 0.9829 0.0317 0.0258 0.0424
 0.9993 0.0313 0.0222 0.0402
 0.9990 0.0123 0.0087 0.0172
1 0.9683 0.2263 0.1913 0.2505
2 0.9514 0.2282 0.1942 0.3081
3 0.9517 0.2417 0.2014 0.3088
4 0.9776 0.1577 0.1317 0.2123
 0.9798 0.1589 0.1314 0.2012
Table 4.3. Global comparison between the true and estimated parameters in the simulated test.
The last ve rows are the reference composites of each subtest and the global test.
The symbol  is used to denote the parameter and ^, its respective estimation.
Finally, gure 4.2 shows scatter plots between the true and estimate values of some
parameters.
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Figure 4.2. Scatter plots of true and the estimated parameters. In the panel, the horizontal axes
represent the true values and the vertical axes the estimate values. The left hand plot
represents the scatter plot of the slope parameters. The center panel is the scatter
plot of the intercept parameters. The right hand plot represents the scatter plot of
the reference composites of the entire test.
4.10 Real case
The data are from the admission test at the Universidad Nacional de Colombia, applied in
the second semester of 2009. The sample size was N=5096. The test was taken by more
than 35,000 people. There were seven types of tests, but the only dierence between them
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was the order of the questions. The data correspond to the complete sample of one type.
The test size was K = 113 with 5 subtests. The subtests were: textual analysis (Textual)
with K1 = 15 items, mathematics (Math) with K2 = 26 items, natural sciences (Science)
with K3 = 29 items, social sciences (Social) with K4 = 29 and image analysis (Image)
with K5 = 14 items.
4.10.1 Missing data
In the test there were 1845 missing responses that correspond to 0:32% of the responses.
The data were rst tted using the Bayesian imputation procedure showed in equation
(B.6), then we used the usual procedure that is to replace the non-responses with 0.
There were small dierences in the estimations. Simulation procedures showed that, the
parameters are better recovered when the imputation procedure is used than when the
non-responses are replaced with 0. However, in this real case, there was an extreme case
where the examinee had 112 missing responses of the 113. From the Bayesian point of
view, this is not a problem, and the DAGS algorithm worked well. However, we must be
careful with the extreme cases, because in that cases the estimation of the latent traits
of an examinee based solely on one, two or very few responses is not consistent. Results
completely dierent are obtained, depending if the only response is 1 or 0.
Since, our main goal is to illustrate the LSMIRT model, we nally decided to follow
the usual procedure, So, we replaced the non-responses with 0.
4.10.2 Preliminary Analysis of the data
To specify the LSMIRT model, the second parameterization is used. Then, it is necessary
to state the dimension of the latent trait space, the number of clusters (subtests) and
the main directions that will be aligned the coordinate axes. In this case, but also in
similar situations, the clusters are predened. If the number of clusters coincides with the
dimension of the latent trait space, the model is of approximately simple structure, and the
main directions are not necessary. In appendix C were proposed some tools to determine
and conrm the dimension of the latent trait space. The data of this section were used to
illustrate all the tools. So, the complete details can be found in the appendix. The results
in the appendix suggest that the dimension of the latent trait space is 3. The results also
suggest to align with coordinate axes the reference directions of the subtests Textual (axis
1), Math (axis 2) and Image (axis 3). This conguration was adopted.
4.10.3 Fitting the real case data
Now, we review the parameters recovered by the DAGS algorithm. In the algorithm, the
second parameterization of the model was used. In this case, we used a burning period
of 5,000 iterations. After burning, we ran 10,000 iteration with a thin period of 1. That
is, we obtained 10,000 iterations to compute the Bayesian estimations. To estimate the
variance of the estimations, it was used 100 batches of length 100. In all cases, the Bayesian
estimator was the sample mean, because the mean and the median was very similar in all
cases.
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4.10.3.1 Estimation of the reference direction of the subtests
Table 4.4 contains the components of the subtest directions estimated by the DAGS algo-
rithm. As mentioned before, the dimension of the latent trait space is 3. Let fe1; e2; e3g
be the ordered canonical base of R3. The reference directions of Math, Textual and Image
subtests were aligned with coordinate axes 1, 2 and 3 respectively, such that 1 = e1,
2 = e2 and 5 = e3. The reference directions 3 and 4 corresponding to the Science
and Social subtests were estimated. The complete subtest directions are given in table 4.5.
These results imply that Science is basically a composition of the Math and Textual latent
traits with a little component of Image and that Social is basically equivalent to Textual,
with a little component of Image.
parameter mean sd mcmc error 2.5% 0.50% 97.5%b31 0.70970 0.02716 0.00027 0.58928 0.71067 0.81753b41 0.98962 0.00275 0.00003 0.97460 0.99077 0.99800b32 0.69120 0.02870 0.00029 0.56307 0.69490 0.80182b42 0.07053 0.02104 0.00021 0.00329 0.06325 0.18015b33 0.09999 0.01379 0.00014 0.02550 0.09982 0.17695b43 0.10966 0.01505 0.00015 0.03974 0.10921 0.18203
Table 4.4. Estimated parameters of the subtest directions. Data from Admission Test of U.N.C.,
2009
direction component 1 component 2 component 3
1 1.000 0.000 0.000
2 0.000 1.000 0.000b3 0.710 0.691 0.100b4 0.990 0.071 0.110
5 0.000 0.000 1.000
Table 4.5. Estimated subtest directions. Data from Admission Test in U.N.C., 2009
4.10.3.2 Estimation of the covariance matrix
The covariance matrix that was estimated by the DAGS algorithm is given by
^ =
0@1:0000 0:7273 0:51800:7273 1:0000 0:5544
0:5180 0:5544 1:0000
1A : (4.34)
Table 4.6 shows the statistical information of the components of the covariance matrix
estimated by the DAGS algorithm. From the covariance matrix estimated by the DAGS
algorithm, we conclude that the main latent traits are highly correlated and therefore, the
reference composite of the test is a good unidimensional synthesis of the latent trait vector.
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param. mean sd mcmc err. 2.5% 0.50% 97.5%b12 0.72726 0.00931 0.00009 0.68635 0.72836 0.76483b13 0.51797 0.00909 0.00009 0.47631 0.51807 0.55885b23 0.55439 0.00606 0.00006 0.51674 0.55479 0.58941
Table 4.6. Estimated parameters of the covariance matrix. Data from Admission Test of U.N.C.,
2009
According to the results of this chapter, the subtest directions in the uncorrelated
space (parameterization 1) are obtained from b 1=2bv, after normalizing these vectors.
The subtest directions in the uncorrelated space are shown in table 4.7.
direction component 1 component 2 component 3b1 0.899 0.373 0.230b2 0.373 0.892 0.256b3 0.675 0.666 0.319b4 0.852 0.417 0.316b5 0.230 0.256 0.939
Table 4.7. Estimated subtest directions in the uncorrelated latent trait space. Data from Admis-
sion Test in U.N.C., 2009
Let B the matrix whose rows are the subtest directions shown in table 4.7. The
reference direction of the entire test in the uncorrelated space was computed as the rst
eigenvalue of BtB. That direction was given by
b = (0:693; 0:584; 0:423)t:
4.10.3.3 Item parameters
Table 4.8 shows the estimations of 50 slope parameters and table 4.9 shows the estima-
tions of the corresponding intercept parameters. In the tables, the items have their original
identier. The items of each subtest were the following: Textual 1-15, Math 16-41, Science
42-70, Social 71-99 and Image 100-113. The slope parameters were small in general, inclu-
sive in the rst parameterization. Apparently, some of the items could be omitted from
the test. However, I will not discuss about this issue.
4.10.4 Goodness of t
Some measures of goodness of t of the model were computed inside the DAGS algorithm.
For the complete details about goodness of t, Bayesian latent residual and other Bayesian
issues see appendix A.
Let Zvij be the underling latent continuous response of examinee i to the jth item of
subtest v . This is the augmented variable used in the DAGS algorithm. For any xed
linear latent predictor vij , the latent variable Zvij is given by
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item mean sd mcmc error 2.5% 0.50% 97.5%
1 0.30793 0.00409 0.00004 0.26520 0.30769 0.35262
3 0.35088 0.00454 0.00005 0.30713 0.35071 0.39453
5 0.38124 0.00715 0.00007 0.33106 0.38119 0.43148
7 0.22936 0.00487 0.00005 0.18464 0.22938 0.27537
10 0.30494 0.00533 0.00005 0.25737 0.30447 0.35655
12 0.28083 0.00530 0.00005 0.23595 0.28062 0.32645
14 0.50491 0.00831 0.00008 0.45153 0.50500 0.56014
17 0.31501 0.00509 0.00005 0.27257 0.31512 0.35851
19 0.54737 0.00699 0.00007 0.49455 0.54707 0.60204
21 0.51657 0.00658 0.00007 0.46872 0.51624 0.56710
23 0.24704 0.00457 0.00005 0.20419 0.24691 0.29022
26 0.91199 0.01582 0.00016 0.83912 0.91137 0.98898
28 0.51711 0.00814 0.00008 0.46355 0.51725 0.57250
30 0.17121 0.00409 0.00004 0.12989 0.17133 0.21221
33 0.34915 0.00663 0.00007 0.30037 0.34929 0.39789
35 0.02274 0.00250 0.00003 0.00108 0.02048 0.05779
37 0.06536 0.00375 0.00004 0.02372 0.06531 0.10712
39 0.01680 0.00167 0.00002 0.00069 0.01437 0.04595
42 0.51616 0.00627 0.00006 0.47294 0.51591 0.56125
44 0.07122 0.00280 0.00003 0.04268 0.07118 0.10042
46 0.05389 0.00266 0.00003 0.02396 0.05371 0.08316
49 0.03550 0.00229 0.00002 0.00846 0.03539 0.06325
51 0.13005 0.00263 0.00003 0.10281 0.12992 0.15888
53 0.00662 0.00075 0.00001 0.00017 0.00491 0.02185
55 0.09379 0.00335 0.00003 0.06244 0.09392 0.12491
58 0.32945 0.00425 0.00004 0.29540 0.32903 0.36459
60 0.12812 0.00335 0.00003 0.09714 0.12796 0.15852
62 0.13511 0.00288 0.00003 0.10649 0.13504 0.16414
65 0.10781 0.00294 0.00003 0.07896 0.10759 0.13692
67 0.12151 0.00262 0.00003 0.09285 0.12139 0.15073
69 0.18672 0.00331 0.00003 0.15444 0.18670 0.21934
71 0.01933 0.00191 0.00002 0.00103 0.01749 0.04844
74 0.03499 0.00281 0.00003 0.00515 0.03442 0.06973
76 0.15081 0.00403 0.00004 0.11335 0.15097 0.18837
78 0.19266 0.00458 0.00005 0.15406 0.19240 0.23233
81 0.35470 0.00741 0.00007 0.30385 0.35435 0.40599
83 0.17787 0.00406 0.00004 0.14011 0.17754 0.21655
85 0.09590 0.00369 0.00004 0.06042 0.09578 0.13328
87 0.10057 0.00419 0.00004 0.06261 0.10033 0.13936
90 0.29702 0.00704 0.00007 0.25037 0.29666 0.34539
92 0.24870 0.00529 0.00005 0.20626 0.24868 0.29146
94 0.20889 0.00517 0.00005 0.16998 0.20872 0.24794
97 0.24525 0.00579 0.00006 0.20512 0.24502 0.28700
99 0.18279 0.00513 0.00005 0.14221 0.18267 0.22388
101 0.58574 0.00738 0.00007 0.53233 0.58575 0.63923
103 0.51317 0.00635 0.00006 0.46116 0.51322 0.56621
106 0.12673 0.00579 0.00006 0.07756 0.12685 0.17579
108 0.88377 0.01694 0.00017 0.80680 0.88334 0.96433
110 0.46272 0.00805 0.00008 0.40886 0.46195 0.51855
113 0.77583 0.01069 0.00011 0.71284 0.77555 0.83960
Table 4.8. Estimated slope parameters. Data from Admission Test of U.N.C., 2009
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item mean sd mcmc error 2.5% 0.50% 97.5%
1 -0.27720 0.00294 0.00003 -0.31345 -0.27722 -0.24099
3 -0.19206 0.00331 0.00003 -0.22810 -0.19203 -0.15583
5 -0.94278 0.00477 0.00005 -0.98661 -0.94258 -0.89945
7 -0.79944 0.00404 0.00004 -0.83936 -0.79921 -0.76036
10 -0.84630 0.00448 0.00004 -0.88828 -0.84626 -0.80408
12 -0.62801 0.00333 0.00003 -0.66705 -0.62804 -0.58998
14 -0.83555 0.00659 0.00007 -0.88266 -0.83535 -0.79028
17 0.37025 0.00308 0.00003 0.33342 0.37012 0.40871
19 -0.41134 0.00487 0.00005 -0.45187 -0.41153 -0.37070
21 0.51848 0.00441 0.00004 0.47702 0.51853 0.56081
23 0.52696 0.00344 0.00003 0.49014 0.52680 0.56437
26 0.93145 0.01035 0.00010 0.87510 0.93118 0.98871
28 0.91165 0.00549 0.00005 0.86453 0.91161 0.95772
30 0.39290 0.00292 0.00003 0.35728 0.39274 0.42878
33 0.92709 0.00520 0.00005 0.88282 0.92717 0.97069
35 0.59045 0.00315 0.00003 0.55422 0.59040 0.62660
37 0.62305 0.00325 0.00003 0.58545 0.62316 0.65888
39 0.35210 0.00283 0.00003 0.31749 0.35181 0.38713
42 -0.62438 0.00675 0.00007 -0.67098 -0.62454 -0.57799
44 0.43032 0.00296 0.00003 0.39474 0.43017 0.46590
46 0.62745 0.00302 0.00003 0.59053 0.62752 0.66487
49 0.12464 0.00241 0.00002 0.08971 0.12437 0.16002
51 0.20616 0.00274 0.00003 0.17049 0.20634 0.24125
53 1.19533 0.00427 0.00004 1.15086 1.19534 1.24024
55 0.86565 0.00382 0.00004 0.82651 0.86551 0.90583
58 -0.41486 0.00383 0.00004 -0.45353 -0.41485 -0.37509
60 0.71574 0.00336 0.00003 0.67690 0.71578 0.75483
62 0.36777 0.00331 0.00003 0.33199 0.36787 0.40401
65 0.22512 0.00283 0.00003 0.18921 0.22511 0.26122
67 0.35794 0.00254 0.00003 0.32170 0.35794 0.39381
69 0.82153 0.00388 0.00004 0.78073 0.82173 0.86253
71 -0.10109 0.00260 0.00003 -0.13577 -0.10103 -0.06568
74 0.15337 0.00244 0.00002 0.11904 0.15326 0.18741
76 0.09902 0.00278 0.00003 0.06457 0.09901 0.13347
78 0.30994 0.00310 0.00003 0.27296 0.31020 0.34585
81 -0.89298 0.00440 0.00004 -0.93619 -0.89302 -0.84917
83 -0.21238 0.00289 0.00003 -0.24793 -0.21231 -0.17605
85 0.06473 0.00317 0.00003 0.02974 0.06469 0.09916
87 0.66139 0.00292 0.00003 0.62398 0.66158 0.69862
90 0.89931 0.00487 0.00005 0.85691 0.89926 0.94317
92 0.76327 0.00362 0.00004 0.72423 0.76321 0.80372
94 -0.13952 0.00303 0.00003 -0.17500 -0.13967 -0.10440
97 -0.24184 0.00290 0.00003 -0.27782 -0.24202 -0.20582
99 0.83287 0.00370 0.00004 0.79402 0.83287 0.87328
101 0.06880 0.00441 0.00004 0.02916 0.06893 0.10884
103 -0.50860 0.00411 0.00004 -0.54956 -0.50851 -0.46836
106 0.92910 0.00418 0.00004 0.88875 0.92879 0.97093
108 -0.96529 0.01113 0.00011 -1.02976 -0.96438 -0.90604
110 -0.67858 0.00486 0.00005 -0.72140 -0.67849 -0.63655
113 -0.18519 0.00607 0.00006 -0.22828 -0.18546 -0.14100
Table 4.9. Estimated intercept parameters. Data from Admission Test of U.N.C., 2009
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Zij = vij + vij ; vij  N(0; 1): (4.35)
The Bayesian latent residual corresponding to the binary observation Yvij is dened as
vij = Zvij   vij : (4.36)
These Bayesian latent residuals are the basis to dene the statistics to asses the tting
of the model to the data, Fox(2010).
4.10.4.1 Outlier detection
According to Albert & Chib(1995) and Fox(2010), an observation is considered an outlier
if the absolute of the residual is greater than some prespecied value q times the standard
deviation. That is, Yvij is considered an outlier if P (jvij j > qjYvij) is large. We used q = 2
and compute the posterior probability. The number of residuals with probability greater
that 0.2 to be outliers was 2922 that correspond to (0:51%) of the total of observations.
Additionally, the number of residuals such jevij j > 1:5 was 8069, that correspond to (1:4%)
of the responses. Since this percent is less that 5% there is no reason to concern Fox(2010).
4.10.4.2 Person Fit
A measure to evaluate the t of a response pattern of a person i under the LSMIRT model
based on the Bayesian latent residuals is given by
X2p;i =
mX
v=1
KvX
j=1
(Zvij   vij)2 =
mX
v=1
KvX
j=1
2vij : (4.37)
Since each Bayesian latent residual has standard normal distribution, and under the as-
sumption of conditional independence the statistic X2p;i has a chi-square distribution with
K degrees of freedom. That distribution can be used as a reference distribution to evalu-
ate the extremeness of the sum of square residuals. The corresponding posterior p-value is
dened as
p0(X
2
p;i) =
Z
P (2K > X
2
p (zi)p(zijyi)dzi; (4.38)
where yi represents the response pattern of a person i and zi the corresponding latent
response pattern. The posterior p-value is computed at each step of the DAGS algorithm,
and the mean is the estimate of the posterior p-value.
The p-values in real case data were between 0.13 and 0.80.
4.10.4.3 Item Fit
Similarly, an item t statistic is dened as
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X2item;j =
NX
i=1
(Zvij   vij)2 =
NX
i=1
2vij ; (4.39)
and the corresponding posterior p-value is dened as
p0(X
2
item;vj) =
Z
P (2N > X
2
item(zj)p(zj jyj)dzj ; (4.40)
The p-values in real case data were between 0.48 and 0.52.
4.11 Discussion
In this chapter was introduced the linear latent structure MIRT (LSMIRT) model. The
model has been thought to be used in large-scale assessment tests designed explicitly to
measure more than one latent trait. It was assumed that the tests are split into subtests
and that each subtest is designed to measure mainly a unique unidimensional latent trait.
A discussion about the concept of dimension in the item response theory was the central
issue in the chapter. Reckase(2009) points out that the dimension of the latent trait space
and the dimension of a test are dierent. According to Reckase, the dimension of the latent
trait space is an underlying property of the examinees, while the dimension of the test is a
design property of the test. Obviously, the latent trait space depends on the design of the
test. When a test is designed to measure some specic latent traits, the examinees require
certain abilities to answer the test successfully. However, the dimension of the ability space
does not coincide necessarily with the number of latent traits that the test attempts to
measure.
The LSMIRT model is a multidimensional item response theory model where the items
have a cluster structure. The model is based on the assumption that the dimension of
the latent trait space is smaller than the number of subtests (clusters) of the test. The
LSMIRT model is equivalent to a factor analysis model of dichotomized variables, where
the factors are just the latent traits. The dimension of the test was dened as the number
of clusters of the test, and the dimension of the latent trait space was dened as the number
of factors of that model. Consequently, the dimension of the test is a design property while
the dimension of the latent trait space is a characteristic of the response data.
In the LSMIRT model, there are two types of latent traits that are considered: the
main latent traits and the basic latent traits. The main latent traits correspond to those
abilities that the test attempts to measure. Thus, the main latent traits are dened by the
design of the test, and can be interpreted directly form the underlying theory that leads
the test design. On the other hand, the basic abilities are the components of the latent
trait vector of the examinees. In general, these latent traits are not interpretable directly.
In the LSMIRT model, the main latent traits are linear combinations of the basic latent
traits.
In chapter 3, it was dened the concept of reference direction of a subtest as the direc-
tion along which the subtest discriminates better on average. The reference direction of the
subtest are estimated directly in the LSMIRT model. This is an important characteristic
of the LSMIRT model, because the main latent traits are just the reference composites of
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the subtests. This implies, that basic and the main latent traits are estimated directly.
Furthermore, the covariance structure of the basic latent traits is also estimated.
Two equivalent parameterizations were proposed for the model. In the rst, it is as-
sumed that the basic latent traits are uncorrelated, so any linear combination of them
has the same scale. In this parameterization, the basic latent traits do not have a di-
rect interpretation and all the main latent traits that are measured by the test are linear
combinations of the basic latent traits.
To estimate the parameters of the model, the second parameterization of the model
was adopted. Following this parameterization, some of the main latent traits that the
test attempts to measure are identied with the coordinate axes of the latent trait space.
The other latent traits can be described as combinations of the basic latent traits. This
interpretation may be useful to the experts. In appendix C is shown how to decide which
main latent traits may be identied with the coordinate axes of the latent trait space.
A data augmentation Gibbs sampler (DAGS) algorithm was implemented to t the
LSMIRT model. The simulation results showed that the parameters are well recovered by
the DAGS algorithm.
To illustrate the use of the LSMIRT model, it was utilized the response data of a test
from Universidad Nacional de Colombia. The test had 5 subtest to measure respectively
Textual, Math, Science, Social and Image. Each subtest was unidimensional. However, all
the items in the test are correlated and the dimension analysis reveals that the data have
dimension 3. One can consider basically two types of classical models to t the data. The
rst option is to consider a MIRT model. In this case, the dimension of the latent space
is 3. However, in this case the cluster structure of the items and the fact that each cluster
measures an unidimensional latent trait is omitted. The second option is to adopt a simple
structure model. In this case, it is assumed that the dimension of the latent trait space is
5. In both cases, the models are over parameterized. The LSMIRT model seemed to be
a better option to t the data. The statistical analysis of goodness of t showed that the
LSMIRT model tted well the data.
After tting the data, we can explore an interesting characteristic of the LSMIRT model
which can be useful for the experts. When, the rst parameterization is used, some of the
main latent traits can be identied with the basic latent traits. Consequently, the other
main latent traits can be interpreted in terms of that latent traits. For example, in the
current case, the main latent trait Social is a composite of Textual (85%), Math (6%) and
Image (9%).
The LSMIRT model introduced in this chapter seems to be more natural to t data
from tests designed to measures several specic latent traits, where a cluster structure is
available. The LSMIRT model is in general more parsimonious than the existing models.
In the simulations, the data were generated using more general models that the LSMIRT
model. The responses in the simulated tests were generated using MIRT models. However,
the cluster structure of the tests and the fact that each subtest measures essentially a main
latent trait were incorporated in the MIRT models. The results of section 4.9.2 showed
that the LSMIRT model tted well the data in this case, so the classical MIRT model can
be replaced by a LSMIRT model in these situations.
CHAPTER 5
Latent Linear Structure MIRT Models with Testlet
Eects
In this chapter, the LSMIRT model is extended to include testlet eects. Testlets are sets of
items grouped into bundles, marked by shared common stimulus materials, common item
stems, or common item structures. Testlets are common in large tests, due to eciency
reasons associated to test design and the response times of the examinees. The admission
test of the Universidad Nacional de Colombia used in this work includes testlets. Models
for tests that include testlets have been proposed previously for the unidimensional case.
However, for the multidimensional case, and specically for the case of tests that include
multiple subtests, this is apparently the rst work. The LSMIRT model is useful in large
tests with multiple subtests, where it is usual the presence of testlets. This is the reason
to add a new component to the LSMIRT model.
5.1 Introduction
The main interest in the item response theory is the estimation of a latent trait vector of
each one of the examinees. A binary test is designed by the experts as a tool to estimate that
latent trait vector. Each item in a test is designed to obtain some information about one
or more components of the latent trait vector of the examinees. A cornerstone of the item
response theory is the assumption of local independence, which posits that responses to test
items are conditionally independent, given a latent trait vector. In practice, conditional
independence fails if testlet eects are included.
Responses to items belonging to the same testlet tend to be conditionally dependent.
One way to take testlet eects into account is by incorporating specic dimensions in
addition to the general dimension into the IRT model, Rijmen(2009). The term testlet
was introduced by Wainer & Kiely(1987), who dened a testlet as an aggregation of items
on a single theme (based on a single stimulus) such as in a reading comprehension test.
In this case, a testlet might be dened as the passage and the set of four to twelve items
that are paired with the passage. Rosenbaum(1988), proposed the name of item bundle to
denote item subsets sharing common test stimulus. He also proposed the idea of bundle
independence, which is to assume that the bundle response patterns rather than individual
items are conditionally independent given the latent traits of the examinees.
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Some other authors have contributed to the development of the testlet theory. Wilson
& Adams(1995) used a multinomial logit model with random coecients to investigate the
violation of the conditional independence assumption due to the item bundle. Bradlow,
Wainer & Wang(1999), Wainer, Bradlow & Du(2000), Wang, Bradlow & Wainer(2002) and
Li, Bolt & Fu(2006) have proposed models in which a random eect parameter is added
to model the local dependence among items within the same testlet. The work of Li et al.,
inspired the LSMIRT model with testlet eects proposed in this chapter.
5.2 Alternative Models for Testlets
Li, Bolt & Fu(2006) and more recently Rijmen(2009) have compared alternative models for
testlets. In this section, we review the models described by Li et al. In a general approach,
the classical two-parameter normal ogive (2PNO) testlet model can be written as
P (Yij = 1j) = [j(i   'i(j))  j ] (5.1)
where P (Yij = 1j) is the probability that examinee i answers item j correctly, given
all parameters j ; i; 'i(j) and j ,  denotes the cumulative distribution function (cdf)
of a standard normal distribution, i represents the latent trait of examinee i, j is the
parameter associated to the diculty of item j, also called intercept parameter, j denotes
the discrimination parameter of item j, also called slope parameter, and 'i(j) is a random
eect that represents the interaction of person i with testlet (j). (j) is the testlet
containing the item j. In this model, it is assumed that i  N(0; 1), and that 'i(j) 
N(0; 2'(j)). The variances 
2
't , which are allowed to vary across testlets, indicate the
amount of local dependence in each testlet. If the variance 2't is zero, the items within
the testlet t can be considered conditionally independent. As the variance increases, so
does the amount of local dependence.
Parameter 'i(j) can be interpreted as a random shift in examinees' ability due to the
presence of a secondary dimension associated with the passage. This interpretation implies
that it is questionable that an item should be expected to have the same discrimination
parameter j for 't and . Based on this interpretation Li et al. proposed a more general
model given by
P (Yij = 1j) = [ji   j'i(j)   j ] (5.2)
where the testlet eect 't is treated as another latent trait dimension in a MIRT model.
To solve the problem of non-identiability, Li et al. assumed that  and 't are uncorre-
lated and that both have a standard normal distribution. Additionally, they proposed two
constraints to have two alternative models. The rst alternative implies to assume that
j =
q
MDISC2j   2j , where MDISCj be the multidimensional discrimination parame-
ter of item j, Reckase(2009). In the second alternative it is assumed that j = 1, for all
j. Simulations and real cases showed that the best model is the general model without
constraints.
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5.3 The LSMIRT model with testlet eects
The following are the assumptions of the proposed model.
1. The test is split into m subtests. It is assumed that each subtest is essentially one-
dimensional, therefore, each subtest measures only a main latent trait. Each subtest
has Kv items, so the entire test has K = K1 +K2 +   Km items.
2. The test contains testlests. That is, there exist subsets of items that are associ-
ated to a unique stimulus. There are T testlets. Each testlets has nt items. The
teslests overlap the subtests. The local independence of the responses is recovered
by modeling the testlet eects. Not all items belong to a testlet.
3. It is assumed that the basic latent traits correspond to random sample drawn from
a multivariate normal distribution Nd(0;), where  is a correlation matrix, with
d  m.
4. The testlet eects are modeled as independent random eects 'it  N(0; 2't), i =
1;    ; N , t = 1;    ; T .
5. It is assumed that the latent trait vectors and the random eects are all independent.
6. The link function is the standard normal ogive, denoted ()
7. Guessing parameters are not included.
For ease, in this chapter the notation of the previous chapter is modied. A simple index
j will be used to denote the item parameters. The slopes (the discrimination parameters)
will be denoted j , and the intercept parameters will be denoted as j . The classical
diculty parameter is given by bj = j=j . Let v(j) be the subtest to which item j
belongs, let (j) be the testlet to which item j belongs. Let j = (j ; j)t. The model is
specied as
P (Yij = 1jj ;v(j);i; 'i(j)) = (jtv(j)i   j   'i(j)): (5.3)
Consequently, the normal ogive LSMIRT model is adjusted with a random eect pa-
rameter to account for a testlet eect. The sign of the testlet parameter leads to higher
(negative sign) or a lower (positive sign) success probability, Fox(2010). Let Zij be the
augmented latent continuous response data associated to the binary response data Yij , see,
appendix A, for details. Then, Zij  N(jtv(j)i   j   'i(j); 1) and Yij is the indicator
that Zij is positive. We have that
P (Yij = 1jj ;v(j);i; 'i(j)) = P [Zij > 0jj ;v(j);i; 'i(j)]
=
Z 1
0
(x;j
t
v(j)i   j   'i(j); 1)dx (5.4)
= (j
t
v(j)i   j   'i(j)):
For xed item parameter values j 6= k, and, under the independence assumptions, it
follows that
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Cov(Zij ; Zik) = Cov(j
t
v(j)i; k
t
v(k)i) + Cov('i(j); 'i(k))
=
(
jk
t
v(j)v(k) + 
2
'(j)
if (j) = (k)
jk
t
v(j)v(k) if (j) 6= (k):
(5.5)
Thus, when the items j and k belong to the same testlet the additional dependence is
capture by the testlet parameters.
On the other hand, the conditional probability of Yij given j ;v(j) and i can be
expressed as the expected conditional success probability given by
P (Yij = 1jj ;v(j);i) =
Z
(j
t
v(j)i   j   u)(u; 0; 2'(j))du; (5.6)
where (u; 0; 2'(j)) represents the density of the normal distribution N(0; 
2
'(j)
). In the
following result, we state that the model given by equation (5.6) is a LSMIRT model
without testlet eects. This fact justies the use of the normal ogive link.
Lemma 5. The marginal LSMIRT model with testlet eects dened in equation (5.6) is a
LSMIRT model without testlet eects.
Proof. Let j = (j ; j)t and suppose that Zij represents a random variable distributed as
N(0; 1). Then, the conditional probability of Yij = 1 given j , v(j) and i can be written
as
P [Yij = 1jj ;v(j);i] = E[(jtv(j)i   j   'i(j))] (5.7)
= E[P (Zij  jtv(j)i   j   'i(j)j'i(j))]
= P (Zij  jtv(j)i   j   'i(j))
= P (Zij + 'i(j)  jtv(j)i   j)
= 
 
j
t
v(j)i jq
1+2
(j)
!
= 

j
t
v(j)i   j

(5.8)
where the third identity holds since the expected value of the conditional probability is the
unconditional probability, and
j = jq
1+2
(j)
j = jq
1+2
(j)
: (5.9)
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Equations (5.5) and (5.9) reveals the impact of the testlet structure in the test. Larger
values of 2t imply greater covariance between the items of the same testlet and smaller slope
and intercept parameters of the corresponding items. Additionally, lemma 5 implies that,
if the testlet eects are ignored in the estimation process, the item parameters estimated
by the DAGS algorithm are the parameters of the marginal model.
In the next sections, we review the accuracy of the estimations obtained from the
estimation algorithm developed to implement the model, and then we t the real case data
including testlet eects.
5.4 Simulation
A data augmentation Gibbs sampler (DAGS) algorithm was written in R to estimate
the parameters of the LSMIRT model with testlet eects. The complete set of the full
conditional posterior distributions can be consulted in appendix B. A burning period of
2000 iterations was run. Then, 5000 iterations were generated to obtain the estimations of
this section.
5.4.1 The simulated test
A test of size K = 100 was generated. The simulated test had four clusters (subtests).
Each one of the 100 items was assigned to a cluster(subtest), such that each cluster had
25 items. Consequently, K1 = K2 = K3 = K4 = 25. The items 1 to 25 were assigned
to subtest 1; items 26 to 50 were assigned to subtest 2; items 51 to 75 were assigned to
subtest 3; items 76 to 100 were assigned to subtest 4.
Additionally, four testlets were generated, and the items were assigned as follows. Items
1 to 16, 32 to 42 and 62 to 80 were assigned to testlet 1; items 18 to 24 were assigned
to testlet 2; items 40 to 50 were assigned to testlet 3; items 90 to 100 were assigned to
testlet 4. The sizes of the testlets were respectively: n1 = 46, n2 = 7, n3 = 7 and n4 = 11.
Therefore, 71 items were in one testlet and 29 were not assigned to any testlet.
The subtest structure and the testlet structure were overlapped. Then, some subtests
include more than one testlet, and the items in some testlets belong to dierent subtests.
This is the more general case that can be considered in this work. The admission tests of
Universidad Nacional de Colombia has this structure.
The item parameters were generated as follows. The slope parameters of the latent
traits are denoted as j and were generated from a lognormal distribution with parameters
(0; 0:25). The j parameters resulting were between 0.53 and 1.98. The j parameters were
generate from a standard normal distribution. The j parameters resulting were between
 2:57 and 2:14.
The parameters 2't were xed in the values (0:1; 0:3; 0:5; 0:2)
t. The random eects 'ij
were generated independently from the normal distributions N(0; 2(j)).
To generate the item directions we dened initially four directions in R3. That di-
rections were respectively (1:0; 0:1; 0:2)t, (0:2; 1:0; 0:1)t, (0:1; 0:1; 1:0)t and (0:6; 0:1; 0:4)t.
These vectors were normalized and then all components were perturbed with random
numbers sampled from the uniform distribution U( 0:25; 0:25). The negative components
resulting were replaced with 0.0 and the vectors were renormalized.
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A sample of N = 5000 latent traits were generated from a multivariate normal dis-
tribution N4(0; I3). Finally, the N  K matrix of binary responses was generated using
a classical MIRT model. The probability of a correct response was computed using the
equation
P (Yij = 1ji;j ; j ; j ; 'i(j)) = (jtji   j   'i(j));
i = 1    ; N ; j = 1;    ;K:
where j is the direction vector of item j. Then, a random number u was obtained from the
uniform distribution in the range [0; 1]. If the probability of correct response was greater
or equal than u, we assigned 1 to the response. Otherwise, 0 was assigned Kromrey,
Parshall & Chason(1999). Note that to have a more realistic situation, the responses were
generated using the directions j in place of (j). Thus an additional noise is introduced
in the response model. We did the same in the previous chapter.
5.4.2 Results
According to the results of chapter 4, we used the rst parameterization of the LSMIRT
model to generate the response data, and the second parameterization to t the data.
Table 5.1 shows the true subtest directions that were used to generate the simulated data.
direction component 1 component 2 component 3
1 0.976 0.098 0.195
2 0.195 0.976 0.098
3 0.099 0.099 0.990
4 0.824 0.137 0.549
Table 5.1. Subtest directions used to generate the simulated data test in the uncorrelated latent
trait space
Using the second parameterization of the LSMIRT model, the DAGS algorithm recov-
ered the direction 4 and the covariance matrix in the correlated space. The direction that
was recovered by the DAGS algorithm was
b4 = (0:829; 0:217; 0:515)t:
The true and the estimated covariance matrices were given respectively by
 =
0@1:000 0:386 0:3170:386 1:000 0:258
0:317 0:258 1:000
1A and b =
0@1:000 0:416 0:3120:416 1:000 0:262
0:312 0:262 1:000
1A :
As it was shown in the previous chapter, the original directions in the uncorrelated
space (parameterization 1) are obtained from b 1=2bv, after normalizing these vectors.
The subtest directions in the uncorrelated space are shown in table 5.2. It can be veried
that the dot product between the true and the estimated directions was greater or equal
than 0.999 in all the cases.
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direction component 1 component 2 component 3b1 0.968 0.205 0.147b2 0.205 0.971 0.119b3 0.147 0.119 0.982b4 0.829 0.217 0.515
Table 5.2. Subtest directions recovered for the simulated data test in the uncorrelated latent trait
space
Let B the matrix whose rows are the subtest directions shown in table 5.9. The
reference direction of the complete test was computed as the rst eigenvalue of BtB. The
true and the estimated reference directions of the test were respectively
 = (0:734; 0:386; 0:559)t and b = (0:733; 0:419; 0:536)t:
The true and estimated variances of the testlet eects were respectively
2' = (0:1; 0:3; 0:5; 0:2)
t and b2' = (0:090; 0:275; 0:491; 0:156)t:
Tables 5.3 and 5.4 show the true and estimated item parameters. The tables show the
estimations using both, the LSMIRT model and the LSMIRT model with testlet eects.
The true and the estimated slope parameter had a correlation of 0.98 when the data was
estimated with testlet eects. In the model without testlet eects the correlation was 0.967.
The correlations between the true and estimated intercept parameters were respectively
0.999 and 0.998.
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item true est. (testlets) est. (no testlets) err. (testlets) err. (no testlets)
1 0.76089 0.78446 0.79076 0.02357 0.02987
3 1.42670 1.46056 1.42533 0.03386 -0.00137
5 0.84694 0.81269 0.81552 -0.03424 -0.03141
7 1.21655 1.18506 1.16813 -0.03149 -0.04842
9 1.01440 1.06104 1.07069 0.04663 0.05628
11 0.79333 0.86084 0.86308 0.06751 0.06974
13 0.64517 0.63757 0.64649 -0.00760 0.00132
15 0.73641 0.70565 0.70224 -0.03076 -0.03417
17 0.83776 0.80623 0.79414 -0.03154 -0.04362
19 1.13812 1.06422 0.98838 -0.07390 -0.14973
21 1.27713 1.25190 1.15803 -0.02523 -0.11909
23 0.97916 0.95463 0.89202 -0.02453 -0.08714
25 1.44788 1.30892 1.27125 -0.13896 -0.17663
27 1.28112 1.26075 1.18233 -0.02037 -0.09879
29 1.10082 1.10155 1.04573 0.00073 -0.05509
31 0.94260 0.91575 0.88239 -0.02686 -0.06021
33 1.11042 1.10843 1.08385 -0.00199 -0.02657
35 0.85041 0.82117 0.83079 -0.02924 -0.01962
37 0.75086 0.71621 0.72024 -0.03465 -0.03062
39 1.00868 0.98074 0.97480 -0.02794 -0.03388
41 1.44448 1.36601 1.30059 -0.07848 -0.14389
43 1.27761 1.20632 1.15745 -0.07129 -0.12016
45 0.81222 0.84592 0.81441 0.03370 0.00219
47 1.12475 1.03140 0.98717 -0.09335 -0.13758
49 0.63493 0.64936 0.64924 0.01443 0.01431
52 0.83147 0.91720 0.89981 0.08573 0.06834
54 0.87728 0.76901 0.76250 -0.10827 -0.11477
56 0.89121 0.89054 0.87097 -0.00067 -0.02024
58 0.78571 0.76563 0.75099 -0.02007 -0.03472
60 1.08376 1.08650 1.05967 0.00274 -0.02410
62 1.11100 1.06940 1.07037 -0.04160 -0.04063
64 0.98670 0.93966 0.95438 -0.04704 -0.03232
66 0.78292 0.72864 0.75040 -0.05428 -0.03252
68 0.95908 0.97463 0.98926 0.01555 0.03017
70 1.14369 1.13509 1.16026 -0.00860 0.01657
72 0.81917 0.83793 0.83437 0.01875 0.01520
74 0.97157 0.94478 0.96313 -0.02679 -0.00844
76 0.68538 0.66262 0.67576 -0.02276 -0.00961
78 1.24441 1.23324 1.23309 -0.01118 -0.01132
80 0.81410 0.80080 0.80821 -0.01330 -0.00589
82 0.98832 0.99811 0.94973 0.00979 -0.03859
84 0.88624 0.91912 0.89083 0.03287 0.00458
86 0.69224 0.67967 0.65606 -0.01256 -0.03618
88 1.59866 1.40035 1.31367 -0.19830 -0.28499
90 0.73902 0.73494 0.70278 -0.00408 -0.03624
92 0.76784 0.76787 0.72445 0.00003 -0.04339
94 1.75954 1.68694 1.57043 -0.07259 -0.18911
96 0.97572 0.98442 0.92525 0.00870 -0.05047
98 0.82021 0.75989 0.71539 -0.06032 -0.10482
rsme 0.04847 0.07467
Table 5.3. Recovered slope parameters (j). Simulated case. 100 items
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item true est. (testlets) est. (no testlets) err. (testlets) err. (no testlets)
1 -0.62678 -0.64145 -0.62874 -0.01467 -0.00196
3 0.84143 0.85076 0.82167 0.00933 -0.01976
5 0.00066 -0.00753 -0.00977 -0.00819 -0.01043
7 -0.38401 -0.39192 -0.38514 -0.00791 -0.00113
9 -0.52435 -0.55221 -0.54734 -0.02786 -0.02298
11 0.57395 0.56392 0.54848 -0.01003 -0.02547
13 -0.15505 -0.17500 -0.17258 -0.01995 -0.01753
15 -0.21416 -0.23542 -0.23059 -0.02126 -0.01642
17 -1.19790 -1.19076 -1.18365 0.00714 0.01424
19 -0.05078 -0.03144 -0.02762 0.01934 0.02316
21 0.57181 0.61838 0.55889 0.04657 -0.01292
23 -0.41304 -0.38970 -0.35245 0.02334 0.06059
25 -1.89861 -1.80945 -1.77856 0.08917 0.12005
27 -1.12854 -1.15982 -1.11502 -0.03128 0.01352
29 0.54235 0.54519 0.53152 0.00284 -0.01083
31 0.14604 0.17154 0.17049 0.02550 0.02445
33 0.75937 0.72832 0.70722 -0.03105 -0.05215
35 -0.17141 -0.17646 -0.17228 -0.00505 -0.00088
37 -0.65247 -0.66004 -0.64131 -0.00757 0.01116
39 0.13947 0.13071 0.12909 -0.00876 -0.01038
41 -1.26801 -1.19868 -1.13803 0.06932 0.12997
43 0.74279 0.71352 0.69748 -0.02927 -0.04531
45 0.03318 -0.00082 0.00078 -0.03400 -0.03240
47 0.08292 0.06670 0.05776 -0.01623 -0.02517
49 0.40801 0.39318 0.33871 -0.01483 -0.06930
52 -0.92373 -0.92630 -0.91870 -0.00257 0.00503
54 -1.45944 -1.36294 -1.35936 0.09650 0.10008
56 -0.32647 -0.29822 -0.29635 0.02825 0.03012
58 -0.35914 -0.35981 -0.35811 -0.00067 0.00103
60 -1.13583 -1.11740 -1.10433 0.01843 0.03150
62 0.12833 0.10866 0.10687 -0.01967 -0.02146
64 1.52536 1.44900 1.42422 -0.07637 -0.10114
66 0.60621 0.58671 0.57603 -0.01951 -0.03019
68 -0.43041 -0.45474 -0.44907 -0.02434 -0.01866
70 0.95918 0.89386 0.88692 -0.06533 -0.07226
72 -2.14356 -2.14345 -2.09245 0.00012 0.05112
74 0.22485 0.19696 0.19403 -0.02789 -0.03082
76 0.68208 0.64573 0.63359 -0.03635 -0.04849
78 1.85068 1.82963 1.80930 -0.02105 -0.04138
80 -1.44718 -1.40287 -1.38269 0.04432 0.06449
82 0.81155 0.77839 0.75902 -0.03316 -0.05253
84 -1.28736 -1.33660 -1.32026 -0.04923 -0.03290
86 -0.18541 -0.19870 -0.19665 -0.01328 -0.01123
88 -1.60535 -1.43456 -1.37877 0.17079 0.22658
90 -1.20883 -1.23141 -1.16246 -0.02257 0.04637
92 0.67058 0.62575 0.58448 -0.04483 -0.08610
94 -1.61486 -1.56814 -1.47265 0.04671 0.14220
96 0.35311 0.32946 0.30794 -0.02365 -0.04517
98 1.52497 1.40723 1.31844 -0.11774 -0.20653
rsme 0.04506 0.07403
Table 5.4. Recovered intercept parameters (j). Simulated case. 100 items
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Table 5.5 shows the correlations between the true and the estimated composites com-
puted from the output of the DAGS algorithm. Columns comp. 1 to comp. 4 are the
correlations between the true and estimated composites of each subtest. The last column
is the correlation between the true and the estimated composite of the entire test.
model comp. 1 comp. 2 comp. 3 comp. 4 ref. comp.
with testlets 0.95806 0.93541 0.94374 0.96609 0.96717
without testlets 0.95287 0.92756 0.93850 0.95997 0.96035
Table 5.5. Correlations between the true and the correlated composites in the simulated data
case.
From table 5.5, follows that the correlations between the true and the recovered refer-
ence composites were better in the model with testlet eect, as it was expected. However,
there are only little dierences. Furthermore, the correlations were above 0:935, so the
latent traits are well recovered. The good results are in part due to the sizes of the sample
and the test. In smaller samples and tests, the results are less accuracy, as usual in item
response theory.
5.5 Real case
The data is the same used in the previous chapter. In that chapter the testlet structure
was ignored.
5.5.1 The data
The data are from the admission test at the Universidad Nacional de Colombia, applied
for the second semester of 2009. The sample size was N=5096. The test was taken by more
than 35,000 people. There were seven types of tests, but the only dierence between was
the ordering of the questions. The data correspond to the complete sample of one type.
The test size was K = 113 with ve subtests and nine testlets. The items were reindexed
to be used with DAGS algorithm, as follows
The subtests were:
1. Textual analysis (Textual): items 1 to 15.
2. Mathematics (Math): items 16 to 41.
3. Natural Sciences (Science): items 42 70.
4. Social Sciences (Social): items 71 to 99.
5. Image analysis (Image): items 100 to 113.
Thus, the subtest sizes were respectively K1 = 15, K2 = 26 , K3 = 29, K4 = 29 and
K5 = 14. The testlets were:
1. "es mejor con queso" (Arepa): items 1 to 5, 16 to 24, 42 to 51, 71 and 72.
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2. "aromas y texturas para el paladar" (Aroma): items 6 to 11 and 73 to 82.
3. "Arepa y Aroma" (AA): items 12 to 15.
4. "obrero" (Worker): items 52 to 57.
5. "color de los fuegos articiales" (Color): items 58 to 63.
6. "reproducción" (Reproduction): items 64 to 70.
7. "mapa" (Map): items 83 to 85.
8. "cuadrados" (Square): items 100 and 101.
9. "rompecabezas" (Puzzle): items 108 to 110.
Thus, the testlet sizes were respectively n1 = 26, n2 = 16, n3 = 4, n4 = 6, n5 = 6,
n6 = 7, n7 = 3, n8 = 2 and n8 = 3. The original names are in Spanish.
Teslet Arepa was based on a Scientistic report about arepa. Arepa is a Colombian food
prepared from corn and cheese. Aroma was a social essay about aromas and textures to
the palate. Teslet AA was composed of questions from both, Arepa and Aroma passages.
Teslet Worker was about Physics. Information was about a worker holding a horizontal
table while the other end rests on the top of a cylinder. Teslet Color was about chemistry.
Information was about the preparation of reworks. Teslet Reproduction was a passage
about human reproduction. Teslet Map was a set of social science questions based on the
information displayed on a world map. Teslet Square was a set of image analysis questions
based on a set of squares. Teslet Puzzle was a set of image analysis questions based on
simple geometrical gures to be used in the construction of other more complex gures.
5.5.2 Fitting the real case data
A burning period of 5000 iterations was used. Then, 10000 iterations were generated
to obtain the estimations in this section. As in the simulation case we used the second
parameterization of the LSMIRT model to t the data. Table 5.6 contains the components
of the subtest directions estimated by the DAGS algorithm. According to the results of
chapter 4 only the directions 3 and 4, because the other directions are dened by the
canonical vectors of the latent trait space. In this parameterization, the covariance matrix
is not the identity. The complete subtest directions are given in table 5.7. Table 5.8 shows
the components of the covariance matrix estimated by the DAGS algorithm.
The covariance matrix estimated by the DAGS algorithm is given by
b =
0@1:000 0:742 0:5420:742 1:000 0:567
0:542 0:567 1:000
1A :
According to the results of the previous chapter, the subtest directions in the uncorrelated
space (parameterization 1) are obtained from b 1=2bv, after normalizing these vectors.
The subtest directions in the uncorrelated space are shown in table 5.9.
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component mean sd mcmc error 2.5% 0.50% 97.5%b31 0.77677 0.02573 0.00026 0.66340 0.77917 0.87030b41 0.99116 0.00301 0.00003 0.97592 0.99257 0.99886b32 0.60918 0.03225 0.00032 0.47196 0.61179 0.73551b42 0.06555 0.02313 0.00023 0.00249 0.05635 0.18004b33 0.12706 0.01530 0.00015 0.04599 0.12635 0.21415b43 0.09727 0.01677 0.00017 0.02307 0.09611 0.17406
Table 5.6. Estimated parameters of the subtest directions. Data from Admission Test in U.N.C.,
2009
direction 1 2 3
1 1.000 0.000 0.000
2 0.000 1.000 0.000b3 0.777 0.609 0.127b4 0.991 0.066 0.097
5 0.000 0.000 1.000
Table 5.7. Estimated subtest directions. Data from Admission Test in U.N.C., 2009
Let B the matrix whose rows are the subtest directions shown in table 5.9. The
reference direction of the complete test was computed as the rst eigenvalue of BtB. That
direction is given by
b = (0:696; 0:575; 0:431)t:
The variance parameter of the testlet eects was estimated by DAGS algorithm. The
estimated vales are reported in table 5.10.
Finally, some of the item parameters are shown in tables 5.11 and 5.12.
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element mean sd mcmc error 2.5% 0.50% 97.5%b12 0.74201 0.01051 0.00011 0.69821 0.74244 0.78173b13 0.54212 0.00983 0.00010 0.49657 0.54251 0.58513b23 0.56726 0.00698 0.00007 0.52879 0.56752 0.60538
Table 5.8. Estimated parameters of the covariance matrix. Data from Admission Test in U.N.C.,
2009
direction component 1 component 2 component 3b1 0.892 0.382 0.242b2 0.382 0.887 0.261b3 0.696 0.633 0.339b4 0.850 0.421 0.317b5 0.242 0.261 0.935
Table 5.9. Estimated subtest directions in the uncorrelated latent trait space. Data from Admis-
sion Test in U.N.C., 2009
5.6 Goodness of t
Let ij be the linear latent predictor given by
ij = j
t
v(j)i   j   'i(j):
Let Zij be the underlying latent continuous response of examinee i to item j. This is the
augmented variable used in the DAGS algorithm. For any xed ij , the latent variable Zij
is given by
Zij = ij + ij ; ij  N(0; 1): (5.10)
The Bayesian latent residual corresponding to the binary observation Yij is dened as
ij = Zij   ij : (5.11)
These Bayesian latent residuals are the basis to dene the statistics to asses the tting
of the model to the data, Fox(2010).
5.6.1 Outlier detection
As in the previous chapter We used q = 2 and compute the posterior probability. The
number of residuals with probability greater than 0.2 to be outliers was 3040 that corre-
spond to (0:52%) of the total of observations. Additionally, the number of residuals such
that jeij j > 1:5 was 7466, that corresponds to (1:3%) of the responses. Since this percent
is less that 5% there is no reason to concern Fox(2010).
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mean sd mcmc error 2.5% 0.50% 97.5%
1 0.01405 0.00181 0.00002 0.00983 0.01402 0.01875
2 0.01596 0.00286 0.00003 0.00917 0.01618 0.02210
3 0.09588 0.01223 0.00012 0.07002 0.09550 0.12661
4 0.06919 0.00720 0.00007 0.04929 0.06971 0.08686
5 0.05484 0.00653 0.00007 0.03874 0.05478 0.07133
6 0.08637 0.00561 0.00006 0.07079 0.08610 0.10386
7 0.00772 0.00865 0.00009 0.00080 0.00468 0.03457
8 0.16915 0.02896 0.00029 0.11434 0.16594 0.24213
9 0.28050 0.02076 0.00021 0.22223 0.27973 0.34200
Table 5.10. Estimated variances of the testlet eects (2't). Data from Admission Test of U.N.C.,
2009
5.6.2 Person Fit
The measure to evaluate the t of a response pattern of a person i under the LSMIRT
model based on the Bayesian latent residuals is given by
X2p;i =
KX
j=1
(Zij   jtv(j)i + j + 'i(j))2 =
KX
j=1
2ij : (5.12)
Each Bayesian latent residual has a standard normal distribution, so, under the assumption
of conditional independence the statistic X2p;i has a chi-square distribution with K degrees
of freedom. This distribution can be used as a reference distribution to evaluate the
extremeness of the sum of square residuals. The corresponding posterior p-value is dened
as
p0(X
2
p;i) =
Z
P (2K > X
2
p (zi)p(zijyi)dzi; (5.13)
where yi represents the response pattern of person i and zi the corresponding latent re-
sponse pattern. The posterior p-value is computed at each step of the DAGS algorithm,
and the mean is the estimate of the posterior p-value. The p-values in the real case data
were between 0.15 and 0.79. Thus, all the person parameters tted well the data.
5.6.3 Item Fit
Similarly, a item t statistic is dened by
X2item;j =
NX
i=1
(Zij   jtv(j)i + j)2 =
NX
i=1
2ij ; (5.14)
and the corresponding posterior p-value is dened as
p0(X
2
item;j) =
Z
P (2N > X
2
item(zj)p(zj jyj)dzj ; (5.15)
CHAPTER 5. LSMIRT MODEL WITH TESTLET EFFECTS 76
item mean sd mcmc error 2.5% 0.50% 97.5%
1 0.29977 0.00416 0.00004 0.25538 0.30016 0.34224
3 0.34480 0.00544 0.00005 0.30065 0.34474 0.38955
5 0.37786 0.00777 0.00008 0.32420 0.37783 0.43174
7 0.22043 0.00554 0.00006 0.17396 0.22039 0.26703
10 0.29375 0.00580 0.00006 0.24500 0.29365 0.34339
12 0.27015 0.00521 0.00005 0.22379 0.27016 0.31734
14 0.50314 0.00833 0.00008 0.44825 0.50263 0.56094
17 0.30624 0.00598 0.00006 0.26236 0.30579 0.35143
19 0.53993 0.00625 0.00006 0.48806 0.53920 0.59388
21 0.50731 0.00753 0.00008 0.45815 0.50697 0.55757
23 0.23986 0.00489 0.00005 0.19633 0.23973 0.28463
26 0.94118 0.01655 0.00017 0.86225 0.94029 1.02433
28 0.52866 0.00794 0.00008 0.47506 0.52841 0.58439
30 0.17125 0.00479 0.00005 0.12936 0.17115 0.21345
33 0.35701 0.00680 0.00007 0.30745 0.35709 0.40661
35 0.02218 0.00245 0.00002 0.00111 0.01989 0.05779
37 0.06784 0.00461 0.00005 0.02511 0.06797 0.11044
39 0.01712 0.00174 0.00002 0.00070 0.01434 0.04779
42 0.50625 0.00742 0.00007 0.46253 0.50598 0.55153
44 0.06286 0.00273 0.00003 0.03431 0.06294 0.09058
46 0.04466 0.00256 0.00003 0.01661 0.04454 0.07385
49 0.02780 0.00224 0.00002 0.00410 0.02732 0.05501
51 0.12186 0.00298 0.00003 0.09338 0.12176 0.15163
53 0.00653 0.00080 0.00001 0.00019 0.00478 0.02202
55 0.09469 0.00344 0.00003 0.06285 0.09466 0.12747
58 0.33522 0.00496 0.00005 0.29971 0.33503 0.37223
60 0.12249 0.00334 0.00003 0.09127 0.12272 0.15426
62 0.13103 0.00303 0.00003 0.10057 0.13099 0.16124
65 0.09923 0.00328 0.00003 0.07016 0.09917 0.12920
67 0.11243 0.00317 0.00003 0.08287 0.11221 0.14256
69 0.18115 0.00453 0.00005 0.14701 0.18100 0.21565
71 0.01496 0.00179 0.00002 0.00053 0.01273 0.04241
74 0.02756 0.00307 0.00003 0.00231 0.02622 0.06100
76 0.14516 0.00471 0.00005 0.10752 0.14506 0.18369
78 0.18893 0.00468 0.00005 0.15008 0.18879 0.22909
81 0.34885 0.00773 0.00008 0.29586 0.34873 0.40252
83 0.18268 0.00523 0.00005 0.14470 0.18241 0.22221
85 0.09410 0.00355 0.00004 0.05828 0.09388 0.13029
87 0.10176 0.00425 0.00004 0.06340 0.10188 0.14113
90 0.30370 0.00698 0.00007 0.25708 0.30319 0.35281
92 0.25409 0.00633 0.00006 0.20976 0.25422 0.29959
94 0.21144 0.00575 0.00006 0.17194 0.21141 0.25156
97 0.24760 0.00566 0.00006 0.20560 0.24745 0.29031
99 0.18781 0.00529 0.00005 0.14573 0.18750 0.23209
101 0.62131 0.01011 0.00010 0.56346 0.62031 0.68421
103 0.51277 0.00773 0.00008 0.46203 0.51200 0.56720
106 0.12882 0.00627 0.00006 0.08036 0.12874 0.17834
108 0.88382 0.01734 0.00017 0.80405 0.88326 0.96612
110 0.44318 0.00829 0.00008 0.38522 0.44319 0.50212
113 0.80025 0.01334 0.00013 0.73399 0.79950 0.87080
Table 5.11. Estimated slope parameters (j). Data from Admission Test in U.N.C., 2009
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mean sd mcmc error 2.5% 0.50% 97.5%
1 -0.27898 0.00375 0.00004 -0.31532 -0.27898 -0.24279
3 -0.19377 0.00356 0.00004 -0.23054 -0.19385 -0.15782
5 -0.94848 0.00539 0.00005 -0.99417 -0.94877 -0.90308
7 -0.80413 0.00403 0.00004 -0.84571 -0.80426 -0.76354
10 -0.84991 0.00449 0.00004 -0.89123 -0.84978 -0.80911
12 -0.65359 0.00580 0.00006 -0.69439 -0.65333 -0.61346
14 -0.86585 0.00761 0.00008 -0.91230 -0.86579 -0.81956
17 0.37178 0.00346 0.00003 0.33483 0.37191 0.41023
19 -0.41335 0.00552 0.00006 -0.45548 -0.41335 -0.37258
21 0.51845 0.00522 0.00005 0.47746 0.51854 0.56013
23 0.52823 0.00357 0.00004 0.49143 0.52793 0.56624
26 0.94387 0.01165 0.00012 0.88415 0.94350 1.00610
28 0.91517 0.00645 0.00006 0.86887 0.91520 0.96343
30 0.39326 0.00293 0.00003 0.35730 0.39344 0.42901
33 0.92872 0.00537 0.00005 0.88487 0.92858 0.97363
35 0.59108 0.00304 0.00003 0.55449 0.59106 0.62844
37 0.62330 0.00300 0.00003 0.58643 0.62312 0.66125
39 0.35259 0.00293 0.00003 0.31731 0.35258 0.38826
42 -0.62704 0.00642 0.00006 -0.67333 -0.62715 -0.58080
44 0.43217 0.00308 0.00003 0.39571 0.43228 0.46893
46 0.63095 0.00323 0.00003 0.59347 0.63085 0.66920
49 0.12581 0.00244 0.00002 0.09165 0.12567 0.16037
51 0.20704 0.00268 0.00003 0.17153 0.20715 0.24288
53 1.23483 0.00719 0.00007 1.18639 1.23475 1.28337
55 0.89465 0.00445 0.00004 0.85175 0.89468 0.93610
58 -0.42695 0.00532 0.00005 -0.46813 -0.42705 -0.38558
60 0.73327 0.00443 0.00004 0.69297 0.73343 0.77241
62 0.37711 0.00363 0.00004 0.34001 0.37692 0.41502
65 0.23390 0.00302 0.00003 0.19772 0.23394 0.27009
67 0.37274 0.00326 0.00003 0.33532 0.37261 0.41051
69 0.84997 0.00448 0.00004 0.80764 0.84999 0.89148
71 -0.10150 0.00259 0.00003 -0.13601 -0.10130 -0.06755
74 0.15521 0.00290 0.00003 0.12144 0.15529 0.18947
76 0.10002 0.00278 0.00003 0.06548 0.10004 0.13490
78 0.31119 0.00325 0.00003 0.27562 0.31108 0.34744
81 -0.89731 0.00563 0.00006 -0.94048 -0.89725 -0.85381
83 -0.21332 0.00309 0.00003 -0.24881 -0.21349 -0.17812
85 0.06487 0.00279 0.00003 0.02962 0.06506 0.09931
87 0.66147 0.00339 0.00003 0.62342 0.66145 0.69919
90 0.90086 0.00477 0.00005 0.85785 0.90096 0.94373
92 0.76355 0.00423 0.00004 0.72391 0.76356 0.80370
94 -0.13990 0.00327 0.00003 -0.17594 -0.13997 -0.10443
97 -0.24226 0.00331 0.00003 -0.27750 -0.24233 -0.20692
99 0.83403 0.00362 0.00004 0.79411 0.83379 0.87453
101 0.07167 0.00539 0.00005 0.02905 0.07168 0.11371
103 -0.50897 0.00446 0.00004 -0.55075 -0.50863 -0.46857
106 0.92956 0.00340 0.00003 0.88957 0.92957 0.97020
108 -1.03839 0.01239 0.00012 -1.10494 -1.03790 -0.97842
110 -0.74687 0.00728 0.00007 -0.79418 -0.74664 -0.70032
113 -0.18870 0.00587 0.00006 -0.23201 -0.18873 -0.14440
Table 5.12. Estimated intercept parameters (j). Data from Admission Test in U.N.C., 2009
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The p-values in real case data were between 0.40 and 0.60. Thus, all the item parameters
tted well the data.
5.7 Model Comparison
The deviance information criterion (DIC) was used to compare the t of the data with
and without testlet eects. The results are shown in table 5.13. In the table, D:bar is the
posterior mean of the deviance, D:hat is the deviance evaluate at the posterior mean of
the parameter and pD is the eective number of parameters, Spiegelhalter, Best, Carlin &
van der Linde(2002).
model D:bar D:hat pD DIC
with testlet 654571.6 640440 14131.65 668703.3
without testlets 662516.5 654918 7598.539 670115.0
Table 5.13. Deviance and DIC values, in the LSMIRT model with and without testlet eects .
Data from Admission Test of U.N.C., 2009
5.8 Discussion
In this chapter, I complemented the LSMIRT model with the introduction of testlet ef-
fects. Almost always, the large scale tests designed to measure more than one latent trait
include testlets. Generally, the testlets are included by eciency reasons. However, this
structure is ignored in the models used to t the data. Additionally, those tests have the
double structure of subtests and testlets. The Admission test in "Universidad Nacional de
Colombia" used in this work have this double structure.
The testlet eects cause the loss of local independence in the model. Furthermore, they
are a source of additional variability. Equation (5.5) shows that the additional dependence
introduced by the testlest structure is captured by the testlet parameters. The testlet
eects were modeled through the introduction of random eects. Random eects to model
testlet eects have been proposed in the literature to the UIRT models. However, in the
eld of MIRT models, I think that this is a rst work. Testlet eects were introduced in
the LSMIRT model because in practice, large tests as those studied in this dissertation
include testlets by design.
To estimate the parameters of the model a DAGS algorithm was written. The results
obtained from the simulated data showed that the DAGS algorithm recovers well the pa-
rameters, even though an additional noise was intentionally introduced. In the simulation
case, the responses were generated with testlet eects, but they were tting both, with and
without testlets. As we can expect, the parameters were well recovered with the testlet
eects model. However, the parameters, using the model without testlet eects are similar,
and the goodness of t statistics showed that the data were well tted in that situation.
According with lemma 5, in the last case, the marginal model was tted.
Lemma 5 states that, the marginal model is a LSMIRT model. In the marginal model,
the item parameters are smaller than the true parameters. This result illustrates what
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happen when the testlet structure is ignored. Obviously, the item parameters are better
estimated with the correct model.
The estimation of the basic latent traits and the main latent traits were similar in the
two cases. From table 5.5 we conclude that the correlation between the true composites
and their estimations were almost the same in both cases. This is explained by equation
(5.8) in the proof of the lemma. From that equation, it can be concluded that if the testlet
structure is ignored, the estimation of the latent traits does not change, only the item
parameters are changed.
On the other hand, the information of the variances of the testlets is useful for the
experts who can evaluate the eect of the testlet design in the test.
The analysis of the tting of the real case data allows us to conclude that, the data
were well tted with the model with and without testlets. The DIC criterion, suggest to
select the model with testlet eects. However, it is more important to state that from a
theoretical point of view, the model without testlets is incorrect. On the other hand, the
variance values of the testlet eects permit to evaluate the impact of the testlet structure
in the test. In the real case data, we can observe that only the testlets 8 and 9 were
greater than 0.1. These were the greatest testlet variances, and also they were the testlets
where the common information aects more the responses. For example, in testlet 9, the
common information is a set of geometrical gures that must be used to build other more
complex structures. The three questions in this testlet have the same objective. Testlet 8
is similar. Testlet 3 had the third variance size. This testlet was based on information of
two passages.
CHAPTER 6
Final discussion
In this thesis, I have proposed the linear latent structure MIRT (LSMIRT) models, a new
class of IRT models. These models have been thought to be used in large-scale assessment
tests designed explicitly to measure more than one latent trait. Those tests are usually split
into subtests, where each subtest is designed to measure mainly a unique unidimensional
latent trait. In the available models for these types of tests, it is assumed that the dimension
of the latent trait space coincides with the number of subtests, Sheng(2007, 2008a, 2008b),
De la Torre & Patz(2005). An important contribution of this work, is the modication of
this assumption. The basic LSMIRT model was written as
P (Yvij = 1jvj ; vj ;v;i) = (vjtvi   vj); (6.1)
where Yvij is the binary random variable that represents the response of examine i to the
jth item in the subtest v, vj and vj represent respectively the slope and the intercept
parameters of the jth item of subtest v. v is the reference direction of subtest v, ie,
the direction along which the subtest discriminates better on average. The parameter i
represents the latent trait vector of examinee i, and () is the normal ogive link. The
parameter vj is equivalent to the multidimensional discrimination (MDISC) parameter
dened in the classical MIRT models. The parameter vj is the parameter associated to
the diculty of the item and bvj = vj=vj is equivalent to the multidimensional diculty
(MDIFF) parameter, Reckase(1985, 2009). Along this discussion, the basic LSMIRT model
will be called simply LSMIRT model.
A discussion about the concept of dimension in the item response theory was a central
issue in the dissertation and the basis to formulate the LSMIRT model. Classically, the
dimension of an item response theory model refers to the dimension of the latent trait
space. A central theme in the literature of multidimensional models is on the amount of
multidimensionality present in a data set.
Let Y = (Y1;    ; YN ) denote the test response vector for an N -item test. According
to the traditional item response theory, if k traits occur in a locally independent IRT
model for Y and if it is impossible to produce such a locally independent model for the
same data with less than k traits, then the dimensionality of Y is k, Nandakumar(1991).
This traditional denition unfortunately does not apply in situations where there exist
additional sources of variability as cluster structures of the items. In this work, two types
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of cluster structure were considered: the subtest structure and the testlet structure. These
cluster structures aect the local independence of the IRT models.
Let  denote the latent trait random vector. The particular values of  are denoted
. In the item response theory the main objective is the estimation of the particular values
of  for the examinees whose test responses are given by particular values of Y . Then,
the dimension in a MIRT model is just the dimension of vector . From the results of
chapter 4 and appendix C, we can conclude that any MIRT model is equivalent to a factor
analysis model. This fact was formally proved by Takane & Leeuw(1987). Consequently,
the dimension of the MIRT model can be dened as the number of factors in the equivalent
factor analysis model. To solve the problems of conditional dependence caused by cluster
structures and other sources of variability, some additional components must be introduced
as part of the model. This was the way followed in the dissertation.
The discussion about the concept of dimension began in chapter 2. In that chapter, it
was shown that the item response function (IRF) in a MIRT model is a trivial extension
of an item response function of an UIRT model. Furthermore, it was shown that the item
response hypersurface (IRHS) can be obtained from the corresponding item response curve
(IRC) in two steps. Firstly, the IRC is extended trivially to a hypersurface. Secondly, a
rigid rotation of the rst canonical vector in the latent trait space is made to align it with
the direction of the item. Thus, the multidimensionality of an IRT depends solely on the
direction of the items. In that chapter, we concluded that if the direction of all the item
direction points out almost in the same direction, the model is essentially unidimensional.
This means that, even though the item directions are in a multidimensional space, an
unidimensional reduction of the data can be obtained, with a small lost of information.
The concept of essential dimensionality was proposed by Stout(1990). A comparison be-
tween dimensionality and essential dimensionality can be consulted in Nandakumar(1991).
The concept of essential unidimensionality used in this dissertation is more empirical, but
basically coincides with the concept proposed by Stout. For ease, we say that a MIRT
model is essentially unidimensional if all the item directions points out almost in the same
direction. Obviously, this is not a rigorous denition. When a rigorous denition is re-
quiere, the Stout's denition can be used. In the thesis, it was not necessary to use the
formal denition. This empirical approach was sucient.
When a MIRT model is essentially unidimensional, the latent trait vector can be syn-
thesized by a unidimensional latent trait. In chapter 2 were proposed some synthetic latent
traits, based on composites (linear combinations) of the latent trait vector. In chapter 3,
it was dened the concept of reference direction of a subtest. Along that direction in the
latent trait space, the expected information of the subtest is maximal. Furthermore, along
that direction, the subtest discriminates better on average. Then, we dened the reference
composite of a subtest, as the composite of the latent trait vector, where its coecients
are just the components of the reference direction of the subtest. The reference composite
of a subtest is the best unidimensional synthetic latent trait of the subtest in the sense
that the examinees are discriminated better with this synthetic latent trait than with any
other composite. The reference direction of a subtest is similar to the direction of a subtest
dened by Zhang & Stout(1999a).
The denition of the dimension of the latent trait space, was based on the known fact
that the factor analysis of binary variables is equivalent to the marginal likelihood of the
multidimensional two-parameter normal ogive model in the IRT, Takane & Leeuw(1987).
The proof of the equivalence is based on the assumption of the existence of continuous
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latent variables that govern the response process. On the other hand, a data augmentation
Gibbs sampler (DAGS) algorithm was implemented to estimate the parameters of the
LSMIRT model. In chapter 4 and in appendix C, it was shown that the augmented
variables introduced in the DAGS algorithm can be considered as the continuous latent
variables that govern the response process. Takane and Leeuw used these continuous latent
variables to show the equivalence between the MIRT model and the factorial model for
binary data. Equation (C.3) shows explicitly the factorial form of the LSMIRT model.
Really, that equation represents a general expression for any MIRT model. The dierence
with a general MIRT model is the loading matrix A. The latent traits are the factors in
the factorial form of the MIRT model. The dimension of the latent trait space was dened
as the dimension of the corresponding factorial space, ie, the number the factors required
in the factorial representation of the MIRT model. Clearly, the dimension of the latent
trait space is incorporate as in the classical MIRT models.
Reckase(2009) points out that the dimension of the latent trait space and the dimension
of a test are dierent. According to Reckase, the dimension of the latent trait space is an
underlying property of the examinees, while the dimension of the test is a design property
of the test. Obviously, the latent trait space depends on the design of the test. When
a test is designed to measure some specic latent traits, the examinees require certain
abilities to answer the test successfully. However, the dimension of the ability space does
not coincide necessarily with the number of latent traits that the test attempts to measure.
In this work, the concepts of test dimension and dimension of the latent trait space were
explicitly dened in dierent ways. The dimension of the test was dened as the number
of subtests of the test. Thus, the dimension of the test is a consequence of its design.
Theoretically, it is possible to assume that each subtest is unidimensional. In practice, it
is impossible to build items that are strictly unidimensional because the examinees require
more than one skill to respond successfully each item of a test. In the LSMIRT model, it
is assumed that each subtest measures mainly an unidimensional latent trait. That latent
trait was called main latent trait. Clearly, the number of main latent traits coincides with
the dimension of the test.
The main latent traits are linear combinations of other basic latent traits measured
by the entire test. Such linear combinations are called composites. In equation (6.1),
subscript v is used to denote the vth subtest and tvi represents the main latent trait
that is measured by subtest v. Consequently, the subtests induce a cluster structure of
items. Cluster v includes the items in subtest v.
In the LSMIRT model, it is assumed that the dimension of the latent trait space is
smaller than the dimension of the test. This is a realistic assumption. However, sometimes
this may not be the case. A simple example is a test with only one subtest, designed to
measure a unique latent trait. The analysis of the dimension of the data may lead to a
multidimensional latent trait space. The latent traits determined by the factorial form
of the LSMIRT model were called basic abilities. In general, the basic abilities do not
have a direct interpretation. However, since the LSMIRT model is not identiable, some
constraints lead to a parameterization of the model that permits to identify the basic latent
traits in terms of some of the main latent traits.
The main latent traits were dened as composites of the basic latent traits because,
when a UIRT model is used to t a multidimensional data, the estimated latent trait is an
estimation of the reference composite of the test. A reference composite is a scalar product
between the latent trait vector and a reference direction in the latent trait space. In this
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work, it was proposed a denition of reference direction of a subtest. The denition is based
on the expected information of the subtest along one direction in the latent trait space.
The reference direction proposed is similar to the subtest direction proposed by Zhang &
Stout(1999a). The denition is a generalization of the item information function along
a direction proposed by Reckase(2009). The reference direction proposed in this work,
was compared with reference directions proposed by other authors, and some reference
directions derived in chapter 2. All reference directions are very similar. I proposed the
denition of reference direction of a subtest as that direction that maximizes the expected
information of the subtest along any direction in the latent trait space. The reference
direction of a subtest is the direction in the latent trait space along which the subtest
discriminate better on average. Consequently, the reference composite of a subtest is the
best unidimensional summary of the subtest scores from the point of view of expected
information of a subtest along a direction.
In chapter 3, some relationships were established between the parameters of a MIRT
model and the parameters of a UIRT model, when the two models are used to t a test data
set that is multidimensional. The results were derived in a dierent way than that used by
Wang(1985, 1986). Two types of approximations were obtained. The rst approximation
was based solely on the linear latent predictor. This approximation is good if the item
directions point roughly in the same direction. In this case, the test is essentially unidi-
mensional despite the existence of minor abilities. The other approximation was based on
the link function. We derive an exact expression for the normal ogive link, and a general
approximation for any strictly monotone link. From the results of this chapter, we can
conclude that, if a MIRT model is essentially unidimensional, and we replace the MIRT
model with a UIRT model, the resulting model ts the data as well as the original MIRT
model. In this situation, the reference composite of the MIRT model is a good synthesis
of the latent trait vector. Furthermore, the unidimensional latent trait of the associated
UIRT model is a good estimation of the reference composite. The results of the chapter
are useful to interpret the parameters of the LSMIRT model.
The results of the chapters 2 and 3 permit us to conclude that the LSMIRT model is
a special case of MIRT model, where the dimension of the latent trait space is determined
in the same way as in a classical MIRT model. In the LSMIRT model there is a cluster
structure of the items given by the design of the test. Each cluster includes the items of one
subtest which have been designed to measures mainly one main latent trait. The original
item directions are projected along the reference direction of their subtest. Hence, if K
is the dimension of the test, there K item directions. In each cluster, all the items have
the same direction given by the reference direction of the subtest. In all the simulations of
chapters 4 and 5, the direction of the items were generated as random directions around
the true reference direction. After the parameters were recovered by the DAGS algorithm,
it was conrmed that the item parameters were aected as was predicted by the results of
chapter 3.
The parameters in the LSMIRT model can be interpreted as follows. The slope pa-
rameter vj is the MDISC parameter dened by Reckase in the classical MIRT model.
However, since in each cluster all the items have the same direction, the parameter can be
interpreted directly as in the unidimensional case as the discrimination parameter of the
item. The same can be said about the intercept parameter vj . Vector v is the reference
direction of subtest v and tv is the composite that represents the main latent trait of
subtest v.
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To complete the modeling process, an additional source of variation in the tests was
included. In large-scale assessment tests, is usual the presence of bundles of items called
testlets. A testlet is a subset of items that explicitly share some stimulus as a reading
passage. The testlets introduce a second cluster structure of the items. Such structure
may overlap the subtest structure. Random eects were introduced in the basic LSMIRT
model to model the additional variation caused by the testlet structure. The real case
data used in this work corresponds to the admission test at the Universidad Nacional de
Colombia, applied for the second semester of 2009. The test had 5 subtests and 9 testlets,
and the testlet structure overlapped the subtest structure.
To estimate the parameters of the LSMIRT model a DAGS was implemented. The
full conditional posterior distributions of all parameters were derived in appendix B. In
chapter 4 was shown that the DAGS algorithm can recover the item parameters, the
reference directions, the latent trait vectors of the examinees and the covariance matrix
of the latent trait vectors and the variance of the random eects. The parameters are
recovered for a particular parameterization, where the coordinates axes can be associated
with some of the main latent traits. In appendix C was proposed a technique to identify
each coordinate axis with one main latent trait for this parameterization.
Before the estimation of the parameters of the LSMIRT model, it is necessary to de-
termine the dimension of the latent trait space. In the appendix C, it was proposed a
preliminary exploration of the dimension of the latent trait space based on a principal
component analysis (PCA) of the binary responses. Since, this is only exploratory, the
PCA of the binary data can be used Jollie(2002). In the appendix, it was shown that
the augmented variables introduced in the DAGS algorithm can be considered as the con-
tinuous latent variables that govern the response process. Consequently, the correlation
matrix of the augmented variables is an estimation of the tetrachoric correlations of the
items. This correlation matrix was estimated inside the DAGS algorithm. A conrmatory
strategy to determine the dimension of the latent trait space is the observation of the eigen-
values of the matrix of tetrachoric correlations estimated from the augmented variables.
The eigenvalue structure of the correlation matrix of the augmented variables must be very
similar to eigenvalue structure obtained in the preliminary exploration.
Equation (C.3) shows explicitly the factorial form of the basic LSMIRT model. In that
factorial expression, the perturbation term e has distribution NK(0; IK). Consequently,
the eigenvalue structure of the correlation matrix of the estimated perturbation must show
only noise, around 1. Figures C.4 and C.5 illustrate the use of bar plots in the conrmatory
analysis.
CHAPTER 7
Conclusions and future work
The LSMIRT models proposed in this thesis are more natural and complete than those
proposed previously for large-scale assessment tests designed explicitly to measure more
than one latent trait. The basic LSMIRT model is a special case of the classical MIRT
model where the items only have a reduced number of directions. All the items in a subtest
have the same direction: the reference direction of the subtest. Furthermore, the LSMIRT
models are more intuitive than the simple structure models. In the simple structure models,
the underling assumption is that only one latent trait is required to respond successfully
the items in a subtest. In the LSMIRT models, the main assumption is that the items of a
subtest measure a main latent trait that is a linear combination of some basic latent traits.
The basic LSMIRT model is more parsimonious than the classical MIRT model due
to the reduced number of item directions. Furthermore, the basic LSMIRT model is more
parsimonious than the simple structure model due to a smaller dimension of the latent
trait vectors.
In the LSMIRT model, there are no problems caused by the dimensionality of the latent
trait space. In other words, each subtest may not be unidimensional, in the classical sense,
because in the LSMIRT models the concepts of dimension of the latent trait space and the
dimension of test are dierent, and both of them are incorporated in the model. A further
advantage of the LSMIRT model is that the item parameters can be interpreted directly
as in the unidimensional case and the reference composite of the subtest is the latent trait
measured by the subtest.
The general LSMIRT model includes testlet eects. This aspect of the model, permits
more realistic modeling because captures the additional variation caused by the testlet
structure that appears in the type of tests modeled in the work.
In this work, it was shown how augmented variables of the DAGS algorithm can be
considered as the latent continuous variable that governs the response process. This fact,
permit to obtain more realistic estimation of the tetrachoric correlations of the items.That
correlations were used to build a conrmatory technique to asses the dimension of the
latent trait space. Furthermore, the correlation matrix of the Bayesian residuals can be
used to complement the dimension analysis.
For the future, some issues could be explored. First, random item models can be built
to modeling dierences between populations. In this case, it can be assumed that the
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item parameters are random variables with distributions where their expectations are the
structural parameters. A second extension of the LSMIRT models is the consideration of
polytomous items. The multidimensional IRT models for polytomous items are not fre-
quent. However, the nature of the LSMIRT models encourages to work in this area. Other
possible extensions can be the introduction of guessing parameters and the modication
of the link function.
Finally, the factorial form of the LSMIRT model, and in particular, the distribution
of the perturbation term can originate a specic test to asses the model, based on the
covariance of perturbation term.
APPENDIX A
Bayesian tools
In this Appendix, I review some Bayesian issues used in the dissertation and in the im-
plementation of the DAGS algorithm, which was built to t the LSMIRT models. All the
denitions have been previously dened in the literature, and they have been adapted to
the LSMIRT models.
In section A.1, the technique of augmented data is introduced. In section A.2, it is
shown how to represent a binary variable in terms of an augmented continuous variable.
The problem of missing data is reviewed in section A.3. Techniques to assess Bayesian
models are introduced in the rest of sections of the appendix. Section A.4 contains the
basic concepts of residuals. In Particular, Bayesian latent residuals are dened. This type
of residuals has been found more adequate for assessment of IRT models. Rao-Blackwellized
estimates of the Bayesian latent residuals are included. An introduction to outlier detection
is made. Section A.5 contains chi square statistics to evaluate separately, the t of the
items and the latent traits. Additionally, in section A.6 a posterior predictive statistic to
evaluate the global tness of the LSMIRT models is included. Finally, in section A.7 the
DIC criterion to model comparison is dened.
In accordance with appendix B, in this appendix, it is assumed that a LSMIRT model
with testlet eects is specied by the probability of success given by
P (Yij = 1jj ;v(j);i; 'i(j)) = (jtv(j)i   j   'i(j)):
The linear latent predictor will be denoted as ij , where
ij = j
t
v(j)i   j   'i(j):
For the LSMIRT model without testlet eects, it is sucient omit the testlet eect
term 'i(j).
A.1 Augmented data
When Dempster, Laird & Rubin(1977) stated the EM algorithm, they proposed the intro-
duction of a set of unobserved random variables z to be added to the observed data y. In
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the estimation step of the algorithm, values of the unobserved data are imputed from the
conditional distribution p(zjy). The maximization step is made from the joint distribution
of the complete data, given by D = (y; z). Vector z is called the augmented data. Tanner
& Wong(1987) formalized the technique of augmented data in the Bayesian eld. They
developed an algorithm of augmented data, and proved its convergence.
In the item response theory, Albert(1992) proposed the method of Bayesian estima-
tion with augmented data. He used augmented normal variables inside of a Gibbs sam-
pler Gemman & Gemman(1984). After Albert, other authors have used the method-
ology successfully, see, for example Sahu(2002), Bazán(2006) in unidimensional models,
Bégin & Glass(2001), Da Silva(2008) in multidimensional models, Lee(1995) and Sheng
(2007, 2008b), in multiunidimensional models.
The main purpose of using augmented data in a Gibbs sampler it to obtain simplied
full conditional posterior distributions for all the parameters. The data augmentation
Gibbs sampler (DAGS) method is based on replacing the original likelihood of the observed
data L(jy) with the augmented likelihood L(jy; z) that must be intrinsically linked to
the observed data Da Silva(2008). The method is based on the identity
L(jy) =
Z
L(jz; y)dz
=
Z
z
L(jz;y)p(zjy)dz:
A.2 Augmented variables and binary variables
In this section, we introduce a representation of binary variables based on continuous latent
variables. This representation is the key to the development of the DAGS algorithm.
Proposition 1. Suppose that, the generalized link function H() is a cumulative distri-
bution function (cdf) such that
H( z) = 1 H(z);
for z in the domain of H. Let Y be a binary random variable, and z a real value such that
P (Y = 1jz) = H(z);
then, Y jz can be represented as
Y jz =
(
1 if Z > 0
0 if Z  0 (A.1)
where Z is random variable with probability distribution determined by H.
Proof. Let Z be a random variable dened by
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Z = z + e; e  H;
Then,
P (Z  0) = P (e   z) = H( z) = 1 H(z):
So,
P (Y = 1jz) = P (Z > 0) = H(z):
It can be noted, that any cdf that is symmetric around zero satises the conditions of
proposition 1. The following corollary is a direct consequence of the proposition.
Corollary 5. Under the assumptions of Proposition 1
P (Y = yjz) = (H(z))y(1 H(z))1 y (A.2)
= I(Y = 1)P (Z > 0) + I(Y = 0)P (Z  0);
where I() denotes the indicator function.
Proposition 1 states a fundamental relation in the modeling of binary variables, using
latent variables. Under the assumptions of the proposition, it is said that, the latent
variables govern the response process. Bock & Lieberman(1970), used in their work the idea
of the latent variables govern the response process, to t dichotomic item response models.
Based on the same idea and the EM algorithm Dempster, Laird & Rubin(1977), Bock
& Aitkin(1981) developed the marginal maximum likelihood (MML) method to estimate
the item parameters in IRT models. Furthermore, Takane & Leeuw(1987) based on the
same latent variables, proved that the marginal likelihood of the two-parameter normal
ogive model in IRT and factor analysis of dichotomized variables are equivalent. All these
developments were based on the normal ogive link.
In this work, it is assumed that Yij represents the response of examinee i to item j
and, ij denotes a continuous linear latent predictor of the response. Let eij be a random
variable that has standard normal distribution. Then, we introduce the augmented random
variables Zij dened as
Zij = ij + eij ;
In this case, we have that
P (Yij = 1jZij = ij) = (ij):
where () denotes the standard normal ogive.
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A.3 Incomplete data
Missing data are common in item response data. Rubin(1976), and then Mislevy &
Wu(1996) studied and categorized the dierent causes of missing data. Basically, there
are two types of causes for missingness: missingness due to the test design, and missing-
ness due to a rational decision of the examinee. In the rst type of missingness we nd the
following test designs.
1. Alternate test forms. Tests that involve similar contents but dierent items.
2. Target test. Tests pitched at dierent levels of diculty, making measurement more
ecient when background information related to the ability are available such as
grade or courses taken.
3. Adaptive tests. Each item is presented to the examinee in light of responses thus far.
The following causes belong to the second type of missingness.
1. No-reached items. The time is insucient to examine. In this situation, it is usual
that the examinee does not respond to all items according to the IRT model. When
the time is nearly up, they switch to random responding.
2. Intentionally omitted items. The examinee decides for whatever reason does not
answer.
3. Examinee choice. Examinees may be allowed to examine a number of items and
choose which to answer under subject to some constraints.
Mislevy and Wu classied the missingness process as ignorable and non-ignorable. The
missingness process is ignorable when the inferences about  are not aected by the miss-
ingness process. In other case, the missingness process is not ignorable. They stated that
in general, under suitable conditions the missingness processes due to the design tests are
ignorable. Furthermore, they stated conditions under which the second type of missing-
ness is not ignorable. However, in general it is not clear when in this case, missingness is
ignorable.
Some authors have proposed models to the non-ignorable missingness processes, see, for
example, Da Silva(2008), Patz & Junker(1999a), Holman & Glass(2005), Pimentel(2005).
In this work, it is assumed that all items are presented to all examinees, so, all the non-
responses are decided by the examinees. The methodology of augmented data was adopted.
This methodology, was proposed by Patz and Junker to be used in DAGS algorithms, but
here a dierent way is proposed. This proposal is similar to the proposal of Da Silva(2008).
The main idea is to assume that the complete data is given by D = (Y obs;M), where
Y obs denotes observed responses and M = [mij ] denotes the N K matrix, given by
mij =
(
1; if examinee i answered the item j
0; otherwise
i = 1    ; N ; j = 1;    ;K.
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Let Zij  N(ij ; 1), and let pij = P (Zij > 0). Then, the variable Yij jij may be
redened as
Yij jij =
8><>:
1 if Zij > 0 and Mij = 1
0 if Zij  0 and Mij = 1
 if Zij 2 R and Mij = 0
; (A.3)
where  is used to represent non-response or missing data. Assuming that Zij and Mij are
independent follows that (Yij jij ; Zij ;Mij) has joint probability function given by
p(yij ;mij ; zij) = (zij ; ij ; 1) p(mij) I(zij ; yij ;mij); (A.4)
where, () denote the pdf of the standard normal distribution, p(mij) = p(Mij = mij)
and I(zij ; yij ;mij) is dened as
I(zij ; yij ;mij) =I(zij > 0)I(yij = 1)I(mij = 1)+
I(zij  0)I(yij = 0)I(mij = 1) + I(yij = )I(mij = 0): (A.5)
Let sij = p(Mij = 1). Then, sij is the probability that examine i responses the item j and
p(Yij = yij jij) =
1X
mij=0
p(mij)
Z
(z; ) I(z; yij ;mij)dz =
I(yij = 1)sij
Z
z>0
(z; )dz + I(yij = 0)sij
Z
z0
(z; )dz+
I(mij = )(1  sij)
Z
(z; )dz =
pijsijI(yij = 1) + (1  pij)sijI(yij = 0) + (1  sij)I(yij = )
Hence,
P (Yij = 1jij) = sijpij
P (Yij = 0jij) = sij(1  pij)
P (Yij = jij) = 1  sij :
Clearly, pij contains information about the parameters of interest, but sij can be infor-
mative or not. In fact, sij can be linked with other variables such as gender, grade, school,
etc., or with a component of the latent trait, see, for example, Holman & Glass(2005), Mis-
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levy & Wu(1996), Pimentel(2005). In this work, sij will be considered non-informative, so
it will be assumed that p(mij) _ 1.
A.4 Bayesian Residuals in the LSMIRT model
In this section, it is described the tools used in the assessment of the models proposed in
the thesis. The discussion is about residuals in the LSMIRT models with testlet eects. If
the model has not testlet eects, the corresponding terms must be omitted.
A.4.1 Bayesian Residuals
The residuals are the basis in the assessment of the LSMIRT models. The residuals are
unknown and must be estimated from the data. The ijth residual of the normal ogive
LSMIRT model with testlet eects is dened as
Rij = Yij   (jtv(j)i   j   'i(j)):
In the rest of this appendix, the normal ogive LSMIRT with testlet eects model will be
called simply LSMIRT model.
The Bayesian residuals can be estimated inside the DAGS algorithm. Let
(
(m)
v(j);i
(m); 
(m)
j ; 
(m)
j ; 'i(j))
t denotes an MCMC sample from their joint posterior dis-
tribution. After convergence, the sample of the corresponding residuals is given by
R
(m)
ij = Yij   ((m)j ((m)v(j))ti(m)   
(m)
j   '(m)i(j)):
Let ij denotes the linear latent predictor in the LSMIRT model. Then ij is given by
ij = j
t
v(j)i   j   'i(j);
Let bij be the estimated linear latent predictor. Then bij is given by
bij = bjbtv(j)bi   bj   b'i(j):
The posterior variance of the residuals can be computed from the estimation of the
residuals. However, the variances of the residuals are not directly comparable. In a stan-
dard residual analysis, residuals are transformed in such a way, that they approximately
follow a normal distribution. In the case of binary observations, that transformation result
in poor approximation of the distribution, Fox(2010). Additionally, the residuals given by
Yij   (bij)
[(bij)(1  (bij))]1=2
used to detect outlier detection for binomial data does not have a known sampling distri-
bution for the case of binary data.
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A.4.2 Bayesian Latent Residuals
Based on the strategy of augmented variables, Albert & Chib(1995) proposed Bayesian
latent residuals as an alternative to the Bayesian residuals. The Bayesian latent residuals
and the theoretical results shown in this section are adapted from the work of Albert and
Chib.
Let Zij be the underling latent continuous variable that governs the response of exam-
inee i to item j. This is the augmented variable used in the DAGS algorithm. The latent
variable Zij is dened by
Zij = ij + ij ; ij  N(0; 1): (A.6)
From proposition 1 follows that,
Yij =
(
1; if Zij > 0
0; if Zij  0
: (A.7)
The Bayesian latent residual corresponding to the binary observation Yij is dened as
ij = Zij   ij : (A.8)
From equations (A.6) and (A.7) follows that the conditional posterior distribution of
ij is given by
(ij jYij ; j ;v(j);i; j ; 'i(j)) =
( (ij)
(ij)
I(ij >  ij); if Yij = 1
(ij)
( ij)I(ij <  ij); if Yij = 0
; (A.9)
where  and  are the probability density function (pdf) and the cumulative distribution
function (cdf) of the standard normal distribution, and where I(A) denotes the indicator
function of the set A. The Bayesian latent residuals can be estimated directly inside the
DAGS algorithm.
In the cases where it is possible to draw independent samples, a more ecient estima-
tor is based on the conditional expectation given a sucient statistic. This estimator is
called the Rao-Blackwellized estimator. The Rao-Blackwellized estimator provides a way to
reduce the variance. This reduction is not guaranteed when the estimator is based on sam-
ples that are drawn from a Gibbs sampler algorithm. However, Liu, Wong & Kong(1994)
proved that the Rao-Blackwellized estimator is better than the empirical estimator for the
data augmentation schemes.
The conditional expectation of the Bayesian latent residuals is obtained from (A.9).
For Yij = 1 we have
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E(ij jYij = 1; j ;v(j);i; j)) =
Z 1
0
ij(ij jYij = 1; j ;v(j);i; j)dzij
=
( ij)
(ij)
: (A.10)
For Yij = 0 we have
E(ij jYij = 0; j ;v(j);i; j)) =
Z 1
0
ij(ij jYij = 0; j ;v(j);i; j)dzij
=
 ( ij)
( ij) : (A.11)
The conditional variance of ij is given by
V ar(ij jYij ; j ;v(j);i; j)) =
Z 1
0
(ij   (Yij))2(zij jYij ; j ;v(j);i; j)dzij ;
where (Yij) = E(ij jYij ; j ;v(j);i; j)). It can be shown that for Yij = 1 the conditional
variance equals
1  ( ij)
(ij)

ij +
( ij)
(ij)

; (A.12)
and for Yij = 0 the conditional variance equals
1  ( ij)
1  (ij)

( ij)
1  (ij)   ij

: (A.13)
The moments can be sampled and summarized in the DAGS algorithm. For a particular
observation Yij , the posterior distribution of the ij can be sampled from the posterior
samples of Zij and ij , as

(m)
ij = Z
(m)
ij   (m)ij (A.14)
where (m)ij = 
(m)
j (
(m)
v(j))
t
(m)
i   (m)j   '(m)i(j).
A.4.3 Detection of Outliers
The posterior distribution of the Bayesian latent residuals can be used to calculate the
posterior probability that the corresponding observations are an outlier. These moments
will be signicantly dierent from the prior moments E(ij) = 0 and V ar(ij) = 1, when
the posterior distribution of the corresponding residual is located far from its mean. Ac-
cording to Albert & Chib(1995) and Fox(2010), an observation is considered an outlier if
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the absolute of the residual is greater than some prespecied value q times the standard
deviation. That is, Yij is considered an outlier if P (jij j > qjYij) is large.
A Rao-Blackwellized estimate of the conditional probability that jij j exceeds a given
value q is given for Yij = 1 by
P (jij j > qjYij = 1; j ;v(j);i; j ; 'i(j)) =
(q)
(ij)
; (A.15)
and for Yij = 0 is given by
P (jij j > qjYij = 0; j ;v(j);i; j ; 'i(j)) =
( q)
1  (ij) ; (A.16)
We can consider that in the normal ogive LSMIRT model, an observation is an outlier if
jij j > 2. That, is if q = 2. According to Fox, if the percent of data that can be considered
as outliers is greater that 5%, there is a reason for concern.
A.5 Goodness of Fit measures
In item response theory, it is necessary to have measures to person t and item t. There
have been proposed many statistics to evaluate the t of the person's response patterns
and the item's responses. In this work, I used the statistics based on the Bayesian latent
residuals. The statistics were adapted from those specied in Fox(2010), page 112.
A.5.1 Person Fit
A measure to evaluate the t of a response pattern of a person i under the LSMIRT model
based on the Bayesian latent residuals is given by
X2p;i =
KX
j=1
(Zij   jtv(j)i + j + 'i(j))2 =
KX
j=1
2ij : (A.17)
where the dependence on item and person parameters is ignored. Each Bayesian latent
residual has a standard normal distribution, and under the assumption of conditional
independence the statistic X2p;i has a chi-square distribution with K degrees of freedom.
This reference distribution can be used to evaluate the extremeness of the sum of square
residuals. The corresponding posterior p-value is dened as
p0(X
2
p;i) =
Z
P (2K > X
2
p;i(zi))p(zijyi)dzi; (A.18)
where yi represents the response pattern of person i and zi the corresponding latent re-
sponse pattern. The posterior p-value is computed in each step of the DAGS algorithm. In
each iteration, after convergence, the conditional tail-area probability is computed and the
mean of the conditional probabilities is an estimate of the marginal tail-area probability.
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A.5.2 Item Fit
Similarly, an item t statistic is dened as
X2item;j =
NX
i=1
(Zij   jtv(j)i + j + 'i(j))2 =
NX
i=1
2ij ; (A.19)
and the corresponding posterior p-value is dened as
p0(X
2
item;j) =
Z
P (2N > X
2
item;j(zj))p(zj jyj)dzj ; (A.20)
For the case of missing data, recently some authors have recommended to include
the imputed values to model checking Gelman, Van Mechelen, Verbeke, Heitjan &
Meulders(2005). From the point of view of the augmented variables, and according to
section A.3, the augmented variable Zij for the case of missing data is dened as
Zij jYik; j ;v(j);i; j 
8><>:
N(ij ; 1)I(Ziz < 0) if Yij = 0
N(ij ; 1)I(Ziz > 0) if Yij = 1
N(ij ; 1) if Yij is missing
: (A.21)
A.6 Posterior Predictive Assessment
The usual statistical tools for model checking are based on a discrepancy measure. In the
Bayesian context, the discrepancy measures are functions T (y) built from predicted or
future observations, Gelman, Meng & Stern(1996). The observed data are denoted yobs
and the predicted observations as ypred. Predicted observations can be obtained from the
marginal prior predictive density of y given by
p(y) =
Z
f(yj)p()d;
where p() is the prior probability density of the parameter . I did not use the prior
predictive density, because it requires proper prior densities.
The posterior predictive density of y is given by
p(y) =
Z
f(yj)(jy)d;
where (jy) is the posterior probability density of the parameter . Posterior predictive
assessment was introduced by Guttman(1967), and given a formal Bayesian denition by
Rubin(1984). The posterior predicted values can easily be obtained inside a Gibbs sampler.
At each step after convergence, the predicted data are obtained as y(m)pred  f(yj(m)).
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In practice, to assess the goodness of t (GoF) of a model, the Bayesian posterior
predictive p-value can be obtained, Gelman, Meng & Stern(1996), Fox(2010). The Bayesian
p-value is dened as
p0(yobs) = P (T (y) > T (yobs))
The discrepancy statistic can be computed from the predicted data, in each step of
the DAGS algorithm. The posterior predictive p-value is the proportion of replications
satisfying T (ypred) > T (yobs). The the model is rejected when this proportion becomes
very small or very large.
To assess the tness of the LSMIRT model the X2 statistic proposed by Orlando &
Thissen(2000, 2003) was adapted. They proposed this statistic to evaluate the GoF of
the items. Bégin & Glass (2001) adapted rst the statistic to assess the GoF of Bayesian
MIRT models. The statistic X2 is based on the expected distribution of the unweighted
sum scores.
For a score point r; r = 0;    ;K, the expected posterior frequency f(r) can be com-
puted as
f(r) = N
X
fyjrg
Z
p(yj;; ;')(jy)d; (A.22)
where fyjrg is the set of all posible response patterns resulting in a score r. A recur-
sive formula to compute the probabilities in equation (A.22) was developed by Lord &
Wingersky(1984). A modied no recursive algorithm was implemented in this work. In
the step m after convergence the expected posterior frequency f(r) was approximated as
f (m)(r) =
X
fy(m)rep jrg
NX
i=1
p(y(m)rep j(m)i ;(m); (m);'(m)):
The discrepancy statistic X2 is dened as
X2 =
KX
r=0

yr   f(r)
f(r)
2
; (A.23)
where yr is the number of patterns with score r. The posterior predictive p-value is the
proportion where X2rep > X
2
obs.
A.7 Model comparison
Currently, to compare dierent models that t the same data, it is used the deviance
information criterion (DIC) Spiegelhalter, Best, Carlin & van der Linde(2002). The DIC
as other measures to model comparison is based on the deviance function. For the LSMIRT
model, the deviance is dened as
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D(;; ;') =  2 log p(yj;; ;')
=  2
X
i;j
[yij log (ij) + (1  yij)(1  log (ij)]
Let 
 be the set of all the parameters of a model. In the model comparison, the t
of the models is summarized by the posterior expectation of the deviance, D = E
jy[D].
The complexity of the model is capture by the eective number of parameters pD, which
is typically less than the total number of model parameters Carlin & Louis(1988). PD is
dened as
pD = E
jy[D] D(E
jy[
]) = D  D(
): (A.24)
The DIC is dened as
DIC = D + pD = 2D  D(
); (A.25)
with smaller values of DIC indicating a better-tting model. In the DAGS algorithm, the
posterior mean of the deviance is estimated by
D(;; ;') =
X
m
D((m);(m); (m);'(m))=M:
APPENDIX B
Bayesian estimation of the LSMIRT model with
testlet eects
In this Appendix, I derive the full conditional distributions of the LSMIRT model with
testlet eects. To t the LSMIRT model, a data augmentation Gibbs sampler was designed
and implemented in R R Development Core Team(2008).
B.1 Assumptions of the LSMIRT model with testlet eects
1. The test is split into m subtests. It is assumed that each subtest is essentially
unidimensional. Hence, each subtest measures only one unidimensional latent trait.
Each subtest has Kv items, so the entire test has K = K1 +K2 +   Km items.
2. The test may contain testlets. That is, there exist subsets of items that are asso-
ciated to a unique stimulus. There are T testlets. Each testlet has nt items. The
teslets overlap the subtests. The local independence of the responses is recovered by
modeling the testlet eects. No all items belong to a testlet.
3. There exist missing responses due solely to personal decisions. There are not missing
responses due to planing of the test. The missing responses are modeled.
4. It is assumed that the basic latent traits correspond to a random sample drawn from
a multivariate normal distribution Nd(0;), where  is a correlation matrix, with
d  m.
5. The testlet eects are modeled as independent random eects 'it  N(0; 2't), i =
1;    ; N , t = 1;    ; T .
6. It is assumed that the latent trait vectors and the random eects are all independent.
7. The link function is the standard normal ogive, denoted ()
8. Guessing parameters are not included.
The subtests will be denoted as c1; c2;    ; cm. The testlets will be denoted as
s1; s2;    ; sT . Note that n1 + n2   + nT = NT and NT <= K.
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A simple index j will be used to denote the item parameters. The slopes (the discrim-
ination parameters) will be denoted j , and the intercept parameters will be denoted as
j . The classical diculty parameter is given by bj = j=j . Let v(j) be the subtest to
which item j belongs, let (j) be the testlet to which item j belongs. The linear latent
predictor is dened as
ij = j
t
v(j)i   j   'i(j) (B.1)
where i = (i1;    ; im)t represents the latent trait vector of examinee i, and 'i =
('i1;    ; 'iT )t is the random eects vector of examinee i.
B.2 Matrix Notation
The matrices used in the DAGS algorithm are dened in this section. To build the DAGS
algorithm, the items are ordered such the slopes of the latent traits can be organized in
the matrix  given by
 =
2664
1 0    0
0 2    0
           
0 0    m
3775
Km
; (B.2)
where 1 = (1; 2;    ; K1)t,   , m = (K Km+1;    ; K)t. Let  be the matrix
whose components are the direction vectors  , v = 1;    ;m. Let A be the matrix
dened as A =  . Then A is given by
A =
2664
111 112    11d
221 222    22d
           
mm1 mm2    mmd
3775
Kd
: (B.3)
Matrix A reduce to  in the case of a simple structure test. In that situation, m = d and
the vectors v coincide with the canonical basis of R
d.
For ease, the j-th rows of A will be denoted atj . The matrix of testlet eects will be
	 = [	ij ]NK , where 	ij = 'i(j). With these notations, the linear predictor can be
rewritten as
ij = 
t
iaj   j  	ij : (B.4)
Let  = (1;    ; K)t be the vector of intercepts of the items. Let Z = [Zij ]NK be the
matrix of the augmented variables. Let 1L be the L-vector with 1's in all its components.
Let  = [ik]Nd be the matrix of all latent trait vector of the sample of examinees.The
other matrices required in the DAGS algorithm are dened as
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 = At  	  1Nt
D = Z +	+ 1N
t
Q = At  Z   1Nt
W = At  Z  	
F = Z +	
In the next sections, we specify the prior and the full posterior distributions. Missing
data are considered in the full conditional distribution of the variables Zij . The positive
truncated normal distribution will be denotedN(0;1)(), and the negative truncated normal
distribution will be denoted N( 1;0)().
B.3 The joint posterior probability density function
Let j = (j ; j)
t be the parameter vector of item j. The vector of all item parameters
of the test is  = (1;    K)t. The matrix of all 's will be denoted  = [vk]md,
and the matrix of the complete random eects will be denoted as ' = ['it]NT . Let
  = (2'1 ;    ; 2'G)t be the vector of the testlet eect variances. The matrix of all responses
will be denoted y, the matrix of the mij 's will be denoted as m and the matrix of the
Zij 's will be denoted as z. Then, according to appendix A the joint posterior distribution
is given by
p(;; ;	;Z;; jy;m) _ (B.5)
f(yjZ;m)p(m)p(Zj;; ;	)p()p()
 p(j)p()p(	j )p( )
B.4 Latent continuos variables Zij
According to the results of section A.3
[Zij j] _ f(yij jzij ;mij)p(zij j)p(mij) _
(zij ; ij ; 1) [I(zij > 0)I(yij = 1)I(mij = 1)+
I(zij  0)I(yij = 0)I(mij = 1)+
I(yij = )I(mij = 0)]:
Hence, the full conditional distribution of Zij denote as Zij j is given by
Zij j 
8><>:
N(0;1)(ij ; 1); if yij = 1
N( 1;0)(ij ; 1); if yij = 0
N( 1;1)(ij ; 1) if yij is missing
; (B.6)
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where the last line should be understood as an imputation procedure for the missing data.
B.5 Full conditional posterior of i
For the person latent trait parameter i the full conditional distribution is specied as
follows.
[ij] _ p(zj;i;	; )p(ij)
_
KY
j=1
exp f 12 [zij   atji +	ij + j ]2g  exp f 12ti 1ig
= exp f 12(Ai  Di)t(Ai  Di)g  exp f 12ti 1ig
_ exp f 12 [ti(AtA+ 1)i   2(AtDi)ti]g
Thus, the full conditional of i is a multivariate normal distribution
ij  Nd((AtA+ 1) 1(AtDi); (AtA+ 1) 1) (B.7)
B.6 Sampling to 
The prior distribution of the i's, is a multivariate normal distribution Nd(0;). Since, 
is a constrained matrix, because it is a correlation matrix, we rst sample an unconstrained
matrix R, see for example Sheng(2008a). Let [Rj] _ p(jR)P (R). According to Gelman,
Carlin, Stern & Rubin(2004), I propose to use the noninformative prior given by the Jereys
prior density
p(R) _ jRj (d+1)=2
Then,
Rj W 1d (S;N); (B.8)
where S =
PN
i=1 i
t
i. In a second step, we take  = (diag(R))
 1=2R (diag(R)) 1=2.
B.7 Full conditional posterior of v
For the direction parameter v I propose the prior given by
p(v) = Nd(b; T )
dY
k=1
I(vk  0);
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where T is a diagonal matrix. The full conditional distribution is specied as follows. Let
 be the n  d matrix of person parameters and let Dj be the column j of matrix D.
Then,
[vj] _ p(zjv;;	; )p(v)
_
NY
i=1
Y
j2cv
exp f 12 [ajtiv   (zij +	ij + j)]2gp(v)
= exp f 12
X
j2cv
[ajv  Dj ]t[ajv  Dj ]gp(v)
_ exp f 12 [tvW vv   2(tDv)tv]gp(v);
where W v =
P
j2cv a
2
j
t and Dv =
P
j2cv ajDj . The proposed prior is such that
p(v) _ exp f 12(v   b)tT 1(v   b)g
dY
k=1
I(vk  0):
Hence, the full conditional posterior distribution of v is given by
vj  Nd((W v + T 1) 1(tDv + T 1b); (W v + T 1) 1
dY
k=1
I(vk  0)): (B.9)
I propose the hyperparameters b = 1p
d
1d, where 1d is the d  vector with ones in all
its components, and T = Id, the identity matrix of size d.
B.8 Full conditional posterior of j
Le cv, be the subtest of item j, so, v = v(j). Let j = (j ; j)
t. These parameters are
correlated. Then, there is no problem in assuming the proper prior N2(0;S)I(j > 0).
Let Xv = [v   1N ]N2 and F j = (F 1j ;    ;FNj)t. Then,
[j j] _ p(zj; j ;v;	)p(j)
_
NY
i=1
exp f 12 [jtvi   j   (zij +	ij)]2gp(j)
= exp f 12([v   1N ]j   F j)t([v   1N ]j   F j)gp(j)
_ exp f 12 [Xvj   F j ]t[Xvj   F j ]gp(j)
_ exp f 12 [tj(XtvXv)j   2F tj(Xv)j ]gp(j):
The proposed prior is such that
p(j) _ exp f 12tjS 1jg
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So, the full conditional distribution of j is given by
jj  N2((XtvXv + S 1) 1XtvF j ; (XtvXv + S 1) 1)I(j > 0): (B.10)
In the DAGS algorithm was used S = I2, the identity matrix of order 2.
B.9 Full conditional posterior of 'it
Let us suppose that st represents the testlet t, t = 1;    ; T . For each testlet t, and each
examinee i, i = 1;    ; N , the specic testlet eect is denoted 'it. For the testlet eect 'it
it is assumed that 'it  N(0; 2't).
Let nt be the size of st. Let Eit =
P
t2stQij , and H
2
t = nt +
1
2't
. Then,
['itj] _ p(zj;aj ;v; 'ij ; j)p('itj2't)
_
Y
j2st
exp f 12 ['it   (tiaj   zij   ij)]2g  exp f 
'2it
22't
g
_ exp f 12
X
j2st
('it  Qij)2g  exp f  '
2
it
22't
g
_ exp f 12
24nt + 12't '2it   2
0@X
j2st
Qij
1A'it
35g
Hence, ['itj]  N(H 2t Eit;H 2t ).
B.10 Full conditional posterior of 2't
Let t = 1=2't . For t it is assumed the prior Gamma(; 1=), for some small value .
Then
[tj] _
NY
i=1

1=2
t exp f t('
2
it
2 )g   1t exp f t=g
_ 
N
2
+ 1
t exp f t
PN
i=1 '
2
it
2 +
1


g
Hence, [lj]  Gamma

N
2 + ;
PN
i=1 '
2
it
2 +
1

 1
. In the DAGS algorithm was used
 = 0:1.
Currently, some author does not recommend the use of the gamma distribution in
the modeling of hierarchical models Gelman(2006). Instead, they suggest the use of the
noninformative uniform distribution. In this case, the full conditional posterior is given
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by [lj]  Gamma

N
2 ;
PN
i=1	
2
it
2 +
 1
. This option is available in the implementation of
the DAGS algorithm. In the experimental data, the results were similar.
B.11 DAGS Algorithm
The DAGS algorithm is as follows.
1. Obtain initial values for the item parameters. 0j = 1, and 
0
j = 0 for all j, 
0 = Id,
i  Nd(0; Id), 'i  NT (0; IT ), v = 1pd1d, for those v's that will be estimate,
2'l = 1 for all t.
2. Sample Zij , for all ij.
3. Sample i, for all i.
4. Sample .
5. Sample 'it, for all it.
6. Sample j for all j.
7. For each v, if v must be sampled, sample v. Let sv = jjvjj. Normalize v and
multiple j by sv, for all j 2 cv.
8. Sample 2'l , for all l.
9. Obtain the objects to compute goodness-of-t statistics, at the output of the algo-
rithm.
APPENDIX C
Preliminary Analysis of the data
The linear latent structure MIRT (LSMIRT) models proposed in this dissertation are
thought to be useful in large scale tests, which are split into subtests. The number of
subtests was called the dimension of the test. It is assumed that, each subtest is designed
to measure one unidimensional latent trait. In the classical approaches to t data from
tests of this type, it is assumed that each main latent trait denes a dimension in the latent
trait space. This is a not realistic assumption. In the general case, the dimension of the
latent trait space is less or equal than the dimension of the test.
Let m be the dimension of the test, and let d be the dimension of the latent trait
space. The main assumption of the LSMIRT model is that d  m. In chapter 4, were
proposed two parameterizations to the model. The second parameterization was selected
to be implemented in the data augmentation Gibbs sampler (DAGS) algorithm, which was
designed to estimate the parameters of the model. Details can be consulted in chapter
B. In the parameterization chosen, the rst d main latent traits are identied with the
coordinate axes of the latent trait space. Consequently, before to t a test data set with a
LSMIRT model the following two questions have to be solved.
1. What is the dimension of the latent trait space?
2. Which are the main latent traits?
In this appendix, I introduce some strategies to solve these questions. For completeness,
in section C.1 the data of the real case used in this work are described. In section C.2 we
review some classical strategies used to detect the dimension of the latent trait space. The
principal component analysis (PCA) was adopted, because of its simplicity. Each one of
the subtest was tted with an unidimensional IRT model. The estimated unidimensional
latent traits were used as supplementary variables in a PCA of all data to determine the
subtest directions that could be identied with the canonical vectors of the coordinate axes
in the latent trait space. In section C.3, it is shown that the LSMIRT model is equivalent
to a factor analysis model of binary data. Also it is shown that the perturbation vector in
that factor analysis model coincides with the theoretical Bayesian latent residuals dened
in appendix A. These facts, permit to compute the tetrachoric correlations matrix in a
new way, and oer a graphical tool to conrm the dimension of the latent trait space.
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C.1 Real case data
The data used along this dissertation are from the admission test in the Universidad
Nacional de Colombia, applied for the second semester of 2009. The sample size was
N=5096. The test was taken by more than 35,000 people. There were seven types of tests,
but the dierence between them was only order of the questions. The data correspond
to the complete sample of one type. The test size was K = 113 with ve subtests. The
subtests were: textual analysis (Textual) with K1 = 15 items, mathematics (Math) with
K2 = 26 items, natural sciences (Science) with K3 = 29 items, social sciences (Social) with
K4 = 29 and image analysis (Image) with K5 = 14 items. The results in this appendix
were obtained from this data set. In the test, there were 1845 missing responses that
correspond to 0:32% of the responses. For illustration proposes, the missing data were
coded with 0.
C.2 Detecting the dimension of the latent trait space
Dierent techniques and computer programs can be used to determine the dimension of
the latent trait space. In this section, we describe three known approaches.
C.2.1 DETECT index
For the case where the clusters of items that dene the subtests are not available, Zhang
& Stout(1999b) proposed the DETECT index, to detect the dimension of the latent trait
space. They implement a procedure also called DETECT to nd the clusters of homo-
geneous items. The number of clusters is proposed as the dimension of the latent trait
space. Hence, in this case an approximated simple structure model is obtained. In the
tests where the LSMIRT model can be useful, each item is associated to a unique subtest.
Thus, each subtest predenes a cluster of items, but the dimension of the latent trait space
is independent of the number of clusters.
C.2.2 Tetrachoric correlations
A second approach to determine the dimension of the latent trait space is based on the
eigenvalues of the tetrachoric correlations matrix. The concept of tetrachoric correlations
was introduced by Pearson(1900), in a study about some problems of the evolution theory.
The tetrachoric correlation between two dichotomous items estimates the Pearson correla-
tion one would obtain if the two constructs were measured continuously, Drasgow(1988),
Olson(1979). The tetrachoric correlation between two dichotomic items, implies the ex-
istence of two continuous latent variables associated to the dichotomic items. Then, the
tetrachoric correlation for manifest variables Yi and Yj , say ij , is equal to the Pearson
correlation between the corresponding latent continuous variables Zi and Zj . That is:
ij = (Zi; Zj).
The tetrachoric correlations can be easily understood as the correlations between the
latent sample variables Zvj = (Z1vj ;    ; ZNvj)t, used along this work as the augmented
variables in the DAGS algorithm. Let Z = [Zvij ]NK , and consider the standardized
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matrix Z, obtained from Z to have unit variances. Then, to determine the dimension of
the latent trait space, the eigenvalues of the matrix (Z)tZ are computed.
Eigenvalues plot
0
2
4
6
8
Figure C.1. Eigenvalues bar plot of the tetrachoric correlations of the data from the Universidad
Nacional de Colombia.
In practice, the variables Zij are not available. However, some computational methods
have been developed to estimate the tetrachoric correlations. For example, a subroutine
can be downloaded from the Applied Statistics, section of StatLib, Brown(1977). A more
recent function to estimate the tetrachoric correlations can be found in package polycor for
R R Development Core Team(2008). Figure C.1 shows a bar diagram of the eigenvalues
of the estimated tetrachoric correlations of the data from the Universidad Nacional de
Colombia. Package polycor was used to estimate the tetrachoric correlations.
C.2.3 Principal Component Analysis
Takane & Leeuw(1987), proved that the marginal likelihood of the two-parameter normal
ogive MIRT model and factor analysis of dichotomized variables are equivalent. Conse-
quently, an alternative way to investigate the dimension of the latent trait space is to nd
directly the rst eigenvalues of the standardized matrix obtained from Y tY .
In this work, I did a principal component analysis (PCA) of each one of the subtests
and of the full test. PCA was used only as a descriptive tool, so, there is no problem in that
variables are binary, Jollie(2002), page 339. Firstly, each one of the subtests was tted
with a UIRT model. The estimates were obtained with the ltm-package Rizopoulos(2006)
written for R. Secondly, a PCA was done with the same data of each subtest. The PCA
analyses were run with the FactorMineR package of R, Lê, Josse & Husson(2008). The
correlation between each unidimensional latent trait and the corresponding rst principal
component was higher than 0:99 in all cases. Thirdly, a PCA analysis was done with the
binary response table of the full test. The univariate latent traits computed in the rst
step were used as quantitative supplementary variables. Figure C.2 shows the bar plots of
the rst eigenvalues resulting from a normed PCA analysis of the binary response matrix
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Y . The plot supports the decision to select d = 3 as the dimension of the latent trait
space.
Eigenvalues plot
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Figure C.2. Eigenvalues bar plots the PCA of the binary responses tables
Figure C.3 shows the correlation circle of the variables in the plane 2,3. In the plot,
the unidimensional latent traits estimated previously with ltm package, were projected as
quantitative supplementary variables.
Additionally, table C.1 shows the square cosine between the latent traits and the coor-
dinate axes. The plot and the table, support the decision to select the reference directions
of Math, Textual and Image to be aligned with the coordinate axes.
Subtest Dim. 1 Dim. 2 Dim. 3
Math 0.5953 0.0896 0.0895
Science 0.5691 0.0271 0.0036
Social 0.5155 0.0078 0.0490
Textual 0.5010 0.0060 0.1761
Image 0.4179 0.4524 0.0773
Table C.1. Square cosine of the subtest latent traits with respect to the rst three axes in the
PCA. The latent traits were projected as supplementary variables
C.3 Conrmatory Analysis
Before the modern developments of the IRT, the terachoric correlations were used as the
basis of factor analysis of binary data. However, some problems arose with this strategy.
First, the computation of the tetrachoric correlations is problematic in the cases of missing
data. Second, the estimated matrix of the sample tetrachoric correlation obtained from the
classical algorithms is often non positive denite, Bock, Gibbons & Muraki(1988). Item
factor analysis based on tetrachoric correlation coecients were overcome using the gen-
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Figure C.3. Plot of the PCA with the subtest latent traits projected as supplementary variables.
eralized least squares (GLS) method Christoerson(1975), Muthén(1975). Christoersson,
based on latent variables, associated to the binary items obtained a model equivalent to
the classical IRT model. Bock & Aitkin(1981) developed the marginal maximum likelihood
(MML), an EM algorithm to estimate the item parameters in an IRT model, based on the
latent factor decomposition of the underline continuous latent variable that governs the re-
sponse process. Bock, Gibbons & Muraki(1988), formalized the procedure and called it full
information item factor analysis. This approach, was also used by McDonald(1981, 2000)
to propose a framework for the multidimensional item response theory.
The item factor analysis of the LSMIRT model is stated as follows. Let Zvj be the
underline latent variable that governs the response process for item vj. According to
appendix B, let  be the matrix given by
 =
2664
1 0    0
0 2    0
           
0 0    m
3775
Km
; (C.1)
where 1 = (11; 12;    ; 1K1)t,   m = (m1; m2;    ; mKm)t. Let  the matrix
whose rows are the direction vectors v, v = 1;    ;m. Let A be the matrix dened as
A =  . Then A is given by
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A =
2664
111 112    11d
221 222    22d
           
mm1 mm2    mmd
3775
Kd
: (C.2)
By facility, the vj-th row of A will be denoted atvj . Let  be a random vector distribute
as Nd(0;). The latent traits of examines are values of vector . Let e be a random vector
distributed as NK(0; IK), where IK represents the identity matrix of size K. It is assumed
that A and e are independent. Let  be the vector of intercepts in the LSMIRT model.
Let Z be the random vector dened as
Z = A    + e: (C.3)
Then,
Z  N( ;AAt + IK) (C.4)
and
ZjA  N(A   ; IK): (C.5)
Let Z = (Z11;    ; ZmKm)t, and let y = (y11;    ; ymKm)t be the random vector repre-
senting any response pattern, then
p

[Zvj jatvj] > 0
	
=
Z 1
0
1p
2
exp f 12(z   (atvj   vj))2gdz
= (atvj   vj) (C.6)
= P (yvj = 1j;v; vj ; vj):
We can conclude that the random latent variables Zvj govern the response process
of item vj. The tetrachoric correlation matrix is just the sample correlation of Z. Ad-
ditionally, for each examine i, the corresponding augmented variable Zvij introduced in
the DAGS algorithm can be considered as a latent continuous response. In each step of
the DAGS algorithm after convergence, the values Zvij are samples from the posterior
distribution of Zvij jyvij .
We have showed a common framework for the IRT, item factor analysis and the aug-
mented variables technique used in the DAGS algorithm. Equation (C.3) is a classical
factorial model, where A is the loading matrix, and e is the perturbation vector. In this
case, the theoretical covariance matrix of e is the identity matrix. This covariance matrix
could be estimated as follows. The specic perturbations are given by
evij = Zij   avji + vj : (C.7)
These specic perturbations evij and their covariance matrix can be estimated from the
posterior distribution of evij . In step m of the DAGS algorithm after convergence, let
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e
(m)
vij = Z
(m)
vij   (a(m)vj )ti(m) + (m)vj : (C.8)
and
S(m) =
1
K
mX
v=1
KmX
j=1
(e
(m)
vj   e(m))(e(m)vj   e(m))t (C.9)
where e(m)vj = (e
(m)
1vj ;    ; e(m)Nvj)t and e(m) is the mean of the e(m)vj 's. Thus, S(m) is the
sample covariance matrix of the m-sample of the random vector (e11;    ; emKm)tj.
Obviously, the values evij are the Bayesian latent residuals dened in appendix A. If
the model is well tted the bar plot based on the eigenvalues of the correlation matrix of Z
(the tetrachoric correlations) and the initial bar plot based on the correlation matrix of y
must reveal the same dimension of the latent trait space. Additionally, the bar plot based
on the eigenvalues of the correlation matrix of e, will not show additional dimensions.
That is, this bar plot must show only noise.
Latent variables 
eigenvalues
0
2
4
6
8
Bayesian Residuals
eigenvalues
0.
0
0.
4
0.
8
1.
2
Figure C.4. Eigenvalues bar plot of the correlation matrices of Z and e, modeled with three
factors.
Figure C.4 shows the bar plots of the eigenvalues of cor(Z) and cor(e) for the real case,
when data were tted with the tridimensional latent trait. Furthermore, gure C.5 shows
the corresponding plots when data were tted with a two-dimensional latent trait.
C.4 Conclusions
In this appendix, it was shown that the dimension of the latent trait space can be initially
determined from a PCA analysis of the data matrix y. The unidimensional latent traits
obtained from an unidimensional IRT modeling of the subtests, were used as supplemen-
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Figure C.5. Eigenvalues bar plot of the correlation matrices ofZ and e, modeled with two factors.
tary variables, to determine which subtest direction may be aligned with the coordinate
axes of the latent trait space. On the other hand, it was shown that the LSMIRT model is
equivalent to a factor analysis, where the augmented variables used in the DAGS algorithm
are latent continuous variables that govern the response process of each item. The latent
traits are the factors, the matrix A is the loading matrix and the perturbation vector coin-
cides with the theoretical Bayesian latent errors. These facts suggest to use the correlation
matrices of Z and e as conrmatory graphical tools.
A new way to estimate the tetrachoric correlations of the items was shown. These cor-
relations can be estimated from the DAGS algorithm used to estimate the parameters of
the model. Even though these results can be easily extended to more general multidimen-
sional item response theory models, it is probable, that the case of the LSMIRT models
could be one of the more important.
APPENDIX D
Proof of the n- dimensional geometrical Facts
For the concepts of n-dimensional geometry, see for example Kendall,(1961). Let v1;    ; vd
be an ordered set of vectors in Rn; n  d. The parallelotope 1 with sides v1;    ; vd is the
convex hull created by these vectors. This parallelotope is denoted by P (v1;    ; vd). It is
well known that the volume or content of P (v1;    ; vd) is
vol(v1;    ; vd) = jV tV j1=2; (D.1)
where V = (v1;    ; vd), see for example Mathai(1999). It is immediate to show that
vol(v1;    ; vd) =   vol(v1;    ; vd); (D.2)
Furthermore, if S is a region of Rn and  a n n matrix, then
vol(S) = jjvol(S) (D.3)
From equation (D.3) it is straightforward to show that
vol(v1;    ;vd) = jj  vol(v1;    ; vd); (D.4)
Lemma 6. Let 1 and 2 be unitary vectors of Rn, then
vol2(1;2) = 1  t12 (D.5)
Proof. The result follows directly from equation (D.1).
1The parallelotope is the generalization of a parallelepiped to Rd
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