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La diffusion probabiliste est une des techniques les plus populaires pour diffuser de l’information dans les re´seaux a`
grande e´chelle. Cette technique est appre´cie´e pour sa simplicite´, sa robustesse et son efficacite´. Dans le cas du protocole
Push, chaque nœud informe´ choisit a` chaque e´tape un de ses voisins ale´atoirement de manie`re uniforme, et lui trans-
met l’information. Ce protocole est connu pour permettre la diffusion en O(logn) e´tapes, avec forte probabilite´, dans
plusieurs familles de re´seaux statiques de n nœuds. De plus, il a e´te´ montre´ empiriquement que le protocole Push offre
de tre`s bonnes performances en pratique. En particulier, il se montre robuste aux e´volutions dynamiques de la structure
re´seau. Dans cet article, nous analysons le protocole Push dans le cas de re´seaux dynamiques. Nous conside´rons le
mode`le des graphes a` e´volution areˆte-markovienne, qui permet de capturer une forme de de´pendance temporelle entre
la structure du re´seau au temps t et celle au temps t+1. Plus pre´cise´ment, une areˆte inexistante apparaıˆt avec probabilite´
p, tandis qu’une areˆte existante disparaıˆt avec probabilite´ q. Ayant pour objectif de coller avec des traces re´elles, nous
concentrons principalement notre e´tude sur le cas p = Ω( 1n ) et q constant. Nous prouvons que, dans ce cas re´aliste,
le protocole Push permet de diffuser l’information en O(logn) e´tapes, avec forte probabilite´. Cette borne reste valide
meˆme lorsque, avec forte probabilite´, le re´seau est de´connecte´ a` chaque e´tape (typiquement, lorsque p lognn ). Ce
re´sultat de´montre ainsi formellement la robustesse du protocole Push dans le cadre d’e´volution temporelle de la struc-
ture du re´seau. La version comple`te de cet article, en cours de soumission, est disponible sur arXiv (voir [CCD+13] qui
contient un sur-ensemble des re´sultats pre´sente´s ici).
1 Contexte et objectif
La diffusion probabiliste est une des techniques les plus populaires de diffusion d’information dans le
contexte des grands re´seaux distribue´s. En particulier, le protocole Push s’exe´cute par e´tape comme suit :
une source arbitraire est initialement de´tentrice d’une information, et, a` chaque e´tape, un nœud informe´
choisit ale´atoirement de fac¸on uniforme un de ses voisins qui devient informe´ a` l’e´tape suivante. Ce pro-
tocole a e´te´ introduit par [DGH+87] dans le cadre des bases de donne´es distribue´es, afin d’exe´cuter les
mises a` jour et, surtout, pre´server la consistance entre des donne´es re´plique´es. Depuis, le protocole Push
a e´te´ propose´ pour de nombreuses autres applications telles que la de´tection de pannes dans les syste`mes
distribue´s, l’e´chantillonnage de nœuds, la recherche de donne´es, le calcul de la moyenne de donne´es dans
un re´seau de capteurs, etc. Voir [CCD+13] pour les re´fe´rences et [JVG+07] pour un survol des applications
potentielles du protocole Push et de la diffusion probabiliste en ge´ne´rale.
En sus de ses applications, la diffusion probabiliste a e´galement e´te´ analyse´e dans un cadre formel.
En effet, comme observe´ par [DGH+87], la diffusion probabiliste n’est juste qu’un exemple de processus
e´pide´mique et son analyse  benefits greatly from the existing mathematical theory of epidemiology (meˆme
si son application dans le cadre des re´seaux suit ge´ne´ralement des objectifs oppose´s a` son application dans
le cadre de la me´decine). En particulier, il a e´te´ montre´ que le temps de diffusion, c’est-a`-dire le nombre
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d’e´tapes ne´cessaires pour qu’une information connue initialement d’un nœud soit, avec forte probabilite´, fi-
nalement connue de tous les nœuds, a e´te´ e´tudie´ pour de nombreuses classes de graphes. (Un e´ve`nement En
a une forte probabilite´ si Pr[En] ≥ 1−O(1/nc) pour une certaine constante c > 0). Cela inclut les graphes
complets, les hypercubes, les graphes ale´atoires d’Erdo˝s–Re´nyi, les graphes construits selon l’attachement
pre´fe´rentiel, et certains types de graphes ayant une distribution de degre´s en loi de puissance. En plus de
l’obtention de bornes sur le temps de diffusion, beaucoup de ces travaux montrent des connexions fortes
entre ce temps et certains parame`tres classiques de graphes capturant diffe´rentes formes de connectivite´,
incluant la conductance, l’expansion-areˆte, et l’expansion-sommet. Voir [CCD+13] pour les re´fe´rences bi-
bliographiques.
Il est toutefois important de noter que les techniques et les arguments adopte´s dans toutes ces e´tudes
s’appuient fortement sur le fait que tous ces graphes sont statiques, c’est-a`-dire n’e´voluent pas au cours du
de´roulement de la diffusion. En particulier, la plupart de ces e´tudes exploitent le fait crucial que le degre´
de chaque sommet (que ce soit une variable ale´atoire ou une valeur de´terministe) ne change pas durant
toute l’exe´cution du protocole. Ce cadre d’e´tude n’est donc gue`re informatif lorsque l’on s’inte´ressent a` des
re´seaux dynamiques tels que ceux rencontre´s dans l’e´tude des re´seaux ad hoc sans fil, des re´seaux mobiles,
ou des re´seaux pair-a`-pair, lorsque les nœuds et/ou les liens apparaissent ou disparaissent fre´quemment
au cours du temps. L’objectif de cet article est d’e´tudier la diffusion d’information, dont en particulier
le protocole Push, dans un cadre plus re´aliste afin de de´duire des conclusions applicables au re´seaux
dynamiques.
2 Re´seaux dynamiques
C’est pre´cise´ment dans le but d’analyser le comportement de protocoles distribue´s dans le cadre des
re´seaux dynamique que le concept des graphes e´volutifs a e´te´ introduit dans la litte´rature [Fer02]. Un tel
graphe est simplement une se´quence (Gt)t≥0 de graphes sur le meˆme ensemble de sommets, ou` t ∈ N
(pour indiquer que l’on conside`re des  photos  a` temps discrets meˆme si le graphe peut e´voluer de fac¸on
continue). Ce concept est suffisamment ge´ne´ral pour mode´liser un grand nombre de dynamiques, d’une
dynamique guide´e par un adversaire [CMPS09, KLO10] a` celle entie`rement ale´atoire [Bol01]. En effet,
quoiqu’uniquement les areˆtes soient sujettes a` modifications, un sommet dont toutes les areˆtes incidentes
sont absentes au temps t peut eˆtre perc¸u comme ayant quitte´ le re´seau au temps t (ou` le re´seau est vu comme
la composante ge´ante de Gt ). De la` il de´coule que les graphes e´volutifs capturent e´galement une certaine
forme de dynamique de nœuds.
Dans le cas des graphes e´volutifs ale´atoires, le graphe Gt est choisi ale´atoirement selon une certaine
loi de probabilite´ parmi un certain ensemble de graphes, inde´pendamment du choix des autres Gt ′ , t ′ 6= t.
Un exemple typique de ce type de graphes e´volutifs est lorsque Gt est choisi uniforme´ment dans Gn,p,
l’ensemble des graphes ale´atoires d’Erdo˝s-Re´nyi [AKL08]. Dans ce cas, a` chaque e´tape t, chaque areˆte e
existe dans Gt avec probabilite´ p, inde´pendamment des autres areˆtes. De tels graphes e´volutifs offrent des
capacite´s de communication supe´rieures aux graphes statiques de meˆme nombre moyen d’areˆtes. Ceci a e´te´
de´montre´ en particulier dans le cas d’un protocole de diffusion simpliste : le protocole Flooding. Lors de
l’exe´cution de ce protocole, lorsqu’un sommet non-informe´ posse`de un voisin informe´ au temps t, il devient
informe´ au temps t +1. Il a e´te´ de´montre´ [BCF11, CMM+10, CMPS11] que le temps de diffusion du pro-
tocole Flooding peut eˆtre tre`s rapide (typiquement poly-logarithmique en le nombre de sommets) meˆme
si chaque graphe est faiblement connecte´, voire meˆme de´connecte´ avec forte probabilite´ a` chaque e´tape.
De tels re´sultats sont autant d’e´vidences que certaines dynamiques ale´atoires non seulement ne ralentissent
pas, mais peuvent acce´le´rer les communications.
La meˆme observation a` propos de Flooding reste valable lorsque le mode`le e´volutif inclut des de´pendan-
ces temporelle, comme dans le mode`le areˆte-markovien. Selon ce mode`le, le graphe e´volutif (Gt)t≥0 de´bute
a` partir d’un graphe initial G0 et, a` chaque e´tape,
– si une areˆte n’existe pas dans Gt , elle apparaıˆt dans Gt+1 avec probabilite´ p, et
– si une areˆte existe dans Gt , elle disparaıˆt dans Gt+1 avec probabilite´ q.
Quel que soit le graphe initial G0, un graphe e´volutif areˆte-markovien converge vers un graphe ale´atoire de
Gn,p˜ avec comme distribution stationnaire de chaque areˆte p˜ = pp+q . Ne´anmoins, il convient de noter que
le mode`le inclut des de´pendances markoviennes entre les graphes de deux e´tapes conse´cutives. Ainsi, e´tant
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donne´e Gt , le graphe suivant Gt+1 n’est pas ne´cessairement un graphe ale´atoire dans Gn,p˜.
Le mode`le areˆte-markovien a fait re´cemment l’objet de mesures expe´rimentales, dans le contexte des
re´seaux mobiles aux connexions opportunistes [WCDdA11], ainsi que dans celui des re´seaux pair-a`-pair
[VP11]. Ces mesures de´montrent une bonne ade´quation du mode`le avec certaines traces re´elles.
Le temps de diffusion du protocole Flooding a e´te´ re´cemment analyse´ dans le mode`le areˆte-markovien,
pour toute valeur dep˜ (voir [BCF11, CMPS11]). Une variante du mode`le dans laquelle les probabilite´s p
and q de  naissance  et de  mort  de´pendent non seulement du nombre de nœuds mais aussi d’une
notion de distance entre ces nœuds a e´te´ e´tudie´e dans [GH10].
Le protocole Flooding ge´ne`re cependant un grand nombre de messages. De fait, meˆme si son temps
d’exe´cution fournit un analogue pour les graphes dynamique du diame`tre pour les graphes statiques, le
protocole Flooding ne refle`te pas le type de protocoles de diffusion ge´ne´ralement utilise´s en pratique.
Nous nous sommes donc inte´resse´s a` l’analyse des performances du protocole Push dans les graphes
e´volutifs areˆte-markoviens.
3 Cadre d’e´tude
Nous focalisons notre attention sur des re´seaux dynamiques ge´ne´re´s par le mode`le areˆte-markoviens
pour des parame`tres p et q offrant une bonne ade´quation avec des traces re´elles, tel qu’observe´ dans
[VP11, WCDdA11]. Ces traces correspondent a` des re´seaux dont la dynamique est relativement e´leve´e,
pour lesquels la probabilite´ de mort  q est d’au moins un ordre de magnitude plus e´leve´ que la probabi-
lite´ de  naissance  p. Afin de fixer des parame`tres p et q qui correspondent a` cette observation empirique,
conside´rons l’espe´rance m¯ du nombre de liens et l’espe´rance d¯ du degre´ de chaque nœud en re´gime sta-
tionnaire, gouverne´ par p˜ = pp+q . Nous avons m¯ =
p
p+q
(n
2
)
, et d¯ = 2m¯n = (n− 1) pp+q . Ainsi, en re´gime
stationnaire, l’espe´rance ν du nombre d’areˆtes qui changent leur e´tat (de non-existant a` existant, ou vice
versa) a` chaque e´tape ve´rifie
ν= m¯q+(
(n
2
)− m¯)p = n(n−1)2 ( pqp+q +(1− pp+q) p)= n(n−1) pqp+q = nqd¯.
En conse´quence, pour capturer une forte dynamique telle qu’observe´e dans les traces re´elles, nous avons
fixe´ q constant, de fac¸on a` ce qu’une fraction constante des areˆtes disparaissent a` chaque e´tape, tandis
qu’une fraction p des areˆtes non-existantes apparaissent. Nous avons conside´re´ p quelconque dans ]0,1[,
avec comme unique restriction que p≥ 1n . (Pour des valeurs de p plus petites, p 1/n, le temps d’exe´cution
de tout protocole de communication est de´pendant du temps moyen 1np  1 requis pour chaque sommet afin
d’acque´rir ne serait-ce qu’un lien vers un autre sommet). En re´sume´, nous nous concentrons sur l’intervalle
suivant de valeurs :
1
n
6 p < 1 et q =Ω(1). (1)
Cet intervalle permet de capturer des re´seaux dynamiques offrant un grand spectre de densite´s diffe´rentes
(des graphes de´connecte´s aux graphes presque complets) tout en offrant un nombre moyen de changement
d’e´tats d’areˆtes par e´tape e´gal a` une contante fraction du nombre total moyen d’areˆtes.
4 Nos re´sultats
Pour les parame`tres de l’e´quation (1), nous avons montre´ que, avec forte probabilite´, le temps d’exe´cution
du protocole Push est Θ(logn) e´tapes dans tout graphe e´volutif areˆte-markovien, quel que soit le graphe
initial G0. En particulier, meˆme si, avec forte probabilite´, le graphe Gt est non connexe pour tout t (c’est ty-
piquement le cas pour p lognn ), le protocole Push s’exe´cute aussi rapidement que possible. (Le protocole
Push ne peut en effet s’exe´cuter plus rapidement qu’en Ω(logn) e´tapes dans tout graphe statique ou dyna-
mique puisque le nombre de sommets informe´s ne peut qu’au plus doubler a` chaque e´tape). Il est e´galement
inte´ressant de comparer les performances du protocole Push avec celles du protocole Flooding. Les
bornes infe´rieures connues pour Flooding dans les graphes areˆte-markoviens [CMPS11] (qui sont e´videm-
ment e´galement des bornes infe´rieures pour Push) montrent que, pour p =Θ(1/n), les temps de diffusion
des deux protocoles ont le meˆme ordre de grandeur. Par ailleurs, pour p=Ω(1/n), il est clair que le facteur
de ralentissement du protocole Push compare´ a` Flooding est au plus logarithmique. Cette proprie´te´ est
remarquable puisque le nombre moyen de messages e´change´s par nœud dans le protocole Push peut eˆtre
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exponentiellement plus faible que dans le protocole Flooding. A titre d’exemple, pour p = Θ(1/
√
n),
le degre´ moyen est Θ(
√
n), et le protocole Flooding envoie donc au moins Θ(
√
n) messages par nœud,
alors que le protocole Push n’envoie qu’au plus O(logn) messages par nœud.
5 Techniques
Il est tre`s important de noter que l’analyse du protocole Push dans les graphes areˆte-markoviens ne
ne´cessite pas seulement de prendre en compte les de´pendances temporelles (entre Gt et Gt+1), mais e´galement
des de´pendance spatiales, ce qui rend cette analyse bien plus complexe que dans le cas statique. Pour se
convaincre de l’existence de de´pendances spatiales, conside´rons une e´tape de Push, ou` l’on suppose que
k≥ 2 nœuds disposent de´ja` de l’information, et essayons de calculer combien de nouveaux nœuds vont eˆtre
informe´s a` cette e´tape. Soit δ(u) le nœud se´lectionne´ par le nœud informe´ u exe´cutant le protocole Push
(c’est-a`-dire δ(u) est choisi ale´atoirement uniforme´ment parmi tous les voisins de u). En conditionnant sur
le degre´ de u, il est possible de calculer Pr[δ(u) = v] pour tout nœud non-informe´ v. Ne´anmoins, il est crucial
d’observer que les e´ve`nements  δ(u1) = v1  et  δ(u2) = v2  ne sont pas ne´cessairement inde´pendants.
En effet, l’occurrence de l’e´ve`nement  δ(u1) = v1  fait de´croıˆtre la probabilite´ de l’existence d’une areˆte
entre u1 et u2, et affecte donc la valeur de la variable ale´atoire δ(u2). Cette corre´lation positive empeˆche
l’utilisation des me´thodes classiques utilise´es pour analyser le protocole Push dans les graphes statiques,
ou rend l’utilisation de ces me´thodes bien plus complexe. Nous renvoyons a` [CCD+13] pour la description
de´taille´e des techniques utilise´es pour l’analyse du protocole Push dans les graphes areˆte-markoviens.
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