The high speed Fibre Distributed Data Interface is becoming an accepted standard for many real-time communication networks. One of its real-time applications supporting aspects is that the fault tolerance mechanisms are fast and initiated automatically. Nevertheless, occurring errors can have great influence on performance measures such as the probability of missing a deadline. In this paper we analyse the ability of the error recovery mechankms to make FDDI satis& real-time performance constraints in the presence of errors. A complicating factor in these analyses is the rarity of the error occurrences, which makes direct simulation unattractive. Therefore, we have developed a fast simulation technique, called Injection Simulation, which makes it possible to analyse the performance of FDDI including its fault tolerance behaviour. In this paper we discuss the implementation of Injection Simulation for polling models of FDDl and show simulation results.
Introduction
The FDDl high speed token ring protocol [ l ] is a likely candidate for many local area communication networks which should support real-time applications. In this respect one can think of safety critical applications such as avionics or nuclear power plant control and of less critical applications like video transmission or factory automation. FDDl supports real-time traffic by different means. First of all it can offer high bandwidth, namely 100 Mbps, as it uses optical fibre as the medium. Secondly, when the ring operates error free, the timed token protocol guarantees a maximum access delay for the stations on the ring, thus enabling them to send some highest priority, or synchronous. traffic (21. Finally, the fault tolerance mechanisms 131 contribute to the real-time capabilities of FDDI. because they are extremely fast and automatically performed.
In this paper we will discuss the inlluence o f error occurrences and the fault tolerance mechanisms on the performance of the network. A first indication for this influence on the Quality of Service is the fact that a maximum access delay can no longer be guaranteed. For many applications though, this will not be the performance measure that is of most interest. Other measures like buffer overflow probability or the probability of missing a deadline, can be of interest to the user or network supplier. These probabilities will probably be very small in an error free operating FDDl ring, but might increase some orders of magnitude when error occurrences are taken into account. In this paper we will analyrc the inlluence o f the lault tolerance mechanisms on thc probability that jobs miss their deadlines. Considering deadline missing probabilities means that we want to derive results for the tail of the steady-state waiting time distribution. Even when we abstract from most of the detail in the protocol hardly any analytical results are available. Therefore we have to use simulation to obtain results for the measures of interest. A problem we face when we try to analyze the fault tolerance mechanisms of FDDI is that errors occur very infrequently. For this reason, direct simulation will take too much simulation time until enough information about the influence of the rarely occurring errors has been collected. The use of a fast simulation technique becomes therefore inevitable. We have developed Injection Simulation (IS), an intuitively attractive fast simulation technique that can be implemented very easily 141. The method is based on decomposition of the original system in an error acfected part and an error free part. For these two parts separate simulations are performed and the output of these simulations enables us to derive the required measure for the total system.
In this paper we first of all want to show how performance results can be derived despite of the inherent difficulty of analyzing systems with rarely occurring events. Secondly, we want to obtain insight in the generic class of systems that can be represented by polling models with server breakdown. So, it is not our main intention to obtain detailed conclusions regarding the suitability of some specific FDDl conliguration for real-time applications. The presented models will therefore not have too much detail of the FDDI protocol included. As we are doing a simulation study it is in principal possible to add any desired detail to the model and thus to analyze any kind of practical FDDI application using the Injection Simulation technique.
This paper is organized as follows. In Section 2 we first describe the most important aspects of thc FDDl fault tolerance mcchanisms and discuss their incorporation in a polling model. In Section 3 we describe Injection Simulation for a ratio cstimator and derive its variance reduction properties. In Section 4 we then demonstrate the use of Injection Simulation for the polling model of FDDI, by discussing simulation results i n detail. Finally, Section 5 states conclusions and further research topics.
FDDI Fault Tolerance Mechanisms and their inclusion in Polling Models
In this section we discuss FDDI's fault tolerance mcchanisms and the way to incorporate them in a polling model. To be able to discuss this properly, we first very briefly describe the basic timed token protocol as well as a basic polling model in Section 2.1. In Section 2.2 we then discuss fault tolerance mechanisms in FDDI and their modelling in a polling model with server breakdown. We also briefly report on relevant analytical methods to evaluate performance of polling models. 
Basic concepts

Fault tolerance aspects Basic concepts of FDDI
The FDDI protocol is a timed token protocol for a high speed ring which guarantees a certain bandwidth for all stations (e.g. 151). Two classes of traffic can be distinguished, synchronous and asynchronous traffic. The synchronous traffic is the highest priority traffic and is therefore especially suited for real-time applications. When a station receives the token it has the opportunity to transmit synchronous frames for some period. Only when there is time left the station is allowed to transmit asynchronous frames, which are ordered according to priority classes. In this way a maximum access delay is guaranteed, and thus the opportunity to transmit at least some synchronous traflic within two times the pre-negotiated Target Token Rotation Time (TTRT) [2] .
Basic polling model
In our performance modelling study we do not have the intention to model the complete timed token protocol and we therefore will not discuss i t in more detail. We will consider a simplc polling model with only synchronous traffic, and with a simplified scheduling discipline, namely 1 -limited service. The reason for only considering synchronous traffic is that it is likely that the highest priority traffic class will be used for rc;il-time applications over the ring. The I-limited scheduling discipline models the limited time a station may hold the loken. I-limited implies that at most one frame per station can be transmitted every time the token visits the station. The polling modcl we analyze lor the system without error occurrences can
Fault tolerance mechanisms in FDDI
We can distinguish between two types of errors in a LAN: protocol related errors and errors caused by failure of a physical resource [3] . The protocol related errors lead to a recovery process, physical resource related errors lead to reconfiguration. In this paper we limit our attention to performance analysis of the recovery process. Application of Injection Simulation for a model with reconfiguration can be done in a similar, but slightly more intricate way.
Protocol related errors are detected by a time out of the Token Rotation Timer (TRT) or the Valid Transmission Timer (TVX) in some station. Upon such a time out a recovery process is automatically initiated. The station in which the time out first showed up, starts to transmit Claim Token Frames and offers some value for the Target Token Rotation Timer (TTRT). Every other station which receives a Claim Token Frame compares its own TTRT offer with the received one and transmits the lowest of the two to the downstream station. The station which receives its own Claim Token Frame knows that it has won the bidding and releases a new token. The first token rotation then is used to set the station parameters, such as timer values, the second rotation is only for synchronous traffic transmission. Then normal operation is resumed.
Polling model with server breakdown
From a performance modelling point of vicw, the main issue is that the recovery procedure does not allow data frames to be send for some period of time. After this period of server breakdown the ring resumes its operation as before, first 
Analytical performance results for polling models
We state some general analytical results for cyclic server or polling models which are of interest to our study. For a detailed and up-to-date survey of results for these models, see Takagi [6] .
Our performance measure of interest is the probability that a job misses some predefined deadline. This implies that we have to look at the tail of the steady-state waiting time distribution of jobs in the system. For this measure hardly any analytical results are available. Known analytical results mainly concern mean values of the waiting time distribution. Results for the tail of the waiting time distribution have only been obtained for models that further abstract from the timed token protocol and are often Laplace Stieltjes Transforms that are difficult to invert. An exception is Genter 171, who analyses a polling model with a gated service discipline. Assuming that the cycle time is independent of the number of jobs in the stations, results about the tail of the waiting time distribution can be derived relatively easily.
Adding the recovery mechanism in the model complicates the derivation of analytical results, as the order in which the stations are visited by the server (i.e. the token) is no longer fixed. Only for a return strategy in which the token returns to the first downstream station the results for the original model can directly be extended [8] . For our measure of interest approximations like the independence assumption in [7] do not seem to be appropriate because the influence of the occurring errors is also visible in the prolonged cycle time. To get a good insight in the influence of the errors we therefore have to use simulation. The problem of simulating models with rare events, such as small server breakdown probabilities, will be discussed in the following section.
Injection Simulation
When we try to investigate for FDDI the influence of error occurrences on the waiting time distribution we face the problem of the rarity of these errors. To derive accurate simulation results in a reasonable time span for these systems we have to use a fast simulation technique (see e.g. 191, [lo], [ I l l for discussions on simulation of systems with rarely occurring events). In Section 3.1 we first briefly discuss the Injection Simulation (IS) method as presented in [4]. Then we extend it in Section 3.2 for the ratio estimator which comes up when we try to estimate the probability of missing a deadline for an FDDI ring with token losses. In Section 3.2 also results about unbiasedness and variance reduction for the ratio estimator are given.
The basic idea behind Injection Simulation' is that an occurred error only influences the performance for a limited period of time, i.e. the influence of the error on the performance fades out. After the influence has faded out the performance is considered to be identical to the performance of the error free system, until the next error occurs. This idea is justified by the very small error probabilities p we consider. The waiting times of the jobs which are considered to be affected by the occurred error are called agecfed observations, while the other observations that are considered to behave as in an error free system are called non-affected observations (see upper part Figure 3 ). Performance results for the two kinds of observations are derived by two separate simulations (see lower part Figure3). The results for the non-affected observations are obtained by simulation of the error free system So Results for the affected observations are obtained by a simulation of a system S, in which errors are injected (i.e. forced to occur). Injection is carried out at moments that the system is assumed to be in steady-state of the error free system. In our iniplementation of IS the affected system is a system with an error injected every n, token passes, with n, chosen 
I
such that the influence of the occurred error can be considered to be faded out after nr token passes. The estimator in the affected system is denoted by PI, the estimator in the error free system by Po. These estimators will be multiplied with the so-called weighting factors wr and wo. These weighting factors represent the fraction of token passes during which the observations are considered to be affected and non-affected respectively. With n = 1 / p we have:
(1) r r
The IS estimator then is:
Notice that from this definition it follows that the IS estimator
Pfs is a function in p (or 1 / n ) , the error probability. So, IS has an extrapolative character, i.e. it gives results for a range of error probabilities by only one simulation study.
IS for the ratio estimator of the probability of missing a deadline
When we want to estimate F ( a ) , the probability a job (frame) has to wait longer in the queue than some predefined value (x, we consider an estimator which actually is a ratio of two estimators. The results in (41 will therefore be extended in this section for the case of a ratio estimator.
To estimate F ( a ) we use the following expression:
with:
M ( a ) = the mean number of jobs missing the deadline a per token pass; T = the mean number of jobs served per token pass. Thc reason to take measures which are defined per token pass is that thc probability of an error occurrence is defined per token pass. It is essentially for this reason that it is inevitablc to use a ratio estimator.
Using Ih to indicate estimators and the subscriptsfand 0 for respectively the affected and error free system, we obtain from (2) the following expression for the IS estimator P I S ( a ) of the deadline missing probability: 
14]).
A batch consists of the observations during a number of consecutive token passes. This number is chosen large enough to make it possible to consider different batches as independent. We take as batch size nftoken passes, as we think that the influence of the begin state of the batch is faded out after nr token passes. In the following we assume that we simulate a total of m batches of which pm are dedicated to the affected simulation and (1 -p) rn to the error free simulation. We call p the allocation fraction.
Unbiasedness
Let the observations in the affected system all be distributed identically to a random variable (r.v.) Yr, and all observations in the error free simulation be identically distributed to the r.v. Yo. When the observations in the original system S are all distributed identically to the r.v. Y such that:
with probability yo, with probability w0, "r Y = { then the IS estimator PIS, as defined in (2), is unbiased, i.e.
E P f S = E Y .
This has been shown in [412. For the ratio estimator in (3) both the numerator h,s(a) and the denominator in are thus unbiased when this assumption holds. For our simulation examples in Section 4 we discuss to what extent the above assumption is satisfied, as it is the correctness of this assumption which decides on the correctness of applying IS. For the ratio estimator ( a ) it is known that the bias is of the order 1 / m, with m the number of batches (see e.g. [l 51). So for rn large, as will be the case in the simulations in Section 4, this bias becomes negligible.
Variance reduction
An important aspect is the variance reduction capability of IS as this is directly related to the obtained time saving by the simulations. We base our deduction of the confidence interval on work for regenerative simulation in [16] and for Stratified Sampling in 1171. In our simulation study we will use the 2. In [4] this is described more precisely, taking into account the periodicity of the affected system with its injected errors every token passes. (3) , the results for the batches in the affected simulation be distributed identically to the r.v. Mr' with mean EM and variance o2 ( M r ) , and let the results for the batches i n the non-affected simulation be distributed identically to the r.v. MO
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standard estimators (sec e.g. [ 141) to compute conlidencc intervals with these formulas. Let for the numerator M,? ( a ) in
(mean E M o , variance u2 ( M O )
). Similar definitions will be used for the denominator T in (3). For the IS ratio estimator k,, (a) in (3) batches are distributed identically to a r.v. F,, with mean EF,, and variance U;,.
I ' J:
Now define:
and define U : in a similar way. Further defining:
it can be shown (sec [13] for more details) that the confidence interval is of the following form (for large m):
with zy the appropriate point in the standard normal distribution Q (zy = a-* ( f ) , with y the desired accuracy).
It follows directly from (5) and (6) that the length of the confidence interval depends on the allocation fraction f3. The optimal value for the allocation fraction, the so-called optimal allocation fraction 0 equals [ 131:
The variance of the IS estimator then equals: A similar assumption can be made for the denominator T. This assumption states that we can identify batches from the two separate simulations in IS, in a direct simulation of the original system. Then it holds that the variance of the direct estimator can be estimated by u t / ET,,y (see [131) , with:
From the expressions above the obtained time saving factor can be derived by dividing (9) by (5). The maximally obtainable speed up factor is reached when using the optimal allocation fraction in the IS simulation. The speed up factor is then given by the quotient of (9) and (8). Notice that (8) equals the first right hand side term of (9).
Application of Injection Simulation
In this section we discuss the application of Injection Simulation for the performance analysis of the FDDI fault tolerance mechanisms. In Section 4.1 we first discuss two implementation issues of IS: the choice of the length nf of the affected period and the use of the optimal allocation fraction. Then we show simulation results of IS in Section 4.2. In Section 4.3 we discuss the validity of applying IS for the FDDI model.
Implementation of Injection Simulation
Determining the length of the affected period An important aspect in the implementation of IS is the choice of np the length of the affected period. The problem of choosing an appropriate value for nr closely resembles the problem of deciding on the length of the initial transient period of a steady-state simulation (see Pawlikowski [19] for a survey of the results in this area). We decide on a suitable length by doing a pilot run and validate the chosen nr by doing a check after the simulation. In the pilot run some value for nfis chosen and the observations during the last 20% of the nf affected token passes in all affected batches are compared with results of a short error free simulation. The result for this part of the affected observations should be close to the result for the error free system, as the effect of an occurred error should have become almost negligible. The results of the pilot run will not be very accurate yet but give an idea of an appropriate value for nP In the check after the simulation again the observations in all affected batches during the last 20% of the nr token passes are compared with the error free observations. This results in a more accurate idea of the validity of the chosen value for nf
Dynamically adjusting the allocation fraction
To make use of the variance reduction of IS as much as possible, we would like to do the IS simulation with the optimal allocation fraction (7). This optimal allocation fraction depends on the error probability. So, we choose a reasonable error probability and derive the correct value for Popl as follows. We first simulate 100 affected as well as 100 non-affected batches, and then estimate Popl by (7). Then we simulate new affected and non-affected batches such that the resulting fraction of affected batches is closest to Popf. To limit the risk of having a substantial error in the estimate of the optimal allocation fraction, we compute a new and more accurate [3,,/,, every 1000 batches. The simulation is stopped when the missing deadline probability is with 90 percent certainty within 10 percent of the estimate, i.e., the length of the 90 percent confidence interval is two tenths of the point estimate.
In our implementation of IS we have chosen to let the allocation fraction be an element of the interval [0.1,0.9]. In this way stable estimation of the confidence intervals is achieved.
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Simulation results
To set the stage for a discussion about simulation results for FDDI using IS we first list the chosen parameter values in Section 4.2.1. Then we present the obtained results in two subsections. In Section 4.2.2 we first discuss results for a fixed error probability p = 5x1K5 and varying load and packet length. In Section 4.2.3 we extrapolate the results of the system with fixed load p = 0.5 and packet length 2560 bits to a range of error probabilities. In both cases we will look at the probability F ( a ) of missing the deadline a, the optimal allocation fraction popl, and the speed up factor.
Parameter values
In Table 1 we list the parameter choices for the polling model of the FDDI ring with token loss. We study a symmetric system, i.e., the parameter values are independent of the station number. We want to see how the performance of the ring behaves under different traffic conditions when errors, such as token losses, occur. Therefore, we will vary the arrival rate h and the average service or transmission time 1 / p. We assume the packet lengths to be constant 1280, 2560 (based on [20]) or 3840 bits. The deadline we consider is a = 2 TTRT, with TTRT equal to N / p, the number of stations times the bandwidth per station (1 -limited service discipline). Note that, when no errors occur, the FDDI protocol guarantees station access within this period and that this deadline a changes with the required service time per packet. The recovery time is chosen to be uniformly distributed between 0.5 and 1.5 times TTRT. This recovery time approximates the sum of three periods: the time until error discovery (by time outs), the sending of Claim Token Frames (between 1 and 2 cycles) and the cycle of the token for the parameter setting [3] .
Special care has to be taken when we model the token return strategy (see Section 2). We think that in many applications the natural return strategy to assume is the fixed station strategy. For example in systems with a fixed configuration the same station might always win the bidding in the Claim Token process. When we use Injection Simulation with the error injected every nf token passes, letting the token return to the same station after every token loss would lead to periodic behavior of the model. In our example with N = 20 and n r = 1000, the token would'return to the same station 
1 . 3~1 0 -~ 2 . 5~1 0 -~ 1.2x1W2 Table 2 Probability of missing the deadline, f i e d error probability where the error has occurred, because exactly 50 cycles separate consecutive token returns and errors. We therefore model the fixed station return strategy by letting the token return to a random station. This is justified by the fact that it does not matter whether the fixed or random station return takes place in the system, given that the system is symmetric and errors occur in steady-state. Then only the distribution of the difference between the numbers of the station where the token gets lost and where it returns is of importance. This distribution is equal for the fixed and random station return strategy.
Results for fixed error probability
For fixed error probability p = 5x1K5 we subsequently consider the probability of missing the deadline, the optimal allocation fraction and the speed up factor.
Probability of missing the deadline
In Table 2 the deadline missing probabilities F ( a ) for the different utilizations and service times from Table 1 are shown. Notice that for every row in the table the deadline of a = 2 TTRT = 2N / p is the same for all three load values. The probability of missing the deadline grows fast with the increase of the utilization. Also, when the packet length decreases, the missing deadline probability increases. This can be explained by the fact that with the 1-limited service discipline every packet has overhead in the form of switching over of the token.
Special care has to be taken for the results derived for the low utilization values. For the error free model the results are close to zero, which can lead to estimation problems because very long simulations are necessary to let jobs miss their deadline often enough. This type of simulation is known in literature as rare event simulation. This rare event type shows up in the output, contrary to the rare event we consider in this paper, which is an element of the system behavior. To solve the problem of estimating small probabilities we can make use of the important benefit that in the two separate simulstions of IS every technique can be used. So, when analytical results for the error free part are available these might be used. Table 3 Optimal allocation fraction, fixed error probability 
Optimal allocation fraction
In Table 3 the optimal allocation fraction p, for the error probability p = SxIO-' is shown. It denotes wiat percentage of the observations in the IS simulation should be dedicated to simulation of the affected system. Given the error probability we see from (7) that the value of the optimal allocation fraction depends on the expression for the variance of ihe affected and non-affected observations in (4). The value of pop, says whether the influence of errors is such that it is necessary to have results for more affected observations than in the direct simulation. In a direct observations we would have, on the long run, a fraction U) of affected observations. In our simulation sludy o = n,p = 0.05. When pop, is high, relative to w , the affected observations are thus important and should be simulated in a greater amount. In a direct simulation deriving information about the relative importance of affected and non-affected observations requires much more simulation time for small error probabilities. So, IS gives information, in a relatively short simulation, about the influence of occurring errors, and thus about the importance of simulating more errors. This is an extra benefit of Injection Simulation. Combining Table 3 and Table 2 we see that, both in the columns and rows, the relative importance of the affected observations increases when the missing deadline probability decreases. In many cases we should dedicate over 50 percent of our time to the affected simulation. For the highest load p = 0.75 and shortest packet length of 1280 bits, we see that it is not necessary to simulate more errors than in a direct simulation would occur. Nevertheless IS would also reduce the simulation time when w would have been chosen as allocation fraction, because the variability in the number of errors that occurs in a direct simulation is taken out of the system. From arguments in Cochran [I71 and from 1131 it follows that taking w allocation fraction would lead to a variance reduction equal to the right most term of (9).
J J r 1 as Table 4 Speed up factor, fired error probability
Speed up factor
In Table 4 the simulation time saving or speed up factor of the performed IS simulations is shown. This speed up is obtained by applying the algorithm described in Section 4.1 with an allocation fraction which is optimal for p = 5x1K5 (see Table 3 ). We see that in general the reduction increases when the deadline missing probability decreases. This can be explained by the fact that then the affected observations become of importance to the measure (see Table 3 ), despite their low weight. The speed up factor depends on various aspects of the model but can reach values over 100 [21] . Earlier in this section we decided to start with 100 affected and 100 non-affected batches. For the highest utilization and shortest packet length we saw in Table 3 that the optimal allocation fraction was 0.04, i.e.. 8 out of 200 batches. The value 0.6 in the right upper corner shows the simulation has been slowed down because of simulating in the starting phase too many batches in the affected system.
The number of batches given in Table 4 shows the total number of batches (bts) simulated to obtain a confidence interval such that the actual probability of missing the deadline is with 90 percent certainty within 10 percent of the estimate. We see that in general more batches are needed when the missing probability becomes smaller. This illustrates the problem of simulating small probabilities.
Running the QNAP2 program [21] for 1000 batches on a SUN4 workstation took around one hour computer time. So, estimating the smallest deadline missing probabilities asks for long simulations. We see from Table 4 that speed up is high when the required number of batches is high, which implies that IS speeds up the simulation when this is indeed necessary.
The speed up factor 18 for p = 0.25 and packet length 1536 bits, means a time saving of about 1000 hours or 1 month.
Results for a range of error probabilities
In this section we make use of the extrapolative possibilities of IS. When we do one simulation study for a fixed error The allocation fraction used is the optimal allocation fraction for p = S X~O -~ (6,) I = 0.57. see Table 3 ). The central line is the point estimator, fhe other lines form the borders of the 90 percent confidence interval. From the fact that the line comes close to the results for the error free system (i.e. S x d ) when the error probabilities are close to p = 10.' we see that the inlluence of error occurrences on the probability of missing the deadline becomes almost negligible in that area. As the token loss probability in FDDI is at about 3~1 0 -~ , token loss will not degrade the considered QoS for this model. It is not very likely that other possible recovery triggering events (see Section 2) increase the error probability p very much. So, for the considered model and parameter values we can conclude that the recovery process in FDDI is fast enough to guarantee the desired performance level in the presence of errors.
I'robability of missing the deadline ~ .
Upper bound 90% confidence interval -----
Optimal allocation fraction
We can also compute the optimal allocation fraction for other error probabilities than p = 5 x IO? By filling in ( 1 ) and (4) we compute the correct values for the variables in (7), thus obtaining the optimal allocation fraction for a range of error probabilities, as indicated by the solid curve in Figure 5 . The straight dotted line shows the allocation fraction with which we that it is always useful to simulate more errors than in the direct simulation, since the optimal allocation fraction always exceeds the weighting factor. This has to do with the variance terms in (7); the affected observations show more variance. On the other hand it is also not always useful to simulate as many affected observations as done when applying the optimal allocation fraction for p = ~x I O -~, since the curve for the optimal allocation fraction lies under the fraction 0.57 for error probabilities smaller than p = ~x I O -~.
f
Speed up factor
For our simulation we have used the optimal allocation fraction for the case p = S X~O -~. The speed up factor over direct simulation for the different error probabilities when this allocation fraction is used, is presented in Figure 6 . This speed up factor is obtained by filling in ( 5 ) for the used allocation fraction fi = 0.57 and compare it with (9). This is not the maximal possible speed up, because this maximum is reached for a particular error probability when we use the optimal allocation fraction belonging to that error probability. The 
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dotted line in Figure 6 gives the speed up factors we would have achieved when we would have used these individual optimal allocation fraction. It is obtained by estimating and comparing (8) and (9). We see that the optimal allocation fraction, belonging with p = 5~1 0 -~ gives good results for a range p E [ as the lines do not differ much.
Validity of the Injection Simulation estimator
To determine the correctness of the obtained results we have done direct simulations for different error probabilities p , for the system with p E [ lo-'], packet length 2.560 bits and load p = 0.5 (as in Section 4.2.3). The O-marks in Figure 4 show the results for the point estimates of the direct simulation. We stopped the direct simulations when the confidence interval was within 10 percent of the estimate or when 30,000 batches were simulated (maximal confidence interval 20 percent around point estimate). From Figure4 it can be seen that the point estimators of the original system are within the bounds of the confidence interval of the IS simulation, except for p = The latter can be explained by the fact that in the chosen implementation of IS the probability of a second error occurring in the affected period is nil. For high error probabilities this will be a less valid assumption. We note here that another implementation of IS is possible which takes care of errors which happen in the affected period [13] . A disadvantage is that with this extension IS loses a part of its extrapolative character.
The results from the direct simulation match those of the IS simulation. To be sure that for instance not by accident two faulty results together give a correct answer in IS, we also derived results for the validity of the chosen length of the affected period, n f = 1000. The basic idea behind IS is that in the original system the influence of an error has faded out after nf token passes. The observations within these nf token passes are the affected observations. Therefore we have collected in the direct simulations the observations within nf token passes after every occurring error. The other observations give the result for the non-affected observations. IS gives correct results when the results of the affected observations in the direct simulations are similar to the result for the affected observations in IS.
In Table 5 the results for the affected and non-affected observations in the direct simulations, as well as in the IS simulation, are shown. We see that the confidence intervals have an overlap for the affected observations. The confidence interval for the smallest error probabilities are wider because less errors have occurred in the direct simulation. Note that the relatively large confidence intervals for the non-affected observations again demonstrate the problem of estimating small probabilities. When the affected period length nf would have been chosen too small, the affected observations in IS would have been higher than in the original system as errors would have had intluence on each other. This is not the case and thus the chosen affected period is long enough. The slightly lower value for the point estimate for the affected part of IS indicates that the influence of a second error within the Table 5 Results for affected and non-affected observations from direct simulation and IS simulation affected period is not negligible. We can also validate the IS simulation by itself, i.e. without having to do direct simulations. This can be done by comparing the result for the last 20 percent of the observations in affected batches with the error free result. In our case we computed the result for the observations during token passes 801 through 1000 in every affected batch in IS (i.e. in SJ). This result should be, and is, almost equal to the error free results in the IS simulation. Both are shown in Table 5 .
Concluding this section, we have shown that Injection Simulation can be a useful method to solve the problem of analyzing systems with rarely occurring events. It gives information about the required number of errors to simulate by the computed optimal allocation fraction, has an extrapolative property, and, most important, leads to simulation time saving, thus making it possible to simulate systems that otherwise would have required too much simulation time.
Conclusions and further research topics
Although the fault tolerance mechanisms in FDDI are fast and triggered automatically, error occurrences can degrade the Quality of Service to a level which is no longer acceptable for network user or supplier. In this paper we have discussed how to analyze the performance consequences of rarely occurring errors in FDDI. We have developed Injection Simulation, a fast simulation technique, which speeds up the simulation considerably. Furthermore it gives results for a range of error probabilities with only one simulation study, and gives information whether errors influence the measure of interest and whether it is necessary to simulate more errors than in a direct simulation would occur. Injection Simulation can be implemented straightforwardly. The simulation results show the usefulness and the validity of Injection Simulation for analyzing the error recovery process in FDDI. In case the probabilities of missing a deadline are very small, the use of a last simulation technique within the two simulation parts of IS, can result in an even more powerful simulation technique. Further topics of interest regarding IS most of all have to do with determining the length of the affected period. Concerning FDDI, analyzing the consequences of physical resource errors, which lead to reconfiguration of the ring, is of interest. Also in this case IS might be a powerful simulation technique to analyze systems with rarely occurring events.
