Abstract : -Pan-sharpening is also known as image fusion, resolution merge, image integration, and multi sensor data fusion has been widely applied to imaging sensors. The purpose of pan-sharpening is to fuse a low spatial resolution multispectral image with a higher resolution panchromatic image to produces an image with higher spectral and spatial resolution. In this paper, we investigated these existing pan-sharpening methods based on visual and spectral analysis. And to achieve assess the accurate classification process, we proposed a support vector machine (SVM) based on radial basis function (RBF) kernel. In the Experimental results, a comparative performance analysis of techniques by various methods show that Gram-Schmidt followed by PCA perform best among all the techniques. Besides that, higher overall accuracy of Gram-Smidth (GS) fused image increase 0.90 percent. And also, the high producer's and user's accuracy average of Gram-Smidth (GS) fused for each of the classes and methods used was always reported greater than 91.8% and 91.11%, respectively, indicating the overall success of the performed classification. And the followed by PCA was 90.84% and 89.99.
Introduction
In recent years, many satellite imaging system were orbited, the availability and various of high resolution from remote sensing data satellite image from space has increased. And nowadays, Multisensor data fusion has become a discipline to which more and more general formal solutions to a number of application cases are demanded [1] . He has become very important issue in many applications of remote sensing like for visual interpretation, object identification, land use classification, for detecting changes, for updating maps, for monitoring hazards, visualization purposes and for many other applications.
The availability and variations data collected from airborne sensors have resulted in various data sets of different spatial, spectral and temporal resolutions. The high spatial resolution data satellite, such as IKONOS, SPOT-5, Quickbird, Orbview, etc. It have one bands of spectral information in panchromatic (Pan) image and four bands in multispectral (MS) image (i.e band 1(blue), band 2 (green), band 3(red), and band 4 (near infrared). In order to produces panchromatic image can be used to enhance the resolution of multispectral image through a process known as sensor fusion or pan-sharpening. Pan-sharpening is shorthand for panchromatic sharpening. It means using a panchromatic (single band) image to increase the spatial resolution of the multispectral image. Pan-sharpening is also known as image fusion [2] , resolution merge, image integration, and multi sensor data fusion [3] . And image pansharpening is a pixel level fusion technique that describes a process of changing a set of low (coarse) spatial resolution multispectral images to high (fine) spatial resolution color images, by fusing a geo registered fine spatial resolution black/white and [33] - [36] .
The main approach of Pan-sharpening is how to integrating the spatial of the high resolution panchromatic (Pan) image and the spectral information of low resolution multispectral image (MS) to produce a high resolution MS image. In this paper, our motivation is to generate high resolution panchromatic image (Pan) and multispectral images (MS) with more information and better quality image based on some methods process and considered as a statistical estimation problem based on spectral quality analysis. And to achieve accurate classification a spectral image, has be done tested the classification on the pansharpened images using kernel support vector machine (radial basis function) Classification. In this paper, we applied intensity-hue-saturation (IHS), CN-Brovey, principal component analysis (PCA), Gram-Schmidt, and CN-Spectral methods.
Remote Sensing Data Set
The Figure 1 show the spectral response curve for the difference bands of the satellite imagery. It shows that the sensor has low spectral response in the band 1(blue), and maximum in the band 2 (green) and band 3 (red). It also shows that though the spectral range of the panchromtic sensors are provided as 0.45 -0.90 m. 
Quickbird Image
Panchromatic imagery from Quickbird has a spatial resolution of about 0.7 meters at nadir. The same sensor collects the nearly the multispectral data at about 2.8 meters resolution. The sensors can collect co registered (explained below) panchromatic and four-band (red, green, blue and near-infrared) multispectral images. In this study part of the Quickbird image of the Sundarbans (Vidyasagar Bridge) area, the India, obtained in November 2006 is used. Figure 2 show the subset of QuickBird panchromatic and multispectral image. 
Gram-Schmidt (GS):
The GS spectral sharpening method [14] enhances the spatial resolution of the multispectral (MS) image by merging the high resolution panchromatic (Pan) image with the low spatial resolution. In the simulated high resolution panchromatic (Pan) band is employed as the first band. Then the high resolution panchromatic (Pan) band is swapped with the first GS band. Finally, the inverse GS sharpening transform is applied to form the pan-sharpened spectral bands. The low resolution multispectral bands are merged into a single, then simulated low resolution panchromatic (Pan) by calculating the appropriate weight. . In the PCA-based method, the PCA transform converts intercorrelated multispectral bands into a new set of uncorrelated components. It is assumed that the first PC image with the highest variance contains the most amount of information from the original image and will be the ideal choice to replace the high spatial resolution panchromatic image [13] . CN Spectral Sharpening : CN Spectral Sharpening is stands for of the Color Normalized algorithm often used to pan-sharpening multispectral (RGB) images. CN Spectral can be used to simultaneously sharpen any number of bands and retain the input image's original data type and dynamic range. Input multispectral bands are sharpened only if they fall within the spectral range of one of the pan-sharpening image's bands. The spectral range of the panchromatic is defined by the band center wavelength and full width-half maximum (FWHM) value, both obtained from the panchromatic image. MS bands are grouped into spectral segments defined by the spectral range of the panchromatic band. Each multispectral band is multiplied by the panchromatic band, then normalized [15] .
Pan-sharpening Assessment
Pan-sharpening Assessment based on quantitative and statistical analysis obtained from the experimental result. The Quantitative analysis used to visual and spectral quality of fused images. In this study, the spectral quality of the fused image can be measured by the correlation coefficient (CC), Standard deviation (SD), mean, maximum value, and covariance.
Kernel SVM Classifier
Support vector machines (SVM) are supervised learning algorithms based on statistical learning theory, which are considered as heuristic algorithms [28] . SVM is a binary classification method that provides a separation of classes by fitting an optimal separating hyper plane to a set of training data that maximizes the separation between the classes. An optimum hyper plane is determined using train data sets and its generalization ability is verified using test data sets. For the classification of k dimensional data sets, k -1 dimensional hyper plane is produced with SVM. It can seen from Fig.  3a , there exist various hyper planes separating two classes. However, there is only one hyper plane that provides maximum margin between the two classes ( Fig. 3b) , which is called the optimum hyper plane [28] . The points that constrain the width of the margin are called support vectors [37] , [38] . The success of the SVM depends on how well the process is trained. Each training example is ntrepresented by a feature vector. Set of training example data, the SVM classifier calculates an optimal hyper plane characterized by a vector that provides the best separation between the two classes. The optimal hyper plane is the one that maximizes the distance between the hyper plane and the nearest positive and negative training example, called the margin. In order to represent more complex shapes thanlinear hyper planes, the classifier may use kernel functions which replace the vector. In this case, the problem transforms into an equivalent linear hyper plane problem of higher (sometimes infinite) dimensionality. Commonly used SVM kernels include linier, polynomial , gaussian also known as radial basis function (RBF), sigmoid and normalized kernels. Linear :
where ‫ݔ‬ and ‫ݔ‬ represent a set of training data and is a user-defined parameter, specified as the inverse of the number of the spectral bands of the sensor on which the SVM is implemented. The penalty parameter can be introduced to the SVM classifier to quantify the misclassification error, providing important information in the case of non-separable training datasets. The selection of the SVM kernel classifier is regarded as the most important task in the implementation and the performance of the SVM classifier [39] , [40] . To classification of Pansharpened Image, we was used the radial basis function (RBF) kernel. Since it has been widely used in the literature in land classification and change detection studies with various satellite data [39] [40] [41] [42] [43] [44] has shown classification results that have outperformed those obtained by other kernel types. In addition, RBF kernel requires only one parameter to be pre-defined, which makes it more robust in its implementation in contrast to other kernels [43] , [45] . The result of the Gram-Schmidt fused image (F) is quite similar to PCA . The color recovery is better and image are sharper. Based on the visual assessment we can get the summary of the comparison (Table 2) for each of methods. Based on the spectral assessment result, plotted the statistical parameters in show 7. 
Result And Analysis

Visual Assessment
Accuracy Assessment
The classification accuracy was confusion matrix use to show the accuracy of a classification result by comparing a classification result with using ground truth (ROIs). In each case, an overall accuracy, kappa coefficient, producer and user accura (Table 5) . To achieve accurate classification a spectral image, has be done tested using supervised kernel support vector machine (radial basis function). As seen, the higher overall accuracy of result using the Gram Smidth (GS) fused image was 0. Standard deviation of the original & fused images Table 5 Classification accuracy
The classification accuracy was evaluated using the se to show the accuracy of a classification result by comparing a classification result with using ground truth region of interests . In each case, an overall accuracy, kappa producer and user accuracies are reported To achieve accurate classification a spectral image, has be done tested using supervised kernel support vector machine (radial basis function). As seen, the higher overall accuracy of result using the Gram-Smidth (GS) fused the classes and methods used was always reported greater than 91.8% and 91.11%, respectively, indicating the overall success of the performed classification. And the followed by PCA was 90.84% and 89.99.
Conclusion
We have implemented six pan-sharpening methods to analysis and performed the image fusion. The visual and spectral analysis of the fused images indicates the results generated with Gram-Schmidt and followed PCA methods preserves spectral and spatial information of the objects in original images better than the results generated by IHS, Brovey and CNSpectral methods. The statistical comparison of this methods shows that the Gram-Schmidt and PCA fused image has the best spectral , too. Whereas in the classification process, we are propose to use supervised kernel function (radial basis) support vector machines (VCM). In the experimental result that kernel radial basis function (RBF) is work out the proof of the accuracies, kappa, producers, and users performances. 
