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Abstract
In this paper, I view and present the multiobjective discrete optimisation problem as a
particular case of disjunctive programming where one seeks to identify efficient solutions from
within a disjunction formed by a set of systems. The proposed approach lends itself to a simple
yet effective iterative algorithm that is able to yield the set of all nondominated points, both
supported and nonsupported, for a multiobjective discrete optimisation problem. Each iteration
of the algorithm is a series of feasibility checks and requires only one formulation to be solved to
optimality that has the same number of integer variables as that of the single objective formula-
tion of the problem. The application of the algorithm show that it is particularly effective, and
superior to the state-of-the-art, when solving constrained multiobjective discrete optimisation
problem instances.
Keywords. multiobjective optimisation; disjunctive programming; integer programming; cut-
ting plane.
1 Introduction1
This paper is concerned with the solution a multiobjective discrete optimisation problem with |K|2
objectives, for which a formulation can be given as follows:3
(MOP) Minimise f(x) = (f1(x), f2(x), . . . f|K|(x))
x ∈ X,
where x is a vector of variables, K is the index set of the objectives, f(x) is a vector of conflicting4
objectives, element k ∈ K of f(x) corresponds to the objective function fk(x), and X = {Ax ≤5
b, x ∈ Z} is a nonempty set containing all feasible solutions. For a solution x ∈ X, the corresponding6
objective vector f(x) is said to be a point in the objective space of the MOP. If there does not exist7
any x′ ∈ X such that fk(x′) ≤ fk(x) for all k ∈ K then f(x) is said to be a strictly nondominated8
point and x a strictly efficient solution. Similarly, if there does not exist any x′ ∈ X such that9
fk(x
′) < fk(x) for all k ∈ K, then f(x) is said to be a weakly nondominated point and x a weakly10
efficient solution. If x is an optimal solution of MOPλ : Minimise
{∑K
k=1 λkfk(x) : x ∈ X
}
for a11
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given λ = (λ1, . . . , λ|K|) with at least one positive element, then it is a supported efficient solution,12
otherwise it is said to be nonsupported.13
Unlike single-objective integer programming, the solution of MOP is a set XE of efficient solutions. I14
assume that MOP does not admit any feasible solution that minimises all objectives simultaneously,15
and that the objectives are additive.16
Exact algorithms to solve MOP in its general form were described as early as Bitran (1977) for17
the special case where X = {Ax ≤ b, x ∈ B}. Of more relevance to my work is the sequential18
algorithm proposed by Klein and Hannan (1982), and a variation thereof described by Sylva and19
Crema (2004). More recent algorithms include that of O¨zlen and Azizog˘lu (2009) that is based on20
identifying objective efficiency ranges, a two-phase method described by Przybylski et al. (2000), an21
improvement to the method of Sylva and Crema (2004) proposed by Lokman and Ko¨ksalan (2013),22
an extension of the standard branch-and-cut to a multiobjective setting described by Jozefowiez23
et al. (2012) where special lower and upper bounding mechanisms are introduced, and, finally, a24
partitioning algorithm developed by Kirlik and Sayin (2014) that relies on searching the feasible25
space over |K| − 1 dimensional rectangles. The algorithms just mentioned are general in the sense26
that they can be used to solve MOP with any number of objectives and to generate the entire27
set of nondominated points. Extensive computational results presented by Kirlik and Sayin (2014)28
show that their algorithm is superior to the algorithms of Sylva and Crema (2004); Laumanns et29
al. (2006); O¨zlen and Azizog˘lu (2009). Furthermore, Kirlik and Sayin (2014) provide results for30
MOP instances with up to five objectives, suggesting that their algorithm is state-of-the-art as far31
as solving MOP is concerned, in terms of both its speed and ability to identify set XE .32
Other algorithms have been described to only partially generate set XE . In particular, the recursive33
algorithm proposed by Przybylski et al. (2010) generates all nondominated extreme points of MOP,34
which corresponds to a subset of the set of supported efficient solutions. Similarly, the exact35
algorithm of O¨zpeynirci and Ko¨ksalan (2013) finds all extreme supported nondominated points36
of multiobjective mixed integer programs. There also exist algorithms that are designed for the37
biobjective mixed integer programs, for example that of Stidsen et al. (2014) that is based on branch-38
and-bound, and those that are specifically designed to solve multiobjective versions of particular39
discrete optimisation problems, such as the knapsack and the assignment problem, which I will not40
review here, but instead will refer the reader to Ehrgott and Gandibleux (2000) and Ehrgott et al.41
(2016) for a review of the main properties, theoretical results and algorithms.42
In this paper, I describe an iterative algorithm that is along similar lines of thought to that of Klein43
and Hannan (1982) in that a sequence of integer programming formulations are used to identify44
efficient solutions, and every efficient solution induces a set of systems to exclude the previously45
identified solutions from the search. However, the algorithm described here breaks away from all46
previous methods in that I model the sets in which efficient solutions exist (or otherwise) using a47
disjunction of systems, which allows the use of a so-called convex hull reformulation of the corre-48
sponding disjunctive program. This particular reformulation itself lends itself to a decomposition of49
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the disjunction into its constituent systems. Each iteration of the algorithm is a series of feasibility50
checks on these systems, as is further discussed below.51
2 Disjunctive Programming for MOP52
Given a solution x′ ∈ X of MOP, I offer two questions that are of interest as far as solving MOP53
is concerned:54
Q1. Is x′ a (strictly) efficient solution of MOP? (If so, provide a certificate.)55
Q2. If x′ is an efficient solution of MOP, then is it the only one? (If not, provide a certificate).56
These questions can be answered using disjunctive programming. To see this, consider the following57
disjunction defined over an index set P ,58 ∨
p∈P
Ipx′ , (2.1)
where each element p ∈ P corresponds to a system Ipx′ = {fk(x) ≤ fpk (x′),∀k ∈ K}, and where59
the subscript indicates that the system is induced by the solution x′. In a more general case, I60
will simply drop the subscript, in which case the system corresponding to the element p ∈ P of a61
given disjunction will be shown as follows, where rpk is the right hand side coefficient of the system62
corresponding to objective k ∈ K.63
Ip = {fk(x) ≤ rpk, ∀k ∈ K}. (2.2)
Coming back to the disjunction in (2.1), the |P | systems therein are constructed in such a way that64
each one includes at least one objective with a finite bound, i.e., ∃ k ∈ K such that fpk (x) ≤ fk(x′)−65
for each p ∈ P , where  > 0. Let F (x′) =
x ∈ X|∨
p∈P
(fk(x) ≤ fpk (x′),∀k ∈ K)
, which denotes66
the set of feasible solutions defined by the disjunction (2.1). Similarly, let F (Ipx′) denote the set of67
feasible solutions of the set {x ∈ X|fk(x) ≤ fpk (x′), ∀k ∈ K}.68
I now return to the two questions above, with answers.69
A1. For the first question, it suffices to consider a special system Ip
∗
x′ = {fk(x) ≤ fp
∗
k (x
′)−, for all70
k ∈ K}. If the corresponding set F (Ip∗x′ ) of feasible solutions is empty, then x′ is a (strictly)71
efficient solution. Similar special systems can be constructed to verify as to whether x′ is a72
weakly efficient solution.73
A2. As for the second question, if F (x′) = ∅, then this implies that F (Ipx′) = ∅ for all p ∈ P ,74
meaning that there is no other solution x ∈ X that satisfies any of the systems Ipx′ , p ∈ P ,75
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defining the conditions for x to be an efficient solution. In this case, x′ is the only efficient76
solution. On the other hand, if F (x′) 6= ∅, then there exists at least one other efficient solution77
x′′ ∈ X, which satisfies at least one of the systems Ipx′ , i.e., ∃p′ ∈ P such that x′′ ∈ F (Ip
′
x′ ).78
I will use the following example to illustrate the development of the approach.79
Example 1 The following is a 3× 3 tri-objective assignment problem instance from Przybylski et80
al. (2010), with the following cost matrices:81
C1 =
 6 3 1213 17 10
9 14 16
 C2 =
 10 18 1519 7 12
11 16 14
 C3 =
 12 8 719 18 15
2 10 0
 .
Let x = {xij} be a solution vector, where the variable xij is equal to 1 if item i ∈ {1, 2, 3} is assigned82
to j ∈ {1, 2, 3}, and 0 otherwise. The set of feasible solutions to the assignment problem is denoted83
by XA = (xij :
3∑
i=1
xij = 1 for j ∈ {1, 2, 3},
3∑
j=1
xij = 1 for i ∈ {1, 2, 3}, xij ∈ {0, 1}). Consider now84
an efficient solution x′ provided by Przybylski et al. (2000) with all entries equal to 0 except for85
x′11 = x′23 = x′32 = 1, giving rise to the point f(x′) = (f1(x′), f2(x′), f3(x′)) = (30, 38, 37). Using86
this point, one can construct the following 23−1 = 7 systems, where  = 1 as all three cost matrices87
have integer entries, and M is a sufficiently large number so as to render the constraint in which88
it is used as unbinding.89
I1x′ =
 f1(x) ≤ 29f2(x) ≤M
f3(x) ≤M
 I2x′ =
 f1(x) ≤Mf2(x) ≤ 37
f3(x) ≤M
 I3x′ =
 f1(x) ≤Mf2(x) ≤M
f3(x) ≤ 36

90
I4x′ =
 f1(x) ≤ 29f2(x) ≤ 37
f3(x) ≤M
 I5x′ =
 f1(x) ≤Mf2(x) ≤ 37
f3(x) ≤ 36
 I6x′ =
 f1(x) ≤ 29f2(x) ≤M
f3(x) ≤ 36

91
I7x′ =
 f1(x) ≤ 29f2(x) ≤ 37
f3(x) ≤ 36
 .
For this instance, the set F (I7x′) of feasible solutions for system I
7
x′ is empty, which indicates that92
x′ is a (strictly) efficient solution. In addition, if there is at least one p ∈ {1, . . . , 6} for which93
F (Ipx′) 6= ∅, then x cannot be the only efficient solution. Indeed, consider another solution x′′ ∈ XA94
also provided by Przybylski et al. (2010) with all entries equal to 0 except for x′′11 = x′′22 = x′′33 = 1,95
giving rise to the point f(x′′) = (f1(x′′), f2(x′′), f3(x′′)) = (39, 31, 30) satisfying systems I2x′, I
3
x′ and96
I5x′, indicating that F (x
′) 6= ∅.97
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Indeed, one can continue in the fashion described above by considering more and more systems98
for each arbitrarily chosen solution x ∈ X and search for nonempty subsets of feasible solutions to99
obtain certificates as to whether x is efficient or whether there are others. This may be suitable100
for a constraint programming approach. However, I will not pursue such an approach in this paper101
due to two main drawbacks: (i) the lack of a method to identify a solution x ∈ X to use at each102
iteration, and, more severely, (ii) the exponentially increasing size of the disjunction given that103
2|K| − 1 systems would have be added for each x ∈ X. Instead, I describe an alternative approach104
below that overcomes these two drawbacks.105
2.1 Integer linear programming106
Consider the following formulation that incorporates a disjunction defined with respect to an index107
set P , where the |K| objectives have been combined into a single objective function.108
MOP(P ) Minimise
∑
k∈K
fk(x) subject to x ∈ X ∩
⋃
p∈P
F (Ip)
 .
MOP(P ) is an augmented version of MOPλ, where λk = 1 for all k ∈ K, by the disjunction
∨
p∈P
Ip109
formed by the systems Ip, p ∈ P . It is well known that an optimal solution x∗ of MOP(∅) is a110
supported efficient solution of one of the objectives for the weighted sum single-objective problem111
(Przybylski et al., 2010). In other words, at least one of the objectives will attain its minimal112
value at x∗. Formulation MOP(P ) then suggests, in its crude form, an iterative algorithm where113
one would start with MOP(∅), use a resulting optimal solution to construct a disjunction P , solve114
MOP(P ), a formulation that would effectively cut solution x∗ off, and which would either identify115
another efficient solution or return as infeasible indicating that no other efficient solution exists.116
This approach would address the first drawback described above.117
In relation to the second drawback, I make the following observation. Each of the systems in the118
disjunction (2.1) plays a dual role by partitioning the search space. In particular, each system119
Ipx′ either (i) returns an efficient solution (which I call a certificate of efficiency), or (ii) returns an120
infeasibility proving that that no efficient solution is contained in F (Ipx′) (which I name certificate of121
infeasibility). For this reason, one simply cannot discard an infeasible system from a disjunction as122
otherwise the certificate of infeasibility will be lost. However, one can take advantage of formulation123
MOP(P ) to discard some of the systems without loosing information on the certificate of efficiency124
or infeasibility, as shown in the following proposition.125
Proposition 1 Let P be an index set of systems defining a disjunction and let Ip and Iq be two126
systems defined as (2.2) such that p, q ∈ P . If rqk ≤ rpk for all k ∈ K, then Iq can be discarded.127
Proof First, I observe that F (Iq) ⊂ F (Ip). There are two cases to consider:128
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1. If F (Ip) = ∅, then F (Iq) = ∅. In this case, one can remove the system Iq from the disjunction129
without affecting the certificate of infeasibility.130
2. If F (Ip) 6= ∅, then MOP(P ) will yield the optimal point f(x) with a corresponding efficient131
solution x. I now show that f(x) is also the optimal point of MOP(P \ {q}) using the two132
sub-cases below:133
(a) F (Iq) = ∅, then F (Ip∨Iq) = F (Ip). Consequently, MOP(P ) = MOP(P \{q}), indicating134
that f(x) is also optimal for MOP(P \ {q}).135
(b) F (Iq) 6= ∅, then x ∈ F (Iq) ⊂ F (Ip). In this case, f(x) must be the optimal point of136
MOP(P \ {q}) as otherwise there would have to be another point f(x¯) with x¯ ∈ F (Ip),137
x¯ 6= x with at least one k ∈ K such that fk(x¯) < fk(x), contradicting the optimality of138
point f(x).139
The result of Proposition 1 suggests that, under the minimising objective function of MOP(P ),140
it suffices to use |K| systems to construct a disjunction for a given efficient solution x, using the141
systems Ikx = {fk(x) ≤ rkk , fk′(x) ≤M,k′ ∈ K \{k}}, ∀k ∈ K, where M is a sufficiently large value.142
The development presented above suggests a sequential procedure to generate all efficient points143
for MOP, and is reminiscent of idea that has already been put forward, originally by Klein and144
Hannan (1982) and subsequently by Sylva and Crema (2004). However, the implementation is145
not straightforward. In Klein and Hannan (1982), the logical constraints (which correspond to146
the disjunctions here) are built within a branch-and-bound algorithm. In the work of Sylva and147
Crema (2004), an iterative procedure has been described where the disjunctions are modelled using148
the standard “big-M” constraints, requiring the addition of |K| binary variables into MOPλ at149
each iteration, one for each disjunction. The number of additional variables and constraints then150
becomes prohibitively large and increases the difficulty of solving MOPλ to optimality, which was151
also empirically observed by Lokman and Ko¨ksalan (2013).152
It is at this point where I break away from the direction of research that the two references above153
have pursued. In the following section, and in contrast to Sylva and Crema (2004), I will show154
that it is possible to embed the disjunctive constraints into MOP(P ) without the need to use155
additional binary variables. I will then describe an iterative algorithm where MOP(P ) will initially156
be constructed using a disjunction defined by an index set P of systems, and P will be iteratively157
expanded with each new efficient solution identified. This is achieved by using conjunctions of158
disjunctions and the convex hull representation of MOP(P ), both of which are explained below.159
2.2 Intermingling disjunctions and conjunctions160
Let x′ and x′′ 6= x′ be two efficient solutions of MOP. There exists another efficient solution x such161
that x 6= x′ and x 6= x′′ if and only if x ∈ F (x′) and x ∈ F (x′′), or, alternatively, the following set162
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is nonempty,163 x ∈ X| ⋃
p∈P1
F (Ipx′)
⋂
x ∈ X| ⋃
p∈P2
F (Ipx′′)
 , (2.3)
where P1 and P2 are the index sets on which the two disjunctions are constructed using solutions164
x′ and x′′, respectively. The set (2.3) of solutions correspond to the following conjunction,165
Conj(Ipx′ , I
p
x′′) =
 ∨
p∈P1
(
fk(x) ≤ fpk (x′),∀k ∈ K
)∧
 ∨
p∈P2
(
fk(x) ≤ fpk (x′′),∀k ∈ K
) , (2.4)
which, by using the well-known distributivity operator on disjunctionsA∧(B∨C) = (A∧B)∨(A∧C),166
can be expressed in terms of the following expanded disjunction defined on an augmented index set167
P of systems,168 ∨
p∈P
(
(fk(x) ≤ fpk (x′)) ∧ (fk(x) ≤ fpk (x′′)), ∀k ∈ K
) , (2.5)
where P = P1∪P2. It is easy to see that a pair of inequalities fk(x) ≤ fp1k (x′) and fk(x) ≤ fp2k (x′′),169
for a given p1 ∈ P1, p2 ∈ P2 and k ∈ K, under an “and” operator can be expressed as fk(x) ≤ rpk =170
min{fpk (x′), fpk (x′′)}, which can be used to rewrite (2.4) as follows:171
Conj(Ipx′ , I
p
x′′) =
x ∈ X|∨
p∈P
(
fk(x) ≤ rpk,∀k ∈ K
) . (2.6)
Example 2 For the tri-objective assignment problem described in Example 1, consider the two172
efficient points x′ = (30, 38, 37) and x′′ = (39, 31, 30), each of which gives rise to the three sets of173
inequalities shown below.174
I1x′ =
 f1(x) ≤ 29f2(x) ≤M
f3(x) ≤M
 I2x′ =
 f1(x) ≤Mf2(x) ≤ 37
f3(x) ≤M
 I3x′ =
 f1(x) ≤Mf2(x) ≤M
f3(x) ≤ 36

175
I1x′′ =
 f1(x) ≤ 38f2(x) ≤M
f3(x) ≤M
 I2x′′ =
 f1(x) ≤Mf2(x) ≤ 30
f3(x) ≤M
 I3x′′ =
 f1(x) ≤Mf2(x) ≤M
f3(x) ≤ 29

The disjunction associated with solution x′ is
3∨
p=1
Ipx′. Similarly, the disjunction associated with176
solution x′′ is
3∨
p=1
Ipx′′. The conjunction of I
1
x′ with I
1
x′′ results in I
1
x′, whereas the conjunction of I
1
x′177
with I2x′′ results in a new disjunction p with r
p
1 = 29, r
p
1 = 30 and r
p
3 = M . Continuing in a similar178
way, the right hand side coefficients rpk of the complete set of systems arising from the conjunction179
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of the two disjunctions are obtained as below.180
(rpk) p = 1 p = 2 p = 3 p = 4 p = 5 p = 6 p = 7 p = 8 p = 9
k = 1 29 29 29 38 M M 38 M M
k = 2 M 30 M 37 30 37 M 30 M
k = 3 M M 29 M M 29 36 36 29
By invoking the dominance criterion described in Proposition 1, one can reduce the nine systems181
shown above to the four below.182
(rpk) p = 1 p = 2 p = 3 p = 4
k = 1 29 38 M 38
k = 2 M 37 30 M
k = 3 M M M 36
Indeed, the two remaining nondominated points reported by Przybylski et al. (2010) for this par-183
ticular instance, (22, 41, 25) and (38, 33, 27) are feasible with respect to the four-system disjunction184
above, where the first satisfies either p = 1 or p = 4, and the second satisfies p = 2 or p = 4. In185
fact, this particular MOP instance can be solved using a total of nine systems in total to identify186
the four nondominated points, as opposed to the 34 = 81 systems which would otherwise have been187
needed in the absence of Proposition 1.188
As the example above illustrates, even though the size of the disjunction increases exponentially189
by a factor of |K| at each iteration, one can check the resulting set of systems in polynomial time190
by performing pairwise comparisons, to identify and subsequently discard any dominated system.191
I denote this procedure by Dom(I) as applied to a given set I of systems.192
2.3 Convex hull reformulation of a disjunctive program193
Balas (1998) shows that a disjunctive program defined over a disjunction of a set of systems in-
dexed by P can be modelled using |P | additional variables by what is referred to as a convex hull
reformulation. The convex hull reformulation C(P ) of the model MOP(P ) is given as follows:
Minimise
∑
k∈K
∑
p∈P
fk(xp)
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subject to ∑
p∈P
xp = x∑
p∈P
yp = 1
fk(xp) ≤ rpkyp ∀k ∈ K, p ∈ P
xp ≤ upyp ∀p ∈ P
x ∈ X
y ∈ {0, 1}|P |. (2.7)
Here, I note that C(∅) is the same as MOP(∅). According to a result given by Balas (1998), an194
optimal solution of the formulation above, if exists, will always identify a p∗ ∈ P such that yp∗ = 1195
and yp = 0 for all p ∈ P \ {p∗}. In fact, this result implies that it suffices to solve C(P ) where196
the integrality restrictions (2.7) are relaxed as y ∈ [0, 1]. Unfortunately, preliminary computational197
tests have suggested that even the relaxed version of C(P ) with a reduced number of systems can198
be challenging with modern solvers. However, I will not necessarily rely on this integrality property199
in the development of the ensuing algorithm, as explained in the following section.200
2.4 An iterative algorithm201
Using the result by Balas (1998), I decompose formulation C(P ) into a series of smaller subproblems,
where each subproblem Cp∗ corresponds to a particular p
∗ ∈ P , where yp∗ = 1 and yp = 0 for all
p ∈ P \ {p∗}. In practice, one can project the yp variables out from each subproblem, yielding the
following form of Cp:
Minimise
∑
k∈K
fk(x)
subject to
fk(x) ≤ rpk ∀k ∈ K (2.8)
x ∈ X.
The iterative algorithm I propose starts with identifying an efficient solution by solving Cp with202
no disjunctions, which I denote by C0, and which is identical to Cp without constraints (2.8). The203
efficient solution is then used to construct a disjunction to populate C(P ), which, when decomposed204
into a series of subproblems Cp, each subproblem will either provide a certificate of infeasibility, or205
return an efficient solution. The algorithm will iterate in this manner. There are three techniques206
I describe here to reduce the computational effort spent at each iteration:207
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1. For a given disjunction with P 6= ∅, one need not solve Cp for all p ∈ P ; in fact it suffices to208
stop as soon as an efficient solution is identified (i.e., stop after the first feasible Cp).209
2. The conjunction of two systems Ip and Iq in a given iteration does not necessarily produce a210
new system. Assume without loss of generality that Conj(Ip, Iq) = Ip. The previous iteration211
will already have solved Cp and identified whether there exists a feasible solution or not. By212
building a memory feature to retain such information, spending additional computational213
time to test the feasibility of Cp in later iterations can be avoided.214
3. Let bk = Minimise {fk(x) : x ∈ X}. If at any iteration, there exists a system p ∈ P for which215
rpk < bk for any k ∈ K, then the corresponding system p can be marked as being infeasible216
without requiring a further feasibility check. The calculation of bk for all k ∈ K is done only217
once, and prior to the start of the algorithm.218
A pseudocode of the proposed algorithm is given in Algorithm 1.219
Algorithm 1 An iterative algorithm to solve MOP
1: I ← ∅, XE ← ∅, P ← {0},
2: Label(p) ← feasible, for all p ∈ P
3: repeat
4: Choose an unexamined element p ∈ P
5: if Label(p) 6= infeasible then
6: Solve Cp
7: if Cp is infeasible then
8: Label(p) ← infeasible
9: if Cp is feasible then
10: Let x′ be an optimal solution of Cp
11: XE ← XE ∪ {x′}
12: I ′ ← Conj(I, ∨
k∈K
Ikx′)
13: I ← Dom(I ′)
14: Update the index set P of the disjunction defined by set I
15: Label(p) ← feasible, for all newly formed p ∈ P
16: until Label(p) = infeasible for all p ∈ P
17: Stop. XE is the set of efficient solutions.
The algorithm starts by initialising three sets, in particular a set I of systems, a set P of indices,220
one for each system defining a disjunction, and a set XE of efficient solutions. The algorithm221
then enters a loop between lines 3 and 16 to solve subproblems Cp, and exits the loop as soon222
as a feasible Cp is found which yields an efficient solution x
′. Any ordering of elements in set P223
can be used for this purpose. The system Ikx′ induced by this solution is then added to the set I.224
The algorithm maintains only a single disjunction at each iteration, comprising a set of systems,225
and one which is gradually enlarged in Steps 12 and 13. In particular, a conjunction operator is226
applied to the existing set of systems I and the new system Ikx′ in Step 12. In Step 13, the set I
′ is227
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checked to discard any dominated sets of inequalities. As explained above, Dom(I ′) is the operator228
that performs pairwise checks for all systems using the dominance criterion in Proposition 1. The229
algorithm continues in this manner until the loop 3–16 fails to identify any feasible subproblem. It230
is at this point that the algorithm stops, indicating that there are no other efficient solutions and231
returns XE as the set of efficient solutions.232
3 Computational Experiments233
In this section, I present some computational experience with Algorithm 1 and comparison results.234
The algorithm is compared with that of Kirlik and Sayin (2014), available for public use at http:235
//home.ku.edu.tr/~gkirlik/research.html, for the very reason that it is shown to outperform236
three other general purpose algorithms for MOP described by Sylva and Crema (2004); Laumanns237
et al. (2006); O¨zlen and Azizog˘lu (2009). A common time limit is imposed for both algorithms,238
which is one hour for MOAP and MOKP instances, and three hours for the MOTSP.239
Both algorithms are run on a laptop computer running on an 2.2 GHz Intel Core i7 with 16GB240
memory. Algorithm 1 has been coded in C. All subproblems within the two algorithms have been241
solved using CPLEX 12.6 through the use of the callable libraries. For Algorithm 1, I do not use the242
default parameter settings that come with CPLEX. In particular, the switch that controls the trade-243
offs between speed, feasibility, optimality, and moving bounds in solving mixed-integer programming244
formulations has been set to place emphasis on moving best bound (CPX PARAM MIPEMPHASIS set245
to 3). Furthermore, the presolve feature has been switched off by setting CPX PARAM MIPEMPHASIS246
to 0, and all automatic cuts are disabled by setting CPX PARAM CUTSFACTOR to 0, as I have found247
these features to slow down the detection of infeasibility in the subproblems. All other parameters248
remain at their default setting. The results are presented for three different types of MOP, namely249
the multiobjective assignment problem (MOAP), the multiobjective knapsack problem (MOKP)250
and the multiobjective travelling salesman problem (MOTSP), in the following sections.251
3.1 Results on the MOAP252
The MOAP instances tested here are those described in Kirlik and Sayin (2014) and are available at253
http://home.ku.edu.tr/~gkirlik/research.html. The size n of the instances range from five254
to 15, where the number |K| of objectives is either three or four. The objective function coefficients255
of these instances have been randomly drawn from the interval [1, 20]. Table 1 presents the results,256
where the figures shown on each line are averaged over 10 instances. For the two algorithms,257
the column titled “Time” shows the total time needed, in seconds, to identify the entire set of258
nondominated points. The results under the heading “Disjunctive Programming” pertain to those259
obtained by Algorithm 1, where the column titled “No. Sol.” shows the average number of efficient260
solutions, and column titled “No. Disj.” presents the total number of systems generated.261
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Table 1: A summary of comparison results for the MOAP instances
Kirlik and Sayin (2014) Disjunctive Programming
|K| n Time (s) No. Sol. No. Disj. Time (s)
3 5 0.08 14.10 26.30 0.30
3 10 7.44 176.80 268.50 8.18
3 15 64.44 674.90 967.60 55.99
4 5 0.53 34.00 123.70 1.57
4 10 199.95 895.20 2928.20 382.87
Table 1 shows that the disjunctive programming algorithm is competitive with the algorithm of262
Kirlik and Sayin (2014) for |K| = 3 in terms of the total time required, but is slower for |K| = 4.263
The main reason behind this is the number of efficient solutions that grows significantly as the size264
of the problem increases, which, in turn, requires the disjunctive programming algorithm to iterate265
for as many times as the number of efficient solutions of the instance.266
3.2 Results on the MOKP267
I now present results on MOKP instances, the sizes of which range from 20 to 40 items, and with268
three, four and five objectives. The instances for |K| = 3 or |K| = 4 are the same as those used in269
Kirlik and Sayin (2014), whereas those with |K| = 5 are generated in the same way in the latter270
reference as they are not made available. In particular, the weight and the profits of each item are271
randomly drawn integers from the interval [1, 1000], and the capacity of the knapsack is calculated272
as half of the total weight of all the items, rounded up where appropriate. The results are presented273
in a similar fashion as in Table 2. For sets that contain instances that could not be solved within274
the time limit, the average computational time has been calculated with respect to those instances275
for which the entire set of nondominated points has been found by both algorithms. These sets are276
(|K| = 4, n = 40), (|K| = 5, n = 20) and (|K| = 5, n = 25), for which detailed results are given in277
Tables 3–5. In cases where the time limit is exceeded, the number of solutions and the number of278
systems reported are those obtained at the time of premature termination.279
The results in Table 2 show that the proposed algorithm is dominated by that of Kirlik and Sayin280
(2014) in terms of total solution time for instances with |K| = 3. However, the situation is quite the281
opposite for when the number of objectives increases. In particular, the disjunctive programming282
algorithm shows a significant decrease in the time required to generate the set of efficient solutions283
for |K| = 4 and |K| = 5, and is able to solve more instances than Kirlik and Sayin (2014).284
The results presented in this section for the MOKP suggest that the effectiveness of the disjunctive285
programming algorithm increases with the number of objectives, and when the size of the set of286
nondominated solutions is not so large. The stark contrast between the results reported for the287
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Table 2: A summary of comparison results for the MOKP instances
Kirlik and Sayin (2014) Disjunctive Programming
|K| n Time (s) No. Sol. No. Disj. Time (s)
3 30 3.70 115.80 231.90 8.83
3 40 16.05 311.40 617.80 47.45
3 50 27.93 444.20 876.00 84.15
4 20 23.60 136.80 659.30 17.89
4 30 441.52 397.60 1988.80 168.31
4 40 1085.50† 676.25 3407.75 513.63
5 15 58.85 57.70 551.10 9.12
5 20 522.37‡ 104.14 983.29 23.97
5 25 948.56§ 137.50 1373.50 36.41
†Solved four instances out of 10.
‡Solved seven instances out of 10.
§Solved two instances out of 10.
Table 3: Results for MOKP instances with |K| = 4 and n = 40
Kirlik and Sayin (2014) Disjunctive Programming
Instance number Time (s) No. Sol. No. Disj. Time (s)
1 1766.00 901 4516 906.28
2 3600 1427 7949 3600
3 352.52 508 2349 213.3
4 3600 1248 6139 2139.9
5 3600 1391 7945 3600
6 3600 1357 7944 3600
7 3600 1390 7769 3600
8 1671.44 741 3981 640.96
9 3600 1486 7683 3600
10 552.02 555 2785 293.96
Total number of instances solved 4/10 5/10
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Table 4: Results for MOKP instances with |K| = 5 and n = 20
Kirlik and Sayin (2014) Disjunctive Programming
Instance number Time (s) No. Sol. No. Disj. Time (s)
1 3600 220 2277 98.68
2 134.59 95 801 15.12
3 47.26 76 603 9.62
4 127.41 89 1007 18.04
5 456.34 110 1018 19.06
6 71.15 87 706 11.72
7 23.61 61 531 8.1
8 2796.22 211 2217 86.16
9 3600 237 3504 177.59
10 3600 426 5993 889.9
Total number of instances solved 7/10 10/10
Table 5: Results for MOKP instances with |K| = 5 and n = 25
Kirlik and Sayin (2014) Disjunctive Programming
Instance number Time (s) No. Sol. No. Disj. Time (s)
1 3600 679 9958 3600
2 3600 687 5482 3600
3 3600 540 10690 3600
4 1624.33 172 1814 55.03
5 3600 309 3469 262.01
6 3600 612 8711 3600
7 3600 448 5568 920.71
8 272.78 103 933 17.78
9 3600 689 9607 3600
10 3600 452 5881 985.93
Total number of instances solved 2/10 5/10
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MOKP and the MOAP suggest that the algorithm works much better on constrained problems. I288
will provide further evidence on this in the following section.289
3.3 Results on the MOTSP290
The choice of this particular multiobjective problem is deliberate, as it is a constrained version of291
MOAP, and where the aim is to see the effect of further constraining the set of feasible solutions292
and therefore the set of nondominated points on the performance of the algorithm. Consequently,293
the model used to solve the MOTSP is a restricted version of the MOAP, in that it is an assignment294
based formulation augmented with a set of subtour breaking constraints in the spirit of Gavish and295
Graves (1978). The MOTSP instances tested here have three objectives, with sizes ranging from296
10 to 20, for which the costs have been generated in the same way as the MOAP instances. Whilst297
the sizes of the instances tested may seem small, they are comparable with those in O¨zpeynirci and298
Ko¨ksalan (2013), particularly as the latter reference describes an algorithm that identifies only a299
subset of the set of efficient solutions. The results are presented in Table 6.
Table 6: A summary of comparison results for the MOTSP instances
Kirlik and Sayin (2014) Disjunctive Programming
|K| n Time (s) No. Sol. No. Disj. Time (s)
3 10 56.08 126.00 205.00 14.46
3 15 1162.49 567.20 836.20 161.38
3 20 4125.90 1292.60 1805.10 900.20
300
The results shown in Table 6 show a clear-cut superiority of the disjunctive programming algorithm301
in terms of the computational time required. The reduction in the average number of solutions302
from MOAP to MOTSP is evident when the results are compared with those presented in Table303
1, which is a factor that contributes to the efficiency of the proposed algorithm. In addition to304
the three-objective instances, I have also solved 10 instances of a four-objective TSP with n = 10.305
For these instances, the average computational time required by the algorithm of Kirlik and Sayin306
(2014) was 995.16 seconds, whereas the same figure for Algorithm 1 was 309.80 seconds. Both307
algorithms solved all 10 instances. The average number of efficient solutions was 636.70.308
4 Identifying a Well-Dispersed Subset of NonDominated Solu-309
tions310
A relevant question for multiobjective discrete optimisation, particularly when the size of the non-311
dominated set of points is undesirably large, is to find a well-dispersed subset of such points. The312
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first phase of the two phase method, to a certain extent, addresses this question, but it is not313
straightforward to extend this method to problems with three or more objectives (Przybylski et314
al., 2000). In this section, I show that this can be done in a relatively simple way using disjunctive315
programming, through a judicious selection of the systems contained within a disjunction during316
the course of the iterative algorithm.317
For a given MOP, let P be a nonempty set of indices of systems forming a disjunction and XE318
a set of efficient solutions already identified. The question of finding a well-dispersed subset can319
be rephrased as finding a system p ∈ P such that x∗ ∈ F (Ip) maximises a given distance metric320
between x∗ and all other x′ ∈ XE . For the purposes of this paper, I will use the following metric:321
D(x∗, x′) =
∑
k∈K
(
fk(x
∗)− fk(x′)
)2
. (4.1)
The above question is now tantamount to finding a x∗ ∈ X = argmax
x∈F (Ip),p∈P
∑
x′∈XE
D(x, x′). In this
section, I will additionally assume that fk(x) ≥ 0 for any x ∈ X for all k ∈ K. Consider, now, a
x ∈ F (Ip) for a given p ∈ P , for which the total distance from all other solutions in XE , by using
the definition (4.1), can be calculated as follows:∑
x′∈XE
D(x, x′) =
∑
x′∈XE
(∑
k∈K
(
fk(x)− fk(x′)
)2 )
≤
∑
x′∈XE
∑
k∈K
(fk(x))
2 +
∑
x′∈XE
∑
k∈K
(fk(x
′))2
≤
∑
x′∈XE
∑
k∈K
(rpk)
2 +
∑
x′∈XE
∑
k∈K
(fk(x
′))2. (4.2)
As the last component of (4.2) is a constant for a given set XE , an upper bound on the maximum322
distance is given by the first component, which implies that choosing a system p∗ ∈ P satisfying323
the following condition,324
p∗ = argmax
p∈P
∑
k∈K
rpk, (4.3)
is the one most likely to yield a solution x∗ that has the largest cumulative distance from all other325
solutions x′ ∈ X. This observation requires searching through all the systems in P to identify the326
one satisfying the condition (4.3), which is not impossible. However, a more practical approach327
would be to limit the search from within the set of systems to those having the least amount of328
finite bounds imposed across the |K| objective functions (i.e., those with the largest number of329
“big-M” right hand side coefficients). For a three-objective MOP, for example, one can discard all330
systems with two or more finite bounds on the individual objective function components.331
To illustrate the outcome of the proposed strategy, I consider two tri-objective TSP instances, one332
with 15 for which the results are shown in Figures 1 and 2, and the other with 20 nodes for which333
the results are presented in Figures 3 and 4.334
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Figure 1: Well-dispersed subset of nondominated points for the tri-objective 15-node TSP instance
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Figure 2: Truncated subset of nondominated points for the tri-objective 15-node TSP instance
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Figure 3: Well-dispersed subset of nondominated points for the tri-objective 20-node TSP instance
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Figure 4: Truncated subset of nondominated points for the tri-objective 20-node TSP instance
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Figure 1 shows a well-dispersed subset of 40 nondominated points identified through the strategy335
proposed above, against the entire set of 335 nondominated points of the 15-node MOTSP instance.336
Similarly, Figure 3 shows a well-dispersed subset of 53 nondominated points obtained with the pro-337
posed strategy for the 20-node instance, against the entire set of 1013 nondominated points. These338
points are contrasted with those obtained using a truncated version of Algorithm 1, terminated339
after finding the first 40 nondominated points for the 15-node instance, and the first 53 points for340
the 20-node instance, which are shown in Figures 2 and 4. There is clear indication from these341
figures to suggest that the simple strategy described above suffices to generate a representative342
sample of the set of nondominated solutions for these instances.343
5 Conclusions344
The iterative algorithm described in this paper can be applied to any multiobjective discrete op-345
timisation problem, with any number of objectives, to generate the entire set of nondominated346
points, provided that the underlying subproblems can either be solved, or checked for infeasibility,347
using an optimiser. The algorithm is particularly effective in finding nondominated points when the348
size of the set of efficient solutions is relatively small. It does not seem to suffer from the increase in349
the number of objectives in the way as some of the other state-of-the-art methods do, such as the350
two-phase method. In the case that a limited subset of a possibly large set of efficient solutions is351
sought, the algorithm can also provide a well-dispersed subset of nondominated points by looking352
at a specially selected subset of systems defining a disjunction.353
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