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MINIMAL CUBATURE RULES AND POLYNOMIAL
INTERPOLATION IN TWO VARIABLES II
YUAN XU
Abstract. As a complement to [17], minimal cubature rules of degree 4m+1
for the weight functions
Wα,β,± 1
2
(x, y) = |x + y|2α+1|x− y|2β+1((1− x2)(1− y2))± 12
on [−1, 1]2 are shown to exist and near minimal cubature rules of the same
degree with one node more than minimal are constructed explicitly. The La-
grange interpolation polynomials on the nodes of the near minimal cubature
rules are also studied.
1. Introduction
Let W be a non-negative weight function on a domain Ω ∈ R2. A cubature
formula of degree s for the integral with respect to W is a finite sum satisfying
(1.1)
∫
Ω
f(x, y)W (x, y) =
N∑
k=1
λkf(xk, yk), ∀f ∈ Π2s,
where Π2s denotes the space of polynomials of degree at most s in two variables,
and there exists at least one function f∗ ∈ Π2s+1 for which the identity fails to hold.
For a fixed n, a minimal cubature rule of degree 2n + 1 has the smallest number,
N , of nodes among all cubature rules of the same degree. They are of interests in
several aspects and provide important tools for various problems in approximation
and numerical computation.
Minimal cubature rules are known explicitly, with their nodes and weights given
by close formulas, only in a few cases. One of them is for the family of integrals
with respect to the weight functions
(1.2) Wα,β,± 12 (x, y) := |x+ y|
2α+1|x− y|2β+1(1− x2)± 12 (1− y2)± 12
with α, β > −1 on the square [−1, 1]2, for which the minimal cubature rules of
degree 2n − 1 are explicitly constructed in [17] when n = 2m. This includes the
classical result of the product Chebyshev weight function (when α = β = 1/2)
studied in [9] as a special case. The cubature rules in [17] are closely tied to Gaussian
cubature rules on a domain bounded by two lines and a parabola. The nodes of these
minimal cubature rules are common zeros of certain orthogonal polynomials with
respect to Wα,β,± 12 , and, for each fixed n, there is a unique Lagrange interpolation
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2 YUAN XU
polynomial based on the nodes of the minimal cubature rule. The case n = 2m+ 1
was left open in [17] because the idea of the polynomials that vanish on its nodes
has a more complicated structure that requires further study to understand.
The purpose of the present paper is to show how the case n = 2m + 1 can be
resolved. We obtained two families of cubature rules in this case. The first family
consists of minimal cubature rules, whose coefficients, however, are not explicitly
given, whereas the second family consists of cubature rules whose number of nodes
is 1 more than the theoretical lower bound, but it can be determined explicitly. The
nodes of these cubature rules are common zeros of certain orthogonal polynomials
of degree n and, in the case of the second family, one quasi-orthogonal polynomial
of degree n+1 that does not belong to the idea generated by those orthogonal poly-
nomials of degree n. The second family of cubature rules are explicitly constructed
because they are related to the product Gauss-Radau cubature rules with respect
to the product Jacobi weights. For all practical considerations, the second family
is better and their study resembles the case of n = 2m in [17]. In addition, we will
also give explicit formulas of the Lagrange interpolation polynomials based on the
nodes of the near minimal cubature rules. These formulas allow us to determine
the order of the Lebesgue constants of the interpolation operators.
We regard this paper as a complement of [17] and will refer to the background
materials and, in some cases, even quote formulas there. However, we have tried to
make the paper self-contained, so that it can be read independently. The paper is
organized as follows. In the next section we state background materials, highlight
those not covered in [17]. The cubature formulas are studied in Section 3 and the
Lagrange interpolation polynomials based on the nodes of the cubature rules are
discussed in Section 4.
2. Preliminary and Background
Besides the section on preliminary and background in [17], we need background
on near minimal cubature rules and orthogonal polynomials of odd degrees with
respect to the weight function Wα,β,± 12 .
2.1. Near minimal cubature rules. Let W be a nonnegative weight function on
a domain Ω in R2 that has all finite moments. that is,
∫
Ω
xj1x
k
2W (x1, x2)dx1dx2 <∞
for all j, k ∈ N0. Let
〈f, g〉W :=
∫
Ω
f(x1, x2)g(x1, x2)W (x1, x2)dx1dx2.
With respect to the weight function W , a polynomial P ∈ Π2n is called an orthogonal
polynomial if 〈P,Q〉W = 0 for all Q ∈ Π2n−1. LetWn(W ) be the space of orthogonal
polynomials of two variables. Then dimVn(W ) = n+ 1. A basis of Vn(W ) can be
denoted by Pn := {Pk,n : 0 ≤ k ≤ n}; it is called a mutually orthogonal basis if
〈Pk,n, Pj,n〉W = 0 for k 6= j and an orthonormal bias if, in addition, 〈Pk,n, Pk,n〉W =
1. Clearly Pn is a set but it is often convenient to regard it also as a column vector.
A function W is called centrally symmetric if x ∈ Ω implies −x ∈ Ω and W (x) =
W (−x). Evidently, Wα,β,−± 12 is centrally symmetric. For a central symmetric
integral, the number of nodes, N , of the cubature rule of degree 2n − 1 in (1.1)
satisfies the lower bound [8]
(2.1) N ≥ dim Π2n−1 +
⌊n
2
⌋
=
n(n+ 1)
2
+
⌊n
2
⌋
:= Nmin,
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and it is known that the nodes of such a cubature rule are common zeros of a
subspace of the space Vn(W ). More precisely, the following theorem holds:
Theorem 2.1. A minimal cubature rule of degree 2n − 1 that attains the lower
bound (2.1) exists if and only if its nodes are common zeros of bn+12 c+1 orthogonal
polynomials of degree n.
Let X be the set of the nodes. In the language of idea and variety, the character-
ization states that X is the variety of the polynomial ideal generated by bn+12 c+ 1
orthogonal polynomials of degree n. This characterization, established in [8], was
extended in [13] by considering (2n− 1)-orthogonal polynomials.
A polynomial P is called a (2n− 1)-orthogonal polynomial if ∫
Ω
PQWdxdy = 0
for all polynomials Q that satisfy degP + degQ ≤ 2n − 1. Evidently, orthogonal
polynomials themselves are (2n−1)-orthogonal polynomials. Moreover, any polyno-
mial of the form Pn+1 +Pn+Pn−1, where Pk ∈ Vk(W ), is (2n−1)-orthogonal, since
they are orthogonal to all polynomials of degree n−2 and (n+1)+(n−2) = 2n−1.
In [13], we gave a characterization of minimal or near minimal cubature rules of
degree 2n−1 in terms of linearly independent (2n−1)-orthogonal polynomials that
are components of
(2.2) Qn := Pn+1 + Γ1Pn + Γ2Pn−1,
where Γ1 and Γ2 are matrices of sizes (n+2)× (n+1) and (n+2)×n, respectively.
It includes, in particular, the following theorem, need in the next section.
Theorem 2.2. Let n ∈ N. A near minimal cubature rule of degree 2n − 1 whose
number of nodes is equal to
(2.3) N = dim Π2n−1 +
⌊n
2
⌋
+ 1 = Nmin(n) + 1
exists if its nodes are common zeros of bn+12 c orthogonal polynomials of degree n
and Qn in (2.2) for some Γ1 and Γ2.
The number of nodes of the cubature rule in (2.3) is one more than the lower
bound given in (2.1). Since xiP , P ∈ Vn(W ) and i = 1 or 2, is (2n− 1)-orthogonal
by the three-term relation of orthogonal polynomials in two variables [4] and, fur-
thermore, it is of degree n + 1 and of the form cTQn for some nonzero vector
c ∈ Rn+2, we see that xi multiples of those bn+12 c orthogonal polynomials of degree
n can be elements of Qn. In fact, a quick count shows that, if n is odd, there is
only one polynomial in Qn that does not arise this way. It is worth to point out
that if a cubature rule attains the lower bound (2.1), then its nodes are common
zeros of bn+12 c+ 1 orthogonal polynomials of degree n, whose xi multiples lead to
a Qn, as in (2.2), that vanishes on all nodes.
The cubature rule with the number of nodes (2.3) can be obtained by integrating
the Lagrange interpolation polynomial based on its nodes. The polynomial that in-
terpolates at the nodes of the cubature rule arises from the subspace of polynomials
Π2n \In, where In := {Pk,n : k = 1, 2, . . . , bn+12 c} and Pk,n are the orthogonal poly-
nomials of degree n that vanish on the nodes of the cubature rule. Let Kn(W ; ·, ·)
be the reproducing kernel of the space Vn(W ) and let {Qk,n : 0 ≤ k ≤ bn2 c}
be an orthonormal basis of the orthogonal complement of In in Vn(W ). Then
Qk,n ∈ Vn(W ) and none of Qk,n vanishes on all nodes of the cubature rule. The
following theorem is proved in [13]:
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Theorem 2.3. Let W be a central symmetric weight function. Let {(xk, yk) : 1 ≤
k ≤ N} and λk be the nodes and weights of the cubature rule of degree 2n − 1 in
Theorem 2.2, respectively. Then
(a) There exists a sequence of positive numbers {bk,n : 0 ≤ k ≤
⌊
n
2
⌋}, uniquely
determined, such that the kernel K∗n(·, ·), defined by
(2.4) K∗n(W ;x, y) := Kn−1(W ;x, y) +
bn2 c∑
k=0
bk,nQk,n(x)Qk,n(y)
for x = (x1, x2) and y = (y1, y2), satisfies
(2.5) λk,n = [K
∗
n(W ; (xk, yk), (xk, yk))]
−1
, 1 ≤ k ≤ N.
(b) The polynomial Lnf , defined by
Lnf(x, y) :=
N∑
k=1
f(xk, yk)`k(x, y), `k(x, y) := λk,nK
∗
n(W ; (x, y), (xk, yk)),
satisfies Lnf(xk, yk) = f(xk, yk) for 1 ≤ k ≤ N and it is the unique interpola-
tion polynomial in the space Π∗n := Π
2
n−1 ∪ {Qk,n : 0 ≤ k ≤ bn2 c}.
Similar statement holds for minimal cubature rules that attain the lower bound
(2.1), which is used in [17].
2.2. Orthogonal polynomials with respect to Wα,β,± 12 . The orthogonal poly-
nomials with respect toWα,β,± 12 are related to orthogonal polynomials with respect
to the weight function
(2.6) Wα,β,± 12 (u, v) := bα,β,± 12 (1− u+ v)
α(1 + u+ v)β(u2 − 4v)± 12 ,
where α, β > −1 and bα,β,± 12 is the normalization constant so that the integral of
Wα,β,± 12 over the domain
(2.7) Ω := {(u, v) : 1 + u+ v > 0, 1− u+ v > 0, u2 > 4v},
bounded by a parabola and two lines, is 1. Let p
(α,β)
n be the orthonormal Ja-
cobi polynomials with respect to the normalized Jacobi weight function. Then an
orthonormal basis for Vn(Wα,β,− 12 ) is given by
(2.8) P
α,β,− 12
k,n (u, v) =
{
p
(α,β)
n (x)p
(α,β)
k (y) + p
(α,β)
n (y)p
(α,β)
k (x), 0 ≤ k < n,√
2p
(α,β)
n (x)p
(α,β)
n (y), k = n,
and an orthonormal basis for Vn(Wα,β, 12 ) is given by
(2.9) P
α,β, 12
k,n (u, v) =
p
(α,β)
n+1 (x)p
(α,β)
k (y)− p(α,β)n+1 (y)p(α,β)k (x)
x− y , 0 ≤ k ≤ n,
where (u, v) and (x, y) are related by u := x+ y, v := xy ([6]).
The weight function Wα,β,± 12 is related to Wα,β,± 12 , which we redefine as
Wα,β,± 12 (x, y) :=Wα,β,± 12 (2xy, x
2 + y2 − 1)|x2 − y2|(2.10)
= bα,β,± 12 2
±1|x− y|2α+1|x+ y|2β+1(1− x2)± 12 (1− y2)± 12
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for (x, y) ∈ [−1, 1]2, where we have included the normalization constant, which can
be verified by the integral relation
∫
Ω
f(u, v)Wα,β,± 12 (u, v)dudv =
∫
[−1,1]2
f(2xy, x2 + y2 − 1)Wα,β,± 12 (x, y)dxdy.
(2.11)
The orthogonal polynomials with respect to Wα,β,± 12 can be expressed in terms of
orthogonal polynomials with respect to Wα,β,± 12 ([16]).
Proposition 2.4. An orthonormal basis for V2n(Wα,β,± 12 ) is given by
1Q
α,β,± 12
k,2n (x, y) :=P
α,β,± 12
k,n (2xy, x
2 + y2 − 1), 0 ≤ k ≤ n,
2Q
α,β,± 12
k,2n (x, y) :=a
(1,1)
α,β,± 12
(x2 − y2)Pα+1,β+1,± 12k,n−1 (2xy, x2 + y2 − 1), 0 ≤ k ≤ n− 1,
and an orthonormal basis for for V2n+1(Wα,β,± 12 ) is given by
1Q
α,β,± 12
k,2n+1 (x, y) :=a
(0,1)
α,β,± 12
(x+ y)P
α,β+1,± 12
k,n (2xy, x
2 + y2 − 1), 0 ≤ k ≤ n,
2Q
α,β,± 12
k,2n+1 (x, y) :=a
(1,0)
α,β,± 12
(x− y)Pα+1,β,± 12k,n−1 (2xy, x2 + y2 − 1), 0 ≤ k ≤ n,
where a
(i,j)
α,β,± 12
=
√
bα+i,β+j,± 12 /bα,β,± 12 .
In particular, using the explicit expression of bα,β,− 12 in [17, (2.8) and (2.13)],
we have
a
(0,1)
α,β,− 12
=
α+ β + 2
2(β + 1)
, a
(1,0)
α,β,− 12
=
α+ β + 2
2(α+ 1)
,
a
(1,1)
α,β,− 12
=
(α+ β + 2)(α+ β + 3)
4(α+ 1)(β + 1)
.
(2.12)
Using (2.8) and (2.9), it is easy to see that, if x = cos θ, y = cosφ, then
P
α,β,− 12
k,n (2xy, x
2 + y2 − 1)
= p(α,β)n (cos(θ − φ))p(α,β)k (cos(θ + φ)) + p(α,β)k (cos(θ − φ))p(α,β)n (cos(θ + φ)),
where the right hand needs to be divided by
√
2 if k = n, and
P
α,β, 12
k,n (2xy, x
2 + y2 − 1)
= γn
p
(α,β)
n+1 (cos(θ − φ))p(α,β)k (cos(θ + φ))− p(α,β)k (cos(θ − φ))p(α,β)n+1 (cos(θ + φ))
2 sin θ sinφ
,
where γ2n = bα,β,− 12 /(2bα,β, 12 ). These relations will be useed extensively below.
3. Minimal and near minimal cubature rules
It is convenient to adopt the language of idea and variety in the discussion below.
Let X be a set of points. Let I be the polynomial ideal defined by I = I(X) = {p ∈
R[x] : p(x) = 0,∀x ∈ X} that has X as its variety. A cubature rule of degree 2n−1
exists if I(X) is generated by (2n − 1)-orthogonal polynomials. Furthermore, the
existence of a cubature rule can be characterized by the existence of a polynomial
idea, generated by (2n−1)-orthogonal polynomials, such that its variety X consists
of finite many real points and |X| = codim I.
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For the weight function Wα,β,± 12 a cubature rule that attains the lower bound
(2.1) is necessarily a minimal cubature rule and the set of its nodes is the variety of
the ideal generated by bn+12 c+1 orthogonal polynomials of degree n. For n = 2m, it
is shown in [17] that the minimal cubature rule of degree 2n−1 = 4m−1 exists and
its set of nodes is the variety of the ideal 〈1Qα,β,±
1
2
k,2m : 0 ≤ k ≤ m〉. For n = 2m+ 1,
the variety of the idea 〈1Qα,β,±
1
2
k,2m+1 : 0 ≤ k ≤ m〉 is infinite, since it contains the set
{(x, y) : x = y}, so is the idea 〈2Qα,β,±
1
2
k,2m+1 : 0 ≤ k ≤ m〉. In this case, more work is
needed.
Theorem 3.1. For n = 2m+1, there exist cubature rules of degree 2n−1 = 4m+1
for Wα,β,± 12 whose number of nodes is equal to the lower bound Nmin(n).
Proof. We first consider the case Wα,β,− 12 . By Theorem 2.1, we need to find m+ 2
orthogonal polynomials of degree n so that they have Nmin(n) many real common
zeros. Let cos θk,m, 1 ≤ k ≤ m, be the zeros of the Jacobi polynomial P (α+1,β)m .
Then θ
(α+1,β)
k,m := θk,m ∈ (0, pi). Define s(α+1,β)j,k := sj,k and t(α+1,β)j,k := tj,k by
sj,k = cos
θj,m−θk,m
2 , tj,k = cos
θj,m+θk,m
2 , 1 ≤ j ≤ k ≤ m.
It is easy to see that the variety of the ideal 〈2Qα,β,−
1
2
k,2m+1 : 0 ≤ k ≤ m〉 is equal to
Xm ∪ {(x, y) : x = y}, where Xm := X(α+1,β)m is defined by
X(α+1,β)m := {(sj,k, tj,k), (tj,k, sj,k), (−sj,k,−tj,k), (−tj,k,−sj,k), 1 ≤ j ≤ k ≤ m},
and the cardinality of Xm is |Xm| = 4m(m+ 1)/2 = 2m(m+ 1). and Xm∩{(x, y) :
x = y} = ∅. We now construct one more orthogonal polynomial of degree n from
1Q
α,β,− 12
k,2m+1. By the orthogonality of the Jacobi polynomials,
p(α+1,β)n (t) =
n∑
k=0
dkp
(α,β+1)
k (t), dk =
∫ 1
−1
p(α+1,β)n (t)p
(α,β+1)
k (t)w
∗
α,β+1(t)dt,
where wα,β(t) := (1 − t)α(1 + t)β is the Jacobi weight function and w∗α,β(t) =
cα,βwα,β(t) is normalized so that that
∫ 1
−1 w
∗
α,β(t)dt = 1. Hence, taking the linear
combination of 1Q
α,β,− 12
k,2m+1, we see that the polynomial
qm(x, y) = (x+ y)
[
p(α,β+1)m (cos(θ − φ))p(α+1,β)m (cos(θ + φ))
+p(α,β+1)m (cos(θ + φ))p
(α+1,β)
m (cos(θ − φ))
]
is an element of V2m+1(Wα,β,− 12 ). By its construction, qm vanishes on Xα,β+1m ∪
Xβ+1,αm . Furthermore, as we shall see in Lemma 3.2 below, the polynomial
qm(x, x) =2x
[
p(α,β+1)m (1)p
(α+1,β)
m (cos 2θ) + p
(α,β+1)
m (cos 2θ)p
(α+1,β)
m (1)
]
=2x
[
p(α,β+1)m (1)p
(α+1,β)
m (2x
2 − 1) + p(α,β+1)m (2x2 − 1)p(α+1,β)m (1)
]
has 2m+ 1 distinct zeros, so that qm(x, y) has 2m+ 1 zeros of the form (ξj,m, ξj,m),
of which one is (0, 0). Since 2Q
α,β,− 12
k,2m+1 contains a factor x − y, we see it also has
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{(ξj,m, ξj,m) : 0 ≤ j ≤ m} as zeros. Consequently, the ideal 〈q(α,β)m , 2Qα,β,−
1
2
k,2m+1 : 0 ≤
k ≤ m〉 has a variety of zero dimension that is of of a cardinality
2m(m+ 1) + 2m = 2(m+ 1)2 − 1 = Nmin(2m+ 1).
This completes the proof for Wα,β,− 12 .
The proof for the weight functionWα,β, 12 is similar. Indeed, it is easy to see that
the ideal 〈2Qα,β,
1
2
k,2m+1 : 0 ≤ k ≤ m〉 is equal to Xm ∪ {(x, y) : x = −y}, where Xm
is defined as above, but with 1 ≤ j < k ≤ m + 1 and sj,k, tj,k defined in terms of
θ
(α+1,β)
k,m+1 for 1 ≤ k ≤ m+1. The additional orthogonal polynomial in the polynomial
idea is defined by the (x− y) multiple of
p
(α,β+1)
m+1 (cos(θ − φ))p(α+1,β)m+1 (cos(θ + φ))− p(α,β+1)m+1 (cos(θ + φ))p(α+1,β)m+1 (cos(θ − φ))
sin θ sinφ
,
where we have used the fact that P
α,β,−1/2
k,m (s, t) = 0 if k = m+ 1. 
We still need to state and prove the following lemma:
Lemma 3.2. For α, β > −1 and m = 1, 2, . . .,
(1) The Jacobi polynomials P
(α,β+1)
m and P
(α+1,β)
m have no common zeros.
(2) The polynomial P
(α,β+1)
m (1)P
(α+1,β)
m (2t2−1) +P (α+1,β)m (1)P (α,β+1)m (2t2−1)
has 2m simple zeros inside (−1, 1).
Proof. Assuming x0 is a common zero of P
(α+1,β)
m and P
(α,β+1)
m . Then, by the
identity [1, (22.7.17)]
(1− t)P (α+1,β)m (t) + (1 + t)P (α,β+1)m (t) = 2P (α,β)m (t),(3.1)
we see that x0 is a zero of P
(α,β)
m and, by the identity [1, (22.7.20)]
P (α+1,β)m (t)− P (α,β+1)m (t) = P (α+1,β+1)m−1 (t),(3.2)
x0 is also a zero of P
(α+1,β+1)
m−1 or a zero of the derivative of P
(α,β)
m , which contradicts
the fact that the zeros of the Jacobi polynomials are simple. This proves (1).
For (2), let qm(t) := P
(α,β+1)
m (1)P
(α+1,β)
m (t) + P
(α+1,β)
m (1)P
(α,β+1)
m (t). We need
two more identities of the Jacobi polynomials [1, (22.7.18) and (22.7.19)]
P (α+1,β+1)m (t) +
m+ α+ 1
m+ γ
P
(α+1,β+1)
m−1 (t) =
2m+ γ
m+ γ
P (α+1,β)m (t),
P (α+1,β+1)m (t)−
m+ β + 1
m+ γ
P
(α+1,β+1)
m−1 (t) =
2m+ γ
m+ γ
P (α,β+1)m (t),
(3.3)
where γ = α+ β + 2. Together with P
(α+1,β)
m (1) =
(
m+α+1
m
)
= m+α+1α+1 P
(α,β+1)
m (1),
we can then rewrite qm(t) as
qm(t) =
(m+ γ)(m+ 2α+ 2)
(2m+ γ)α+ 1
(
m+ α
m
)
×
[
P (α+1,β+1)m (t)−
(m+ α+ 1)(m+ β − α)
(m+ γ)(m+ 2α+ 2)
P
(α+1,β+1)
m−1 (t)
]
.
By its definition, qm(1) > 0 and (−1)mqm(−1) > 0, which are sufficient to imply
that the quasi-orthogonal polynomial in the bracket has n simple zeros in (−1, 1)
(see, e.g., [14, Theorem 5.3]). 
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It should be mentioned that the existence of these cubature rules are known
only for W− 12 ,− 12 , 12 (x, y) =
√
1− x2
√
1− y2, the product Chebyshev weight of the
second kind ([9], it is new even for W− 12 ,− 12 , 12 (x, y) = 1/(
√
1− x2
√
1− y2), the
product Chebyshev weight of the first kind.
Remark 3.1. The minimal cubature rules are not unique. Indeed, exchanging the
role of α and β, starting with 1Q
α,β,− 12
k,2m+1 instead of 2Q
α,β,− 12
k,2m+1, we can obtain another
cubature rule of degree 2n− 1 with Nmin(n) nodes for n = 2m+ 1, which has 2m
nodes on the diagonal x+ y = 0 of the square [−1, 1]2 rather than on the diagonal
x− y = 0.
We depict the nodes of minimal cubature rules of degree 4m+ 1 in Figure 1 for
the weigh function
1√
1− x2
√
1− y2 and
|x− y|2|x+ y|2√
1− x2
√
1− y2 .
Figure 1. Nodes of minimal cubature rules of degree 33 for
W− 12 ,− 12 ,− 12 and W 12 , 12 ,− 12
.
Since the nodes of the minimal cubature rule are explicitly given in the proof of
Theorem 3.1, the coefficients λk of the cubature rule (1.1) can be found by solving
a linear system of moment equations. However, it does not look to be easy to
give these coefficients explicitly. In the following, we construct explicitly another
set of cubature rules of degree 4m + 1 for Wα,β,± 12 , which are near minimal with
Nmin(2m+1)+1 number of nodes, just one more than that of the minimal cubature
rules. These cubature rules are derived from the Gauss-Radau quadrature rule for
the Jacobi weight and, in this regard, they are similar to the construction for the
case of n = 2m in [17], which is based on the Gauss quadrature rules for the Jacobi
weight.
For α, β > −1, recall that w∗α,β(t) = cα,βwα,β(t) is the normalized Jacobi weight
function and that the Gaussian quadrature rule of degree 2n− 1 for wα,β takes the
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form ∫ 1
−1
f(t)w∗α,β(t)dt =
n∑
k=1
λ
(α,β)
k,n f(x
(α,β)
k,n ),
where x
(α,β)
k,n = cos θ
(α,β)
k,n , 1 ≤ k ≤ n, are the zeros of the Jacobi polynomial P (α,β)n
and λ
(α,β)
k,n are evaluations of the Christoffel function for wα,β at x
(α,β)
k,n . The Gauss-
Radau quadrature rules for the weight wα,β are given in the following proposition.
Proposition 3.3. For every polynomial f of degree at most 2n,
(3.4)
∫ 1
−1
f(t)w∗α,β(t)dt = µ
(α,β)
0,n f(1) +
n∑
k=1
µ
(α,β)
k,n f(x
(α+1,β)
k,n ),
where
µ
(α,β)
0,n =
(β + 1)n(
n+α+1
n
)
(α+ β + 1)n
, µ
(α,β)
k,n =
2(α+ 1)
α+ β + 2
· λ
(α+1,β)
k,n
1− t(α+1,β) , 1 ≤ k ≤ n.
The existence of this quadrature rule is well-known. Explicit formulas for µ
(α,β)
k,n
can be found in [5, (3.10)], where α and β need to be exchanged and also multiplying
by cα,β . The formula of µ
(α,β)
k,n stated in the proposition, which will be needed later,
can be derived as follows: writing f(x) = (1−x)g(x)+f(1), where g is a polynomial
of degree at most 2n− 1, and applying the Gaussian quadrature rule with respect
to wα+1,β , we see that∫ 1
−1
f(x)w∗α,β(x)dx =cα,β
∫ 1
−1
g(x)wα+1,β(x)dx+ f(1)
=
cα,β
cα+1,β
n∑
k=1
λ
(α+1,β)
k,n g(x
(α+1,β)
k,n ) + f(1)
=
cα,β
cα+1,β
n∑
k=1
λ
(α+1,β)
k,n
1− t(α+1,β)
(
f(x
(α+1,β)
k,n )− f(1)
)
+ f(1)
for all f of degree at most 2n. The constant cα,β can be easily computed, so is
cα,β/cα+1,β . This establishes the formula for µ
(α,β)
k,n .
Let W∗
α,β,± 12
:= bα,β,± 12Wα,β,± 12 with bα,β,± 12 being the normalization constant
so that
∫
[−1,1]2W∗α,β,± 12 (x, y)dxdy = 1. For m = 0, 1, . . . , let θk,m = θ
(α+1,β)
k,m ,
1 ≤ k ≤ m, as before and we define θ0,m := 0. We choose the order of these
number so that 0 = θ0,m < θ1,m < . . . < θm,m < pi. Let
sj,k := cos
θj,m−θk,m
2 and tj,k := cos
θj,m+θk,m
2 , 0 ≤ j ≤ k ≤ m,(3.5)
where sj,k = s
(α+1,β)
j,k and tj,k = t
(α+1,β)
j,k . These are the same as we defined in
Theorem 3.1, but here we allow j = 0 with θ0,m = 0.
Theorem 3.4. For Wα,β,− 12 on [−1, 1]2, we have the near minimal cubature rule
of degree 4m+ 1 with Nmin(2m+ 1) + 1 nodes,∫
[−1,1]2
f(x, y)W∗α,β,− 12 (x, y)dxdy =
1
2
m∑
k=0
k∑′
j=0
µ
(α,β)
k,m µ
(α,β)
j,m(3.6)
× [f(sj,k, tj,k) + f(tj,k, sj,k) + f(−sj,k,−tj,k) + f(−tj,k,−sj,k)] ,
10 YUAN XU
where
∑′
means that the terms for j = k are divided by 2. For Wα,β, 12 on [−1, 1]2,
we have the minimal cubature rule of degree 4m− 3 with Nmin(2m− 1) + 1 nodes,∫
[−1,1]2
f(x, y)W∗α,β, 12 (x, y)dxdy =
1
2
m∑
k=0
k∑′
j=0
µ
(α,β)
k,m µ
(α,β)
j,m (cos θj,n − cos θk,n)2
× [f(sj,k, tj,k) + f(tj,k, sj,k) + f(−sj,k,−tj,k) + f(−tj,k,−sj,k)] .(3.7)
Proof. We consider Wα,β,− 12 first. Let xk,m = cos θ
(α+1,β)
j,m . Applying the product
Gaussian-Radau cubature rule∫
[−1,1]2
f(x, y)w∗α,β(x)w
∗
α,β(y)dxdy =
m∑
j=0
m∑
k=0
µ
(α,β)
j,m µ
(α,β)
k,m f(xj,m, xk,m),
which holds for f ∈ Π22m×Π22m, on the functions f(x+y, xy), it follows, by symmetry
and changing variables u = x+ y and v = xy on {(x, y) ∈ [−1, 1]2 : y > x}, that∫
Ω
f(u, v)W ∗α,β,− 12 (x, y)dxdy = 2
m∑
k=0
k∑′
j=0
µ
(α,β)
j,m µ
(α,β)
k,m f(uj,k, vj,k),(3.8)
where uj,k = xj,m + xk,m and vj,k = xj,mxk,m, and this cubature rule is known to
hold for all polynomials of degree up to 2m [10]. Consequently, by (2.11), we see
that∫
[−1,1]2
f(2xy, x2 + y2 − 1)W∗α,β,− 12 (x, y)dxdy = 2
m∑
k=0
k∑′
j=0
µ
(α,β)
j,n µ
(α,β)
k,n f(uj,k, vj,k)
for all f ∈ Π22m. It is easy to verify that uj,k = cos θj,m + cos θk,m = 2sj,ktj,k
and vj,k = cos θj,m cos θk,m = s
2
j,k + t
2
j,k − 1. Hence, by the Sobolev theorem on
invariant cubature rules [11], which states that a cubature rule invariant under a
finite group G is exact for all elements of a subspace P of polynomials if, and only
if, it is exact for all polynomials in P that are invariant under G, the last cubature
rule implies (3.6) for f ∈ Π24m. Furthermore, since the weight function Wα,β,− 12 is
invariant under (x, y) 7→ (−x,−y) and so is the right hand side of (3.6), it follows
that the cubature (3.6) holds for f ∈ Π4m+1. When j = 0, s0,k = t0,k, so that
(t0,k, s0,k) = (s0,k, t0,k) for 0 ≤ k ≤ m. Hence, the number of nodes of the cubature
rule in (3.6) is
2m(m+ 1) + 2(m+ 1) = 2(m+ 1)2 = Nmin(2m+ 1) + 1.
This completes the proof in the case ofWα,β,− 12 . The proof for (3.7) can be carried
out similarly, starting from applying the product cubature rule (3.8) on (x−y)f(x+
y, xy), as in [17]. We skip the details. 
In the case of the product Chebyshev weight function W− 12 ,− 12 ,− 12 , the cubature
rule (3.6) is established in [13] and later in [2, 7] using two other methods. In view
of Theorem 2.2, one natural question is what are the polynomials that vanish on
the nodes of such a cubature rule; in other words, what is the polynomial idea
whose variety is the set of nodes of such a cubature rule. The idea is identified in
the proof of the following theorem.
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Theorem 3.5. For n = 2m + 1, the set of nodes of the cubature rules of degree
2n−1 = 4m+1 in (3.6) is the variety of the polynomial idea generated by 2Qα,β,−
1
2
k,2m+1,
0 ≤ k ≤ m, and (2n−1)-orthogonal polynomials of the form Q2m+2 + ΓQ2m, where
Q2m = {1Qα,β,−
1
2
k,2m , 0 ≤ k ≤ m} ∪ {2Q
α,β,− 12
k,2m , 0 ≤ k ≤ m− 1}.
Proof. Let us denote by Xm the set of nodes of the cubature rule in (3.6),
Xm := {(sj,k, tj,k), (tj,k, sj,k), (−sj,k,−tj,k), (−tj,k,−sj,k), 0 ≤ j ≤ k ≤ m}.
By the definition of sj,k = s
(α+1,β)
j,k and tj,k = t
(α+1,β)
j,k in (3.5), it follows immedi-
ately from the explicit formulas of orthogonal polynomials in Proposition 2.4 that
2Q
α,β,− 12
k,2m+1, 0 ≤ k ≤ m, vanish on Xm, where we need the factor x − y in the
polynomials when j = 0 since s0,k = t0,k. These account for bn+12 c = m + 1 or-
thogonal polynomials of degree n specified in Theorem 2.2. Now, from the first of
the following two identities [1, (22.7.15) and (22.7.16)]
(1 + t)P (α,β+1)m (t) =
2(m+ 1)
2m+ α+ β + 2
P
(α,β)
m+1 (t) +
2(m+ β + 1)
2m+ α+ β + 2
P (α,β)m (t),
(1− t)P (α+1,β)m (t) =
−2(m+ 1)
2m+ α+ β + 2
P
(α,β)
m+1 (t) +
2(m+ α+ 1)
2m+ α+ β + 2
P (α,β)m (t),
it follow readily that, for 0 ≤ k ≤ m,
1Q
α,β,− 12
k,2m+2(x, y)− ak,m
m+ α+ 1
m+ 1
1Q
α,β,− 12
k,2m (x, y)
.
= (1− cos(θ − φ))P (α+1,β)m (cos(θ − φ))P (α,β)k (cos(θ + φ))
+ (1− cos(θ + φ))P (α+1,β)m (cos(θ + φ))P (α,β)k (cos(θ − φ)),
where ak,m is a constant coming from the normalization constants for the Jacobi
polynomials and
.
= means that the identity holds under a constant multiple, whereas
for k = m+ 1, we have
1Q
α,β,− 12
m+1,2m+2(x, y)− am+1,m
m+ α+ 1
2(m+ 1)
1Q
α,β,− 12
m,2m+2(x, y)
.
= P
(α,β)
m+1 (cos(θ − φ))(1− cos(θ − φ))P (α+1,β)m (cos(θ + φ))
+ (1− cos(θ − φ))P (α,β)m+1 (cos(θ + φ))P (α+1,β)m (cos(θ − φ)),
from which it is easy to see that these polynomials vanish on Xm. Furthermore,
using the first identity of (3.3), it is easy to see that, for 0 ≤ k ≤ m,
2Q
α,β,− 12
k,2m+2(x, y) + ak,m
m+ α+ 1
m+ 1
1Q
α,β,− 12
k,2m (x, y)
.
= (x2 − y2)
[
P (α+1,β)m (cos(θ − φ))P (α,β)m+1 (cos(θ + φ))
+P
(α+1,β)
m−1 (cos(θ + φ))P
(α,β)
m+1 (cos(θ − φ))
]
,
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where ak,m is another constant coming from normalization of the Jacobi polynomi-
als, whereas for k = m+ 1, we have
2Q
α,β,− 12
m+1,2m+2(x, y)− am
m+ α+ 1
2(m+ α+ β + 2)
1Q
α,β,− 12
m,2m+2(x, y)
.
= (x2 − y2)
[
P (α+1,β+1)m (cos(θ − φ))P (α+1,β)m (cos(θ + φ))
+P (α+1,β+1)m (cos(θ + φ))P
(α+1,β)
m (cos(θ − φ))
]
,
from which it follows that these polynomials vanish on Xm as well. Together, this
shows that, with n = 2m+1, there are n+2 many (2n−1)-orthogonal polynomials
of the form Pn+1 + aPn−1, where Pk ∈ Vk(Wα,β). Together, they can be written in
the form Qn+1 + ΓQn−1. This completes the proof. 
Remark 3.2. By symmetry, we also obtain another cubature rule of degree 4m+ 1
by reversing the role of α and β. More precisely, the nodes of the corresponding
cubature rule is Xm with sj,k and tj,k given in terms of the zeros of the Jacobi
polynomials of P
(α,β+1)
n .
We depict the nodes of cubature rules (3.6) of degree 4m+ 1 in Figure 2. Apart
from the nodes on the diagonal x = y, the distribution of these nodes are similar
to those for the minimal cubature rules of degree 4m− 1 (see Figure 1 in [17]).
Figure 2. Nodes of minimal cubature rules of degree 33 for
W− 12 ,− 12 ,− 12 and W 12 , 12 ,− 12
Just as in the case of n = 2m in [17], the nodes appear to be propelled away
from the diagonals of the square, which is where the singularity appears in |x −
y|2α+1|x + y|2β+1 of the weight function Wα,β,− 12 . We can in fact determine this
region precisely. Let cos θ
(α,β)
k,m be the zeros of the Jacobi polynomial P
(α,β)
m as
before with the order 0 < θ
(α,β)
1,m < θ
(α,β)
2,m < · · · < θ(α,β)m,m < pi.
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Proposition 3.6. Let α, β > −1. For 0 < θ1,m < θ2,m < . . . < θm,m < pi, define
parametric curves
S±1 :={±(cos θ, cos(θ − θ1,m)) : θ1,m < θ < pi},
S±2 :={±(cos θ, cos(θ − θm,m)) : 0 < θ < θm,m}.
(1) For the cubature rule of degree 4m+ 1 in (3.6), let θj,m = θ
(α+1,β)
j,m ; then all
nodes are in the region bounded by S±1 and S
±
2 and the boundary of [−1, 1]2
except those on the diagonal x = y.
(2) For the minimal cubature rule of degree 4m in [17, (4.2)], let θj,m = θ
(α,β)
j,m ;
then all nodes are in the region bounded by S±1 and S
±
2 and the boundary
of [−1, 1]2.
Proof. Let θk,m = θ
(α,β)
k,m and define ξj,k = (θj,m + θk,m)/2, ηj,k = (θj,m − θk,m)/2.
Then tj,k = cos ξj,k and sj,k = cos ηj,k. The arguments of the nodes in X
(1)
m :=
{(tj,k, sj,k), 1 ≤ j ≤ k ≤ m} consist of the set {(ξj,k, ηj,k) : 1 ≤ j ≤ k ≤ m}, which
is roughly a triangle with (ξm,m, ηm,m), . . . , (ξ2,2, η2,2), (ξ1,1, η1,1) as one side and
(ξ1,m, η1,m) as the vertex opposite to that side. The two other sides of the triangle
are (ξj,m, ηj,m), 1 ≤ j ≤ m, and (ξ1,k, η1,k), 1 ≤ k ≤ m, respectively. Since
ξj,m = (θj,m + θm,m)/2 = (θj,m − θm,m)/2 + θm,m = ηj,m + θm,m,
ξ1,k = (θ1,m + θk,m)/2 = −(θ1,m − θk,m)/2 + θ1,m = −η1,k + θ1,m,
we see that X
(1)
m is bounded by the parametric curve (cos θ, cos(θ − θm,m)) and
(cos θ, cos(θ − θ1,m)), or the curves S+1 and S+2 . The other three subsets of the
nodes can be considered similarly. 
As an illustration, we depict the curves for the nodes of the two cubature rules in
the above proposition in Figure 3 for the case α = β = 1/2, or the weight function
W 1
2 ,
1
2 ,− 12 (x, y) =
(x− y)2(x+ y)2√
1− x2
√
1− y2 ,
Figure 3. Nodes of minimal cubature rule of degree 35 and near
minimal rule of degree 33 for W 1
2 ,
1
2 ,− 12
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and in Figure 4 for the case α = 1/2 and β = −1/2, or the weight function
W 1
2 ,
1
2 ,− 12 (x, y) =
(x− y)2√
1− x2
√
1− y2 .
Figure 4. Nodes of minimal cubature rule of degree 35 and near
minimal rule of degree 33 for W 1
2 ,− 12 ,− 12
If we increase the values of α, β, then the region around the diagonals that does
not contain nodes increase in size. On the other hand, it is known that θ
(α,β)
1,m → 0
and θ
(α,β)
m,m → pi when m → ∞, so that the four parametric curves tend to the two
diagonals x − y = 0 and x + y = 0 of [−1, 1]2. In other words, the holes in the
figures will close down as m increases.
4. Lagrange interpolation and near minimal cubature rules
The near minimal cubature rule in Theorem 3.4 can also be obtained by inte-
grating the Lagrange interpolation polynomial based on its nodes, as we stated in
Theorem 2.3. The interpolation polynomial is unique in the space Π∗n and its ex-
plicit formula can be obtained if we can determine bk,n in (2.4). In this section we
consider the case of Wα,β,− 12 . Throughout this section we write Wα,β := Wα,β,− 12
and suppress − 12 in the subscript and superscript whenever we can; for example,
we write iQ
α,β
k,n for iQ
α,β,− 12
k,n .
4.1. Construction of the interpolation polynomial. We need a lemma on the
Jacobi polynomials.
Lemma 4.1. For α, β > −1 and m ≥ 0, let xk,m = x(α+1,β)k,m and let µ(α,β)k,m be the
coefficients in the Gauss-Radau quadrature (3.4). Define
ĥ
(α,β)
` :=
m∑
k=0
µ
(α,β)
k (1 + xk,m)
2
[
p
(α,β+1)
` (xk,m)
]2
.
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Then ĥ
(α,β)
` = 2(β + 1)/(α+ β + 2) for 0 ≤ ` ≤ m− 1 and
ĥ(α,β)m =
(β + 1)(α+ β +m+ 1)(α+ β + 2m+ 2)
(α+ β + 2)(β +m+ 1)(α+ β + 2m+ 1)
.
Proof. If 0 ≤ ` ≤ m − 1, then (1 + x)2[p(α,β+1)` (x)]2 is of degree 2` + 2 ≤ 2m,
so that ĥ` is equal to the integral of this polynomial with respect to wα,β by
the Gauss-Radau quadrature. Consequently, since (1 + x)2wα,β(x) = wα,β+1(x),
we see that ĥ` = cα,β/cα,β+1 = 2(β + 1)/(α + β + 2). The same argument
does not work when ` = m, since the polynomial is of degree 2m + 2. How-
ever, by the relation (3.1), (1 + xk,m)P
(α,β+1)
m (xk,m) = 2P
(α,β)
m (xk,m) so that
we can apply the Gauss-Radau quadrature on P
(α,β)
m to compute ĥm. Using
p
(α,β)
m (x) = [h
(α,β)
m ]−
1
2P
(α,β)
m (x), where h
(α,β)
m denotes the L2(wα,β) norm of P
(α,β)
m
normalized as h
(α,β)
m =
∫ 1
−1 |P
(α,β)
m (x)|2w∗α,β(x)dx, we conclude that
ĥ(α,β)m =
h
(α,β)
m
h
(α,β+1)
m
∫ 1
−1
[
p(α,β)m (x)
]2
w∗α,β(x)dx =
h
(α,β)
m
h
(α,β+1)
m
,
from which the stated formula for ĥ
(α,β)
m follows from that of h
(α,β)
m (cf. [12, (4.33)]).

We now give the explicit formula of the interpolation polynomial based on the
nodes of the near minimal cubature rule. Let θk,m = θ
(α+1,β)
k,m and let sj,k and tj,k
be defined as in (3.5). Set
x
(1)
j,k := (sj,k, tj,k), x
(2)
j,k := (tj,k, sj,k), x
(3)
j,k := (−sj,k,−tj,k), x(4)j,k := (−tj,k,−sj,k).
Then the nodes of the near cubature formula for Wα,β in (3.6) consist of
Xm := {x(i)j,k : 0 ≤ j ≤ k ≤ m, i = 1, 2, 3, 4}.
The subspace Π∗2m+1 in which the interpolation polynomial is unique takes the form
Π∗2m+1 := Π
2
2m ∪ span{1Qα,β+1k,2m+1 : 0 ≤ k ≤ n− 1}
and the kernel K∗n, in (2.4), used to determine the interpolation polynomials is
(4.1) K∗2m+1(x, y) := Kα,β2m (x, y) +
m∑
k=0
bk,m1Q
α,β+1
k,2m+1(x)1Q
α,β+1
k,2m+1(y),
where bk,m are certain positive numbers, 1Q
α,β+1
k,2m+1 are defined in Proposition 2.4,
and Kα,β2m is the reproducing kernel of Π22m in L2(Wα,β), given explicitly in [16,
(4.23)]. The constants bk,m and the interpolation polynomial Lα,βn are explicitly
determined in the following theorem.
Theorem 4.2. For n = 2m+ 1, the Lagrange interpolation polynomial, Lα,βn f , in
Π∗2m+1 that interpolates f on Xm is given by
Lα,βn f(x, y) =
m∑
k=0
k∑
j=0
[
f
(
x
(1)
j,k
)
`
(1)
j,k(x, y) + f
(
x
(2)
j,k
)
`
(2)
j,k(x, y)(4.2)
+f
(
x
(3)
j,k
)
`
(3)
j,k(x, y) + f
(
x
(4)
j,k
)
`
(4)
j,k(x, y)
]
,
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where the fundamental interpolation polynomials `
(i)
j,k are given by
`
(i)
j,k(x, y) =
1
2
µ
(α,β)
j,m µ
(α,β)
k,m K∗2m+1
(
(x, y),x
(i)
j,k
)
,(4.3)
in which 12 in the right hand side needs to be replaced by
1
4 when j = k, and
K∗2m+1(x, y) = Kα,β2m (x, y) +
1
2ĥ
(α,β)
0 ĥ
(α,β)
m
(x1 + x2)(y1 + y2)(4.4)
×
[
Kα,β+1m (X,Y )−Kα,β+1m−1 (X,Y )
+
(
ĥ
(α,β)
0
ĥ
(α,β)
m
− 1
)
P
α,β+1,− 12
m,m (X)P
α,β+1,− 12
m,m (Y )
]
,
where X = (2x1x2, x
2
1 + x
2
2− 1), Y = (2y1y2, y21 + y22 − 1), Kα,β2m (·, ·) is given in [16,
(4.23)] with γ = −1/2 and Kα,βm (·, ·) is given in [16, (4.24)].
Proof. That the interpolation polynomial is given by (4.2) and (4.3) follows from
Theorem 2.3. What remains to be done is to determine the constants bk,m in (4.1),
which will verify the validity of (4.4).
We denote by Cm[f ] the near minimal cubature rule, that is,
Cm[f ] := 1
2
m∑
k=0
k∑′
j=0
µ
(α,β)
k,m µ
(α,β)
j,m
[
f
(
x
(1)
j,k
)
+ f
(
x
(2)
j,k
)
+ f
(
x
(3)
j,k
)
+ f
(
x
(4)
j,k
)]
.
Throughout this proof, we write Qk,2m+1(x, y) = 1Q
α,β+1
k,2m+1(x, y). By the symmetry
of Qk,2m+1, seen fom the explicit formula of Qk,2m+1 in Proposition 2.4, we have
(4.5) Q`,2m+1
(
x
(1)
j,k
)
= Q`,2m+1
(
x
(2)
j,k
)
= −Q`,2m+1
(
x
(3)
j,k
)
= −Q`,2m+1
(
x
(4)
j,k
)
.
Since `
(i)
j,k are the fundamental interpolation polynomials, we obtain, by (2.5),
K∗2m+1
(
x
(1)
j,k,x
(1)
j′,k′
)
= 2
(
µ
(α,β)
j,m µ
(α,β)
k,m
)−1
δj,j′δk,k′ .
The above two displayed equations allow us to show that
(4.6) Cn
[
K∗2m+1
(
x
(1)
j,k, ·
)
Q`,2m+1
]
= Q`,2m+1
(
x
(1)
j,k
)
.
We now compute the same quantity in another way. Using (4.1) and the fact
that the cubature rule is of degree 4m+ 1, it follows by the cubature rule and the
orthogonality of Q`,2m+1 that
Cn
[
K∗2m+1
(
x
(1)
j,k, ·
)
Q`,2m+1
]
=
m∑
q=0
bq,mCn [Qq,2m+1Q`,2m+1]
Using the symmetry of Q`,2m+1, it follows from (4.5) that
Cn [Qq,2m+1Q`,2m+1] =
m∑
k=0
m∑
j=0
µ
(α,β)
k,m µ
(α,β)
j,m Qq,2m+1
(
x
(1)
j,k
)
Q`,2m+1
(
x
(1)
j,k
)
.
Now, by the definition of sj,k and tj,k, we obtain
sj,k + tj,k = 2 cos
θj,m
2 cos
θk,m
2 =
√
1 + xj,m
√
1 + xk,m,
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so that, from the explicit formula of Qk,2m+1,
Q`,2m+1
(
x
(1)
j,k
)
= a
(0,1)
α,β,− 12
√
1 + xj,m
√
1 + xk,m
×
[
p(α,β+1)m (xj,m)p
(α,β+1)
` (xk,m) + p
(α,β+1)
m (xk,m)p
(α,β+1)
` (xj,m)
]
.
Consequently, by (4.5) and Lemma 4.1, we deduce from the Gauss-Radau rule (3.4)
that
Cn [Qq,2m+1Q`,2m+1] = 2
[
a
(0,1)
α,β,− 12
]2
ĥ`ĥmδq,`, 0 ≤ q, ` ≤ m− 1.
Putting these formulas together, we have shown that
Cn
[
K∗2m+1
(
x
(1)
j,k, ·
)
Q`,2m+1
]
= 2
[
a
(0,1)
α,β,− 12
]2
ĥ`ĥmb`,mQ`,2m+1
(
x
(1)
j,k
)
.
Comparing with (4.6), it follows readily that
[
a
(0,1)
α,β,− 12
]2
b`,m = (2ĥ`ĥm)
−1. In par-
ticular, by Lemma 4.1, we see that b0,m = . . . = bm−1,m, so that
m∑
k=0
bk,mQk,2m+1(x)Qk,2m+1(y) = b0,m
m∑
k=0
Qk,2m+1(x)Qk,2m+1(y)
+ (bm,m − b0,m)Qm,2m+1(x)Qm,2m+1(y).
Since Kα,βm is the reproducing kernel of Π
2
m in L
2(Wα,β,− 12 ), it follows from the
explicit formula of Qk,2m+1 = 1Q
α,β,− 12
k,2m+1 in Proposition 2.4 that
b0,m
m∑
k=0
Qk,2m+1(x)Qk,2m+1(y)
=
1
2ĥ0ĥm
(x1 + x2)(y1 + y2)
[
Kα,β+1m (s, t)−Kα,β+1m−1 (s, t)
]
.
Putting these in (4.1) and using the explicit formula of Qm,2m+1, we arrive at (4.4).
This completes the proof. 
We present the Lagrange interpolation polynomial in the form of (4.4) because
the reproducing kernels are fundamental tools for further study and they are ex-
plicitly known. As one consequence of the explicit expression in the theorem, we
can state a bound for the Lebesgue constant of the interpolation operator L(α,β)n ,
which is defined as its operator norm ‖L(α,β)n ‖∞.
Theorem 4.3. Let α, β ≥ −1/2. The Lebesgue constant of the Lagrange interpo-
lation polynomial Lα,βn f based on the nodes of the near minimal cubature rule of
degree 2n− 1, with n = 2m+ 1, for Wα,β satisfies
(4.7) ‖Lα,βn ‖∞ = O(1)
{
n2 max{α,β}+1, max{α, β} > −1/2,
(log n)2, max{α, β} = −1/2.
Proof. The proof is similar to the estimate carried out in [17] for n = 2m, except
in one estimate. It is easy to see that
(4.8) ‖Lα,βn f‖∞ ∼ max
x∈[−1,1]2
n∑
k=0
∑′k
j=0
µ
(α,β)
j,m µ
(α,β)
k,m
∣∣∣K∗2m+1(x,x(1)j,k)∣∣∣ .
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From the explicit formula of K∗2m+1 in (4.4), we need to estimate the sum
Λm :=
n∑
k=0
k∑
j=0
µ
(α,β)
j,m µ
(α,β)
k,m
∣∣Rα,βm (x1, x2)Rα,βm (sj,k, tj,k)∣∣ ,
where Rα,βm (x1, x2) = (x1 + x2)P
α,β,− 12
m,m (2x1x2, x
2
1 + x
2
2 − 1). Using the explicit
formula of P
α,β,− 12
m,m in (2.8) and the fact that, if x1 = cos θ and x2 = cosφ, then
x1 + x2 =
√
1− cos(θ − φ)√1 + cos(θ + φ), we can deduce
|Rα,βm (x1, x2)| ≤ max−1≤t≤1
∣∣∣√1 + t p(α,β+1)m (t)∣∣∣2 ≤ cn2 max{α,β}−1
from the well-known point-wise estimate of the Jacobi polynomials (cf. [12, (4.3.4)
and (7.32.5)]). Using this estimate and the Cauchy-Schwarz inequality, we conclude
that
Λm ≤ cn2 max{α,β}−1
( n∑
k=0
k∑
j=0
µ
(α,β)
j,m µ
(α,β)
k,m
∣∣Rα,βm (sj,k, tj,k)∣∣ ) 12
≤ cn2 max{α,β}−1
n∑
k=0
µ
(α,β)
k,m (1 + xk,m)
[
p(α,β+1)m (xk,m)
]2
.
Since xk,m = x
(α+1,b)
k,m , it follows from (3.2) and p
(α,β+1)
m (x) = O(1)m 12P (α,β+1)m (x)
(cf. [12, (4.3.4)]) that we can apply the Gauss-Radau rule of degree 2m to conclude
that
Λm ≤ cn2 max{α,β}
∫ 1
−1
[
P
(α+1,β+1)
m−1 (t)
]2
wα,β+1(t)dt ≤ cn2 max{α,β},
where the last step follows from [12, 91, p. 391]. This give the estimate of the sum
over Qα,βm,m part of K∗2m+1(x,x(1)j,k) in the right hand side of (4.8).
Now, we claim that the sum over remaining parts of K∗2m+1(x,x(1)j,k) can be
deduced as in the proof of [17] for n = 2m. In fact, it is easy to see that
(x1 + x2)(y1 + y2)K
α,β+1,− 12
m (X,Y )
=
1
2
[
k(α,β),0,1m (cos(θ1 − θ2), cos(φ1 − φ2))k(α,β),0,1m (cos(θ1 + θ2), cos(φ1 + φ2))
+k(α,β),0,1m (cos(θ1 − θ2), cos(φ1 + φ2))k(α,β),0,1m (cos(θ1 + θ2), cos(φ1 − φ2))
]
,
where k
(α,β),0,1
m is defined at the bottom of [17, p. 27]. Moreover, it is easy to
verify that µ
(α,β)
k,m = λ
(α+1,β)
k,m /(1 − xk,m) ∼ λ(α,β)k,m for 1 ≤ k ≤ m, so that µ(α,β)k,m is
comparable to λ
(α,β)
k,m used in [17]. Since the main ingredient in the proof of [17]
is the pointwise estimate of the kernel k
(α,β),i,j
m , we can follow the proof there to
estimate the remaining sum over 1 ≤ k ≤ m. The case j = 0 of the sum can be
easily handled, since µ0 ∼ n−α−1 is small. This completes the proof. 
In the case of α = β = −1/2, the order of the Lebesgue constant was determined
in [3] based on the explicit expression of the Lagrange interpolation polynomial
given in [15], which is different from the one given here.
MINIMAL CUBATURE RULES AND INTERPOLATION 19
References
[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables, 9th printing. New York: Dover, 1972.
[2] B. Bojanov and G. Petrova, On minimal cubature formulae for product weight function, J.
Comput. Appl. Math. 85 (1997), 113–121.
[3] L. Bos, S. De Marchi and M. Vianello, On the Lebesgue constant for the Xu interpolation
formula. J. Approx. Theory 141 (2006), 134–141.
[4] C. F. Dunkl and Y. Xu, Orthogonal Polynomials of Several Variables, 2nd ed., Encyclopedia
of Mathematics and its Applications 155, Cambridge University Press, Cambridge, 2014.
[5] W. Gautschi, GaussRadau formulae for Jacobi and Laguerre weight functions, Math. Comput.
Simulation, 54 (2000), 404–412.
[6] T. H. Koornwinder, Orthogonal polynomials in two variables which are eigenfunctions of
two algebraically independent partial differential operators, I, II, Proc. Kon. Akad. v. Wet.,
Amsterdam 36 (1974). 48–66.
[7] H. Li. J. Sun and Y. Xu, Cubature formula and interpolation on the cubic domain, Numer.
Math. Theory Methods Appl. 2 (2009), 119–152.
[8] H. Mo¨ller, Kubaturformeln mit minimaler Knotenzahl, Numer. Math. 25 (1976), 185–200.
[9] C. R. Morrow and T. N. L. Patterson, Construction of algebraic cubature rules using poly-
nomial ideal theory, SIAM J. Numer. Anal., 15 (1978), 953–976.
[10] H. J. Schmid and Y. Xu, On bivariate Gaussian cubature formula, Proc. Amer. Math. Soc.
122 (1994), 833–842.
[11] S. L. Sobolev, Cubature formulas on the sphere which are invariant under transformations of
finite rotation groups, Dokl. Akad. Nauk SSSR, 146 (1962), 310–313.
[12] G. Szego˝, Orthogonal polynomials, 4th ed. Amer. Math. Soc. Providence, R.I., 1975.
[13] Y. Xu, Common zeros of polynomials in several variables and higher dimensional quadrature,
Pitman Research Notes in Mathematics Series, Longman, Essex, 1994.
[14] Y. Xu, Quasi orthogonal polynomial, quadrature, and interpolation, J. Math. Anal. Appl.
182 (1994), 779–799.
[15] Y. Xu, Lagrange interpolation on Chebyshev points of two variables, J. Approx. Theory 87
(1996), 220–238.
[16] Y. Xu, Orthogonal polynomials and expansions for a family of weight functions in two vari-
ables. Constr. Approx. 36 (2012), 161–190.
[17] Y. Xu, Minimal cubature rules and interpolation in two variables. J. Approx. Theory, 164
(2012), 6–30.
Department of Mathematics, University of Oregon, Eugene, Oregon 97403-1222.
E-mail address: yuan@math.uoregon.edu
