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Abstract
The allotropes of carbon make its solid phases amongst the most diverse of any
element. It can occur naturally as graphite and diamond, which have very different
properties that make them suitable for a wide range of technological and commercial
purposes. Recent developments in synthetic carbon include Highly Oriented Pyrolytic
Graphite (HOPG) and nano-carbons, such as fullerenes, nanotubes and graphene.
The main industrial application of bulk graphite is as an electrode material in steel
production, but in purified nuclear graphite form, it is also used as a moderator
in Advanced Gas-cooled Reactors across the United Kingdom. Both graphene and
graphite are damaged over time when subjected to bombardment by electrons,
neutrons or ions, and these have a wide range of effects on their physical and electrical
properties, depending on the radiation flux and temperature. This research focuses on
intrinsic defects in graphene and dimensional change in nuclear graphite. The method
used here is computational chemistry, which complements physical experiments.
Techniques used comprise of density functional theory (DFT) and molecular dynamics
(MD), which are discussed in chapter 2 and chapter 3, respectively. The succeeding
chapters describe the results of simulations performed to model defects in graphene
and graphite.
Chapter 4 presents the results of ab initio DFT calculations performed to investigate
vacancy complexes that are formed in AA stacked bilayer graphene. In AB stacking,
carbon atoms surrounding the lattice vacancies can form interlayer structures with
sp2 bonding that are lower in energy compared to in-plane reconstructions. From
the investigation of AA stacking, sp2 interlayer bonding of adjacent multivacancy
defects in registry creates a type of stable sp2 bonded wormhole between the layers.
Also, a new class of mezzanine structure characterised by sp3 interlayer bonding,
resembling a prismatic vacancy loop has also been identified. The mezzanine, which
is a V6 hexavacancy variant, where six sp3 carbon atoms sit midway between two
carbon layers and bond to both, is substantially more stable than any other vacancy
aggregate in AA stacked layers.
Chapter 5 presents the results of ab initio DFT calculations performed to investigate
the wormhole and mezzanine defect that were identified in chapter 4 and the ramp
defect discovered by Trevethan et al.. DFT calculations were performed on these
defects in twisted bilayer graphene. From the investigation of vacancy complexes in
twisted bilayer graphene, it is found that vacancy complexes are unstable in the twisted
region and are more favourable in formation energy when the stacking arrangement
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is close to AA or AB stacking. It has also been discovered that the ramp defect is
more stable in the twisted bilayer graphene compared to the mezzanine defect.
Chapter 6 presents the results of ab initio DFT calculations performed to investigate
a form of extending defect, prismatic edge dislocation. Suarez-Martinez et al.’s research
suggest the armchair core is disconnected from any other layer, whilst the zigzag core
is connected. In the investigation here, the curvature of the mezzanine defect allows
it to swing between the armchair, zigzag and Klein in the AA stacking. For the AB
stacking configuration, the armchair and zigzag core are connected from any other
layer.
Chapter 7 present results of MD simulations using the adaptive intermolecular
reactive empirical bond order (AIREBO) potential to investigate the dimensional change
of graphite due to the formation of vacancies present in a single crystal. It has been
identified that there is an expansion along the c-axis, whilst a contraction along the
a- and b- axes due to the coalescence of vacancy forming in-plane and between the
layers. The results here are in good agreement with experimental studies of low
temperature irradiation.
The final chapter gives conclusions to this work.
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Chapter 1
Introduction
Carbon (1s22s22p2) is one of the most versatile, yet unusual elements as it
exhibits several hybridisation states. In molecules, these give rise to linear, planar
and three-dimensional (3D) geometries corresponding to acetylene (ethyne) for sp
hybridisation, ethylene (ethene) for sp2 and ethane for sp3, respectively. The pi bond
order of this molecular series goes from two, through one to zero. The naturally
occurring crystalline phases are graphite (sp2, planar sheets, layered) and diamond
(sp3, 3D network). A single layer of graphite is called graphene, and it was discovered
in 2004, winning the Nobel prize for Geim and Novoselov [1]. The delocalised pi
bonding, with a bond order between one and two, from the unhybridised p orbital
attracts layers together in the lowest energy, AB Bernal stacked form. Other carbon
allotropes can form from the basic sp2 structure of graphene in different topologies.
This includes the one-dimensional (1D) carbon nanotube; the multi-walled carbon
nanotubes were first discovered in 1991 by Iijima et al. [2] and two years later
single-walled carbon nanotubes were discovered by Bethune et al. [3] and Iijima et
al. [4]. Another carbon allotrope is the zero-dimensional (0D) structure of fullerene,
which is comprised of hexagons and pentagons to maintain the spherical geometry
and was discovered by Kroto et al. in 1985 [5].
This research is focussed on 2D graphene and multilayer 3D graphite. Graphene
is composed of sp2 hybridisation ; the one 2s orbital hybridises with two 2p orbitals,
creating three sp2. The sp2 orbitals are orientated symmetrically in the XY plane at
120◦ and form C-C σ bonds, defining the backbone of a honeycomb 2D crystal lattice,
whilst the remaining pz orbitals are at 90◦ to the plane and their overlap gives rise to
the delocalised pi bonding. The antibonding pi∗ is at an energy close to that of the pi.
This means the pi electrons can absorb photons readily, making the material appear
1
2black. Graphene is anisotropic as the sp2 orbital leads to strong σ bonds between
the carbon atoms, with the C-C bond length of 142 pm. The delocalised pi systems
of neighbouring graphite layers attract each other with weak van der Waals forces
leading to easy shearing and cleavage in the basal (001) plane.
An important aspect in influencing the properties of multilayer graphene and
graphite is the way the graphene layers are stacked and their relative orientations.
The stacking configuration commonly observed experimentally for crystalline graphite
and few layer graphene is the AB stacking as determined by Bernal [6]. The AB Bernal
stacking as seen in Figure 1.1a, is where alternate layers have the same projections
on the basal plane with an interlayer spacing d002 of 335 pm. The AB stacking
is commonly observed in graphite and few-layer graphene and is most favoured
energetically. However, the graphene layers have relatively weak interlayer interactions
such that basal slip between the layers can occur easily. This can lead to alternative
stacking arrangements, most commonly rhombohedral or ABC stacking [7, 8] and
sometimes AA stacking [8, 9].
A
A
B
3
3
5
142
(a)
C
A
B
(b)
A
A
A
(c)
Figure 1.1: Schematic of the stacking configuration of (a) AB Bernal, (b) ABC
rhombohedral and (c) AA stacking. The values are in pm
In the rhombohedral or ABC stacking [7, 8] the third layer is shifted with respect
to the first and second layers. The fourth layer has the same projection on the basal
plane as the first layer as shown in Figure 1.1b. The ABC rhombohedral stacking has
been observed in multilayer graphene which has been epitaxially grown on silicon
carbide [10] and in trilayer graphene grown via chemical vapour deposition (CVD)
on copper foils [11].
The AA stacking as seen in Figure 1.1c is where the carbon atoms in each plane
3are situated directly above one another and this type of stacking is the most unstable
stacking configuration [12]. There is evidence of AA stacking grown on diamond
surfaces [9] and areas of stacking close to AA are observed in the Moiré interference
patterns. Moiré patterns arise where graphene layers are rotated by a small angle
about the c-axis, i.e. in small angle (002) twist grain boundaries of graphite and
bilayer graphene [13, 14]. Further details on the AA stacked graphene and graphite
can be found in chapter 4.
a1 a2
a
Figure 1.2: Schematic of the graphene’s hexagonal lattice, with the unit cell with
lattice vectors a1 and a2
The graphene’s hexagonal lattice as shown in Figure 1.2 is characterised by lattice
vectors
a1 =
( √
3
2
a,
a
2
)
and a2 =
( √
3
2
a,− a
2
)
(1.1)
where a = 246 pm. In principle, a graphene sheet is the basic building block for other
graphitic materials when using various topological operations [15]. For example,
wrapping a graphene sheet creates a scroll. When rolling a rectangular section of
graphene such that two of the edges unite together creates a single walled nanotube [3,
4]. Carbon nanotubes of different radii can be nested together to create a multi-walled
nanotube [2].
A trapezoidal section of graphene can be rolled to unite the non-parallel edges,
creating an uncapped nanocone. An alternative structure includes a capped nanocone
that can be created by removing a triangular section of graphene, then rolling to
unite the edges. This topological defect is known as a wedge disclination [16]. The
operation can only be performed for certain angles (of multiples of pi/3). The inverse
of this operation involves inserting a triangular section into a slit in the graphene
[16]. Using the smallest angle (pi/3) the first operation centred on a graphene hexagon
creates a pentagon and the second, a heptagon [16]. Performing the first operation 12
4times in different hexagons would produce 12 pentagons and closed graphene shells,
which are known as fullerenes [5].
Similar topological operations applied to graphene and graphite create important
crystal defects, such as dislocations. Cutting out a rectangle of graphene and
rebonding the edges produced creates an edge dislocation, characterised by a pentagon
neighbouring a heptagon. This can be regarded as a dipole of wedge disclinations [16].
1.1 Graphene
1.1.1 Nanotechnology
Graphene is a promising material and the different forms of nano-carbon possess a
diverse range of properties that have the potential to revolutionise many aspects of
nanotechnology. Graphene is a zero-gap semiconductor [1] where both holes and
electrons are charge carriers. This is because the conduction band and valence band
meet at the Dirac point. Graphene has extraordinary carrier mobilities, but in principle,
there is no density of states at the Fermi level, so the holes or electrons need to be
doped to engineer the electrical conductivity, therefore giving the possibility of being
used in a broad range of nano-applications. Graphene has a high electron mobility
that exceeds 15000 cm2V−1s−1 [1] at room temperature. It is a strong, light material
with a tensile strength of 130 GPa compared to steel of 0.4 GPa [17]. The one-atom
thick layer is nearly transparent and has the ability to absorb 2.3 % of white light [18].
The absorption of light across a band of frequencies arises from the linear dispersion,
affording to the continuum of direct transitions from occupied to unoccupied states.
This diverse range of properties allows graphene to be integrated into a number
of current applications to improve their performance and efficiency. Graphene has
been utilised in many sectors. It is a promising candidate in bioelectric devices to
monitor glucose levels with a non-invasive approach for diabetes patients [19] and
haemoglobin levels [20]. In optical electronics, bulk graphene can be seen as an
affordable alternative to the limited and costly supplies of indium tin oxide which has
been used in transparent electrodes over the last few decades. The combination of
the transparency and electronic properties of graphene makes it promising in liquid
crystal display (LCD) [21] and organic light emitting diodes (OLED) [22], which can
be used as touch screens for devices such as televisions and mobile phones. In
photovoltaic devices, silicon generates electricity efficiently at particular wavelengths
5whereas graphene can absorb light at all wavelengths and, therefore, is more efficient
in white light.
Graphene is a material that has potential to change the realm of applications in
physics, electrical engineering, medicine, and chemistry. However, some of these
applications are dependent on the method of production of graphene which can
strongly affect the crystalline lattice and therefore alter its properties.
1.1.2 Production
Graphene was first isolated by mechanical exfoliation of bulk graphite (i.e. highly
ordered pyrolytic graphite (HOPG)), also known as the "scotch tape method" and was
detected with an optical microscope for the first time by Novoselov et al. in 2004 [23].
This technique allowed the characterisation of structural and physical properties of
graphene but the "scotch tape method" is not practical for a large-scale production of
graphene sheets.
This instigated the search for alternative methods for producing graphene. There
have been numerous attempts to grow graphene. This includes electrochemical
exfoliation of graphite bathed in a solvent for intercalation [24]. The growth of
graphene, including the thickness and the formation of defects, is controlled by
varying the pulse voltage in electrochemical synthesis [24]. High quality, large area
graphene sheets can be produced by thermal decomposition of silicon carbide [25, 26]
at high temperatures and under low pressure, which reduces the silicon carbide to
graphene. Single and few graphene layers can be epitaxially grown by chemical
vapour deposition (CVD) of hydrocarbons on transition metal foil surfaces such as
nickel [27, 28] and copper [27, 29]. Relatively inexpensive bulk CVD graphene can be
transferrable onto an arbitrary substrate [30], such as glass and can replace traditional
materials including silicon carbide and indium tin oxide used in photovoltaic devices.
However, these methods of graphene production can lead to defects within the
crystallographic lattice structure. In the large-scale production of chemical vapour
deposition, it is likely to expect defects to form. At high temperatures, the growth of
graphene enables the relaxation towards a thermal equilibrium which means defects are
annealing rapidly [31]. At low temperatures the growth of graphene on a transitional
metal substrate can be a problem due to the mobile vacancies with high formation
energy and adatoms that have high migration energy, therefore it is unlikely to have
isolated vacancies in graphene after its growth via chemical vapour deposition [31].
6Vacancies with high formation energy and adatoms with high migration energy can
be hydrogenated, thus making them less mobile. The defect commonly formed from
chemical vapour deposition graphene is a form of a line defect, grain boundaries [32].
Grain boundaries are formed when the nucleation of graphene layers simultaneously
occurs at different locations of a transition metal substrate, leading to coalescence of
domains.
Defects can be deliberately introduced by chemical treatment [24, 33]. This is
when the carbon atoms in a graphene layer react with other species. This leads to
the loss of carbon atoms and thus creates defects. As graphene is highly inert there
are a limited number of possible reactions at room temperature. A common reaction
is the use of an oxidising acid such as nitric acid (HNO3) or sulphuric acid (H2SO4)
so that oxygen (O), hydroxyl (OH) or carboxylic (COOH) groups are attached to
graphene. This leads to graphene oxide, which is a defective graphene layer that is
functionalised with functional groups that contains oxygen [33].
Deliberately creating defects can also be performed by irradiation of graphene and
further details of this can be found in section 1.3.
The perfect atomic lattice leads to outstanding properties, but structural defects
can appear during growth, irradiation with energetic particles and chemical treatment.
The imperfections of graphene can tailor the properties and functionalities when used
in certain applications, bringing closer the practical implementation of this material.
Therefore this research involves the investigation into a broad range of defects in the
crystallographic lattice structure of graphene and graphite structure.
1.2 Graphite
Graphite is an important material in the nuclear industry. Nuclear graphite is a
special grade of synthetic graphite which is used as a neutron moderator within
nuclear reactors. Graphite has the ability to withstand high temperatures and has a
high heat capacity, thus it is used in the constructions of both historical and modern
UK nuclear reactors. The moderator is used to moderate (i.e. slow down) neutrons
from fission to thermal energies. The probability that fission will occur depends on
the incident neutron energy and is determined by calculating the fission cross-section.
A moderator with a low mass number material is needed, in this case, carbon-12
graphite [34] is used as they are most effective for this purpose. Carbon-12 has a
relatively low neutron absorption cross-section and as a moderator, it must not absorb
7neutrons itself, but absorb the energy from the neutrons and give a moderating
effect [34]. The nuclear reactors are used at nuclear power plants for generating
electricity. In the late 1990s, the UK nuclear power plants generated ∼ 25 % of the
total annual electricity [35]. Now the UK has 15 nuclear reactors (one pressurised
water reactor (PWR) and 14 Advanced gas-cooled reactors (AGR)) generating ∼ 21
%, which is ∼ 8.89 GW of electricity. These nuclear reactors are expected to be shut
down by 2035 [35].
Graphite moderators are used in advanced gas-cooled reactors (AGR) which are
the second generation of UK’s gas-cooled reactors. There are seven AGR sites in the
UK that supply a total of ∼ 7.69 GW of power [35], with an average of 0.55 GW per
AGR. This is a huge output compared to the renewable energy wind turbines which
supply 1.8 MW per wind turbine [36]. Thus over 300 wind turbines are needed to
replace one AGR.
The second generation of UK’s gas-cooled reactors was developed from the early
gas-cooled Magnox reactor, which was composed of graphite as the moderator, primary
coolant gas carbon dioxide and secondary coolant water [37]. The fuel was composed
of uranium metal with a magnesium alloy, giving the reactor name type, Magnox. The
Magnox reactor was operating in the UK from the 1950s and 1970s until late 2014 [38,
37]. The advantage of the AGR design is that they can operate at higher temperatures
(450− 550 C) with a higher thermal efficiency compared to water moderator reactors.
This leads to a higher plant efficiency (40 %) that could be obtained compared to the
water cooled design (33− 34 %) [38]. Also, the AGR design is not prone to accidents
found with water cooled/moderated reactors such as pressurised water reactor [38].
1.2.1 Nuclear Reactor Mechanism
In the AGRs the fuel used is uranium dioxide and there are two isotopes; uranium-235
and uranium-238.
Uranium-238 is a non-fissile isotope that cannot undergo the fission reaction after
absorbing thermal neutrons, however, it can be fissioned by fast neutrons (i.e. neutrons
with energy higher than 1 MeV) [39]. Uranium-238 cannot sustain a nuclear fission
chain reaction since many neutrons produced by fission of uranium-238 have lower
energies than the original neutrons. Uranium-238 can contribute to the operation of
nuclear reactors via radiative capture, where the neutrons are completely absorbed
and form a fissile (breeding) plutonium-239 via a negative beta decay [39].
8Uranium-235 is a fissile isotope and its fission cross-section for fast neutrons is small
and therefore cannot easily sustain a fission reaction [39]. Uranium-235 is used in AGRs
and with a graphite moderator, the neutrons are moderated (i.e. slowed down) and
become thermal neutrons, which leads to the uranium-235 fission cross-section being
increased and therefore uranium-235 can undergo the fission reaction after absorbing
thermal neutrons [39]. Uranium-235 can easily sustain a fission chain reaction since
it regularly undergoes fission where they can readily split producing a lot of energy.
The nucleus of the uranium-235 is composed of 92 protons and 143 neutrons. The
nucleus of a uranium-235 atom absorbs a moving neutron. Uranium-235 can absorb
a thermal neutron forming an unstable nucleus. The heavy nucleus splits into two
or more lighter nuclei releasing energy in the form of heat, gamma radiation and
two or three additional free neutrons released. The energy which drives this process
arises from the difference in mass, δm, of the nuclear reactants and products, as given
by Einstein’s equation E = δm c2. If enough of these neutrons are released it will
cause the nuclei of other uranium-235 atoms to absorb neutrons and split, releasing
further neutrons. A nuclear fission chain reaction is achieved when further fission
events are triggered. When this happens repeatedly a large amount of heat energy
is formed from a relatively small quantity of uranium. Steam is made from the heat
energy which is used to produce electricity. In the nuclear reactor, the graphite of the
graphite moderator is damaged through all the atomistic displacements that allowed
neutrons to slow down.
The uranium fuel in a nuclear reactor is assembled to control the nuclear fission
chain reaction as shown in Figure 1.3. The nuclear fission chain reaction takes place in
the core of the nuclear reactor and is controlled by control rods. These rods contain
boron, which absorb neutrons and can be inserted or removed to set the nuclear
reactor at the particular power level. Channels in the graphite allow the passage of
the coolant carbon dioxide gas to circulate through the core and to remove heat from
the reactor fuel and core.
In both the Magnox and AGR designs, the core is composed of interlocking graphite
bricks each containing channels for fuel or control rods. The graphite moderator
surrounds the nuclear fuel, which is encased uranium metal. As the reactor ages, the
moderation from the graphite decreases as it becomes more porous through oxidation
and the natural abundance of uranium-235 must be enriched.
The graphite moderator slows down the speed of neutrons produced during nuclear
9Figure 1.3: Illustration of an Advanced gas-cooled reactor (AGR) (reproduced from
reference [37])
fission. The graphite moderator helps to preserve the nuclear chain reaction so that
the heat can be used for generating electricity. The heat energy created by splitting the
uranium-235 atoms is used to make steam that spins a turbine to drive a generator,
thus producing electricity.
Figure 1.4 illustrates what happens in graphite when a fast neutron released from
the fission reaction collides with a carbon atom. Being uncharged, the neutron interacts
weakly with matter and so penetrates deeply into the graphite brick; when the neutron
hits a carbon nucleus the carbon atom is displaced from its original lattice site. The
carbon atom that is initially displaced is called a primary knock-on atom (PKA). The
PKA moves through the lattice knocking other atoms out of their lattice, displacing
atoms and creating pockets of vacant sites and interstitial atoms, which are known as
secondary displacement groups (SDGs). The key displacement process is the creation
of an interstitial and its corresponding vacancy is also created; this is known as a
Frenkel pair and sometimes referred to as Wigner defects [41].
The AGRs in the UK are now the only power-producing nuclear reactors in
the world that are composed of a graphite moderator with a carbon dioxide gas
coolant core. Over time the graphite moderator within the nuclear reactor will age.
The graphite’s properties change due to bombardment with fast neutrons within the
radiation environment. Graphite’s interaction with the reactant gas coolant, carbon
10
Figure 1.4: Schematic of the distribution of displaced atoms and vacant lattice sites
as a result of neutron irradiation. The primary knock on atom is labelled as PKA
and the clusters of secondary displacement groups are labelled as SDG (reproduced
from reference [40])
dioxide, leads to oxidation which means that graphite will lose weight slowly [42].
The weight loss of graphite affects the graphite’s mechanical properties and reduces
its effectiveness as a moderator [42]. The weight loss is potentially a life-limiting
condition for the nuclear reactors. However, most of the AGRs will have their life
limited by the progression of cracking, which is a consequence of the internal stress
of the graphite and dependent on the irradiation received by the graphite. Radiation
damage in graphite changes the shape and size of the crystallites and this process is
known as dimensional change. It degrades the mechanical properties of the graphite
and strongly contributes to the stresses that cause cracking. The graphite bricks in the
nuclear reactor cannot be replaced or repaired during the reactor’s operating lifetime.
In order to continue operating these nuclear reactors, it is necessary to demonstrate
that graphite can still function irrespective of the degradation.
The ageing of the graphite in the AGRs plays a vital role in determining the
lifespan of the nuclear reactors. Over time the presence of defects transforms the
crystallographic structure of graphite within the nuclear reactors during the irradiation,
either by giving rise to prismatic interstitial loops and vacancy lines [43] or by creating
and moving basal dislocations [44]. Vacancy aggregation is one of the areas covered
in this research.
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1.3 Nature of Radiation Damage
Defects can be deliberately introduced into graphitic-like materials by irradiation.
Graphitic-like materials are irradiated with electrons, neutrons or ions, which can
lead to the formation of point defects due to the ejection of carbon atoms. Carbon
atoms in the graphitic crystal structure are displaced from their lattice positions after
a collision with an energetic particle that is above the threshold displacement energy.
For graphene, the estimated threshold displacement energy is ∼18 − 20 eV [45, 31],
whereas for graphite it is estimated to be ∼24 − 60 eV [45] which is higher than
graphene due to its multi-layered crystalline structure. The carbon atom can eject
away from the graphene layer or act as an adatom by being adsorbed on the graphene
layer and migrating onto its surface.
The effect of graphene irradiation has been studied with a number of electron
microscopy techniques. The irradiation and imaging of graphene can be performed
with the same electron beam as well as observing the formation of defects in situ at
atomic resolution. Creating randomly distributed vacancies can be done by uniform
irradiation of large surface areas. An increased rate of defect formation can occur when
vacancies already exist. Reconstructions of vacancies and Stone-Wales transformations
have been observed in transmission electron microscopy [47, 48, 49]. The Stone-Wales
defect is formed by rotating the C-C bond by 90◦, thus transforming four hexagons
into two pentagons and two heptagons.
In the case of irradiating more than a layer of graphene and graphite, there
are various properties that can be altered. The radiation in nuclear reactors causes
different types of irradiation damage to the graphite bricks, which can affect the
shape and size of the structure and the dimensional change. The irradiation of highly
oriented pyrolytic graphite (HOPG) gives an understanding of the irradiation damage
on graphite in nuclear reactors. This has been studied by Kelly et al. [46] as shown in
Figure 1.5. This shows that there is an expansion along the c-direction and contraction
in the a-direction. The dimensional change of HOPG at low temperatures of below
250 C exhibit a sigmoidal trend but at higher temperatures, there is a linear trend
with neutron dose.
Irradiation by electrons, neutrons or ions produces the same types of defects. These
defects are vacancies, interstitials and intimate Frenkel pairs, where a vacancy is close
to its interstitial. The irradiation damage is thought to occur by the aggregation of
large numbers of point defects (i.e. vacancies and interstitials). These may collapse
12
Figure 1.5: Dimensional changes of pyrolytic graphite at low temperatures (reproduced
from reference [46])
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into larger defects such as vacancy lines and dislocation loops [50, 43].
1.4 Research Aims
The UK fleet of AGRs are now the only power-producing nuclear reactors in the world
that have a graphite moderator and carbon dioxide cooled core. These AGRs play a
vital role in the energy sector. Age-related problems of graphite in the AGRs affect
the nuclear plant availability. Over time the graphite within the AGRs is bombarded
with fast neutrons, causing defects in the crystallographic structure of the material.
These defects lead to changes in many properties of the material.
Graphene is a promising material in many applications. The electronic and
mechanical properties of graphene and related nanostructures are astonishing in part
due to its highly perfect lattice structure. However, defects appear during the growth
and post-synthesis stages, which lead to deviations from the perfect lattice, thus
tailoring the properties and functionalities.
Graphene and graphite are thus important materials, but they are still not
fully characterised in terms of their response to irradiation and are hence not
fully understood. As part of this research, computer simulations are performed to
understand the properties and behaviours of defects formed during irradiation. The
method used to understand the formation of defects is computational simulations.
Computer simulations used here are based on theoretical chemistry and are used
to investigate materials and make predictions that complement information obtained
from physical experiments. There are three main approaches to solving problems
computationally:
• Ab initio method which is derived from first principles and does not include
any empirical or semi-empirical (i.e. experimental) data. The types of ab initio
methods include the Hartree-Fock (HF) theory and density functional theory
(DFT)
• Semi-empirical methods based on the Hartree-Fock theory with approximations
made from empirical (i.e. experimental) data
• Using molecular mechanics to explain and interpret the behaviour of atoms and
molecules. The potential energy of a system, in this case, is calculated using
force fields. The main use of molecular mechanics in this case is in molecular
dynamics (MD)
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Computational chemistry simulations range from highly accurate methods,
typically for small systems to estimated methods for larger systems. Highly accurate
simulations are based on quantum mechanics, including an ab initio method. An ab
initio method of interest here is density functional theory where the properties of a
many-electron system can be determined by using functionals (i.e. electron density).
Density functional theory and the Ab Initio Modelling PROgram (aimpro) [51] used
here is described in chapter 2. For large systems, empirical or semi-empirical methods
can be used. A method of interest here is molecular dynamics, which is based on
solving Newton’s equations of motion for a system of interacting atoms/ molecules,
where forces between the atoms/molecules and their potential energies are calculated
using interatomic potentials or molecular mechanics force fields. The background
behind molecular dynamics and the Large-scale Atomic/Molecular Massively Parallel
Simulator (lammps) program [52] used here is described in chapter 3. A key issue
in computational chemistry is finding the right balance between the size of a system,
the computational time and the accuracy.
Chapters 2 and 3 discuss the theoretical models and the chapters that follow
(chapter 4, 5, 6 and 7) describe the results of their applications to modelling the
defects in graphene and graphite systems.
Chapter 4 presents the results of ab initio density functional theory calculations
using both local density approximation (LDA) and general gradient approximation
(GGA) functionals to investigate point defects, specifically intrinsic vacancy complexes.
It is known with AB Bernal stacking that sp2 interlayer bonding complexes are lower in
energy compared to in-plane reconstructions [53]. However, there is a lack of research
in studying similar complexes in the AA stacking configuration. The investigation
here is the study of vacancy complexes formed across neighbouring layers in AA
stacked bilayer graphene.
Chapter 5 builds on from the computer simulation results from chapter 4. In
chapter 4 two interlayer bonded defects were found to be low in energy compared
to the in-plane reconstructions, this is the stable wormhole and mezzanine defect.
However localised AA stacking is found in twisted bilayer graphene. Twisted bilayer
graphene and twist boundaries are a form of planar defect in crystalline graphite.
This chapter describes the simulation analysis of interlayer bonded defects, including
the wormholes and mezzanines in twisted bilayer graphene using ab initio density
functional theory.
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Chapter 6 extends from one of the morphologies determined in chapter 4.
The mezzanine defect in chapter 4 resembles the AA stacked zigzag prismatic
edge dislocation discovered by Suarez-Martinez et al. [54]. This chapter is an
investigation into dislocations, which is a type of linear defect, specifically prismatic
edge dislocations using ab initio density functional theory.
The majority of this research is focused on the presence of point defects, the
vacancies in AA stacking, twisted bilayer graphene or twist boundaries of graphite
and in prismatic edge dislocations. However, it was mentioned earlier how irradiation
of graphite can affect the dimensional change. In chapter 7 molecular dynamics were
used to investigate the effect of vacancies in graphite and how it affects the dimensional
change of the crystal structure.
A summary of key results from this research and conclusions are provided in
the final chapter, which also provides some ideas on areas of further research and
development.
Chapter 2
Density Functional Theory
Ab initio, in Latin is a term meaning ’from the beginning’; the most common ab initio
methods, include the Hartree-Fock theory and the density functional theory (DFT),
which will be discussed in this chapter. However, further reading can be found in
references [55, 56, 57].
This chapter reviews these theories and the use of the Ab Initio Modelling PROgram
(aimpro) [51].
2.1 The Schrödinger Equation
The aim in most quantum mechanical methods is to find the approximate solution to
the time-independent, non-relativistic Schrödinger equation.
HˆΨ = EΨ (2.1)
Ψ is the wave function, E is the energy of the system and Hˆ is the Hamiltonian
operator that characterises the total energy . Hˆ is the sum of the kinetic energy
operator Tˆ and the potential energy operator Vˆ defined in atomic units by
Hˆ = − 1
2
N∑
i
∇2i −
1
2
M∑
A
1
MA
∇2A +
N∑
i> j
1
ri j
−
N,M∑
i,A
ZA
riA
+
M∑
A>B
ZAZB
RAB
=Tˆe + TˆN + Vˆee + VˆeN + VˆNN
(2.2)
There are M nuclei and N electrons, where A and B are used to denote particular
nuclei, and i and j are used to denote particular electrons. R represents the
nuclear separations, and r represents the separation between electron-electron and
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electron-nucleus. The subscripts denote the pairs of particles involved. The
Born-Oppenheimer approximation is applied, which takes into account the high ratio
of the nuclei and electron mass. The TˆN is zero and VˆNN is constant for a fixed set
of nuclear coordinates; it does not have an effect on the wave function, but there is
a fixed constant energy shift. The Hˆ is reduced to the following
HˆBO = −12
N∑
i
∇2i +
N∑
i> j
1
ri j
−
N,M∑
i,A
ZA
riA︸                               ︷︷                               ︸
Hˆelec
+
M∑
A>B
ZAZB
RAB︸     ︷︷     ︸
Hˆnuc
= Tˆe + Vˆee + VˆeN︸            ︷︷            ︸
Hˆelec
+ VˆNN︸︷︷︸
Hˆnuc
(2.3)
From now on the electronic Hamiltonian is considered. The electronic wave function
contains a lot of useful information that can be used to explore potential energy
surfaces, vibrational frequencies, electric properties and magnetic properties.
Initial guess: ρ[~r]
Calculate the effective local potential:∫ ρ(~r2)
r12
d~r2 + VXC(~r1) − ∑MA ZAr1A
Solve Kohn-Sham equation:(
− 12∇2 +
∫ ρ(~r2)
r12
d~r2 + VXC(~r1) −∑MA ZAr1A )φi = εiφi
Evaluate the electron
density and total energy
Convergence: is the input
electron density equal to
the output electron density?
Self-Consistency: Use the
output electron density as a
new input electron density
Output: Total
energy of the system
no
yes
Figure 2.1: Graphical representation of the DFT self-consistency simulation procedure
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2.2 Self-consistency Field (SCF)
The self-consistent field is an iterative method that involves selecting an approximate
Hˆ, solving the Schrödinger equation to obtain a more accurate set of orbitals until
the results converge. This can be applied to the Hartree-Fock method and in Density
Functional theory. Further details on the DFT SCF method can be found in Figure 2.1
and subsection 2.5.2.
2.2.1 Slater Determinant
A wavefunction for a single electron is called a molecular orbital and an N-electron
wave function is described by a Slater determinant of N one-electron spin orbitals
χi(~xi).
χi(~xi) = φ(~ri)σ where σ = α or β (2.4)
φ(~ri) is the 3N spatial orbital and σ is the N spin function of the electron.
Ψ =
1√
N!
∣∣∣∣∣∣∣∣∣∣∣∣
χ1
(
~x1
)
χ2
(
~x1
) · · · χN (~x1)
...
...
...
χ1
(
~xN
)
χ2
(
~xN
) · · · χN (~xN)
∣∣∣∣∣∣∣∣∣∣∣∣
=
1√
N!
det
{
χ1
(
~x1
)
χ2
(
~x2
) · · ·χN (~xN)}
(2.5)
The Slater determinant satisfies the antisymmetry principle, where any two electrons
are interchangeable by changing the sign of the original wave function (i.e.
Ψ(x1, x2, ...xi, x j, ..., xn) = −Ψ(x1, x2, ...x j, xi, ..., xn)). It also satisfies the Pauli exclusion
principle, such that “no two electrons can occupy the same state” [55].
2.2.2 Basis Sets
Basis sets are used to describe the electron distribution, modelling the shape of the
electron density, which will be discussed later and the molecular orbitals. The optimum
basis set gives a better approximate wave function to minimise the electronic energy.
There are three principal types: plane waves discussed in subsection 2.5.8, Slater-type
orbital (STO) and Gaussian-type orbital (GTO) discussed in subsection 2.5.3.
STO uses a function that correctly or closely models the form of the variation
of the electron density with distance from the nucleus. However, it is difficult to
calculate two electron integrals at different centres
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2.3 The Hartree-Fock Theory
The origin of Hartree-Fock theory was from Hartree in 1927 of a self-consistent
field method to calculate Ψ and E. However, in 1930 Fock and Slater independently
proved that Hartree’s Ψ did not fulfil the antisymmetry principle. Hartree and Fock
reformulated the Hartree-Fock theory in 1935, which will be discussed here.
2.3.1 Hartree-Fock Energy Expression
The variational principle is applied which states that the expectation energy for an
approximate wave function will be an upper bound to the true energy of the ground
state. Resulting in a one- and two-electron operator expression for the Hartree-Fock
energy.
E =
〈
Ψ
∣∣∣Hˆ∣∣∣Ψ〉
=
N∑
i
∫ χ∗i (~x1)
−12∇2i −
M∑
A
ZA
riA
χi (~x1) d~x1
︸                                                    ︷︷                                                    ︸
One-electron operator
+
1
2
N∑
i, j
[∫
χ∗i
(
~x1
)
χ j
(
~x1
) 1
r12
χ∗i
(
~x2
)
χ j
(
~x2
)
d~x1d~x2
]
︸                                                         ︷︷                                                         ︸
Two-electron operator: Coloumb energy or Hartree energy
− 1
2
N∑
i, j
[∫
χ∗i
(
~x1
)
χ j
(
~x1
) 1
r12
χi
(
~x2
)
χ∗j
(
~x2
)
d~x1d~x2
]
︸                                                         ︷︷                                                         ︸
Two-electron operator: Non-local exchange energy
(2.6)
The Hartree-Fock energy expression needs to be minimised with respect to changes
in the orbitals being orthonormal.
iχi
(
~xi
)
= fˆχi(~x1)
=
−12∇2i −
M∑
A
ZA
riA
χi (~x1)
+
∑
j
[∫
χ∗j
(
~x2
) 1
r12
χ j
(
~x2
)
d~x2
]
χi
(
~x1
)
︸                                        ︷︷                                        ︸
VˆH
−
∑
j
[∫
χ∗j
(
~x2
) 1
r12
χi
(
~x2
)
d~x2
]
χ j
(
~x1
)
︸                                        ︷︷                                        ︸
VˆX
(2.7)
20
i is the orbital energy or energy of a particular electron in orbital i. fˆ is the Fock
operator composed of Te, VeN and the Hartree-Fock potential (Coulomb VˆH and
non-local exchange VˆX).
The Hartree potential is approximated by the Coulomb potential that arises from
a system of fixed electrons and it is the interaction of individual electrons moving
independently of each other. The potential that an electron at ~x1 experiences is due
to the average electrostatic field of another electron in spin orbital χ j. This is a local
potential as the spin-orbital χi(~x1) depends on χi at ~x1. The Coulomb potential is
due to the electron density distribution, which neglects the effects of exchange and
correlation interaction.
The non-local exchange interaction is when two electrons with same spins are not
allowed to be located at the same time and same place due to the Pauli exclusion
principle. This gives rise to the effective repulsion between two electrons with the
same spin. Therefore the electron interaction is takes into account the electronic
charge, spin and exchange.
2.3.2 Accuracy of the Hartree-Fock Theory
The Hartree-Fock theory has the downsides of neglecting the correlation interaction,
which is the correlated motion of charged electrons of opposite spins that arises
because of their mutual Coulombic repulsion.
This results in large deviations from experimental results. A number of
improvements to the Hartree-Fock method have been devised to include the correlation
energy, such as the Moller-Plesset perturbation theory (MPn), Configuration interaction
(CI) and Coupled cluster (CC) theory. The disadvantage of these methods is the
computational cost scaling between N5 to N7 which restricts the application to small
systems. It has been suggested that the Hartree-Fock theory does not describe simple
metal systems well [57].
The Hartree-Fock theory deals directly with the many-body wave functions and
it scales as N4 (i.e. for N electrons the wave function depends on 3N spatial orbitals
and N spins). To speed up the calculations the electron density can be used as a
function of time and space which is used in density functional theory.
21
2.4 Density Functional Theory (DFT)
The precursor of density functional theory (DFT) was originally from the Thomas-Fermi
model in 1927. DFT used today is based on two theorems by Hohenberg and Kohn
(HK) in 1964 [58], which led to the framework of Kohn and Sham DFT (KS-DFT) in
1965 [59].
2.4.1 First Hohenberg-Kohn Theorem
The first theorem states:
“VeN(~r) also known as the external potential, Vext(~r), is a unique functional of the
ground state electron density, ρ(~r).”
Proof
Assume two potentials Vˆ1ext and Vˆ
2
ext belong to distinct Hamiltonians Hˆ
1 and Hˆ2,
which give distinct wave functions Ψ1 and Ψ2 and whose ground state electron
density ρ(~r) are the same. The variational principle is applied such that
E10 <
〈
Ψ2
∣∣∣Hˆ1∣∣∣Ψ2〉 = 〈Ψ2 ∣∣∣Hˆ2∣∣∣Ψ2〉 + 〈Ψ2 ∣∣∣Hˆ1 − Hˆ2∣∣∣Ψ2〉 = E20 + ∫ ρ(~r) {V1ext − V2ext} d~r (2.8)
Similarly,
E20 <
〈
Ψ1
∣∣∣Hˆ2∣∣∣Ψ1〉 = 〈Ψ1 ∣∣∣Hˆ1∣∣∣Ψ1〉 + 〈Ψ1 ∣∣∣Hˆ2 − Hˆ1∣∣∣Ψ1〉 = E10 + ∫ ρ(~r) {V2ext − V1ext} d~r (2.9)
The summation of Equation 2.8 and Equation 2.9 leads to
E1 + E2 < E2 + E1 or 0 < 0 (2.10)
This is a contradiction, thus the theorem has been proven by reduction ad absurdum.
2.4.2 Second Hohenberg-Kohn Theorem
The second theorem states:
“for any trial density ρ
(
~r
)
such that the conditions ρ
(
~r
) ≥ 0 and ∫ ρ (~r) d~r = N are
satisfied then the corresponding ground state energy E
[
ρ
(
~r
)]
satisfies E
[
ρ
(
~r
)] ≥ E0. “
Proof
This follows from the first Hohenberg-Kohn theorem that any trial density ρ
(
~r
)
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uniquely defines its Hˆ and its Ψ. Thus the trial density ρ
(
~r
)
uniquely defines the
external potential, Vext. Therefore by variational principle, the following is derived
< Ψ|Hˆ|Ψ >= Te[ρ(~r)]+Eee[ρ(~r)]+
∫
ρ(~r)Vextd~r = E[ρ(~r)] ≥ E0[ρ0(~r)] =< Ψ0|Hˆ|Ψ0 > (2.11)
The energy will reach the minimum only when the electron density is the ground
state electron density.
2.4.3 Kohn-Sham Energy Expression
From the basis of the two Hohenberg-Kohn theorems [58], the total energy of the
ground state electron density is a functional composed of the kinetic energy Te, the
external potential Vext and the electron-electron interaction Vee, which is minimised
using the variational principle
E0 ≤ E[ρ(~r)] = Te[ρ(~r)] + Vext[ρ(~r)] + Vee[ρ(~r)] (2.12)
The Te[ρ] and the Vee[ρ] are unknown, however, Kohn and Sham proposed
approximating these functionals [59]. This is done by introducing N non-interacting
electrons (i.e. the electrons behaving as uncharged fermions and therefore no
interaction via Coulomb repulsion). They are described by a single determinant wave
function in N orbitals φi, which is a concept from the Hartree-Fock theory. Therefore
the Te[ρ] and the Vee[ρ] are known from the orbitals. The true Te[ρ] is now an
approximate non-interacting kinetic energy TS[ρ]. The Vee[ρ(~r)] is the Hartree energy
VH[ρ(~r)] (i.e. the second term in Equation 2.6 written in terms of the density) and the
exchange-correlation potential VXC[ρ(~r)]. Thus, the energy functional is arranged as
E[ρ(~r)] = TS[ρ(~r)] + Vext[ρ(~r)] + VH[ρ(~r)] + VXC[ρ(~r)]
= −1
2
∑
i
〈
φi
∣∣∣∇2∣∣∣φi〉 − ∫ ρ(~r) ∑
A
ZA
r1A
d~r +
1
2
∫
ρ(~r1)ρ(~r2)
r12
d~r1d~r2 + VXC[ρ(~r)]
(2.13)
The Kohn-Sham energy expression needs to be minimised with respect to changes
in the Kohn-Sham orbitals being orthonormal, resulting in the Kohn-Sham one-electron
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equation.
εiφi = fˆ KSφi
=

−1
2
∇2 +
∫
ρ(~r2)
r12
d~r2 + VXC(~r1)
M∑
A
ZA
r1A︸                                   ︷︷                                   ︸
Ve f f (~r)

φi
(2.14)
εi is the orbital energy, φi is the Kohn-Sham one-electron orbital and fˆ KS is the
operator. The effective local potential Ve f f (~r) is introduced, which is composed of the
following potentials: external, Hartree or Coloumb and exchange-correlation.
The ground-state electron density associated with this determinant is given by
ρ(~r) =
∑
i
∣∣∣φi∣∣∣2 (2.15)
KS-DFT equations (i.e. Equation 2.13 and Equation 2.14) have the same structure
as the Hartree-Fock equations (i.e. Equation 2.6 and Equation 2.7) with the
non-local exchange potential VX from the Hartree-Fock theory replaced by the
exchange-correlation potential VXC from the KS-DFT theory.
2.4.4 Accuracy of the Density Functional Theory
KS-DFT has the advantage of including an approximation to the electron correlation.
The electron correlation is due to the Pauli exclusion principle such that the motion and
the spatial position of electrons of opposite spins would lead to a mutual Coulombic
repulsion. It is important to take into account the electron correlation effects to calculate
bond dissociation energies and ionisation potentials where the electron distribution is
not constant. The KS-DFT leads to an accuracy between Hartree-Fock and MP2 [55].
The calculation of the KS-DFT is efficient compared to Hartree-Fock as it scales as
N3. DFT is a ground state only theory, therefore, provides accuracy of studying the
structure and vibrational frequencies.
However, the limitations of the ground state only theory are that the band gap is
poorly modelled since KS-DFT is not valid for excited states. Another potential issue
of KS-DFT is that there are many exchange-correlation functional available; it is not
always clear what the best choice of functional is for the system of interest.
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2.5 AIMPRO
aimpro is a self-consistent density functional program initially written by P. R. Briddon
and R. Jones then of Exeter University, but its present form was authored by P. R.
Briddon and M. J. Rayson of Newcastle University. All density functional theory
calculations herein were performed using the aimpro program [51]. The procedure of
a DFT simulation is summarised in Figure 2.1.
2.5.1 Exchange-Correlation Energy
This section follows from the KS-DFT theory where the exchange-correlation functional
is defined as
EXC[ρ] = (Te[ρ] − TS[ρ]) + (Vee[ρ] − VH[ρ]) (2.16)
This can be written as a potential VXC, which is a function derivative of EXC with
respect to ρ.
VXC =
δEXC
δρ
(2.17)
The EXC is the sum of the approximations made to contribute to the kinetic energy
and potential energy of a system. A form of the exchange-correlation energy EXC and
the corresponding potential VXC is needed to get the energy through the Kohn-Sham
equations. In principle, there is an exact functional which gives the correct energy,
but this may be too complex and non-local to be of use. There are a number of
practical approximations; however, aimpro uses local density approximation (LDA)
and generalised gradient approximation (GGA).
2.5.1.1 Local Density Approximation (LDA)
ELDAXC [ρ] =
∫
ρ(~r)εXC(ρ(~r))d~r (2.18)
εXC is the exchange-correlation energy per electron for a homogeneous electron gas of
density ρ(~r). This energy per electron (i.e. potential) is weighted with the probability
of ρ(~r) that there is an electron at this spatial position, which gives the energy. The
exchange and correlation are calculated separately. The εX is the exchange energy of
an electron in a homogeneous electron gas of a particular density and the expression
is known exactly.
εX = −34
3
√
3ρ(~r)
pi
= −3
4
( 3
pi
) 1
3
∫
ρ(~r)
4
3 d~r (2.19)
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The correlation contribution εC is more complicated and is obtained by fitting to a
many body free electron gas data. The LDA’s exchange-correlation functional used in
aimpro is the Perdew-Wang (PW92) [60].
The LDA can be extended to local spin-density approximation (LSDA) where
Equation 2.18 is now written as
ELSDAXC [ρ] =
∫
ρ(~r)εXC(ρα(~r), ρβ(~r))d~r (2.20)
The spin polarisation is related to the exchange and correlation energies per particle
of the uniform electron gas characterised by
ρα(~r) , ρβ(~r) (2.21)
LDA has proven to be a good approximation with reasonable performance for ground
state properties. The significant tendencies are the overestimating of binding energies
and the underestimation of ground state energies and ionisation energies [55].
2.5.1.2 Generalised Gradient Approximation (GGA)
The LDA is not a good approximation for rapidly varying electron densities of many
materials. To overcome this the gradient of the density (∇ρ) needs to be included
and would take into account the inhomogeneity of the gas. The general form is
EGGAXC
[
ρα, ρβ
]
=
∫
f GGA
(
ρα, ρβ,∇ρα,∇ρβ
)
d~r (2.22)
f GGA is the correction to the LDA exchange and correlation and the exchange energy
of GGA is defined by
EGGAX =
∫
ρ(~r)εX(ρ(~r))FGGAX (s)d~r (2.23)
FGGAX (s) is the exchange factor, which is how much the exchange energy is enhanced
over its LDA value for a given ρ(r). The choice of FX make one GGA differ from
another. The s is a dimensionless reduced gradient
s =
∣∣∣∇ρ(~r)∣∣∣
2(3pi2)1/3ρ(~r4/3)
(2.24)
GGA’s exchange-correlation functional used in aimpro is the Perdew-Burke-Ernzerhof
(PBE96) [61]. The advantage of GGA is that it overcomes the issue of overestimating
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binding energies compared with the LDA functional. This means that the GGA
functional usually produces results that are closer to their experimental values.
However, the computational cost in structural optimisation is increased compared
to the use of the LDA functional.
2.5.1.3 LDA or GGA
The LDA and GGA functionals have widely been used in research on graphite,
graphene and its defects [62, 63, 64]. It appears in first principles research on
graphite that the LDA functional performs significantly better than the use of the
GGA functional [63]. The LDA functional produces a good result of the interlayer
binding energy [62] and is able to reproduce the observed lattice parameters and
elastic properties [64]. The GGA functional performs very poorly for the interlayer
binding energy and lattice parameter [63]. It is proposed to use the LDA functional.
2.5.2 Self-Consistency Field
In the case of Density Functional Theory to solve the Kohn-Sham equation, a basis set
is introduced to transform the Kohn-Sham equation into the Roothaan equations that
is, take a set of L predefined basis functions ηµ and expand the Kohn-Sham orbitals
linearly for each spin orbital i to create molecular orbitals.
φi =
L∑
µ
Ciµηµ (2.25)
This leads to the following when Equation 2.25 is inserted into Equation 2.14.
fˆ KS
(
~ri
) L∑
µ
Ciµηµ
(
~ri
)
= εi
L∑
µ
Ciµηµ
(
~ri
)
(2.26)
The Kohn-Sham-Roothaan equation is simplified in matrix form.
∑L
µ Ciµ
∫
ηµ
(
~ri
)
fˆ KS
(
~ri
)
ηµ
(
~ri
)
d~ri︸                           ︷︷                           ︸
FKSiµ
= εi
∑L
µ Ciµ
∫
ηµ
(
~ri
)
ηµ
(
~ri
)
d~ri︸                 ︷︷                 ︸
S
FKSC = SCε
(2.27)
ε is a diagonal matrix of the orbital energies εi. S is the overlap matrix which is
removed by a transformation of the basis to orthogonal basis. Therefore FKS needs
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to be solved through the orbitals. This is an iterative process, which is why the
Kohn-Sham-Roothaan equations are called the self-consistent-field method.
2.5.3 Cartesian Gaussian Type Orbitals (GTOs) Basis Set
The way to overcome the problems of using the Plane-wave basis set and STOs is to
use localised orbitals, such as GTOs.
ηGTO = Nxlymzn exp
[
−αr2
]
(2.28)
N is the normalisation factor and α is the orbital exponent which determine how
compact or diffuse the functions are. L = l + m + n where L is the angular momentum
quantum number and l, m and n are integers that determine the symmetry of the
orbitals. This corresponds to s-functions (L = 0), p-functions (L = 1), d-functions
(L = 2), etc. The advantage of GTO is the efficiency and flexibility of calculating a
large number of two-electron integrals occurring in the Coulomb and Hartree-Fock
exchange term. In aimpro, the pdpp basis set was used throughout the calculations,
meaning that for each of the four different exponents α, there are different symmetry
versions in the basis depending on the alphabetic label. For the symbol p there are
L = 0 and L = 1 variants and for the symbol d, there are L = 0, 1 and 2 variants, i.e.
6 basis functions per exponent in total.
2.5.4 Pseudopotentials
Pseudopotentials are used to simplify calculations, which is important in modelling
large systems when using KS-DFT. In the study of carbon (1s22s22p2), the two core
electrons remain closely local to the atom and the shape of its 1s orbital is unaffected
by the chemical environment of the carbon atom. However, the four valence electrons
play a significant role in chemical bonding. The concept of using pseudopotentials is
to eliminate the core electron states from the calculation rather than using the whole
Coulomb potential to describe the nuclear interaction. The Coulomb potential can
cause problems; the total energy of a system becomes large and can be overwhelmed
by contributions from the core electrons, which are the least of our concerns. The
use of Gaussian type orbitals with the core wave function is difficult and small errors
can lead to large differences in the core eigenvalues. To overcome these problems the
pseudo-wave function is a simple and smooth function that approximates all electron
wave functions beyond an inner cut-off radius.
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In DFT the valence electron wave functions are orthogonal to core electron wave
functions. A consequence of this is that the valence electron wave functions have more
radial nodes, thus higher kinetic energy than if the core electron wave functions were
not present. When the core electron wave function is removed from the calculation
the valence electron wave function (i.e. the pseudo wave function) does not have
the radial nodes and in order to correct the energy, the kinetic energy is lost and is
replaced with a repulsive potential energy, pseudopotential. It was possible to obtain
quantitative energy calculations when the pseudopotentials were adjusted to conserve
the norm of the pseudo wave function. There are a number of pseudopotentials
available, which can be used for the same element but appear to differ. In aimpro
there are three types of pseudopotentials implemented: Bachelet-Hammann-Schluter
(BHS), Hartwigsen-Goedecker-Hutter (HGH) [65] and Troullier-Martins (TM). BHS
is the first pseudopotential and the accuracy of this is practically difficult as it
requires a large number of plane waves, thus longer computational time [57].
Subsequent pseudopotentials include the HGH and TM were introduced which made
the pseudowave function as smooth as possible or a more convenient numerical
form. The HGH pseudopotential [65] is used as it is commonly used for graphite and
graphene, also the results from using the HGH pseudopotential are closer to their
measured experimental values [63].
2.5.5 Structural Geometry Optimisation
Researching into a structure in equilibrium (i.e. at its local minimum) is fundamentally
important and it can be determined by geometry optimisation. Further details on this
can be found in references [51] and [66]. The equilibrium structure is determined by
a condition where the first derivative of the energy, δE with respect to the derivative
of a position, R of atom I in the direction α goes to zero as defined in the equation
below
FIα = −δEtotalδRIα = 0 (2.29)
where FIα is the force acting on atom I in the 3N direction α, where α represents
x, y or z. The Hellmann-Feynman theorem is used to determine the forces on all N
atoms. To determine the minimum energy of a structure a conjugate gradient method
is used. Each individual atom is displaced in the direction of the force acting on it
and the energy of the structural system is evaluated in the first iteration. Subsequent
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iterations have the requirement that the new force direction has to be orthogonal to
the previous force directions. Once the optimal 3N displacements have been made,
the 3N of the new forces is calculated and the procedure is repeated to minimise
the total energy of the structural system. The conjugate gradient method is used
to determine the minimum energy of the system. This is an iterative cycle until it
reaches to the lowest energy state and the last change in energy from one structural
system to another is less than 0.001 eV. .
2.5.6 Diffusion Barriers
A number of diffusion barrier calculations are available on aimpro and the method
used here is the (climbing) Nudged Elastic Band (NEB), which is a chain-of-states
method that can be used for calculating reaction paths of defects, vacancies and
interstitials. The innovation of the NEB method is to represent the path between the
reactants and products as a set of snap shots (replicas) of all N atoms of the reaction
as it proceeds, further details on NEB can be found in reference [67].
Each atom in a replica system is connected to the previous and succeeding replica
by a fictitious or notional elastic band, which gives rises to the forces that take the
systems away from the ground state of the reactant up the energy surface to the saddle
point and down the other side to the ground state of the products. The notational
elastic band comprises of N connections with each atom in one replica connected
backwards to the same atom in the previous replica, and forwards to the same atom
in the succeeding replica.
The vector length of all N connections between two replicas is constant for the
path and a plot of energy against replicas number follows the reaction (i.e. reaction
coordinate), with the saddle point being the maximum. Forces are modified to ensure
a climbing in energy to the strutural geometry optimisation, which proceeds along
a 3N vector perpendicular to the reaction coordinate, without changing the spacing
between snap shots.
Fitting a smooth curve to the energy against reaction coordinate plot enables the
maximum (saddle point or transition state energy) to be determined, but a more
elegant version of the theory reverses the forces on the point closest to the maximum,
so that it climbs to the saddle point (’climbing NEB’) and gives precisely the energy
and geometry of the saddle point.
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2.5.7 Choice of Boundary Conditions and Lattice Optimisation
aimpro can run in two modes in terms of boundary conditions: cluster and supercell.
(a) Cluster (b) Supercell
Figure 2.2: Schematic of (a) cluster with hydrogen (white) atom terminating dangling
bonds and (b) supercell
• Cluster mode is useful for simulating systems of an isolated unit cell where
the symmetry is not supported in a lattice. The advantage of cluster mode is
that it can be used for a variety of lattice symmetry structures and it decreases
computational time in comparison to the supercell. However, it uses hydrogen
atoms to terminate dangling bonds, which increases the band gap in comparison
to experimental values and thus increases computational time
• Supercell mode is useful for simulating an infinite, crystalline system with
periodic boundary conditions. The atomic positions are replicated according to
the lattice specification. In the supercell mode a ’cluster in box’ can be simulated
when the system is placed in a fictitious lattice, where the vacuum spacing
between clusters is sufficiently large and, therefore, no significant interaction is
present
Lattice optimisation can be performed by one of two methods. The first method is
the same concept as geometry optimisation of using the conjugate gradient method to
determine the minimum energy of the system in an iterative cycle until it reaches the
local minimum in relation to the lattice parameters. The second method is to manually
alter the lattice parameters in the input file so that the simulation is to optimise the
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structure only. The output energies are analysed and the optimised lattice parameters
are the output with the lowest energy.
2.5.8 Bloch functions, Brillouin Zone and Sampling
When working with supercells the Bloch theorem must be satisfied where the
wavefunction of an electron within a perfectly periodic potential may be written
as
ψ(~r) = ei
~k·~ru(~r) (2.30)
where ~r is the position, ψ is the Bloch wave, u is the periodic function with the same
periodicity as the crystal that is a function that is expanded in the Gaussian basis
described in subsection 2.2.2 or the plane wave basis, ~k is the wave vector confined
to the first Brillouin zone, i is the imaginary unit. The Brillouin Zone is a unit cell,
defined as Wigner-Seitz cell of the reciprocal lattice. The reciprocal lattice is broken
up into Brillouin zones. The first Brillouin zone is the points in reciprocal space that
are closer to the origin of the reciprocal lattice than they are to any other reciprocal
lattice points.
The plane-wave basis set are exponential functions and the plane-waves are not
centred at the nuclei but extends throughout the space. The number of plane waves
needed to get to an acceptable accuracy leads to expensive computational time and
memory , particularly for first periodic elements such as carbon.
Properties such as the electron density and the total energy can be evaluated by
integration over k-points within the first Brillouin zone for a supercell. However, to
evaluate this computationally the integral is now the weighted sum over k-points [68].
ρ
(
~r
)
=
∫ ∣∣∣Ψ(~r)2∣∣∣ d3k
≈
∑
k
∣∣∣Ψ (~r)∣∣∣2 (2.31)
aimpro uses the method developed by Monkhorst and Pack [68] that is based on
a uniform mesh of k-points, and converges rapidly for insulators and semiconductors
since the density of states goes to zero smoothly before the gap. In the case of metals,
the Brillouin zone integrals over occupation functions is discontinuous at the Fermi
level due to the partial filling of the energy bands. To overcome this a smearing method
is used, replacing the occupation function with a smoother function allowing the partial
occupancies in the region of the Fermi level. The aimpro smearing methods include
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replacing the step function with either a Fermi-Dirac function, Gaussian-broaden step
function and the smoothing devised by Methfessel-Paxton [69].
2.5.9 aimpro Calculation Settings
Here, the aimpro program was used to optimise the lattice of graphite composed of
a four atom hexagonal supercell to demonstrate the accuracy and computational
time. These DFT calculations were performed with a basis set pdpp and with
the exchange-correlation functional as the local density approxiation (LDA). The
numerical integration over the Brillouin zone was performed using the Monkhorst-Pack
scheme [68] with a range for the size of the k-point mesh to demonstrate the effect of
accuracy and computational time. The states are occupied according to the first-order
Methfessel-Paxton scheme [69] with kB 0.01 eV. These results are shown in Table 2.1
and Table 2.2, which show the convergence of the total energy with respect to k-point
density and computational time. The accuracy of a calculation is related to the number
of k-points in the reciprocal space. A small supercell with a small number of k-points
leads to a large error as seen in Table 2.1 and Table 2.2 with k-point mesh 2 x 2 x 1
for AA and AB stacked, respectively. A small supercell requires a larger number of
k-points, which leads to longer computational time as shown in Table 2.1 and Table 2.2
with k-point mesh 16 x 16 x 6. Therefore a compromise needs to be made between
the number of k-points and the computational time. Similarly a compromise needs
to be made between the system’s size and computational time as the computational
time scales linearly with system size [66]. From this, it is suggested that it is more
efficient to use a small unit cell and large number of k-points compared with a larger
unit cell and fewer k-points.
The results table also demonstrate the use of the pdpp basis set slightly
underestimates the interlayer separation compared with experimental values. In these
DFT calculations the interlayer spacing converges to 349.7 pm and 324.7 pm for
the AA and AB stacking configuration, respectively. These are lower compared to
the published 366 pm for AA stacking [62] and 325 pm experimental value for AB
stacking.
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k-point grid Energy per atom (eV) a (pm) d002 (pm) Time per iteration (s)
2 x 2 x 1 -0.21044 243.02 305.57 0.91
4 x 4 x 2 -0.20986 244.59 351.71 0.94
8 x 8 x 6 -0.20987 244.53 352.18 3.60
16 x 16 x 6 -0.20987 244.54 349.67 13.64
Table 2.1: Calculated energy convergence with respect to k-point mesh and lattice
optimisation for a hexagonal, AA stacked four atom unit cell using LDA. d002 is the
interlayer spacing
k-point grid Energy per atom (eV) a (pm) d002 (pm) Time per iteration (s)
2 x 2 x 1 -0.21044 242.98 305.90 1.05
4 x 4 x 2 -0.20988 244.66 320.65 1.61
8 x 8 x 6 -0.20989 244.58 325.97 8.10
16 x 16 x 6 -0.20989 244.59 324.72 34.36
Table 2.2: Calculated energy convergence with respect to k-point mesh and lattice
optimisation for a hexagonal, AB stacked four atom unit cell using LDA. d002 is the
interlayer spacing
Chapter 3
MolecularDynamics
Molecular dynamics is a computational method that enables the dynamical simulation
of a system of atoms and molecules in real-time. Molecular simulation proceeds by
sampling from the probability distribution over the members of the ensemble. An
ensemble is a large collection of microstates that have the same thermodynamic state
at the macroscopic level. This molecular simulation is on the sampling from the
probability distribution that proceeds via trajectory molecular dynamics or random
walk Monte Carlo.
Initial positions and velocities
Calculate forces for all molecules
Apply thermostat, constraints
and barostat changes
Update positions and velocities
Repeat the number
of time steps ∆t
Analyse the trajectory
Figure 3.1: Graphical representation of the MD simulation procedure
Molecular dynamics (MD) is a simulation of the interaction of atoms or molecules
moving in accordance with Newton’s second law of motion. The force interactions
between the atoms are defined by interatomic potentials or molecular mechanics force
fields. The procedure of an MD simulation is summarised in Figure 3.1.
This chapter reviews the theory behind MD simulations and the use of the
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MD simulator called Large-scale Atomic/Molecular Massively Parallel Simulator
(lammps) [52].
3.1 Molecular Dynamics Theory
3.1.1 Newton’s Equation of Motion
MD simulations use Equation 3.1, Newton’s second law of motion to integrate the
trajectory of atoms. Scalar quantities for motion in one dimension are used here, but
an extension to vectors in three dimensions is trivial.
F = ma = m
dv
dt
(3.1)
F, m and a are the force, mass and acceleration respectively. The velocity of the
particle over a time interval t can then be found by the following.
v = u +
∫ τ
0
F
m
dt = u +
∫ τ
0
dv
dt
dt (3.2)
u and v are the initial and new velocity, respectively. The velocity is a rate of change
of atom position r, with time.
v =
dr
dt
(3.3)
The position of a particle after a certain time will again be integrated.
r = r0 +
∫ τ
0
dr
dt
dt. (3.4)
There are many algorithms for integrating the equation of motion; such as the Verlet
algorithm (1967) [70], the leapfrog algorithm and the velocity Verlet algorithm [71].
A schematic of these algorithms can be found in Figure 3.2.
• The Verlet algorithm has the advantage of being simple as it uses positions
and accelerations at time t. However, it lacks precision due to using inaccurate
velocities
• The leapfrog algorithm allows the velocities to leap over the positions and
then the positions leap over the velocities [72]. The velocities are accurately
calculated, which is an advantage of this algorithm. However, the velocities are
not calculated at the same time as the positions
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To overcome these flaws the velocity Verlet algorithm is used in lammps.
r
v
a
t-t t t+t t-t t t+t t-t t t+t
(a) Verlet original algorithm
r
v
a
t-t t t+t t-t t t+t t-t t t+t t-t t t+t
(b) Leapfrog algorithm
r
v
a
t-t t t+t t-t t t+t t-t t t+t t-t t t+t
(c) Velocity Verlet algorithm
Figure 3.2: Schematic of various forms of the Verlet algorithm where the stored
variables are in the grey boxes. Schematic was adapted from reference [72]
3.1.2 Velocity Verlet Algorithm
The velocity Verlet algorithm is a variant of the Verlet algorithm, which yields positions,
velocities and accelerations at a given time t, therefore, there is no compromise on
its accuracy.
In an MD simulation, the trajectory is split into a series of time steps of length
∆t. Information from previous steps can be used to generate the future steps. All
algorithms assume that the positions, velocities and accelerations can be approximated
by a Taylor series expansion, here the expansion is up to the second order in ∆t:
r(t + ∆t) ≈ r(t) + ∆tv(t) + ∆t
2
2m
F(t) (3.5)
The velocity Verlet algorithm starts from the r(t + ∆t) and v(t + ∆t) and derives
backwards in time to r(t) according to:
r(t) = r(t + ∆t) − ∆tv(t + ∆t) + ∆t
2
2m
F(t + ∆t) (3.6)
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Substituting Equation 3.5 for r(t + ∆t) into Equation 3.6 and solving for v(t + ∆t)
produces the following
v(t + ∆t) = v(t) +
∆t
2m
[F(t) + F(t + ∆t)] (3.7)
The velocity Verlet algorithm uses both Equation 3.5 and Equation 3.7 to obtain
positions and velocities simultaneously.
The time step size ∆t used in MD simulations is an important parameter. If the
time steps are too large the computational time is efficient, however, the total energy
of the system will not be conserved, thus less accurate simulation results. If the time
steps are small the total energy of the system will be conserved and lead to more
accurate results, however, this leads to more computational time. There is a critical
time step size below which the time step is too small, and can result in the same
response as when the time step is too large. Thus it is important to use a time step
that is a balance between the accuracy and computational time in MD simulations. In
MD simulations of graphene, graphite and other carbon nanomaterials, a timestep of
∼ 0.5 fs is commonly used according to reference [73] and provides good simulation
results.
3.2 Ensemble
An ensemble is an important concept in molecular dynamics simulations. It includes
canonical (NVT), microcanonical (NVE), isothermal-isobaric (NPT) and grand canonical
(µPT), where N is the number of atoms, V, T, E and P are the volume, temperature,
energy and pressure of the system, respectively and µ is the chemical potential.
System
(a)
Virtual heat bath
System
(b)
Virtual heat bath
System
Pressure
(c)
Figure 3.3: Schematic of the ensembles (a) NVE, (b) NVT and (c) NPT
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3.2.1 Microcanonical ensemble (NVE)
In an MD simulation to generate an NVE ensemble the N, V and E are conserved.
These conditions correspond to an isolated system and adiabatic process with no heat
transfer between the system and its surroundings as seen in Figure 3.3a.
The condition of constant total energy is not typical of experimental studies.
Therefore to reflect the more common experiments the simulation set up should
involve constant temperature (i.e. NVT) or pressure (i.e. NPT).
3.2.2 Canonical Ensemble (NVT)
In the NVT ensemble, the temperature is controlled. The main difference between
NVE and NVT is that the system is not isolated so it can exchange energy with its
surrounding virtual heat bath as seen in Figure 3.3b. The NVT ensemble directly
relates to the average kinetic energy of the system. The temperature fluctuates and
its average can only be maintained during a simulation.
The system’s temperature depends on the velocities of the atoms. Velocity scaling
is needed to scale the particle velocities towards the desired temperature. This can
be achieved when particles interact with a thermostat; Andersen [74], Berendsen [75]
and Nosé-Hoover thermostats [52] are commonly used. In lammps, the Nosé-Hoover
thermostat is implemented.
3.2.3 Isothermal-isobaric ensemble (NPT)
The constant N, P, T closely reflects the conditions of many condensed phase
experimental studies. The simulation requires particles to interact with a thermostat
to scale the velocities to the desired temperature and barostat to scale the size of
the simulation box to maintain the constant condition of constant pressure as seen in
Figure 3.3c.
The barostats commonly used are the Berendsen [75], Parrinello-Rahman [76] and
Nosé-Hoover [52]. In lammps, the Nosé-Hoover thermostat is implemented.
3.3 Potential Force Field
The potential force field describes the potential energy of a system of interacting
atoms. The total potential energy of the system can be broken down into components
due to the bonding stretching, angle bending, periodic torsion and non-bonded van
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der Waals.
Etotal = Ecovalent + Enon−covalent (3.8)
Ecovalent = Ebond + Eangle + Etorsion angles (3.9)
Enon−covalent = Evan der Waals (3.10)
The potential energy surface is dependent on the type of simulation and researchers
have used Tersoff [77, 78], reactive empirical bond order (REBO) [79], reaxFF [80, 81]
and adaptive intermolecular reactive empirical bond order (AIREBO) [82] potentials
to simulate graphene and CNTs.
• Tersoff [77, 78]
A potential available in lammps that first modelled silicon in 1988 [77], then
modelled carbon-germanium and carbon-silicon in 1989 [78]. This is a simple
and short-range potential composed of repulsive and attractive terms, where
the attractive potential depends on coordination. It is one of the first ’reactive’
potentials, i.e. it allowed automated bond swapping. The computational time
is efficient as it covers the nearest neighbour and treats multiple hybridisation
states. This potential has its downfalls; it suffers from radicals over binding and
bonds exhibiting a mixture of sp2 and sp3 hybridisation [83] are inaccurately
described. Long-range forces are not included, which are difficult to use for a
broad range of systems.
• Reactive Empirical Bond Order, REBO [79]
The first generation of REBO was in 1990, which is not available in lammps.
This extends from the Tersoff potential and standard Lennard-Jones potential.
It includes additional terms to define conjugate systems, therefore defining a
covalent single, double and triple bonding; i.e. C-C bond in graphite from
linear molecules C=C bond in CH2=CH2. This potential accurately describes
radicals in a system and allows simulation of bond formation and breaking with
changes in hybridisation. Its downfalls are the absence of non-bonded van der
Waals interaction, which makes this potential poorly suited for systems with
intermolecular interactions such as graphite.
The second generation of REBO was in 2002 [79], which is available in lammps.
The parameters (i.e. bond energies, bond lengths and force constants) are better
described. The long-range interaction and torsional terms from the AIREBO
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potential are included since they are parameterised separately.
• AIREBO [82]
The AIREBO potential from 2000 [82] is used in lammps and it is an extension
of the first generation REBO potential from 1990. The potential is used for
hydrocarbon systems such as graphite, liquids, and thin films. This includes the
additional dihedral-angle interaction, the torsional term that doesn’t require a
fixed hybridisation state. The addition of long-range interaction is described by
the Lennard-Jones potential. In lammps the short range Lennard-Jones potential
can be switched and does not interfere with the energetics captured by REBO [52].
• reaxFF [80, 81]
A number of ReaxFF versions are available, including van Duin et al. [81] from
2001 and Chenoweth et al. [80] from 2008. lammps uses the 2008 version.
A reactive potential force field uses general parameterised set for carbon,
hydrogen, oxygen, nitrogen and sulphur. This potential is composed of many
terms, including bonds, angles, torsional, conjugations, over/ under coordination.
The potential describes the non-bonded interactions via Coulomb and Morse (van
der Waals) potentials at short range. The long-range forces are included from the
start; it is parameterised simultaneously along with other energies as opposed
to AIREBO where covalent energies are parameterised first and then long-range
interactions are parameterised afterwards.
In the AIREBO potential, the parameters are determined by a set of rules, whilst
the reaxFF potential uses general parameters. The AIREBO potential force field is
used in this research.
3.3.1 Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO)
The REBO potential is defined by the following
EREBOij = VR(ri j) − bi jVA(ri j) (3.11)
The VR and VA are the repulsive and attractive pair potentials that are determined
by the atom type, in this case, carbon. The bi j is the many body term that describes
the bonding between atom i and j. The sum is the cut-off function, which limits the
interatomic interactions to the nearest neighbour. In lammps, the REBO is computed
from the second generation REBO from 2002.
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The AIREBO potential is an extension of the REBO potential and it provides a means
of smoothly interpolating between pure bonded and pure non-bonded interactions.
AIREBO is a long range potential and is commonly used for a system of carbon and
hydrocarbon molecules [82] and consists of the following terms.
E =
1
2
∑
i
∑
i, j
EREBOij + ELJi j + ∑
k,i, j
∑
l,i, j,k
ETORSIONkijl
 (3.12)
The intermolecular interactions are modelled by ELJi j , which is the Lennard-Jones
potential, used for the non-bonded pairs of atoms and describe the pi bonding.
The torsion term is extended to the four body torsional interactions, the dihedral
angles in the system. The torsional term is important when simulating curved
structures. In lammps, the AIREBO potential makes use of two switching functions;
the Lennard-Jones and the torsional terms, each of which can be turned off in response
to the chemical environment of the interacting pair. In lammps, the extent of the ELJ
interactions is determined by a cut-off.
3.4 lammps
Large-scale Atomic/Molecular Massively Parallel Simulator (lammps) [52] was
developed by Sandia National Laboratories. lammps is a free, open source software,
which can be used for MD, Monte Carlo and structural optimisation. lammps can be
used to simulate systems at the atomic (i.e. angstrom), meso and the continuum scale
(i.e. sub-micrometer). This section is a description of lammps, however, some aspects
of it have been mentioned earlier in the theory.
lammps has over 70 potential force fields, which are widely used from solid-state
materials (i.e. metals and semiconductors) to soft matter (i.e. biomolecules and
polymers). In lammps, potential force fields can be defined
• Pair style
Pair style includes pair and many-body effects. Pair or many body force fields
encompass a variety of interactions, which are defined between pairs of atoms
that are within a cut-off distance and the set of interacting atoms changes with
time, thus a neighbour list is used to find nearby interacting atoms. The potentials
available include the potential force fields mentioned earlier in section 3.3, which
are the Tersoff, REBO and AIREBO potentials.
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• Hybrid style
Different pair potentials can be set up using a hybrid model where specified
pairs of atom types interact via different pair potentials.
There are five types of structural optimisation algorithms available in lammps. The
structural optimisation used here is the conjugate gradient algorithm. The conjugate
gradient algorithm used here is the Polak-Ribiere version [52], which is thought to
be the most effective conjugate gradient for most problems. Further details of this
method can be found in subsection 2.5.5.
Lattice optimisation can be performed by a number of methods. One method is
adjusting the lattice parameters in each iterative cycle until it reaches a local minimum
when optimising the structure as described in subsection 2.5.7. Another method is
setting up the simulation cell with an NPT ensemble where the temperature and
pressure are low and then structurally optimising the structure.
Chapter 4
AAStackedBilayerGraphene
In the AB stacking arrangement of multi-layer graphene and graphite, it is known
that carbon atoms surrounding lattice vacancies can form sp2 interlayer bonding [53].
These structural defects can be lower in energy compared to in-plane reconstructions.
However, there are other forms of stacking arrangements, including AA stacking [14,
84, 85]. AA stacking is where carbon atoms in each plane are situated directly
above one another, which is a feature in some graphitic-like systems [14, 84, 85].
This chapter presents a brief overview of intrinsic defects in graphene and graphite,
focusing on vacancies. Ab initio density functional theory calculations were performed
to investigate the interlayer vacancy structures that are formed in AA stacked bilayer
graphene. From these calculations, it is found that wormhole, pores or tunnel defects
between the layers can be formed and a new class of mezzanine structure characterised
by sp3 interlayer bonding are found to be substantially more stable than any other
vacancy aggregate in AA stacked layers.
4.1 Intrinsic Defects in the AB Stacking
There are many forms of defects. This chapter is based on point defects, which
include vacancies and interstitials. Point defects can be extrinsic and are due to the
presence of an impurity, this can be substitutional, such as aluminium on a silicon
site in quartz or interstitial such as a carbon interstitial in iron. Intrinsic defects
include a lattice vacancy (V), where an atom is removed from its lattice position,
which disturbs the bonding around the vacancy and raises the potential energy; these
often have formation energy (i.e. the change in energy when a material is formed)
that is slightly less than the binding energy (i.e. the energy required for separating
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the material). A self-interstitial (i) is where a host atom sits in a normally unoccupied
site or interstice; these often have energies comparable to the binding energy. These
fundamental intrinsic defects can be introduced to graphitic systems under energetic
particle irradiation. This can be used to control and alter the structure and properties
of these materials, which is widely studied [31]. In the AB stacking of graphite and
(a) (b)
Figure 4.1: Relaxed AB stacked intrinsic defect of (a) spiro-i (reproduced from
reference [86]), (b) ramp (reproduced from reference [53])
multilayered graphitic systems, an interstitial in its lowest energy configuration is
the spiro-interstitial structure as shown in Figure 4.1a. The spiro-interstitial structure
lies at the midpoint between adjacent layers and forms two covalent sp3 hybridised
bonds to each layer [86, 87, 88], and leads to a ’pinning’ together of the planes. Other
forms of structural defects that bridge the gap between adjacent layers include the
very stable interlayer bonds that can also be formed from the interaction between
the undercoordinated atoms surrounding vacancy defects in neighbouring layers. The
formation of an interlayer divacancy structure in the AB stacked layers can have a
very low activation energy (i.e. the minimum energy required to go from initial to
final structural configuration) of 0.2− 0.3 eV [53, 89]. This type of interlayer bonding
combined with the activation energy of monovacancy diffusion in graphene to form
an interlayer bond ∼ 1.2 eV [63] is expected to play a significant role in irradiation.
The interlayer divacancy can be extended by the aggregation of additional diffusing
vacancies. This results in the formation of extended interlayer defects, the so-called
ramp structure as shown in Figure 4.1b [53]. The ab initio density functional theory
studies show that such defects should form and they have been directly observed in
transmission electron microscopy images of irradiated graphite [43]. Defects are often
studied in monolayer graphene and AB stacking of multilayer graphene or graphite.
AB stacking is the lowest energy configuration and it is the most common structure
that is observed experimentally [12]. However, basal slip between the graphene layers
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occurs easily due to relatively weak interlayer interactions. Therefore this leads to
alternate stacking arrangements; ABC stacking and AA stacking, which has not been
studied in relation to interlayer defects.
4.2 AA Stacking
The AA stacking in the multi-layer graphene systems is the highest energy stacking
configuration with stacking fault energy 7.19 meVÅ−2 compared with ABC stacking
with stacking fault energy 0.05 meVÅ−2 [12]. AA stacking is not commonly observed in
bulk graphite [8]. However, pure AA stacked graphite has been produced on diamond
surfaces [9]. In the case of graphitic-like structures localised regions of AA stacking has
been observed. For example, superlattices of domains close to AA stacking are formed
in the Moiré patterns as seen in scanning electron microscope images of rotated planes
of bilayer graphene and in twist grain boundaries in graphite [14]. AA stacking has
also been found to occur at folds of monolayer [84] and bilayer graphene [85]. Since
AA stacked regions play a significant role in many graphitic and nanostructured carbon
systems, it is important to understand the nature of aggregation of vacancies within
this structural configuration. The work employed here is to investigate the formation
of larger vacancy aggregates from a stepwise addition of diffusing monovacancies.
4.3 Method
The formation of the aggregation of vacancy defects in AA stacked bilayer graphene
was investigated with both accuracy and computational efficiency by using the DFT
method implemented in the aimpro simulation package. The details of the method
is described in subsection 2.5.9, however the Monkhorst-Pack scheme [68] used here
is with k-point mesh 4 x 4 x 2.
The vacancy defects were constructed in an orthorhombic supercell containing two
graphene layers, where each layer has 72 atoms (C144 in total) when no defect is present.
The interlayer separation is optimised and the pdpp basis set slightly underestimates
the interlayer separation (352 pm) for the AA stacking configuration with the LDA
functional, compared to other calculations in the literature of 366 pm [62]. The LDA
interlayer separation is reasonably accurate compared to Table 2.1. A vacuum gap is
applied along the c-axis, which is twice the optimised interlayer separation distance.
The structural defects were optimised and the vacancy defects investigated are from
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monovacancy to hexavacancy. In the case of spin polarised generalised gradient
approximation (GGA), the optimised structures from LDA were used for optimisation
of spin polarised generalised gradient approximation (GGA). The optimised interlayer
separation using spin polarised GGA is 385 pm, which is 33 pm higher compared to
using LDA.
The formation energies, formation energies per vacancy and interlayer binding
energies were calculated. The total formation energies E f are with respect to the
perfect AA stacked bilayer graphene structure and the interlayer binding energies Eb
are with respect to the energies of equivalent isolated monolayer vacancy complexes
in AA stacked bilayer graphene. In the following sections, the spin polarised LDA
values are given, followed by the GGA value in parenthesis. Also, the notation VnVm
is used to denote n vacancy in the top layer, and m vacancy in the bottom layer.
4.4 Divacancy V1V1
(a) (b) (c)
Figure 4.2: Single point defect (a) on HOPG using scanning transmission microscopy
(reproduced from reference [90]), (b) unrelaxed structure of monovacancy and (c)
relaxed structure of monovacancy
The most fundamental yet basic vacancy defect is the monovacancy, which can
aggregate to form more complex vacancy structures. The monovacancy is formed by
the ejection of a single carbon atom from the perfect graphene lattice. The simplest
monovacancy (V1) on the 0001 surface of highly oriented pyrolytic graphite (HOPG) has
been experimentally observed by scanning transmission microscopy (Figure 4.2a) [90].
However, this study lacked the atomic resolution that is needed to conclusively
confirm the structure as symmetric (Figure 4.2b) or reconstructed (Figure 4.2c). Recent
studies using aberration corrected transmission electron microscopy on monolayer
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Table 4.1: Calculated formation energies, formation energies per vacancy, and interlayer
binding energies in eV for different vacancy complexes in AA stacked bilayer graphene
using spin polarised LDA and GGA functionals.
Structure Interlayer
bonds
LDA GGA
E f E f /V Eb E f E f /V Eb
V1 7.94 7.94 7.41 7.41
V1V1 15.76 7.88 0.13 14.72 7.36 0.11
V1V1 Figure 4.3 1 sp2 13.11 6.56 2.78 12.41 6.20 2.42
V1V1 wormhole Figure 4.3 3 sp2 13.35 6.68 2.54 12.88 6.44 1.95
graphene by Robertson et al. [47] overcame this problem as to whether the structures
were symmetric or reconstructed, which match with theoretical studies and this study
confirmed both symmetric and reconstructed structural defects exist. The monovacancy
has been theoretically studied and it is demonstrated that the symmetric monovacancy
structure is a D3h symmetry with a three-fold axis through its centre and three under
coordinated carbon atoms. The structure of the symmetric monovacancy is found to
be a singlet ground state. As seen in Figure 4.2c later research has shown that the
symmetric monovacancy can form into a five-membered and a nine-membered ring,
V1(5-9), which is a C2V symmetry. Due to spontaneous Jahn-Teller distortion [91, 92],
this leads to the weak binding of two dangling bonds, leaving an out of plane
single dangling bond due to geometrical reasons and the structure becomes a triplet
state. Krasheninnikov et al. [93, 94] established the monovacancy in carbon nanotubes
will mend via Jahn-Teller distortion. The formation energy of the monovacancy in
carbon nanotube using first principles is 7.6/7.7 eV [94]. The study of monovacancy
was extended into graphite by El-Barbary et al. [92] using DFT, which showed a
monovacancy with weak Jahn-Teller distortion that has a formation energy of 7.4 eV
and the activation barrier is found to be 0.1 eV to switch between the symmetric
and reconstructed monovacancy. The V1(5-9) has been shown to lower the energy
(0.2 eV [92]) of the vacancy due to the saturation of two dangling bonds and an out
of plane displacement of the third dangling bond.
4.4.1 Results on Divacancy
In the case of AA stacking, the isolated monovacancy susceptible to Jahn-Teller
distortion [91, 92] results in the formation of 182 pm (182 pm) bond between two
of the three undercoordinated atoms forming a five-nine ring. This bond formation
is within the range 180 − 190 pm as obtained by Latham et al. [63] in AB stacked
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(a) E f /V 6.56 eV (6.20 eV) (b) E f /V 6.68 eV (6.44 eV)
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(c) E f /V 6.56 eV (6.20 eV)
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(d) E f /V 6.68 eV (6.44 eV)
Figure 4.3: Relaxed structure of (a, c) V1V1 with 1 sp2 interlayer bonds, (b, d) V1V1
with 3 sp2 interlayer bonds. The red atoms denote those connected by the sp2 interlayer
bonds. Formation energies per vacancy, E f /V are given in LDA (GGA) and bond
lengths are given in pm.
graphite and Robertson et al. [47]. The formation energy of this defect is 7.9 eV
(7.4 eV) per vacancy, which is slightly different to 7.6/7.7 eV by Krasheninnikov et
al. [94]. However, the formation energy using the spin polarised GGA functional is
the same as 7.4 eV by El-Barbary et al. [92] and lies within the experimental value
7.0 ± 0.5 eV by Thrower et al. [95]. The formation energy could be affected by the
interlayer interaction and stacking arrangement to some extent or this may suggest
that GGA gives a more accurate result compared to LDA. The formation energy of
two separated monovacancies is lowered by 0.06 eV (0.05 eV) per vacancy when two
monovacancies are positioned directly above one another in adjacent layers. In the case
of monovacancies that are directly above the other, the undercoordinated atoms can
interact and lead to stable interlayer bonding with two possible bonding configurations:
one interlayer bond or three interlayer bonds, saturating all the undercoordinated
atoms. The most stable configuration is with the in-plane five-nine ring and one
interlayer bond as seen in Figure 4.3a and Figure 4.3c, which is 1.38 eV (1.21 eV)
49
per vacancy more stable than two isolated monovacancies. The configuration where
the in-plane five-nine ring is broken to form three interlayer bonds is only 1.26 eV
(0.97 eV) more stable. The three interlayer bonds are closely packed as shown in
Figure 4.3b and Figure 4.3d, which are highly strained and distorted and marginally
less stable than the one interlayer bond configuration by 0.12 eV (0.24 eV)
4.5 Trivacancy V1V2
4.5.1 Results on Trivacancy V1V2
Larger vacancies, such as trivacancies to hexavacancies can occur by ionic
bombardment or by electron beam irradiation. Further details of the in-plane
trivacancy defect in one layer are discussed in section 4.8. In the DFT simulations,
the trivacancy in AA stack bilayer can form with a monovacancy in one layer and
a divacancy in the other layer. There are many forms of possible configurations
such that the vacancies in one layer can be directly above the vacancies in another
layer. As well as vacancies in one layer can be not directly above the vacancies
in another layer, but close in range to the vacancies in another layer. For the DFT
simulations where n does not equal to m in VnVm, the structures where the vacancies
in one layer lie directly above vacancies in another layer were considered only for
comparison with the other DFT simulation results. For the case of the trivacancy, the
monovacancy directly above the divacancy was considered. The relaxed structure is
shown in Figure 4.4 and has a formation energy of 5.38 eV (4.91 eV) per vacancy.
(a) E f /V 5.38 eV (4.91 eV) (b) E f /V 5.38 eV (4.91 eV)
Figure 4.4: Relaxed structure of V1V2. (a) V2 is the top layer and V1 is the bottom
layer, (b) side view of the defect with V1 on the top layer and V2 on the bottom
layer. Formation energies per vacancy, E f /V are given in LDA (GGA)
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4.6 Tetravacancy V2V2 & V1V3
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Figure 4.5: Relaxed structure of (a) V2(5-8-5), (b) V2 (555-777), (c) V2 (5555-6-7777) in
graphene. (d), (e) and (f) are the respective structures in high resolution transmission
electron microscopy images where the non-hexagonal rings are highlighted in yellow
(pentagons) and red (heptagons) (reproduced from reference [48])
Divacancy (V2) can form by removing two neighbouring atoms or by the
coalescence of two migrating monovacancies meeting within the same layer. This leads
to the very stable and immobile 5-8-5 divacancy structure (Figure 4.5a) [48, 96, 97] as
shown in Figure 4.5. The divacancy is more frequently observed than the monovacancy,
presumably due to the absence of the undercoordinated atom in the monovacancy,
giving it a lower formation energy, and also because of its very low mobility. With the
divacancy, the lattice remains coherent with minor perturbations in the bond lengths
around the defect. The formation energy of this defect in graphene is ∼ 8.5 eV [92, 98]
according to DFT studies, which is more stable than two monovacancies [92]. Evidence
of V2(5-8-5) reconstruction has been observed using high-resolution transmission
electron microscopy [48, 49]. The V2(5-8-5) can be reconstructed into three pentagons
and three heptagons V2(555-777) (Figure 4.5b) by Stone-Wales type bond rotations,
reducing the formation energy by ∼ 1 eV [99]. The V2(555-777) can similarly be
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Table 4.2: Calculated formation energies, formation energies per vacancy, and interlayer
binding energies in eV for different vacancy complexes in AA stacked bilayer graphene
using spin polarised LDA and GGA functionals.
Structure Interlayer
bonds
LDA GGA
E f E f /V Eb E f E f /V Eb
V2 7.87 3.94 6.99 3.49
V2V2 wormhole 4 sp2 15.32 3.83 0.42 14.89 3.72 −0.92
V2(5-8-5) V2(5-8-5) 15.80 3.95 −0.06 14.00 3.50 −0.03
V2(5-11) V2(5-11) 2 sp2 17.57 4.39 −1.83 16.60 4.15 −2.63
V2V2 2 sp2 19.68 4.92 −3.94 14.00 3.50 −0.02
V2(5555-6-7777)V2(5555-6-7777) 14.21 3.55 1.53 12.39 3.10 1.59
V2(555-777)V2(555-777) 13.51 3.38 2.23 11.93 2.98 2.04
transformed into V2(5555-6-7777) (Figure 4.5c), where the formation energy of this
defect is between the V2(5-8-5) and V2(555-777). However, these reconstructions
from the V2(5-8-5) to V2(555-777) and V2(5555-6-7777) requires an activation energy
of ∼ 5 eV [100], which is much higher than the monovacancy migration barrier of
∼ 1.2 eV [63]. The monovacancy reconstructions is thermally accessible due to its low
migration barrier, whilstthe divacancy reconstructions thermally inaccessible except at
very high temperatures.
4.6.1 Results on Tetravacancy
In the case of AA stack, the formation of a divacancy is 7.87 eV (6.99 eV), which is
lower than the energies for graphene reported by El-Barbary et al. [92] of 8.70 eV and
Zobelli et al. [98] of 8.25 eV. The AA stacked divacancy is lower in energy compared
to the literature, this is likely due to the difference in the computer simulations set up
compared to the literature. In the case of two divacancies one directly above the other
without bonding (V2(5-8-5)V2(5-8-5)) in Table 4.2, the energy is lowered by 0.01 eV
(0.01 eV) per vacancy compared to one divacancy in bilayer graphene. The in-plane
structure can be reconstructed by Stone-Wales type bond rotation to form 555-777
rings. Per layer it is 1.14 eV (1.03 eV) lower in the formation energy than the 5-8-5
rings, similar to that reported by Kim et al. of ∼ 1 eV. The V2(555-777)V2((555-777)
can be reconstructed to V2(5555-6-7777)V2(5555-6-7777). The formation energy of
this structure is in agreement with literature for graphene discussed earlier where
the V2(5555-6-7777) formation energy is between V2(5-8-5) and V2(555-777). The
in-plane structure V2(5-8-5)V2(5-8-5) can be reconstructed to form two structures that
are composed of two sp2 interlayer bonds. The first structure as shown in Figure 4.6a
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and Figure 4.6d is when the two five-fold rings in each plane are broken. Two
dangling bonds per plane and two interlayer bonds are formed, one interlayer bond
on each broken five-fold ring releasing 4.92 eV (3.50 eV) per vacancy. The second
structure as seen in Figure 4.6b and Figure 4.6e is more stable since all dangling
bonds are saturated and it involves only one of the five-fold rings to be broken per
plane and the dangling bonds are saturated by forming a cross interlayer bonding
releasing 4.39 eV (4.15 eV). A more stable structure is to form four interlayer bonds
between two of these divacancies as shown in Figure 4.6c and Figure 4.6f. The in-plane
reconstructions forming the two five-fold rings per plane must be broken, which is
very costly in energy. However, even in this case, the resultant species is almost
energetically neutral: 0.42 eV more stable for interlayer binding using spin polarised
LDA, 0.92 eV less stable using GGA than the two in-plane divacancies. A comparison
of the defects with the interlayer bonds shows that the most stable structure has
interlayer bond lengths which are closer to the C-C bond length 142 pm. The V2V2
(Figure 4.6d) with two interlayer bonds of bond lengths 165 pm is the least stable and
deviates from the graphite C-C bond length by 23 pm. The next stable structure, the
V2(5-11)V2(5-11) (Figure 4.6e) with two interlayer bonds has an interlayer bond length
of 135 pm, with a difference of 7 pm from the C-C bond length 142 pm. The most
stable interlayer bonded structure, the wormhole (Figure 4.6f) has a small difference
from the C-C bond length of 5 pm.
In the AA stacking, another form of the tetravacancy is the aggregation of
monovacancy in one layer and trivacancy in another layer. With the monovacancy
directly above the trivacancy as shown in Figure 4.7, the trivacancy is relaxed with
a 5-10-5 ring releasing 4.85 eV (4.37 eV) per vacancy, which is less stable than the
in-plane V2(5-8-5) V2(5-8-5). A monovacancy with a five-nine ring directly above a
trivacancy with a 5-10-5 ring releases 4.32 eV (3.96 eV) per vacancy.
4.7 Pentavacancy V2V3
4.7.1 Results on Pentavacany
The formation of pentavacancy AA stack bilayer graphene can be simulated with
divacancy in one layer and in another layer the trivacancy. There are a number of
possible configuration structures; the simplest is when the divacancy and trivacancy
are directly above one another as shown in Figure 4.8. A coplanar in plane defect
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(a) E f /v 4.92 eV (3.50 eV) (b) E f /v 4.39 eV (4.15 eV) (c) E f /v 3.83 eV (3.72 eV)
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(f) E f /v 3.83 eV (3.72 eV)
Figure 4.6: Relaxed structure of (a, d) V2V2 with 2 sp2 interlayer bonds, (b, e) V2(5-11)
V2(5-11) with 2 sp2 interlayer bonds, (c, f) V2V2 wormhole with 4 sp2 interlayer bonds.
The red atom is the sp2 interlayer bond and the values are the carbon-carbon bond
lengths in pm. Formation energies per vacancy, E f /V are given in LDA (GGA).
can form V2(5-8-5) V3(5-10-5) releasing 3.95 eV (3.49 eV) per vacancy. This is more
stable than the V1V3, but less stable than the V2(5-8-5) V2(5-8-5).
4.8 Hexavacancy V3V3
A trivacancy can be formed from the addition of migrating monovacancy in a layer.
Rodriguez-Manzo et al. demonstrated the existence of trivacancy in double-walled
carbon nanotube up to temperatures of at least 230 C using a strongly focused electron
beam irradiation in a scanning transmission electron microscope [101]. Wang et al. [102]
have functionalized monolayer graphene by ionic bombardment, where a collision by
a metal ion sputters several adjacent carbon atoms at once forming a trivacancy.
However, such vacancy complexes are susceptible to quenching, leading to doping
of metal adatom due to the high binding energy of the vacancy-metal complex [102].
Theoretical studies have shown that the simplest trivacancy reconstructs to form a
pair of five-membered rings and one ten-membered ring with a single dangling bond
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(a) E f /V 4.85 eV (4.37 eV) (b) E f /V 4.85 eV (4.37 eV)
Figure 4.7: Relaxed structure of V1V3. (a) V3 is the top layer and V1 is the bottom
layer, (b) side view of defect with V1 on the top layer and V3 on the bottom layer.
Formation energies per vacancy, E f /V are given in LDA (GGA)
(a) E f /V 3.95 eV (3.49 eV) (b) E f /V 3.95 eV (3.49 eV)
Figure 4.8: Relaxed structure of V2V3. (a) V3 is the top layer and V2 is the bottom
layer, (b) side view of defect with V2 on the top layer and V2 on the bottom layer.
Formation energies per vacancy, E f /V are given in LDA (GGA)
V3 (5-10-5).
4.8.1 Results on Hexavacany
In the AA stacking when a trivacancy in one layer is directly above the other, the
single dangling bond can form an sp2 interlayer bond with formation energy of 3.51 eV
(3.21 eV) per vacancy. However, a configuration with the complete sp2 bonding around
multivacancies in adjacent layers creates a pore in the bilayer. The chemical nature of
this will be fundamentally different to holes or pores in monolayers, whose edges are
terminated with dangling bonds. These sp2 bonded pores resemble the wormholes
predicted by Margine et al. [103]. Their wormholes arise from the rearrangement of
atoms, leading to pentagons and require an increased interlayer separation [103]. In
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Figure 4.9: Relaxed structure of (a, d) V3(5-10-5) V3(5-10-5) with 1 sp2 interlayer bond,
(b, e) V3V3 wormhole with 5 sp2 interlayer bonds and (c, f) V3V3 mezzanine with
6 sp3 interlayer bonds. The red atom is the interlayer bond and the values are the
carbon-carbon bond lengths in pm. Formation energies per vacancy, E f /V are given
in LDA (GGA)
this case, the structural defect is characterised by a sequential aggregation of vacancies
and does not require a substantially increased interlayer separation to form.
However, the most stable structure for six vacancies in AA stacked systems is not
the wormhole but another type of morphology, which is referred to hereafter as a
mezzanine defect. Consider six atoms removed from one layer (a complete hexagon),
the underlying hexagon can be lifted up to lie midway between the two atomic planes,
each atom forming a sp3 bond to both layers as seen in Figure 4.9. Thus this structure
is characterised by a six-fold ring of sp3 bonded carbon atoms (with a bond length
of the six-membered ring being 158 pm) in the midpoint between the two layers
(a mezzanine), where the bonding arrangement resembles the AA stacked zigzag
prismatic edge dislocation found by Suarez-Martinez et al. [54]. Suarez-Martinez et
al. researched into AA stacked graphite with the core of a straight line dislocation
are observed, which is equivalent to the cores of a circular dislocation, in this case,
the wormhole and mezzanine defect. Therefore, both the wormhole and mezzanine
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Table 4.3: Calculated formation energies, formation energies per vacancy, and interlayer
binding energies in eV for different vacancy complexes in AA stacked bilayer graphene
using spin polarised LDA and GGA functionals.
Structure Interlayer
bonds
LDA GGA
E f E f /V Eb E f E f /V Eb
V3 11.54 3.85 10.20 3.40
V6 mezzanine 6 sp3 17.53 2.92 5.56 17.15 2.86 3.26
V3V3 wormhole 5 sp2 18.28 3.05 4.81 17.34 2.89 3.07
V6 loop 19.13 3.19 3.96 17.32 2.89 3.09
V6 armchair line 19.63 3.27 3.46 17.45 2.91 2.96
V3V3 1 sp2 21.05 3.51 2.04 19.27 3.21 1.14
V6 zigzag line 21.23 3.54 1.86 18.64 3.11 1.77
defect in bilayer graphene can be considered as vacancy prismatic dislocation loops,
which are rings of a prismatic edge dislocation. Further details of prismatic edge
dislocation can be found in chapter 6. The V3V3 mezzanine defect is found to be more
energetically favourable than the alternative V3V3 wormhole by 0.75 eV (0.19 eV). The
mezzanine is also more favourable in energy compared to a coplanar V6 armchair
and zigzag vacancy lines by 2.10 eV (0.30 eV) and 3.70 eV (1.49 eV), respectively. The
mezzanine is more stable by 1.60 eV (0.17 eV) than leaving the hexavacancy ring in
a single layer with no interlayer bonding (a V6 loop).
The mezzanine formation energy per vacancy is only 2.9 eV (2.9 eV), substantially
less than wormholes or pores where there is a smaller aggregation of vacancies. The
divacancy wormhole with formation energy per vacancy of 6.68 eV (6.44 eV) and
tetravacancy wormhole with formation energy per vacancy of 3.83 eV (3.72 eV) are
substantially higher compared to the mezzanine, a hexavacancy wormhole or pore-like
structure.
4.9 Magnetism Results
Any research of graphitic-like materials should always be aware of the possibility
that defect structures may possess a net magnetic moment [87]. In some cases,
the presence of magnetism might be due to the presence of sp3 hybridised carbon
atoms as suggested by Esquinazi et al. [110] and Rode et al. [111]. Also, it is known
that point defects, such as vacancies in graphite are magnetic [63, 112]. Moreover,
ferromagnetism can arise in the delocalized pi-system of graphene layers when the
presence of point defects causes an imbalance in the electronic band structure of the
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Table 4.4: Calculated magnetic moments of the AA stacked relaxed structures. The
notation VnVm represents a defect with n vacancies in the top layer, and m in the
bottom layer. The magnetic moment literature values are for graphene with exception
of reference [104], which was for a graphite structure
Structure Interlayer
bonds
µ (µB)
LDA GGA Literature
V1 ∼ 1.0 1.5 1.04** [105], 1.26* [106],
1.33* [107], 1.12–1.53* [108]
V1V1 2.5 ∼ 1.0
V1V1 wormhole 3 sp2 0.0 0.5
V3 1.1 1.0 1.02* [107], 1.04* [106], 1.05 [109]
V6 loop 2.0 ∼ 3.0 0.00* [106], 5.49 [109], 5.54 [104],
6.00* [107]
V6 armchair line ∼ 2.0 ∼ 2.0
V1V2 0.5 0.0
V1V3 1.5 1.5
V2V3 1.0 1.2
* GGA PBE functional
** GGA PW91 functional
bipartite sublattice. In this investigation, the V1, V1V1 and V3 appear to have one
partially-occupied sp2-orbital per plane, which contributes to a non-zero magnetic
moment. For V1 the net magnetic moment is calculated to be about 1.0–1.5 µB, which
is in good agreement with the earlier literature [106, 107, 105, 108, 87]. Similarly,
the magnetic moment for V3 is calculated to be about 1.0–1.1 µB, which is again
close to the earlier literature [107, 106, 109]. The divacancy wormhole, V1V1 might
possess a non-zero magnetic moment; as the spin polarised LDA functional suggests a
zero magnetic moment whilst the spin polarised GGA functional suggests a non-zero
magnetic moment of 0.5 µB. Structures with no dangling bonds are not included in
Table 4.4 since they are found to possess a zero magnetic moment, which is in good
agreement with literature. In the case of the V6 loop, conflicting results are found for
the net magnetic moment: it is zero, but with antiferromagnetic ordering according to
Faccio et al. [106] and non-zero (6 µB) according to Dai et al. [107]. In my investigation,
the V6 loop net magnetic moment is calculated to be about 2−3 µB, which is between
the conflicting results of zero and non-zero (6 µB) [106, 107]. The V6 zigzag possesses
a zero magnetic moment and V6 armchair possesses a non-zero magnetic moment of
about 2 µB. These are in agreement with published results; however, the armchair can
possess metallic and semiconducting behaviour, which is dependent on the graphene
nanoribbon’s width [113]. Studies of vacancies in AA stacked bilayer graphene where
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the number of vacancies in each layer is different, i.e. where n,m for VnVm have also
been conducted. The spin polarised calculations suggest a non-zero magnetic moment
for these defects where the vacancies are directly above the other with no interlayer
bonds present. The V1V2 may possess a magnetic moment, whilst V1V3 and V2V3
possess a non-zero magnetic moment of about 1.5 µB and 1.1 µB, respectively.
4.10 Discussion
This chapter showed density functional theory calculations performed to investigate
the aggregation of vacancies in AA stacked bilayer graphene. In these calculations,
the most stable cluster vacancy Vn in AA stacked bilayer graphene for a given n from
one to six (monovacancy to hexavacancy) was identified. This chapter has shown,
that from the addition of mobile single vacancies in adjacent layers, the sp2 interlayer
bonded structures are relatively stable compared to reconstruction within the graphene
layers where sp2 bonds form between undercoordinated atoms within the graphene
layers. The sp2 interlayer bonded structures are similar to the published wormhole
or pore-like defects [103]. In addition to the sp2 interlayer bonded structure, a sp3
interlayer bonding can occur to form the mezzanine defect, which is the most stable
structure amongst the hexavacancy (V6) clusters in AA stacked regions of bilayer
graphene. From first principles calculations by Cui et al. [114] the irradiation tends to
lead to the formation of large nanoholes with high stability for those with divacancy,
tetravacancy and hexavacancy, which complements the results found in this chapter.
The hexavacancy has been previously established as a key structural defect in heavily
irradiated graphite. Early positron annihilation experiments identified the hexavacancy
as a major and abundant structure after irradiation with high energy neutrons, which
are stable up to 1773 K [115]. In this chapter, two classes of structural defects are found
within the hexavacancy. The first is a V6 wormhole where there is a total absence of
undercoordinated carbon atoms as they are saturated due to forming sp2 interlayer
bonding. These wormhole structures can grow in size from small vacancy aggregates
(i.e. divacancy V1V1) to larger vacancy aggregates (i.e. hexavacancy V3V3). These
types of pore-like structural defects will have unique chemical properties compared to
the widely studied pores in monolayer graphene where the pore edges are commonly
hydrogenated or contain dangling bonds. For larger pores, these will be able to
open further, closely resembling folded graphene edges. It is quite possible that such
wormhole or pore-like structures can be used to investigate the diffusive transport of
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molecules such as nitrogen and water [116].
The results in this chapter are surprising and novel. It is known that the 5-8-5
divacancy is a rather deep local energy minimum, however, in this chapter, it has
been identified to dimerise across the interlayer space with two to four sp2 interlayer
bonds. This binding across the graphene layers is very similar to that seen in AB
Bernal stacked bilayer graphene and is not inhibited by the larger interlayer separation
of AA stacked bilayer graphene.
The process of vacancy aggregation can lead to curious structural defects, and not
always the most thermodynamically stable arrangements are produced. In the case of
the ground state AB or Bernal stacking of the bilayer graphene, the expected outcome
of vacancy aggregation is a combination of lines, prismatic loops and ramps [53].
However, there are situations where bilayer stacking is perturbed to approach AA
stacking and in this chapter, the study has shown the possible outcomes of aggregation
in the pure AA stacking. However, other stacking arrangements are observed in the
graphitic-like material; approximate AA and AB stacking arrangements have been
observed in the twisted bilayer graphene, thus the investigation of vacancy aggregation
can be further investigated in other areas.
Experimentally careful control of temperature and nature of radiation damage
could provide viable routes to these new and complex nanostructures. In detail,
the relative proportion of each nanostructure will be dependent on the kinetics and
sequence of the approach of the vacancies, which can depend on the local strain
field [117] and further investigation is required.
Chapter 5
Defects in (002) Twist Boundaries in
Graphite and bilayerGraphene
In the AA stacking structure of multi-layer graphene and graphite, it has been found
that the wormhole and mezzanine multivacancy defects are energetically favoured to
form with sp2 and sp3 interlayer bonding, respectively. These are found to be lower in
energy compared to in-plane reconstructions as discussed in chapter 4. A similar case
is with the AB stacking where sp2 interlayer bonds lead to a ramp defect which is also
found to be stable [53]. Localised regions of close to AA and AB stacking have been
observed in extended defects, specifically planar defects (i.e. grain boundaries). The
superlattices of domains approximate to AA stacking are formed in the Moiré patterns
of rotated planes of bilayer graphene and in twist grain boundaries of graphite. This
chapter gives a general review of an extended defect, the (002) twist boundary which
is a particular form of planar defect. Ab initio density functional theory calculations
were performed to investigate the presence of wormhole, mezzanine and ramp defect
in twisted bilayer graphene. From these calculations, it is found that low energy
interlayer multi-vacancy defects are more favourable when the graphene layers have
a low relative rotation angle.
5.1 Planar defects
Extended defects can be categorised into two types; line defects such as dislocations
which are discussed in chapter 6 and planar defects, which are the main focus of
this chapter. Planar defects include stacking faults and grain boundaries. A stacking
fault is a change in the stacking sequence arising from a translation. For instance, the
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lowest energy configuration, the AB Bernal stacking hexagonal structure rearranges
locally to form an ABC stacking (normally associated with the rhombohedral crystal)
structure. This is due to a basal slip between the layers, which is relatively easy, since
there is a weak interlayer van der Waals interaction.
Grain boundaries are generally a two-dimensional interface between two graphite
crystallites in a bulk crystalline. The two limiting types of grain boundaries are tilt
boundaries and twist boundaries.
A tilt boundary is where the misorientation occurs around an axis that is parallel
to the boundary plane. A tilt boundary can be symmetric, also known as a twin
boundary where the defect introduced is a mirror symmetry in the boundary plane. A
tilt boundary can also be asymmetric such that no mirror symmetry is in the boundary
plane. Lahiri et al. have studied a lattice mismatch consisting of an alternating line of
pentagon pairs separated by octagons appearing when graphene is grown on nickel
surfaces as seen in Figure 5.1a [32]. Density functional theory studies by Yazyev
et al. of different tilt angles produce different plane defects. Two such structures
are illustrated in Figure 5.1b and Figure 5.1c with tilt angles of 21.8◦ and 32.3◦,
respectively [16].
A twist boundary is where the misorientation occurs around an axis that is
perpendicular to the boundary plane. The rotational stacking fault of graphene layers
is observed as a Moiré pattern on graphite or bilayer graphene where the angular
differences between the two graphene lattices are small. Different Moiré patterns can
form dependent on the relative rotation angle as shown in Figure 5.2. Moiré patterns
are the coarse features evident in Figure 5.2 (a)-(c), which disappear in Figure 5.2
(d)-(f). Herein only (002) twist boundaries of graphite and twisted bilayer graphene
which form Moiré patterns are discussed.
5.2 Modelling Geometry of Moiré Patterns
Modelling the Moiré pattern can be obtained by two methods. Further details of these
methods are described in [118] and [13]. In the first method, the two lattices with
a small difference in their parameters are superimposed. In the second method, two
identical lattices are rotated by a relative rotation angle. The second method is used
here to construct the periodic Moiré structures of different relative rotation angles.
A schematic of the crystallography for formulating the Moiré structures is found
in Figure 5.3. Note the angle between basal plane lattice vectors is taken to be 60◦,
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(a)
(b) (c)
Figure 5.1: Tilt grain boundary defects consisting of (a) 5-5-8 rings in graphene grown
on nickel substrate [32], (b) 5-7 rings at θ = 21.8◦ [16] and (c) 5-7 rings at θ = 32.2◦ [16]
as it is in nanotube literature, rather than 120◦, which is usual for graphite. The first
layer is rotated about the α (i.e. carbon atom in one layer is directly above a carbon
atom in the next layer) or β (i.e. carbon atom in one layer is not directly above a
carbon atom in the next layer) with respect to the second layer as shown in Figure 5.3.
A commensurate structure is obtained if the α or β atom is moved by the rotation
to a position formerly occupied by an atom of the same kind. The Moiré pattern
is periodic and the translation from the origin (α or β rotation centre) to the atom’s
current position is a symmetry translation. The relative rotation angles are between
the na1 and vector V. The vector V is defined by
V = na1 + ma2 (5.1)
The commensurate structures are defined when the relative rotation angle changes
the lattice vector V (m,n) to V′ (n,m), with n and m as the integer coordinates with
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Figure 5.2: Twist boundaries rotation structures about the β atom for various relative
rotation angles [13]
respect to the basis vectors a1 and a2. The commensurate cell vector corresponds to
V′ = −ma1 + (n + m)a2 (5.2)
The relative rotation angle is defined as
cosθ =
n2 + 4nm + m2
2 (n2 + nm + m2)
(5.3)
The number of atoms N in the commensurate unit cell is defined as
N = 4
(
n2 + nm + m2
)
(5.4)
Large commensurate unit cells can be obtained for relative rotation angle θ ∼ 0◦, with
large n, large m and small |m − n|. Large unit cells can also be obtained for relative
rotation angle θ ∼ 60◦ with large |m − n|. The rotation about the α or β atom shares
the same relative rotation angle ranges 0◦ to 60◦. The rotation about the α atom at 0◦
is perfect AB stack and 60◦ is perfect AA stack, or vice versa if the initial stacking
is AA. The rotation about the β atom at 0◦ and 60◦ is the perfect AB or perfect AA
stack depending on the starting structure.
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Figure 5.3: Schematic of AB stack with α- and β- sites labelled. White atoms are the
first layer and black atoms are the second layer. The relative rotation angle is the
angle between vector na1 and vector V (i.e. na1+ma2)
For n and m between 1 and 30, there are 435 different Moiré structures that can
be constructed with relative rotation angles ranging between 1.12◦ to 56.75◦ as seen
in Figure 5.4 There are 30 different Moiré structures which can be constructed for
relative rotations angles at 0◦ and 60◦. Moiré pattern formation is symmetric about
the relative rotation angle 30◦.
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Figure 5.4: Number of atoms per unit cell of the twist boundary. The rotation
structures are about the α atom. Relative rotation angle 0◦ is AB stack and relative
rotation angle 60◦ is AA stack. The bold dots are the smallest unit cells at each
relative rotation angle
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5.2.1 Method
The formation of divacancy (V1V1) and hexavacancies (V3V3) in twisted bilayer
graphene were investigated by using the density functional theory method
implemented in the aimpro simulation package. The details of the method is described
in subsection 2.5.9, however the Monkhorst-Pack scheme [68] with the k-point mesh
reflects the size of the systems; details of these are found in Table 5.1.
The twisted bilayer graphene structures were created using the fortran program
by James Boone (personal communication). Details of how the structures were created
are found in section 5.2. The hexagonal supercells comprise of two graphene layers
that are rotated about the α atom, such that you go from perfect AB stacked at 0◦
to perfect AA stacked at 60◦. A schematic of this can be found in Figure 5.5. The
supercells of 18 different Moiré structures were constructed, with relative rotation
angles ranging between 6.01 ◦ to 49.59◦, with the addition of the AB stacked at 0◦
and AA stacked at the 60◦ structure.
A vacuum gap is applied along the c-axis, which is greater than twice the optimised
interlayer separation distance. The structural defects formed were the following
• Divacancy V1V1 with one interlayer sp2 bond
• Divacancy V1V1 wormhole with three interlayer sp2 bonds
• Hexavacancy mezzanine
• Hexavacancy ramp
The formation energy per vacancy and interlayer binding energies are calculated.
The total formation energies per vacancy are calculated with respect to the perfect
twisted bilayer graphene structure and the interlayer binding energies are defined as
the energy released from the interlayer binding of the isolated defects in each layer.
5.3 Interlayer separation of twisted bilayer graphene
The variation of the interlayer spacing d002 with relative rotation angle (RRA) for
twisted bilayer graphene is reviewed here. The interlayer separation of AA stacked
graphite is found to be 366.0 pm according to DFT studies using the LDA functional
by Charlier et al. [62]. It is found that X-ray studies by Franklin [119] show that
interlayer spacing d002 of perfect graphite, AB stacking is constant at 335.4 pm,
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(a) 0.00◦ (b) 15.18◦ (c) 27.80◦
(d) 38.21◦ (e) 50.57◦ (f) 60.00◦
Figure 5.5: Twist boundaries rotation structures about the α atom for various relative
rotation angles [13]
whereas the interlayer spacing of disorientated layer structure is constant at 344.0 pm.
However, Franklin [119] and Bacon [120] proposed that any intermediate values
between 335.4 pm and 344.0 pm result from samples composed of both perfect AB
stacking and turbostratic (i.e. random and not a regular AA, AB or ABC stacking
arrangment) regions [119]. Bacon [120] suggested that the interlayer spacing between
the orientated and disorientated layers is significantly nearer to the spacing between
the disorientated layers compared to orientated layers.
5.3.1 Results
The density functional theory calculations of optimising the interlayer spacing with
respect to RRA are shown in Figure 5.6. The trend of the interlayer spacing with
respect to the RRA as shown in Figure 5.6 is in good agreement with Campanera et
al.’s Figure 12.0 results in reference [13]. The trendline for the interlayer spacing is
a vertex of a parabola where the vertex point is at 30.0◦, which illustrates the point
of symmetry is exactly at 30◦. The interlayer spacing for both the AA and AB does
not lie along the trend line. The lowest interlayer spacing is found to be 324.0 pm
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RRA (θ) Total no. of atoms k-point grid
0.00 192 5 x 5 x 2
6.01 364 3 x 3 x 2
7.34 244 4 x 4 x 2
9.43 148 5 x 5 x 2
13.17 304 4 x 4 x 2
16.43 196 5 x 5 x 2
17.90 372 3 x 3 x 2
21.79 252 4 x 4 x 2
26.01 316 4 x 4 x 2
27.80 156 5 x 5 x 2
29.41 388 3 x 3 x 2
32.20 208 4 x 4 x 2
35.57 268 4 x 4 x 2
38.21 336 3 x 3 x 2
42.10 124 5 x 5 x 2
44.82 172 5 x 5 x 2
46.83 228 4 x 4 x 2
48.36 292 4 x 4 x 2
49.58 364 3 x 3 x 2
60.00 196 5 x 5 x 2
Table 5.1: Number of atoms and k-point grid used for each RRA supercell. The
k-point mesh reflects the size of the systems and this was calculated by doing energy
convergence calculations, similarly to Table 2.1 and Table 2.2
at the 0◦ (n =7, m =0), the AB stacking. In the twist, the lowest interlayer spacing is
found to be 332.8 pm at 34.0◦ (n =7, m =3), which is the highest twisted region. The
interlayer spacing in the twisted bilayer has a higher interlayer spacing compared
to the orientated AB stacking as proposed by Franklin et al. [119] and shown by
Campanera et al. [13] for graphite using DFT and DFT aimpro. The highest interlayer
spacing is 350.4 pm at the 60◦ (n=4, m=4), i.e. the orientated AA stacking, which is
15.6 pm lower than the interlayer spacing reported by Charlier et al. [62].
5.4 Properties and Defects in Twisted Bilayer Graphene
The twist boundaries of graphite or twisted bilayer graphene provide interesting
characteristics that are observed in the perfect stacking arrangement. The Van Hove
singularity, which is a non-smooth point at the density of the state is found in the
rotated stacking arrangement of graphitic-like material and has been proven to be
intriguing as it can lead to engineering electronic phases. The Van Hove singularities
can be arbitrarily bought close to the Fermi energy by varying the relative rotation
angle [14]. In the Bernal stacked graphene it has been suggested that the bandgap is
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Figure 5.6: Interlayer spacing versus relative rotation angle. The parabolic trend line
is interlayer spacing = [0.0026(θ−30.0)2 + 332.8] pm. The rotation structures are about
the α atom.
opening due to the symmetry breaking, whilst the band gap can be tuned showing
the intrinsic band gap opened in the twisted layers resulting from an increase in
the concentration of sp3 C-C bonding [121]. The electron velocity is a characteristic
that is important to the twisted bilayer graphene. The localisation of the electrons is
maximum in the limit of small rotation angle between the two layers [118]. Whilst
the multi-twisted layers of graphene on silicon carbide can often behave like a single
sheet [122, 123]. These interesting characteristics in twist boundaries of graphite and
twisted bilayer graphene lead to our curiosity about the effects of the presence of
defects in these regions.
There have been a number of studies of defects or structural reconstructions in
relation to the twisted boundaries of graphite and in twisted bilayer graphene. Studies
have shown the formation of sp3 hybridization, creating an interlayer bond between
the layers. This includes first principle calculations of various sizes of caged fullerene
configurations embedded in the twisted bilayer graphene [124]. The interlayer C-C
bonding between pairs of graphene layers is chemically modified with patterns of
chemisorbed hydrogen as studied by Muniz et al. [124]. This first principle study
confirms experimental studies where fullerenes can be deposited on pre-grown twisted
graphene on silicon carbide by Park et al. [121]. First principle studies have shown
fluorinated carbon structures are formed by interlayer covalent C-C bonding in twisted
bilayer graphene where there is sp2 and sp3 hybridization, leading to diamond- and
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fullerene-like structures embedded within the graphene layers [125]. The fluorine
chemisorption has been found to be more stable than hydrogen chemisorption [125].
The use of different functionalization such as hydrogen and fluorine impacts the
structural configuration and electronic properties. Similarly, structural defects such as
the diamond-like structure can tune the band gap in the electronic band structure of
the twisted bilayer graphene [126]. Thus it is of great interest to research into vacancy
defects in twisted bilayer graphene which is a continuation of point defect studies
from chapter 4.
5.5 Vacancy defect in Twisted Bilayer Graphene
The density functional theory has also been applied to twisted bilayer graphene where
Stone-Wales defects and monovacancies are introduced into one of the layers [127].
Comparing these defects with monolayer graphene and perfect AB stacking, the
formation energy of the defects in twisted bilayer graphene are not sensitive to the
stacking arrangement of the layers or the sites where the defect is created, which
suggests a weak interlayer coupling as determined by Ulman et al. [127]. However,
Chen et al.’s research suggest that the formation energy of a monovacancy in one
layer of the bilayer graphene is sensitive to the stacking arrangement such that the
monovacancy is not favoured in the twisted bilayer graphene with a large twist
angle [128].
Therefore this chapter focuses on understanding the appearance of vacancies in
twisted bilayer graphene.
5.5.1 Results on Divacancy V1V1
There are a number of configurations of divacancy defects that can form in the twisted
bilayer graphene. However, the location of these divacancy defects depends on the
number of sp2 interlayer bonds formed. Density functional theory calculations were
performed to investigate the divacancy with one sp2 interlayer bond. The supercells
considered for these calculations are those listed in Table 5.1, therefore the selection
of RRA is not uniform. The V1V1 with one interlayer bonding defect can form at
a wide range of locations in the twisted bilayer graphene. Removing one atom in
each layer and ensuring one dangling bond is close in range to the dangling bond in
another layer forms this divacancy structure. At least three locations of these defects
were chosen by inspection for each twist boundary. The formation energies of these
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structural defects are between 6.4 and 8.1 eV and there is a linear trend with respect
to the RRA. From the linear trend, it appears the formation energy is 0.1 eV lower in
the AA stacking at 60◦, compared to AB stacking at 0◦. As the structures are rotated
from AB stacking to AA the formation energy of the divacancy with one interlayer
bonding decreases. This is a very small difference in formation energy, which could
possibly be due to the non-uniform RRA structures used. These results show that the
formation energy of the V1V1 with one interlayer bonding is not greatly sensitive to
the stacking arrangement. The sensitivity of these defects with respect to the stacking
arrangement similarly agrees with Ulman et al. [127] trend that a vacancy defect is
not sensitive to the stacking arrangement.
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Figure 5.7: Formation energy per vacancy of V1V1 with 1 interlayer bond. The linear
trend line is formation energy per vacancy = [−0.0017θ + 6.7466] eV. The rotation
structures are about the α atom.
In the case of the divacancy wormhole composed of three sp2 interlayer bonds,
there are fewer options in forming these structures in the twisted bilayer graphene.
This is because the three dangling bonds from a monovacancy in one layer needs
to be directly above or close range to the three dangling bonds of a monovacancy
in another layer. Thus, one defect was investigated per RRA. Figure 5.8 illustrates
the formation energy in relation to the RRA. The divacancy wormhole is found to
be lower in energy in the pure AA stack region or localised AA stacking region
which appears in the Moiré pattern, where the RRA is 0◦ − 15◦ and 45◦ − 60◦. The
divacancy wormhole is unfavourable in the high twisted region (θ ≈ 30◦) where there
are no Moiré patterns, thus no localised AA stacked regions. There is an outlier at
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21.79◦ where n = 8, m = 2 with formation energy of 8.6 eV. The outlier is due to the
alignment of the three dangling bonds, where the alignment of dangling bonds is not
as close compared to defects in other RRAs. The structure with RRA 21.79◦ (i.e. n = 8,
m = 2) was reviewed again to see if there were other possible locations to recreate this
defect, but unfortunately, alternative defect locations were not found. The divacancy
wormholes can be formed in twisted bilayer graphene. However, in some RRAs (i.e.
27.8◦ where n = 6, m = 2) this is not the case. These results show that the formation
energy of the divacancy wormhole is sensitive to the stacking arrangement, such that
the divacancy wormhole is unfavourable in the twisted region. This trend is similar
to the trend found by Chen et al.[128] where the vacancy defect in one layer of the
bilayer graphene are not favoured in the twisted bilayer graphene.
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Figure 5.8: Formation energy per vacancy of the V1V1 wormhole. The rotation
structures are about the α atom.
A comparison of the two divacancy morphologies shows that at the twisted
region (∼ 30◦) the divacancy with one interlayer bond is slightly favourable, whilst
the divacancy wormhole is unfavourable in formation energy. This could be due
to the interaction of the monovacancy between the layers and is dependent on the
interlayer bonding between the layers.
5.5.2 Results on Hexavacancy V3V3
There have been a number of studies on vacancy defects and the stability of the
vacancy cluster structures are found to be most stable with the hexavacancies. This
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has been studied using first principles [114] and experimentally where the hexavacancy
can thermodynamically survive at 1500 C [115]. Therefore it is of great interest to
continue to investigate the hexavacancy defect. The hexavacancy defect can form in
regions where there is localised AA stacking as observed in the Moiré pattern (i.e.
RRA 0◦ − 15◦ and 45◦ − 60◦) for the mezzanine defect. Whilst there are limitations
of the ramp defect to form in the Moiré pattern. The hexavacancy can also form
where there are superimposed, but misoriented hexagons (i.e. RRA 15◦ − 45◦) such
that a hexagonal carbon ring can form in between the layers and are close in range
to the dangling bonds from the layers to form sp3 interlayer bonding as shown in
Figure 5.9a. A trivacancy is created in each graphene layer as shown in Figure 5.9d
and the dangling bonds can be saturated. Firstly forming sp3 interlayer bonds to
create the mezzanine defect as shown in Figure 5.9b and Figure 5.9e. Secondly, a
basal slip leads to the formation of a ramp defect where there is sp2 interlayer bonding
as shown in Figure 5.9c and Figure 5.9f. The calculations are for one hexavacancy
defect per relative rotation angle as there are fewer possibilities of creating these
defects compared to smaller aggregation of vacancies.
The formation energy of mezzanine and ramp hexavacancy defects has a trend
that is symmetric at 30.3◦ and 30.4◦, respecively. The AA and the AB stacking does
not lie along the trend line and one would assume that structural defects close to the
AA and AB stacking may slightly deviate from the trend trendline as shown in the
graphs. The mezzanine and ramp structure is found to be most stable near 0◦ and
near 60◦. At the AA stacking at 0◦, the formation energy per vacancy the mezzanine
structure with respect to the perfect AA stacking is 2.9 eV, which is in good agreement
with the formation energy per vacancy of the mezzanine within the orthorhombic
unit cell of 2.9 eV as shown in chapter 4. The formation energy per vacancy of the
mezzanine defect ranges from 2.9 eV at the perfect AA stacking to 4.8 eV at around
30◦ with a large difference of 1.9 eV as shown in Figure 5.10.
The formation energy per vacancy of the ramp defect range from 3.7 eV at the
perfect AA stacking to 4.2 eV at around 30◦ with a smaller difference of 0.4 eV,
compared to the mezzanine as shown in Figure 5.11. The binding energy of both the
mezzanine and ramp defects have a similar trend, where there is a strong favourable
binding energy at the lower relative rotation angle compared to the high relative
rotation angle, thus in the high twisted region (i.e. 30◦), it is unfavourable and
thermodynamically unstable.
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(a) (b) (c)
(d) (e) (f)
Figure 5.9: Twist boundaries rotation structures about the α atom for RRA 32.2◦ (a)
perfect structure with the red region identifying the approximate AA stacking, (b, e)
relaxed mezzanine defect, (c, f) relaxed ramp defect, (d) relaxed V3V3
The findings here are a similar trend with Chen et al.’s [128] research where
their research suggests the formation of monovacancy is sensitive to the stacking
arrangement and is unfavourable in the highly twisted region. In twist boundaries,
Thrower found that interstitials escape to the twist boundaries leaving vacancies to
nucleate into vacancy loops in the lattice of pyrolytic graphite [129]. This suggests the
stabilities of interstitials and vacancies are possibly affected by the twist boundaries.
The mezzanine defect in the twisted bilayer graphene was investigated further.
The average bond lengths have been measured for the C6 hexagonal ring that is
between the two graphene layers. Also, the average bond from the carbon atom of
the graphene layer to the C6 hexagonal ring was measured. All bonds correspond
to single bonds which have been stretched from the value for diamond (154 pm).
The C6 hexagonal ring is found to have sides 169.1 pm at 60◦, AA stacking. At
the twisted region where the relative rotation angle is 29.41◦, the C-C bonds of the
C6 hexagonal ring are compressed to 162.2 pm. An average bond length difference
of the C6 hexagonal ring is found to be 7.0 pm between the low and high relative
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Figure 5.10: Formation energy per vacancy of the mezzanine defect versus relative
rotation angle. The parabolic trend line is formation energy per vacancy = [0.0024(θ−
1.88)2 + 2.86] eV for 15 ≤ θ ≤ 30 and [0.003(θ − 54.50)2 + 3.03] eV for 30 ≤ θ ≤ 54. The
intersection of the two parabolic trend lines is at 30.3◦. The rotation structures are
about the α atom.
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Figure 5.11: Formation energy per vacancy of the ramp defect versus relative rotation
angle. The parabolic trend line is formation energy per vacancy = [0.0001(θ+ 48.5)2 +
3.54] eV for 11 ≤ θ ≤ 30 and [0.0002(θ − 81.0)2 + 3.65] eV for 30 ≤ θ ≤ 47. The
intersection of the two parabolic trend lines is at 30.4◦. The rotation structures are
about the α atom.
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rotation angles. The interlayer bonds are found to be shorter, with a length of about
157.9 pm, at the lower relative rotation angle compared to the higher relative rotated
angle, where the average bond length is 168.0 pm; this is a difference of 10.1 pm.
This illustrates the C6 ring is smaller in size in the high twisted angle compared to
twisted angle with little rotation, whereas the elasticity changes in the c-axis around
the C6 hexagonal ring, with respect to the relative rotation angle. The parabolic trend
line illustrates a point of intersection at 29.9◦ and 30.4◦ for the bond length of the six
sides of the mezzanine and the bond length from the hexagon to the graphene layers,
respectively. One would assume the intersection is exactly at 30.0◦ but the results
slightly deviate and this could be due to the limitations of the unit cells chosen in
these calculations.
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Figure 5.12: Plot of average bond length against the relative rotation angle for the
mezzanine defect. The averages are over the six sides of the mezzanine hexagon
(labelled •) and over the bonds from the hexagon to the graphene layers (labelled ∗).
The parabolic trend line for the average bond length of the six sides of the mezzanine
hexagon is = [−0.013(θ−10.76)2 +167.19] pm for 10 ≤ θ ≤ 30 and [−0.0061(θ−60.55)2 +
168.17] pm for 30 ≤ θ ≤ 54. The intersection of the two parabolic trend lines for the
average bond length of the six sides of the mezzanine hexagon is 29.9◦. The parabolic
trend line for average bond length from the hexagon to the graphene layers is =
[0.011(θ − 0.37)2 + 157.90] pm for 10 ≤ θ ≤ 30 and [0.0153(θ − 55.04)2 + 158.49] pm for
30 ≤ θ ≤ 54. The intersection of the two parabolic trend lines for average bond length
from the hexagon to the graphene layers is 30.4◦. The relaxed rotation structures are
about the α atom.
The mechanism of forming the mezzanine and ramp defect from the two types
of hexavacancy, the V3V3 and the V6 in the pure AA stacked bilayer graphene are
investigated by employing the nudged elastic band (NEB) method using the aimpro
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Figure 5.13: Minimum energy pathways from V3V3 and V6 to ramp defect. The
structures correlating to each node energies is represented in Figure 5.14
program to find the reaction paths, transition states and energy barriers. The input
structures for these NEB calculations were the initial and final relaxed structures and
nine images were used for these NEB calculations. These NEB calculations were used
to investigate whether these defects can form from trivacancies in each graphene
layer or from a hexavacancy loop in one layer of the AA stacking. These routes are
additional to the possibility of the ramp arising from the aggregation of vacancies one
by one as observed in reference [53]. Thus, the reaction path is from the trivacancy
in each layer (V3V3) or a hexavacancy loop in one layer (V6). The transition into
the ramp defect is illustrated in Figure 5.13. A barrier is found to be 1.9 eV from
two trivacancy to the ramp defect, whilst the V6 has two barriers; the first barrier
of 0.8 eV to go to a transition state where three dangling bonds from each layer
form an sp3 interlayer bond, then the second barrier is found to be 3.4 eV from this
structural defect to the ramp defect. The transition into the mezzanine is illustrated in
Figure 5.15. It shows a calculated 3.1 eV energy barrier is needed from the trivacancy
in each layer to the mezzanine defect, while a higher barrier of 3.4 eV is needed from
the hexavacancy loop to the mezzanine defect. From these calculations, the sp2 and
sp3 interlayer bonded defects are more likely to be formed when there is a trivacancy
in each layer because there is a smaller energy barrier to transition to the ramp defect
compared to the mezzanine.
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(a) V3V3 to ramp (b) V6 to ramp
Figure 5.14: Minimum energy pathways structures from V3V3 and V6 to ramp defect
in relation to Figure 5.13. The first structure represents the first node energy and the
following structures represents from the fourth node energy of Figure 5.13
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Figure 5.15: Minimum energy pathways from V3V3 and V6 to the mezzanine defect.
The structures correlating to each node energies is represented in Figure 5.16
5.6 Discussion
In this chapter density functional theory calculations were used to investigate sp2 and
sp3 interlayer bonded structural defects in twisted bilayer graphene. In the twisted
bilayer graphene there are regions that are approximate to the stable AB Bernal
stacking and the unstable AA stacking configuration, thus a number of sp2 and sp3
interlayer defects can be created.
Smaller vacancy aggregates such as the divacancy with one sp2 interlayer bonding
can be formed in many regions within the twisted bilayer graphene and it is found that
this structural defect has little effect on the relative rotation angle of the twisted bilayer
graphene. In the case of the divacancy forming additional sp2 interlayer bonds to form
a wormhole structure, there are fewer regions within the twisted bilayer graphene for
these structural defects to be created. Additionally, there is a distinctive trend of the
divacancy wormhole with respect to the relative rotation angle of the twisted bilayer
graphene. The divacancy wormhole prefers to lie away from the twisted region (i.e.
not at the relative rotation angle of 30◦).
Larger vacancy aggregates such as the hexavacancy have also been researched
in this chapter. Since the twisted bilayer graphene is composed of regions with
approximate AB Bernal and AA stacking, the ramp defect with sp2 interlayer bonding
and the mezzanine defect with the sp3 interlayer bonding were calculated. In both
cases, the hexavacancy is affected by the relative rotation angle of the twisted bilayer
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(a) V3V3 to mezzanine (b) V6 to mezzanine
Figure 5.16: Minimum energy pathways structures from V3V3 and V6 to mezzanine
defect in relation to Figure 5.15. The first structure represents the first node energy
and the following structures represents from the fourth node energy of Figure 5.15
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graphene. Both hexavacancy structural defects prefer to lie away from the twisted
region compared to the AA stacked bilayer graphene. The ramp defect is less stable
than the mezzanine in the perfect AA stacked bilayer graphene due to graphene
layers shearing to form the sp2 interlayer bonds. The mezzanine defect, which is
composed of the C6 ring between the graphene layers within a cavity, is dependent
on the relative rotation angle. In the twisted bilayer graphene of 30◦, the cavity is
small and the sp3 bond from the cavity to the graphene layers is long compared to
their values in perfect AA stacking. These interlayer bonded hexavacancy structures
are created when trivacancy in each layer coalesce compared to a hexavacancy loop,
one would suggest the interlayer bonded structures are formed from the coalescence
of vacancies in both layers and are not formed from the vacancies in only one layer.
One would investigate further into whether these interlayer bonded structures can
also form directly from vacancies arriving one by one.
From small to large vacancy aggregates, the defects where all the under coordinated
carbon atoms form interlayer sp2 or sp3 interlayer bonds are lower in energy in the
orientated and less twisted bilayer graphene, compared to the twisted boundary. These
types of defects are unstable in the highly twisted bilayer graphene. However, this
assumption is based on the calculations here where there are limitations on the size
of the simulation cells investigated, thus limitation on the relative rotational angles
studied. To establish these limitations one would need to investigate further into
simulation cells with other relative rotation angles.
Chapter 6
Vacancy PrismaticDislocation Loops
The mezzanine defect in chapter 4 resembles the loop of the prismatic edge dislocation
Burgers vector (0001) in AA stacked graphite, which has the line direction parallel to
the basal plane as discussed by Suarez-Martinez et al. [54]. Suarez-Martinez et al.’s
research suggests the armchair core is disconnected from any other layer, whilst the
zigzag core is connected. In the case of the mezzanine defect, the curvature of the
defect allows it to swing between the zigzag and armchair. This is intriguing and
therefore leads to an investigation into other forms of prismatic edge dislocations.
Density functional theory calculations using the LDA functional were performed to
investigate prismatic vacancy loops. The prismatic vacancy loop includes AB and AA
stacking configuration with the edge structures armchair, zigzag and the Klein edge
(i.e. an edge with single carbon atoms protruding from a zigzag edge).
6.1 Dislocation
This section describes the terminology around dislocations. A dislocation in the
crystal lattice is described by the magnitude and the direction of the lattice distortion,
a Burgers (slip) vector. The vector describes the atomic step movement obtained after
a dislocation is passed through the crystal and the vector obtained by a Burgers circuit
around a dislocation. This is illustrated in Figure 6.1. The forms of dislocations are
defined by their slip plane and were first classified by Fujita et al. in 1961 [131]. The
forms of dislocations in graphite include but are not limited to basal and non-basal
dislocations. Basal dislocation is with the Burgers vector lying in the c-plane of the
graphite and non-basal dislocation is with Burgers vector lying out of the c-plane
of graphite. Basal dislocation is commonly observed in graphite due to the layered
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Figure 6.1: Burgers vector (b) and Burgers circuit for a cubic lattice. (a) closed circuit
that encloses the dislocation from lattice point to lattice point (later from atom to
atom). You obtain a closed chain of the base vectors which define the lattice. (b) the
same chain of base vectors in a perfect reference lattice. Adapted from reference [130]
structure. Whilst a prismatic dislocation loop can be considered as non-basal as it is
a non-basal slip plane. A prismatic dislocation loop is often observed in high-energy
neutron irradiated graphite and is rarely observed in unirradiated graphite [132, 133,
134]. Prismatic edge dislocations are formed by precipitation (vacancy) or insertion
(interstitial) of a disc of atoms. The concept of prismatic dislocation is introduced in
this chapter. However, for a more in-depth review of dislocation theory please refer
to references, such as [135] and [130].
A dislocation is a one-dimensional crystallographic defect. The lattice is strongly
disturbed along the dislocation line (in the so-called ’core’), whilst the associated
small elastic distortions are long ranged. The presence of dislocations influences the
properties of the material. Plastic deformation proceeds, through the generation and
movement of dislocations. A dislocation cannot end in the interior of a perfect crystal
but can end in the crystal surface or internal surface (i.e. grain boundary), at a
dislocation knot (i.e. a point where three or more dislocations meet) and on itself,
forming a dislocation loop.
Dislocations are line defects through the crystal. The principal role of dislocations
is to control the yield strength and plastic deformation. Dislocations move under the
influence of external forces, causing internal stress in a crystal. The area swept by the
movement defines a plane, the glide plane, which always contains the dislocation line
vector. The movement of a dislocation moves the whole crystal on one side of the
glide plane relative to the other side. Dislocations have high formation energy due to
its long ranged elastic strain. The formation energy of a dislocation can be increased
when bonds are broken or stretched in the dislocation core. The dislocation bond
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are found to be in mechanical equilibrium unless there is an external stress applied.
The dislocation bond can differ from bonds in equilibrium of a perfect graphite. A
defect in the crystal, such as the dislocation is not in an equilibrium configuration
(i.e. at their minimum enthalpy value; they are heavily distorted, thus cost energy).
Dislocations in a crystal possess (configurational) entropy from the various ways of
arranging atoms within the dislocation, vibrational entropy through changing bond
lengths and strengths and thus the frequencies of vibration and possess energy (per
unit length).
6.2 Prismatic Edge Dislocations
Atomic displacements are produced by irradiation with neutrons, electrons or ions.
This leads to the formation of point defects such as vacancies, interstitials, and
intimate Frenkel pairs. Dislocation loops are formed by the aggregation of vacancies
or interstitials [45]. The rate of the vacancy or interstitial loops forming is a function
of temperature, irradiation dose and concentration of extrinsic impurities [132, 134].
These prismatic dislocation loops are thought to be the cause of dimensional change
that is observed at high temperature in irradiated graphite. However, in 1994 Koike et
al. suggested the c-plane expansion is due to basal defects, not interlayer defects [136].
Whilst in 2000 Muto et al. proposed this dimensional change is due to the reorientation
of basal planes [137]. Later on, in 2011 Heggie et al. mentioned that the dimensional
change is due to the ruck and tuck defect, which is the folding of the layers and the
c-axis expansion is due to the buckling of the layers caused by spiro-interstitials [44].
In irradiation damage, the conventional model for dimensional change is based on the
c-axis plane contraction, which is thought to be due to the aggregation of vacancies
into lines that heal and contract basal dimensions [138].
An edge dislocation is generated by agglomeration of point defects; self-interstitial
loops form an extra half plane of atoms, a schematic of this is shown in Figure 6.2a
where the stacking fault sequence is ...BABCABCAB... along the X−line for the
unfaulted loop (Figure 6.2b), and ...ABACBAB... for the faulted loop (Figure 6.2a).
The vacancy loop forms a missing half plane of carbon atoms that does not extend
through the crystal as shown in Figure 6.3a, where the stacking fault sequence is
...ABA/ABA... along the X−line. Prismatic dislocations can move, but not by glide
as they are sessile. By dislocation climb, a prismatic dislocation can move away
from its slip plane, such that the prismatic dislocation can grow or shrink due to
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(a) (b)
Figure 6.2: Schematic of the development of interstitial loop. The schematic on the
left is the faulted loop and the schematic on the right is the unfaulted loop. The basal
dislocation is represented by the dotted line. Schematic was adapted from reference
loop to remove the stacking fault such that it converts A layer into B, B layer into C
and C layer into A. Schematic was adapted from reference [130]
(a) (b)
Figure 6.3: Schematic of the development of vacancy loop. The schematic on the
left is the faulted loop and the schematic on the right is the unfaulted loop. The
basal dislocation is represented by the dotted line. Schematic was adapted from
reference [130]
absorption or emission of vacancies or interstitials. Prismatic loops are thought to
move in the basal plane by the conservative climb, where interstitials are emitted from
one side of the loop and joined by the other. The Burgers vector is perpendicular to
the dislocation line (i.e. the direction running along the bottom of the half-plane of
atoms) direction. Vacancy loops and interstitial loops have been extensively studied
in the 1960s using electron microscopy by Thrower et al. [139, 129, 140, 141]. Thrower
found that large interstitial loops are surrounded by small vacancy loops and appear
to form in their stress fields when analysing neutron damage in graphite single crystal
irradiated at 900 C and 1200 C using an electron microscope [139]. Vacancy loops
and interstitial loops claim to have been observed using high-resolution transmission
electron microscopy by Karthik et al. [43], as also shown in Figure 6.4. If the loops
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are sufficiently large the energy of the interstitial and vacancy loops are reduced by
shearing of the layers, where a basal dislocation has slipped across the loop, thus
reducing the stacking fault and leaves a basal partial dislocation at the boundary of
the loop. This shearing of the layers occurs from the motion of the partial basal
dislocation. This leads to the interstitial loop stacking sequence as ...ACABABA...
along the X−line and the vacancy loop stacking sequence as ...CACABA... as shown
in Figure 6.2b and Figure 6.3b, respectively. This is where the A layer converts into
B, B layer into C and C layer into A. The basal dislocation is represented by the
dotted line ending on the dislocation axis in Figure 6.2 and Figure 6.3. This means
that instead of having a Burgers vector being a pure prismatic (i.e. c/2 in AB stacked
graphite), it has a basal component, being an addition vector c with basal partial
Burgers vector, where the Burgers vectors are angled to the c-axis.
10 nm
(a)
10 nm
(b)
Figure 6.4: Noise filtered HREM images of nuclear grade graphite of (a) nucleation
of a vacancy loop and (b) the growth of an interstitial loop with incomplete planes
marked by arrows [43]
In Karthik et al.’s work, a more fully grown interstitial loop has a lateral length
of about 5 nm as shown in Figure 6.4b [43]. The experimentally observed prismatic
loops are rather large to study using density functional theory as it would be a
computationally inefficient method to use if you considered prismatic loops in bulk
graphite crystal structure. In this work, we use DFT to study the model system of
AA and AB stacked graphene bilayers, instead of the full graphite system as this
is computationally accurate and efficient. The investigation in this chapter is on
dislocations for the AA and AB stacked bilayer graphene with armchair, zigzag and
86
Klein edges. The schematic of the different types of edges are shown in Figure 6.5
(a)-(c). These unterminated edges can be saturated through rebonding of atoms at an
interface. Bond rotation of 90◦ along the zigzag edge can be reconstructed to form
pentagon and heptagon rings as shown in Figure 6.5e by Ivanovskaya et al. [142].
The Klein edge [143] as shown in Figure 6.5c has unstable carbon atoms along the
unterminated edge, which can be reconstructed through pairwise bonding to form
pentagons along the edge as shown in Figure 6.5f.
(a) (b) (c)
(d) (e) (f)
Figure 6.5: Schematic of (a) armchair, (b) zigzag and (c) Klein edge. Relaxed hybridised
and reconstructed structure reproduced from reference [142] of (d) armchair, (e), zigzag,
(f) Klein edge
6.3 Method
The formation of the vacancy prismatic dislocation loops was investigated using the
DFT method implemented in the aimpro simulation package. Bilayer graphene was
investigated for the purpose of performing computationally efficient calculations. The
details of the method is described in subsection 2.5.9, however the Monkhorst-Pack
scheme [68] used here is with k-point mesh 2 x 4 x 1.
The vacancy prismatic loops were constructed in an orthorhombic supercell
containing two graphene layers. The perfect armchair direction supercell for AA
and AB stacking is composed of 60 atoms in each layer (C120 in total) when no defect
is present. The length is 3.68 nm and with an edge of 0.43 nm. The perfect zigzag edge
for AA and AB stacking is composed of 80 atoms in each layer (C160 in total) when
no defect is present. The length is 4.25 nm with an edge of 0.49 nm. A vacuum gap
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is applied along the c-plane for the various constructed orthorhombic supercells. The
interlayer separation for the AA stacking is 352 pm, which is slightly underestimated
compared to other calculations in the literature of 366 pm [62], due to the use of
the pdpp basis set. Similarly, the pdpp basis set slightly underestimates the interlayer
separation of 326 pm for the AB stacking compared with experimental studies which
give a separation of 335 pm. The dipole of dislocations (i.e. two dislocations of
opposite Burgers vector) was studied, which will make the total Burgers vector of the
cell zero in order to maintain the periodic boundary conditions.
The formation energies of the prismatic edge dislocation are determined via energies
per unit length (eV/nm). The formation energies per unit length, E f are with respect
to the perfect AA and AB stacked bilayer graphene structure. The formation energies
per unit length, E f are calculated as follows
E f =
Ed − nCµC
2L
(6.1)
Ed is the total energy of a supercell containing a defect that is composed from nC
carbon atoms, each having chemical potential µC. µC is the energy of a carbon atom
in a perfect graphene sheet, and L is the edge length.
6.4 Results
The first investigation is on the simplest AA stacked prismatic edge dislocations,
which is an extension of the research in chapter 4 and chapter 5. This will lead onto
the simplest AB stacked prismatic edge dislocations. The comparisons of the simplest
prismatic edge dislocation of the various stacking and edge configurations are found
in Table 6.1. The simplest prismatic edge dislocations are followed by more complex
prismatic edge dislocations with the armchair and zigzag AA stacking configuration.
Structure Formation energy E f (eV/nm)
AA stacked armchair edge (Figure 6.6a) 10.86
AA stacked zigzag edge (Figure 6.6b and 6.6e) 12.34
AA stacked Klein edge (Figure 6.6c and 6.6f) 13.84
AB stacked armchair edge (Figure 6.7a and 6.7b) 12.00
AB stacked zigzag edge (Figure 6.7d and 6.7e) 14.80
Table 6.1: Formation energy per unit length of various prismatic edge dislocations
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6.4.1 AA Stacked Prismatic Edge Dislocations
As mentioned earlier, Suarez et al.’s work suggest the AA stacked armchair core
is disconnected from any other graphene layers [54]. In the DFT calculations here,
the AA stacked armchair core is connected to other graphene layers by forming sp3
bonding as shown in Figure 6.6a. The carbon-carbon bond lengths that connect the
core to the two graphene layers are 157 − 158 pm, which is close to the single bond
in diamond (154 pm) and longer compared to carbon-carbon bonds of 142 pm in a
perfect graphene sheet and this bonding leads to the removal of unpaired electrons
from the core. This formation energy of the AA stacked armchair prismatic edge
dislocation is 10.86 eV/nm with respect to the perfect AA stacked bilayer.
(a) (b) (c)
(d) (e) (f)
Figure 6.6: Relaxed structures of various AA stacked prismatic dislocation with (a, d)
armchair, (b, e) zigzag and (c, f) Klein edge
The zigzag edge of the AA stacked configuration leads to the dangling bonds
from the core connecting to any of the graphene layers as shown in Figure 6.6b and
Figure 6.6e. The AA stacked zigzag core is connected to the other graphene layers
by sp3 bonding with the carbon-carbon bond length of 157 pm, which is in good
agreement with Suarez et al. [54] work in terms of the relaxed structure. However, the
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formation energy between this work and Suarez et al.’s work differs. The formation
energy is lower here, due to the investigation of bilayer graphene here, whilst Suarez
et al.’s work included layers between the dipoles [54]. The formation energy for the
AA stacked zigzag prismatic edge dislocation is found to be 12.34 eV/nm, which is
higher than the connected armchair core by 1.52 eV/nm.
The armchair and the zigzag edge of AA stacked configuration that is composed
of sp3 interlayer bonding extend from the mezzanine defect, which can be classified
as a prismatic dislocation loop, that can switch between armchair and zigzag core.
The AA stacked Klein edge is a line of unstable carbon atoms that are bonded to the
zigzag edge and it is known that the unterminated Klein edge can reconstruct through
pairwise bonding to form pentagons along the edge [142]. The DFT calculations
here shows that the AA stacked Klein core is connected to other graphene layers
by sp3 bonding as shown in Figure 6.6c and Figure 6.6f. The AA stacked Klein
prismatic edge dislocation leads to the formation of repeated units of two five- and
one eight-membered rings. The two five- and one eight-membered rings pattern is
similar to the flat unterminated graphene Klein edge reconstruction, that comprises
of two pentagons between four carbon-carbon bonds along the edge as determined
by Ivanovskaya et al. [142]. The carbon-carbon bond length between the graphene
sheet and the graphene sheet that leads to the formation of the two five- and one
eight-membered rings is 155 pm. However, the carbon-carbon bond length between the
graphene sheet and the graphene sheet without the two five- and one eight-membered
rings is 153 pm. The difference in the carbon-carbon bond lengths is shown in
Figure 6.6f, where the graphene sheet on the left side includes the presence of two
five- and eight-membered rings. The formation energy of the AA stacked Klein
prismatic edge dislocation is 13.84 eV/nm, which is higher in energy compared to the
AA stacked with armchair and zigzag prismatic edge dislocation by 2.98 eV/nm and
1.50 eV/nm, respectively. The motif of the two five- and one eight-membered rings
resemble the grain boundaries of monolayer graphene by Lahiri et al.[32].
6.4.2 AB Stacked Prismatic Edge Dislocations
The armchair core is connected with the graphene layers as shown in Figure 6.7a
and Figure 6.7b for the AB stacking configuration. Along the armchair edge, the sp3
bonding leads to 4- and 8-membered rings, where the carbon-carbon bond lengths
to this graphene sheet are 157 pm. This motif has been observed in tetra-vacancy
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on mono layer graphene under TEM as seen in Robert et al.’s work [144], which can
be seen in Figure 6.7c. The carbon-carbon bonding with the other graphene sheet
is 152 pm, which is shorter than the bonding to the graphene sheet forming the 4-
and 8-membered rings. The AB stacked armchair prismatic edge dislocation leads to
basal shift and the formation energy of this prismatic edge dislocation is 12.00 eV/nm,
which is higher in formation energy compared to the AB stacked armchair prismatic
edge dislocation.
(a) (b) (c)
(d) (e) (f)
Figure 6.7: Relaxed structures of various AB stacked prismatic edge dislocation with
(a, b) armchair and (d, e) zigzag edge. Images of (c) ACTEM of a reconstructed
extended vacancy in monolayer graphene [144] and (f) STM of an extended defect in
graphene [32].
The zigzag edge of the AB stacked configuration forms sp3 bonding with a two
five- and eight-membered rings along the edge. This type of motif along the zigzag
edge is also shown in Figure 6.6c and Figure 6.6f, which is the AA stacked Klein
prismatic edge dislocation. The motif has also been observed on grain boundaries of
monolayer graphene by Lahiri et al.[32]. The carbon-carbon bonding to the five- and
the eight-membered ring is 158 pm, whilst the carbon-carbon bonding to the graphene
layer that does not form the five- and the eight-membered ring is 157 pm. These bond
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lengths are shorter compared to the AA stacked Klein prismatic edge dislocation.
However, the formation of the AB stacked zigzag prismatic edge dislocation is
14.80 eV/nm, which is high compared to the other prismatic edge dislocations.
Both the armchair and zigzag edge of AB stacked configuration is similar to the
motifs as shown in Figure 6.7c and Figure 6.7f, respectively. It is not suggested that
these microscopy images relate to the relaxed structures of an edge reconstructed into
another layer, but it is like to be a grain boundary within the layer. The armchair
AB stacked edge dislocation is lower in formation energy compared to the zigzag AB
stacked edge dislocation by 2.80 eV, provided that a basal shear is allowed for the
armchair AB stacked edge dislocation.
6.4.3 Additional AA Stacked Armchair Prismatic Edge Dislocations
It has been discussed in the previous section that the core can be connected for different
stacking configurations and for most types of edges. This section discusses a number
of defects that can form, including the Stone-Wales defect mechanism along and close
to the dislocation edge that could in principle lead to lower energy reconstructions
of these dislocations. As shall be seen, they do not.
Additional bonds can form between the graphene layers, which leads to a
three-membered ring when you view the prismatic edge dislocation along the c-plane
as shown in Figure 6.8a and Figure 6.8b. The carbon-carbon bond length that connects
to the core is 152 pm, which is shorter compared to the structural configuration
without the additional bonds. These additional bonds increase the formation energy
to 14.12 eV/nm, which is 3.26 eV/nm higher than the AA stacked armchair prismatic
edge dislocation without the additional bonds, making it a metastable structure.
The simplest AA stacked armchair prismatic edge dislocation with the sp3 bonding
can lead to other forms of defects along or close to the edge by using the Stone-Wales
mechanism. The Stone-Wales rotation mechanism leads to five- and seven-membered
rings. The Stone-Wales mechanism along or close to the dislocation edge leads to
three different prismatic edge dislocations.
The first morphology (Figure 6.8c and Figure 6.8d) is where the core is connected
to the edge where it includes one carbon atom of one pentagon connecting to the
edge. This form of prismatic edge dislocation is higher in formation energy compared
to the prismatic edge dislocation without the Stone-Wales defect by 9.04 eV/nm.
The carbon-carbon bond length has increased to 161 pm when connecting to the
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Structure Formation Energy E f (eV/nm)
Figure 6.8a and 6.8b 14.12
Stone-Wales defect type 1 (Figure 6.8c and 6.8d) 19.90
Stone-Wales defect type 2 (Figure 6.8e and 6.8f) 21.38
Stone-Wales defect type 3 (Figure 6.8g and 6.8h) 21.38
Table 6.2: Formation energy of various AA stacked prismatic armchair edge dislocation
Stone-Wales defect compared to 157 − 158 pm, when the Stone-Wales defect is not
present, while the carbon-carbon bond length decreases to 154 pm for a graphene
layer that does not have the Stone-Wales defect.
The second morphology (Figure 6.8e and Figure 6.8f) is where the core is connected
to two carbon atoms of one pentagon along the edge. The carbon-carbon bond
lengths are similar to the previous morphology that was discussed. However, this
morphology is higher in formation energy compared to the previous morphology with
the Stone-Wales defect by 1.48 eV/nm.
The third morphology (Figure 6.8g and Figure 6.8h) is the core is connected to
two carbon atoms of one pentagon along the edge of the two graphene layers. The
bonding to the core has a carbon-carbon bond length of 154 pm, which is higher than
perfect graphene carbon-carbon bond length of 142 pm and equal to the diamond bond
length. This morphology is unique compared to the other prismatic edge dislocations
as the Stone-Wales defect is connected to both graphene layers. This leads to a degree
of delamination of the bilayer, with an expansion of the interlayer separation along
the c-direction to ∼ 700 pm, which is double the interlayer separation of a perfect
AA stacked layer. This structure is ballooning out and leads to a loss of interlayer
cohesive energy. The formation energy of this morphology is the same as the previous
structure, which is 21.38 eV/pm.
From the comparison of positioning the Stone-Wales defect at or close to the
edge gives the conclusion that the formation energy of the prismatic edge dislocation
depends on the location of structural defects present in the graphene layers and that
the defects are less stable when at the edge of the prismatic edge dislocation.
6.4.4 Additional AA Stacked Zigzag Prismatic Edge Dislocations
From the previous section, it has been discussed how the position of the Stone-Wales
defect affects the prismatic edge dislocation. The same concept could be applied to
the AA stacked zigzag prismatic edge dislocation, however here is the discussion into
93
other forms of defects.
The first morphology discussed here is composed of the Stone-Wales defect as
shown in Figure 6.9a and Figure 6.9d, which has a higher formation energy compared
to the Stone-Wales morphologies discovered for the AA stacked armchair prismatic
edge dislocation. The formation energy is 26.90 eV/nm.
Graphene’s edges have been extensively studied and edge reconfigurations can
occur. Due to atomic rearrangements, a zigzag edge can convert to an armchair
edge, which has been observed using a transmission electron aberration-corrected
microscope as shown in Girit et al.’s work [145]. Therefore the results in Table 6.3 of
the second and third morphology of the AA stacked zigzag prismatic edge dislocation
is created by transforming one of the zigzag edges to appear like an armchair edge.
Both morphologies give a core where the layer one side (i.e. Figure 6.9 (b), (c), (e)
and (f) is connected to the other layers by sp3 bonding.
Structure E f (eV/nm)
Stone-Wales type (Figure 6.9a and Figure 6.9d) 26.90
Zigzag-armchair type 1 (Figure 6.9b and Figure 6.9e) 31.17
Zigzag-armchair type 2 (Figure 6.9c and Figure 6.9f) 28.89
Zigzag-armchair type 3 48.42
Table 6.3: Formation energy of alternative reconstructions of the AA stacked of
prismatic zigzag edge dislocation
The second morphology (Figure 6.9b and Figure 6.9e) forms four-, five- and
nine-membered rings in one of the graphene layers. This morphology is higher
in formation energy compared to the morphology with the Stone-Wales defect by
4.27 eV/nm.
The third morphology (Figure 6.9c and Figure 6.9f) forms five- and seven-membered
rings. The motif of this morphology resembles the relaxed edge structure of
an OH-terminated armchair edge structure with repeated units of five- and
seven-membered rings, as observed in Wagner et al.’s work [146]. The motif resembles
the relaxed reconstructed zigzag edge as determined by Ivanovskaya et al. [142], which
has been experimentally confirmed by Chuvilin et al. [147]. This dislocation edge is
more stable than the morphology with four-, five- and nine-membered rings in one
of the graphene layers by 2.25 eV/nm. However, this morphology is less stable than
the morphology with Stone-Wales defect by 1.99 eV/nm.
The fourth morphology is where the zigzag core is connected to two graphene
layers with an armchair edge. This is highly unstable, compared to the previous
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morphologies and has a formation energy of 48.42 eV/nm.
6.5 Discussion
There have been a number of experimental and theoretical studies on nanocarbon edge
reconstructions [146, 145, 142, 148, 149]. The termination of graphene sheet has been
well studied and this chapter is an extension of these studies by investigating into edge
terminations with neighbouring layers and the possibilities of bond reconstructions
from the edge to other layers. These can occur on the basal graphite surface or in
this case bilayer graphene. There will be some similarities with the case of edge
embedded (i.e. prismatic edge dislocation) within bulk graphite, but in those cases,
the considerations must include local strains from the core reconstructions and long
range elastic strains of the dislocation strain field when investigating the energetics.
The research here comprises density functional methods applied to AA and AB
stacking configuration with armchair, zigzag and Klein edges. It is known that the
AB Bernal stacking arrangement is the most stable stacking arrangement. Whilst the
AA stacking is unstable with the highest energy stacking configuration with stacking
fault energy 7.19 meVÅ−2 compared with ABC stacking with stacking fault energy
0.05 meVÅ−2 [12]. Therefore, one assumes the AA stacked prismatic edge dislocation
is unfavourable compared to the stable AB Bernal stacked prismatic edge dislocation.
It is not the case in the studies here. The prismatic edge dislocation of the AA stacking
is more favourable compared to the AB stacking. The core is connected to the other
layers for both AA and AB stacking configurations with armchair and zigzag edges.
The edge dislocation with the armchair edge (i.e. AA stack 10.86 eV/nm and AB
stack 12.00 eV/nm) is more favourable in energy compared to the zigzag edge (i.e.
AA stack 12.34 eV/nm and AB stack 14.80 eV/nm), which is in good agreement with
Ivanovskaya et al.’s work, where they have studied different edge structures for flat
unterminated graphene edges where the formation energy of the armchair and zigzag
edge are found to be 11.0 eV/nm and 13.4 eV/nm, respectively [142]. In the case of
the Klein edge, the core is connected with other layers for the AA stacking, whilst in
AB stacking the core is disconnected with the other layers. It is found that the most
favourable configurations are those with hexagonal rings along the edge, compared
to other rings along the edge.
The AA stacked prismatic edge are lower in energy by 1.14 eV and 2.46 eV
compared the the AB stacked prismatic edge for the armchair and zigzag edge,
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respectively.
The AB stacked armchair prismatic edge with the basal shift is lower in energy
compared to the AB stacked zigzag prismatic edge. This basal shift of the AB stacked
armchair prismatic edge can correspond to a wormhole defect in bilayer by Qi et
al. [150], which has shown that it forces localised shear of the bilayer to force its local
stacking to be AA, which is termed as a slip corona [150].
There are a number of possible investigations that can be extended from this
research. This includes the investigation of prismatic edge dislocations in multilayer
graphene and graphite to study the effects of the prismatic edge dislocations with
the surrounding graphene layers. Other investigations include alternative ways of
creating these prismatic edge dislocations such that it is not a continuous specific
edge but an edge that can switch between zigzag and armchair as well as the various
formation of pores in the graphene sheet.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 6.8: Relaxed structures of various AA stacked prismatic armchair edge
dislocation
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(a) (b) (c)
(d) (e) (f)
Figure 6.9: Relaxed structures of various AA stacked prismatic zigzag edge dislocation
Chapter 7
PointDefects inGraphite
Graphite as a nuclear moderator has important mechanical and thermal properties.
Extended and point defects can form as a result of radiation damage. This can lead
to dimensional change, which can affect its mechanical and thermal properties. This
chapter is on the investigation of point defects, where vacancies are incorporated in
single crystal graphite as a result of radiation damage. Molecular dynamic simulations
using the AIREBO potential were performed to investigate the changes to the graphite’s
crystal dimensions and thermal compressions and expansion due to the formation of
the number of vacancies present in a single crystal.
The outcome of these simulations provides insight into how the atomic scale
point defects are created by radiation damage, leading to property changes. These
simulations demonstrate how computationally efficient it is to reproduce changes in
the large crystalline structure of graphite.
7.1 Irradiation of Graphite
It is important to understand the response of graphite with an energetic particle, such
as neutron during irradiation. This is particularly important in graphite moderated
nuclear reactor cores as it affects its performance and operational lifetime [46]. The
neutron irradiation has an effect on the graphite crystallites that cause changes to
their mechanical, thermal and elastic properties [46]. The bulk dimensional changes
of graphite can occur where an expansion of the crystal structure is observed along
the c-axis direction, which is perpendicular to the layers [151]. Equally, there is a
contraction along the a-axis, which is parallel to the layers [151]. These observations
have been described by Kelly et al. in relation to the crystal growth as shown in
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Figure 1.5 of chapter 1 and also in relation to the lattice parameter change as shown
in Figure 7.1.
Figure 7.1: Lattice parameter change for relatively low temperatures irradiations
(reproduced from reference [46])
Highly orientated pyrolytic graphite (HOPG) has been extensively used to study
the effect of irradiation on graphite crystals. This enables the strong anisotropic
property changes to be observed on a macroscopic scale. The physical processes and
mechanisms that drive these changes to the crystal structure during irradiation are
still investigated [40, 44]. Irradiation of graphite with charged electrons can induce
different damage processes compared to uncharged neutrons. Irradiation with fast
fission neutrons has been a major element of research on graphite. These energetic
fast neutrons can collide with the graphite’s crystal lattice where the transfer of the
kinetic energy exceeds the local binding energy [40]. This collision leads to atomic
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displacements and there has been a broad range of interest in this damage [31]. It
is known that the Frenkel-pair defects, i.e. the vacancy plus interstitial can form,
however other defects can form but are not widely acknowledged, such as stable
defect clusters produced during the collision process and sub-threshold defect where
Stone-Wales defects are formed from a bond rotation mechanism, which is lower
in formation energy compared to the Frenkel-pair defect [40]. The damage from
the irradiation of graphite leads to distortion surrounding crystal lattice [40, 45, 46]
and latterly it has been shown that this could be due to the interlayer bonding of
defects [86, 44]. However, there are missing pieces to the puzzle in understanding how
the population of point defects are evolved and how they interact within the crystal,
which leads to observations of changes in the properties experimentally. There have
been a number of experimental observations into the formation of extended defects
during the irradiation of graphite. This includes high-resolution transmission electron
microscopy images of damage on graphite caused by irradiation, which has shown
the formation of prismatic dislocation loops at high temperatures [43, 152, 139, 129].
It is understood that the prismatic dislocation loops are formed from the aggregation
of interstitials into layers [43, 152, 139, 129]. There has also been evidence of the
formation of non-basal dislocations formed from the aggregation of vacancies into
lines as observed in high-resolution transmission electron microscopy images [96].
The different densities and morphologies of crystals with point defects (i.e.
interstitials, vacancies and intimate Frenkel pairs) and extended defects can be
investigated using atomistic computer simulations. This can lead to an understanding
of atomic displacements and changes in the materials properties. This helps to develop
an understanding of the population of defects that result in the different changes in
the property, which can help understand the mechanism of the changes occurring in
experimental material as a result of irradiation.
The main focus of this chapter is the investigation into each type of irradiation
damage morphology that is over a range of vacancy population densities and
investigating into the occurence of the bulk dimensional changes. This is investigated
using large-scale atomistic molecular dynamics, using lammps [52] employing the
AIREBO potential [82]. The results of these atomistic calculations are compared with
relevant observations.
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7.2 Method
The investigation of vacancy defects in graphite was investigated with computational
efficiency using atomistic molecular dynamics method when the adaptive
intermolecular reactive empirical bond order potential (AIREBO) for carbon is
employed [82]. The AIREBO potential is considered a promising potential
to correctly model the graphite interlayer bonding and in simulating graphitic
systems [153]. Molecular dynamics program, large-scale atomic/molecular massively
parallel simulator (lammps [52]) is used as the AIREBO potential is implemented in
the program.
The system can be either simulated in the canonical (NVT), or in the
isothermal-isobaric (NPT). In this case, the isothermal-isobaric (NPT) ensemble was
used, where the supercell is coupled to an external heat bath and the simulation cell
dimensions vary in order to maintain a constant pressure. The isobaric ensemble is
an external pressure that can scale and maintain the pressure.
The equilibrium graphite crystal cell dimensions were determined by applying NPT
with high temperature (2000 K) and low pressure (0 bars) to the atomic positions
along the three simulation cell vectors. A low pressure (i.e. volume) of 0 bars is used
to determine the relaxed simulation cell dimensions. The atomic positions were then
optimised. The structural optimisation used was the conjugate gradient algorithm.
In order to investigate point defects that relate to the long-range strain and
distortion of the crystal structure a large periodic boundary simulation cell must
be used, thus an orthorhombic graphite simulation cell of 8.54 nm x 8.52 nm x
4.02 nm was used. This is composed of 12 layers where each layer is composed
of 2, 800 carbon atoms, giving a total of 33, 600 carbon atoms where no defect is
present. The structures were created using a fortran program by Dr Tom Trevethan.
The fortran program is used to create the different damage morphology supercells,
where the number and size distributions of the vacancy defects can be controlled.
The distributions of vacancy are randomised.
7.3 Radiation Damage
Graphite within a nuclear reactor is subjected to fast-uncharged fission neutrons
exhibiting a range of energies, with a median energy of ∼ 2 MeV. These collide within
the graphite lattice, thus displacing a large number of carbon atoms. The momentum
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for neutrons is high compared to electrons and therefore 1 MeV neutron produces an
average of 500 displacements [95]. The first instance of this displacement is known as
a primary knock-on atom (PKA) in the crystal. The average energy lost per collision
as lattice vibrates and defects form is about 30 eV [40]. The PKA continues, losing
about this much energy again at each collision and produces a number of discrete
secondary displacement groups (SDGs) and creates a cascade of displacement damage.
This leads to distributions of intimate Frenkel pairs where a vacancy is associated
with its interstitial throughout the volume of the cascade [46, 40].
The formation of these structural defects of vacancy and interstitial in graphite
have been extensively studied both experimentally and theoretically. These studies
have also been extended to other nano-carbon material such as carbon nanotubes
and graphene. It has been established that graphitic-like lattice monovacancy can
be symmetric [47] and can reconstruct to create a weak bond between two of the
under coordinated carbon atoms [92, 47]. Vacancies can also create an interlayer bond
between undercoordinated atoms from each layer [53]. In the case of the interstitial,
the most stable configuration is the spiro−interstitial [86, 87, 88]. The formation
energy of these structural defects has been studied using the first principles method,
density functional theory. These results have also been reproduced using the AIREBO
potential according to Latham et al. [153]. The formation energy of a vacancy is found
to be in the range 7.91 − 7.94 eV using density functional theory, which is similar to
that found using the AIREBO potential of 7.91 eV [153]. Thus the AIREBO potential
is a promising potential to use to simulate graphite.
In graphite, a vacancy has lower mobility than interstitials and is able to migrate
through the graphite lattice. Monovacancy is found to exist at high concentrations
due to the aggregation rate being low and absorption at boundaries. Evidence that
large vacancy clusters can form, is seen in electron microscopy at a temperature of
above 920 K [141]. As shown earlier, vacancy loops can transform into unfaulted
loops by the passage of a partial basal dislocation.
Monovacancy has a low aggregation rate and absorption at boundaries, thus it
exists at higher concentrations. There has been electron microscope evidence of large
vacancy clusters forming at a temperature of above 970 K by Thrower et al. [139].
The single vacancy, in particular, has been the subject of studies [63, 95, 154].
At finite temperatures, vacancy and interstitial migrate via thermal activation.
These defects will annihilate with each other or they will coalesce to form extended
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defects such as dislocation loops or dipoles. It’s assumed the mobile monovacancy
coalesce into lines to form non-basal dislocation loops, even though it has been
accepted for many years that the energy for migration is 3.1 ± 0.5 eV [95]. This
was based on measurements of growth rates of large vacancy clusters observed in
transmission electron microscopy by Thrower et al. [95]. However, other studies have
pointed to a much lower value for the vacancy migration energy [63, 154]. Raman
spectroscopy studies of damage relaxation caused by monovacancy lead to a much
lower migration energy of 1.8±0.3 eV [154]. Recent theoretical studies have shown the
migration energy is much lower, in the order of ∼1.2 eV [63]. Therefore a monovacancy
can become mobile at lower temperatures [63] and structures where there is a line
of vacancy leads to an aggregation where the vacancy line is healed, forming basal
dislocation or stacking faults and leads to a contraction in the basal plane [50]. A
multivacancy zigzag line of ten missing carbon atoms can lead the saturation of the
dangling bonds and form a pair of five-seven rings at the end of the vacancy line,
which is known as a non-basal dislocation [50]. This leads to a basal contraction, but
a small distortion along the c-axis. First principle calculations of di-interstitial defects
in graphite have shown a fractional expansion along the c-axis for defects that are
formed between the layers and bonded to these layers [87].
The theoretical research here is based on the general understanding of the nature
and behaviour of radiation damage of graphite. Atomistic simulation cells are
introduced to model the radiation damage. The damage morphology consists of
vacancies that are randomly distributed throughout the structure. An NPT ensemble
was used to heat the simulation cell, which leads to the coalescence of vacancies
in-plane or forming bonds with adjacent planes. This simulation corresponds to the
irradiation and annealing temperature where vacancies are mobile and free until they
coalesce into lines or form or form interlayer vacancy defects, which are immobile.
7.4 Results
The equilibrium graphite cells include the perfect graphite crystal and different
morphologies of different atomic displacements caused by radiation damage. The
dimensions are determined by optimising the atomic positions and the three simulation
cell lattice vectors. Applying an NPT ensemble and minimising the structure do this.
For the perfect graphite crystal (Figure 7.2a), the optimised a lattice parameter is 242 pm
and the c parameter is 674 pm, which is slightly different than those reported by
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2 pm and 4 pm, respectively. This is likely due to an effect of the NPT ensemble. The
equilibrium graphite cells are shown in Figure 7.2. It is clear that an in plane vacancy
can reconstruct to form a bond between two undercoordinated atoms. However,
when a vacancy is close in range to a vacancy in another layer interlayer bonds can
form between the undercoordinated atoms from each layer, as discovered previously
with DFT [86]. A clear representation of this is seen in Figure 7.2b where 5.06 % of
vacancies are present in the graphite system. In addition to within plane and interlayer
bonded reconstructions, the graphene layers are nano-buckling as seen in Figure 7.2b
and Figure 7.2c. The nano-buckling of the layers has been proposed by Heggie et
al. [44]. It has been found that these forms of irradiation damage are dependent on
the temperature with a transition in behaviour at approximately 250 C [44]. Thus, it
is believed that neutron irradiation damage is localised and there is a behaviour of
the crystallite when there are enough atomic displacements across the crystallite for
it to be affected and lead to nano-buckling. Additional atomic displacements lead to
the formation of more interlayer bonding within the graphite crystal as shown from
Figure 7.2d, Figure 7.2e and Figure 7.2f.
The dimensional change (∆X/X) of the different morphologies of radiation
damage on graphite crystal is defined by the difference from the optimised atomic
displacement graphite supercell dimensions to the optimised graphite supercell with
no imperfections. The measurements of the changes in the graphite crystal cell
dimensions with respect to the percentage of vacancies in the graphite crystal are
shown in Figure 7.3 and Figure 7.4.
The dimensional change that is perpendicular to the c-axis (i.e. a- and b-axis)
decreases as the number of vacancies present in the graphite crystal increases as
shown in Figure 7.3. This is a linear trend. This is in agreement with Kelly et al.
as the dimensional change perpendicular to the c-axis contract [46]. The dimensional
change along the c-axis direction shows a different trend when compared to the a-
and b-axis cell dimensions. It is a sigmoidal shape, which depends on the number of
vacancies present in the graphite crystal. As the number of vacancies in the crystal
increases the c-axis cell dimension increases. This is in good agreement with Kelly et
al. work as shown in Figure 7.1 where the sigmoidal is dependent on the radiation
dosage at temperatures below 300 C [46] and that the dimensional change along
the c-direction expands. If the graph were parabolic, this would show dimensional
changes at higher temperatures.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.2: Optimised structure of (a) perfect graphite crystal, (b) 5.06%, (c) 11.01%,
(d) 16.96%, (e) 22.92%, (f) 27.68% vacancies present in the graphite crystal
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Figure 7.3: Lattice parameter changes of a- and b-axis against the number of vacancies
present
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Figure 7.4: Lattice parameter changes of c-axis against the number of vacancies present
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It is known the graphite crystal volume changes are sensitive to the irradiation
temperature. At low temperatures of irradiation, the graphite crystal would have
large volume changes even at low irradiation doses. At high irradiation temperatures,
dimensional changes occur at constant volume (i.e. there are changes in shape). In
the studies here the graphite crystal volume is calculated and is shown in Figure 7.5
with respect to the percentage of vacancies present in the graphite crystal. Figure 7.5
illustrates a parabolic trend which initially is not at constant volume. The average
volume of the graphite crystal is 295 nm3 and as the percentage of vacancies are
present within the graphite crystal there is evidence of large volume changes, thus
suggesting that the irradiation for the simulations here is in relation to low irradiation
doses.
The combination of the large volume change and the dimensional change are in
good agreement with low temperature thus low irradiation doses.
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Figure 7.5: Volume of simulation cell against the number of vacancies present
The expansion along the c-axis is driven by in-plane contractions along the a-
and b-axis due to the monovacancy healing by forming in-plane reconstructions and
out-of-plane reconstructions. The out-of-plane reconstructions occur in different layers
in different positions where monovacancy in different layers is close in range to
form interlayer bonding, thus buckling of the layers occurs. Another reason for the
expansion along the c-axis is likely due to the formation of prismatic dislocation
loops, but these are not present in the simulation. Also, since the study here is with
different monovacancy morphologies and not multivacancy lines morphologies, then
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the outcome of the increased interlayer spacing and contraction along the a- and b-axis
is more consistent with the buckling irradiation damage.
The simulations here are for large cells; however, analysing morphologies from
radiation damage of graphite where there is a large number of vacancies is rather
complex. An effective way of describing these structures is to analyse the radial
distribution function. The radial distribution function is used to describe how on
average the carbon atoms in the graphite crystal are radially packed around each
other. The ovito program determines the number of neighbours of each carbon
atom, which is within the cutoff radius. The ovito program computes the radial
pair distribution function of the carbons atoms in the system. The pair distribution
function is normalised by the number density of carbon atoms (i.e. total number of
carbon atoms divided by the simulation cell volume). Figure 7.6 illustrates the radial
distribution function for a specific percentage of vacancies. For the perfect graphite
cell the first peak in the radial distribution function is high and resembles the graphite
C-C bond length, but as the number of vacancies present is increased in the atomistic
system, the radial distribution function is lowered and spread to a broader range of
atomic distances. This is most likely due to in-plane and out-of-plane reconstructions
of different bond lengths between carbon atoms of vacancy present. There is also a
small peak at ∼ 170 pm which could possibly correspond to in-plane reconstruction
(i.e. Jahn-Teller distortion) bonds of the monovacancy.
7.5 Discussion
To this date, there have been a number experimental and simulation models for the
formation of irradiation induced defects in the graphite crystal structure. Furthermore,
there has been extensive research into the dimensional change and lattice parameter
change with respect to different temperatures of irradiation doses. However, the
studies here are an extension of the current research, such that a series of large-scale
atomistic graphite structures of vacancy distributions were constructed, these being
a representation of a series of irradiation damage that is temperature dependent.
These atomistic graphite structures have been used in molecular dynamic simulations
along with the AIREBO potential to calculate the resultant dimensional changes.
These calculations have shown that there is an expansion along the c-axis, whilst
there is a contraction along the a- and b-axis. This expansion and contraction occur
due to the coalescence of vacancy forming interlayer bonds, which can be similarly
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Figure 7.6: Radial distribution function of optimised morphologies with different
atomic displacements. The legend represents the percentage of vacancies.
described as a prismatic dislocation loop or due to Jahn-Teller distortion forms in-plane
reconstructions. This leads to causing tensile strain within the layers and buckling of
the graphene sheets.
Experimental studies of irradiation with energetic neutrons have been carried out
between temperatures of 5 K to 1700 K [46]. From these experimental studies, there
have been observations of graphite crystal growth along the c-axis and contractions
along the direction that is parallel to the c-axis direction. The results here correspond
to this trend, specifically at a low temperature of irradiation since the total volume of
the atomistic graphite structures are not conserved and there is a strong correlation
of the dimensional change with respect to the irradiation doses.
It has been demonstrated in this chapter that the MD simulation with the AIREBO
potential provides a reasonable degree of accuracy. It has been shown here that
creating different morphologies of vacancy defects to the graphite crystal structure
can reproduce the observed changes to these properties from irradiation at a specific
temperature. MD simulations are a computationally efficient method to constructing
the realistic atomistic models of graphite structures and investigating how they will
respond to irradiation. The structural models used here offers a direct insight into
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how irradiation defects (i.e. vacancies) can lead to the macroscopic changes.
Chapter 8
Conclusions
This chapter is an overall summary of this research. However, at the end of previous
chapters are discussion sections, and these provide a more in-depth summary of the
findings. The focus of this research has been to understand the vacancy defects and
dimensional change in both graphene and graphite. While there have been many
decades of research, there are still many areas of graphene and graphite which needs
to be investigated.
Graphene is used in a wide range of nanotechnology applications and graphite
is used as a moderator in UK’s nuclear reactors. Both graphene and graphite can
be bombarded with fast neutrons, electrons or ions that can cause damage, which
can affect the material’s properties. Ab initio calculations using the aimpro program
were performed to investigate point defects, such as the vacancy and its aggregates in
AA and AB stacked bilayer graphene and twist boundaries. The ab initio calculations
were also performed on prismatic edge dislocations. Molecular dynamic simulations
using the lammps program were performed using the AIREBO potential to simulate
point defects where interstitials are not mobile but vacancies are mobile and can form
interlayer divacancies but not lines.
Wormholes, tunnel and pore-like defects can form between graphene layers. These
types of defects are substantially more stable than any other vacancy aggregates in
AA stacked bilayer graphene according to the density functional theory calculations.
These defects are lower in energy compared to in-plane reconstructions. The first class
of this type of defect forms sp2 interlayer bonds, which can form from divacancy (i.e.
V1V1) to larger vacancy aggregates, in this case, the hexavacancy (i.e. V3V3). The
second class of defect is the mezzanine defect. The mezzanine is characterised by a
six-fold ring of sp3 bonded carbon atoms, which is the midpoint between the two
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graphene layers. The mezzanine defect closely resembles a loop of the AA stacked
zigzag prismatic edge studied by Suarez-Martinez et al. and in the investigation here
it is the most stable in energy amongst the hexavacancies.
In twisted bilayer graphene and twist boundaries of graphite, there are localised
regions of AA stacking where wormholes with sp2 interlayer bonding, the mezzanine
defect with sp3 bonding and with a basal slip a ramp defect with sp2 interlayer bonding
can form according to density functional theory calculations. Divacancy with one sp2
interlayer bonding is found to have little effect on the relative rotation of the twisted
bilayer graphene. The divacancy wormhole where the uncoordinated carbon atoms
are saturated by three sp2 interlayer bonds prefers to lie away from the 30◦ twisted
regions. The hexavacancy mezzanine and hexavacancy ramp defect also prefer to lie
away from the relative rotation angle of 30◦, the twisted region. The mezzanine defect
is more stable compared to the ramp defect in the less twisted bilayer graphene. In
this investigation, the vacancy in the (002) twisted bilayer graphene is less stable than
in the perfect stacking configuration, which is in good agreement with literature.
The research here included vacancy prismatic edge dislocations. The research
showed that the AA stacked armchair core can connect to other graphene layers by
forming sp3 bonding. This is a similar case with AA stacked zigzag edge, where
the core can connect to other graphene layers. The AA stacked Klein core connects
to other graphene layers with sp3 bonding and a motif of two five-membered and
one eight-membered ring are also formed, which has been observed in scanning
transmission microscopy of an extended defect. The sp3 bonding is where the
two pentagons meet. The AB stacked zigzag edge also forms the motif of two
five-membered rings and one eight-membered ring with sp3 bonding connected to one
of the pentagons. This structural defect is only formed when there is a marginal basal
shift. The AB stacked armchair edge forms sp3 bonding with the other graphene layers
and a motif that resembles transmission electron microscopy image of the tetravacancy
with one four-membered and one eight-membered ring.
Point defects as a result of radiation damage in graphite can lead to dimensional
change according to a number of studies. Molecular dynamics simulations using the
AIREBO potential showed that the number of vacancies in a graphite crystal has
an affect on the dimensional change. In this case, as you increase the number of
vacancies in the system the dimensional change that is perpendicular to the c-axis
compresses linearly. The dimensional change that is parallel to the c-axis expands
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with a sigmoidal shape in relation to the number of vacancies present in the system.
It is found the volume of the graphite crystal changes with respect to the number
of vacancies and suggests that the strong volume increases are due buckling from
interlayer divacancy bonds, as suggested by Heggie et al. [44], due to low temperature
irradiation conditions, where interlayer bonds are stable.
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