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Appetitively motivated instrumental learning in SynGAP
heterozygous knockout mice
Abstract
The synaptic Ras/Rap-GTPase-activating protein (SynGAP) regulates specific intracellular events
following N-methyl-d-aspartate receptor (NMDAR) activation. Here, the impact of SynGAP
heterozygous knockout (SG+/-) on NMDAR-dependent functions was assessed using different positive
reinforcement schedules in instrumental conditioning. The knockout did not affect the temporal control
of operant responding under a fixed interval (FI) schedule, but led to a putative enhancement in response
vigor and/or disinhibition. When examined on differential reinforcement of low rates of response (DRL)
schedules, SG+/- mice showed increased responding under DRL-4s and DRL-8s, without impairing the
response efficiency (total rewards/total lever presses) because both rewarded and nonrewarded presses
were elevated. Motivation was unaffected as evaluated using a progressive ratio (PR) schedule. Yet,
SG+/- mice persisted in responding during extinction at the end of PR training, although an equivalent
phenotype was not evident in extinction learning following FI-20s training. This extinction phenotype is
therefore schedule-specific and cannot be generalized to Pavlovian conditioning. In conclusion,
constitutive SynGAP reduction increases vigor in the execution of learned operant behavior without
compromising its temporal control, yielding effects readily distinguishable from NMDAR blockade.
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The synaptic Ras/Rap-GTPase-activating protein (SynGAP) regulates specific intracellular events fol-
lowing N-methyl-d-aspartate receptor (NMDAR) activation. Here, the impact of SynGAP heterozygous
knockout (SG/) on NMDAR-dependent functions was assessed using different positive reinforcement
schedules in instrumental conditioning. The knockout did not affect the temporal control of operant
responding under a fixed interval (FI) schedule, but led to a putative enhancement in response vigor
and/or disinhibition. When examined on differential reinforcement of low rates of response (DRL)
schedules, SG/ mice showed increased responding under DRL-4s and DRL-8s, without impairing the
response efficiency (total rewards/total lever presses) because both rewarded and nonrewarded presses
were elevated. Motivation was unaffected as evaluated using a progressive ratio (PR) schedule. Yet,
SG/ mice persisted in responding during extinction at the end of PR training, although an equivalent
phenotype was not evident in extinction learning following FI-20s training. This extinction phenotype is
therefore schedule-specific and cannot be generalized to Pavlovian conditioning. In conclusion, consti-
tutive SynGAP reduction increases vigor in the execution of learned operant behavior without compro-
mising its temporal control, yielding effects readily distinguishable from NMDAR blockade.
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Through activation of the alpha-amino-3-hydroxy-5-methyl-4-
isoxazole propionate (AMPA) and N-methyl-D-aspartate (NMDA)
receptors, glutamate neurotransmission is critically involved in
neural plastic events underlying learning and memory, including
the induction and maintenance of long-term potentiation (LTP; see
Bliss & Collingridge, 1993; Collingridge & Singer, 1990; Mali-
now & Malenka, 2002). NMDA receptor (NMDAR) blockade
(Morris, 1989; Morris, Anderson, Lynch, & Baudry, 1986) or
AMPA receptor dysfunction (Riedel et al., 1999) has been shown
to impair hippocampal-dependent spatial learning, resembling the
effects of hippocampal lesions (Bannerman et al., 2004; Jarrard,
1993; Pothuizen, Zhang, Jongen-Reˆlo, Feldon, & Yee, 2004).
In the domain of nonspatial learning, response inhibition and
temporal discrimination are also highly sensitive to altered gluta-
matergic transmission (Reisel et al., 2005; Sukhotina et al., 2008;
Tonkiss, Ortiz, & Cabrera, 1988). These are commonly investi-
gated using intermittent or omission schedules of reinforcement in
free operant tasks (Kramer & Rilling, 1970; Rice, 1988). Differ-
ential reinforcement for low rates of response (DRL) and fixed
interval (FI) schedules are typically employed for such investiga-
tion. Under both schedules, normal subjects typically learn to
distribute their responses in time matching the temporal depen-
dency of the reinforcement schedule to maximize the earning of
reinforcements. For example, reinforcement may only be earned
every 20 or more seconds in a FI-20s schedule. Responding at a
faster rate would not yield additional reinforcement, and thus
represents inefficient operant response. Normal animals typically
learn to space their responses with a biased probability of respond-
ing near the end of the specified FI period. Such temporal control
of operant behavior under FI schedules is disrupted by damage to
the prefrontal cortex through promoting inappropriate responding
at the beginning of the FI periods (Manning, 1973).
Under DRL, premature responses not only fail to generate
reinforcement, but also reset the delayed response requirement for
the next opportunity to earn a reward. Thus, high rates of respond-
ing are actively discouraged. According to Rawlins (1985), effi-
cient DRL performance depends on temporary memory storage by
the hippocampus, and therefore septo-hippocampal system dys-
function typically results in severe DRL acquisition deficit
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(Boitano, Dokla, Mulinski, Misikonis, & Kaluzynski, 1980; Clark
& Isaacson, 1965; Ellen, Wilson, & Powell, 1964; Jarrard &
Becker, 1977; Sinden, Rawlins, Gray, Jarrard, 1986). Lesions of
the hippocampus disinhibit responding and thus reduce the inter-
response time (IRT), leading to impaired DRL performance. Sim-
ilar impairments can be induced by NMDAR blockade achieved
by intraventricular infusion of the competitive NMDAR antagonist
AP5 (Tonkiss et al., 1988), suggesting that hippocampal NMDARs
contribute to temporary memory storage. This hypothesis is further
substantiated by the efficacy of other NMDAR antagonists acting
at different sites on the receptor complex (Sanger, 1992) to simi-
larly impair DRL performance by increasing response rate and a
leftward shift of the IRT distribution (i.e., toward shorter IRTs).
However, the specific intracellular cascades responsible for the
deficits observed following NMDAR blockade remain to be de-
termined.
At the postsynaptic density of glutamatergic synapses, the
NMDAR is associated with a complex array of proteins that are
essential for synaptic integration and regulation (Kennedy, 1997).
A major component at the postsynaptic density is the brain-
specific synaptic Ras-GTPase-activating protein (SynGAP;
Kennedy, 2000). SynGAP interacts with the NMDAR subunits by
binding to the PDZ domains of PSD-95 or SAP-102 (Chen, Rojas-
Soto, Oguni, & Kennedy 1998; Kim, Liao, Lau, & Huganir, 1998).
SynGAP represents a subclass of mammalian GTPase-activating
proteins that accelerate the hydrolysis of active GTP-bound Ras
(Chen et al., 1998; Kim et al., 1998) and Rap (Krapivinsky,
Medina, Krapivinsky, Gapon, & Clapham, 2004; Pena et al., 2008)
to the inactive GDP-bound form. SynGAP (SG) is a prominent
substrate for phosphorylation by Ca2/calmodulin-dependent kin-
sase II alpha (CaMKII). Phosphorylation by CaMKII reversibly
increases SynGAP GAP activity (Oh, Manzerra, & Kennedy,
2004), suggesting a critical role of SynGAP in linking NMDAR
activation and the subsequent activation of mitogen-activated pro-
tein (MAP) kinase pathway (Komiyama et al., 2002; Rumbaugh,
Adams, Kim, & Huganir, 2006). Loss of SynGAP results in
increased apoptosis, accelerated spine formation, premature syn-
aptic clustering, and accumulation of PSD-95, NMDA, and AMPA
receptors (Kim et al., 2003; Knuesel, Elliot, Chen, Mansuy, &
Kennedy, 2005; Vazquez, Chen, Sokolova, Knuesel, & Kennedy,
2004), suggesting the importance of SynGAP in synaptogenesis.
SynGAP heterozygous knockout mice expressing roughly half
the normal levels of SynGAP in the brain show increased basal
levels of activated ERK, which is consistent with the hypothesis
that SynGAP regulates the Ras-MAP kinase pathway (Komiyama
et al., 2002). These mice display deficient LTP (Kim et al., 2003;
Komiyama et al., 2002) and mild spatial learning impairments in
the Morris water maze task (Komiyama et al., 2002). The efficacy
of SynGAP reduction to impair hippocampal-dependent learning
suggests that other forms of learning sensitive to hippocampal
glutamatergic interventions may be similarly or even more se-
verely affected. The close association of NMDARs and SynGAP
(Kim et al., 1998) also suggests that disruption of downstream
signaling cascades following NMDAR activation mediated by
SynGAP may be sufficient to mimic the cognitive effects of
NMDAR blockade. In keeping with this hypothesis, Guo et al.
(2009) recently reported that heterozygous SynGAP knockout
resulted in multiple abnormalities, including hyper-activity, re-
duced motor habituation, prepulse inhibition deficiency, social
recognition impairments, and altered sensitivity to the NMDAR
antagonist MK801. The responsiveness of some of these impair-
ments to the antipsychotic drug, clozapine, also leads to the sug-
gestion that heterozygous SynGAP knockout mice may be a rel-
evant model to schizophrenia-related NMDA hypofunction,
especially with respect to the negative and cognitive symptoms of
the disease. In keeping with the emphasis on cognitive symptoms,
linkage studies also have revealed that mutations in SynGAP are
associated with some forms of mental retardation (Hamdan et al.,
2009), which further highlights the relevance of SynGAP to gen-
eral cognitive performance.
The present study constitutes a further attempt to characterize
the behavioral and cognitive impacts of SynGAP deficiency using
a constitutive heterozygous knockout preparation developed inde-
pendently of previous attempts (Guo et al., 2009; Kim et al., 2003;
Komiyama et al., 2002). We assessed here specifically temporal
discrimination and behavioral inhibition using the positive rein-
forcement schedules, FI and DRL, conducted in operant boxes
equipped with a lever and food magazine. Given that motivation
for reward is an important factor determining the vigor of operant
performance and may therefore constitute a potential confounding
factor, a progressive ratio (PR) schedule, requiring the subject to
emit an increasing number of responses for successive reinforce-
ments (Hodos, 1961) was also included here. Because a phenotype
in extinction learning was revealed in the present study and it
appeared to be dependent on the reinforcement schedule, suggest-
ing that it may be a phenotype unique to instrumental learning, we
also conducted an additional experiment examining extinction of
conditioned responding following Pavlovian conditioning using a
conditioned freezing paradigm.
Materials and Method
Subjects
Three separate cohorts of mice were used in the study. Cohort 1,
comprising 25 mice (8 male and 6 female SG/ mutant mice; 6
male and 5 female SG/ wildtype littermates) was tested in
Experiment 1. Cohort 2, comprising 22 mice (3 male and 6 female
SG/ mutant mice; 7 male and 6 female SG/ wildtype litter-
mates) was tested in Experiments 2A, 2B, and 2C. Cohort 3,
comprising 38 mice (9 male and 11 female SG/ mutant mice; 9
male and 10 female SG/ wildtype littermates) was used in
Experiment 3. The generation of the SG/ mice has been fully
described elsewhere (Vazquez et al., 2004). The subjects were bred
from adult female C57BL6 SG/  male SG/ crossings at our
laboratory’s specific pathogen-free facility (Schwerzenbach, Swit-
zerland). The offspring were sexed and genotyped at 3 weeks of
age by PCR as described previously (Vazquez et al., 2004). The
mice were 12 to 14 weeks old at the start of behavioral testing.
They were housed singly in a temperature (21  1 °C) and
humidity (55 5%) controlled animal vivarium, maintained under
a reversed light–dark cycle (lights on from 1900 to 0700). Food
(Kliba 3430, Kaiseraugst, Switzerland) and water were available
ad libitum until commencement of food deprivation 2 weeks prior
to operant training. Food or water deprivation was maintained
throughout the experimental period with 1 hr free access to food or
water per day; and the animals were maintained at approximately
85% of their ad lib weight. Prior to training, the mice were also
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familiarized with the reward pellets in their home cage. Behavioral
testing always took place in the dark phase of the cycle. At the end of
the behavioral tests, tail biopsies were obtained from each subject to
reconfirm their genotype by PCR. All procedures carried out had been
approved by the Ethics Commission of the Zurich Veterinary office in
accordance with Swiss Federal Act on Animal Protection of March 9,
1978. (http://www.unil.ch/webdav/site/resal/shared/SwissLaw_and_
OPAn/Animal_Protection_Law_1_.pdf) and the European Council
Directive 86/609/EEC (http://ec.europa.eu/food/fs/aw/aw_legislation/
scientific/86-609-eec_en.pdf).
Experiment 1: FI-20s Schedule and Its Extinction
Apparatus
The apparatus comprised four identical operant chambers (31 
25  33 cm, length  width  height; model E10–10TC, Coul-
bourn Instruments, Allentown, PA), each housed in sound- and
light-attenuating, Coulbourn Instruments cubicles. Each chamber
was equipped with a magazine tray (Model H14–22M–20) located
between two retractable levers (Model H21–03 M) on the panel
wall. A magazine light (1.4 W) and an infrared beam for detection
of nose pokes were mounted inside the magazine tray. Twenty mg
food pellets (Research Diets, Inc., NJ) served as rewards, and their
delivery was controlled by a pellet dispenser (Model H14–23 M).
Constant illumination within the chamber was provided by a house
light (2.8 W) mounted 21 cm above the floor on the panel wall.
Only the left lever was presented in the experiment, the right lever
remaining retracted and inaccessible. Two chambers were assigned
for testing the females and the other two for males, otherwise
allocation to the chambers was fully counterbalanced across ge-
notypes. Operant behavioral control and data storage were accom-
plished using the Graphic State software (Graphic state 1, Version
1.013, Coulbourn Instruments, Allentown, PA) implemented on a
PC running the Microsoft Windows 2000 operating system.
Procedures
The experiment investigated both the acquisition and extinction
of a FI positive reinforcement schedule, and consisted of the
following four consecutive phases of training or testing.
Pretraining. The subjects were habituated to the chambers in a
10-min session with both levers retracted. During this time, they
were allowed to consume 12 food pellets that had been placed in
the illuminated magazine tray. On the following day, a single
reward pellet was delivered into the magazine tray whenever the
mouse made a nose poke. Pellet delivery coincided with a 1-s
illumination of the magazine tray. The program was terminated
when the mouse had earned 10 reinforcements.
Acquisition of fixed ratio 1 (FR-1) schedule of reinforcement.
Next, the mice were trained for 6 days to earn the reward pellets
by pressing the left lever. Each session started with illumination of
the house light and presentation of the left lever that remained
available throughout the training session. A single lever press
resulted in the immediate delivery of a food pellet, which coin-
cided with a 1-s illumination of the magazine tray. The session
ended when 10 min had elapsed or when 20 food pellets had been
delivered. At the end of the session, the house light was switched
off and the left lever was retracted.
• FI-20s schedule of reinforcement. This began the day after
successful acquisition of the FR-1 schedule. The mice were trained
daily in a 20-min session of FI-20s. Responses made during the FI
period of 20 s were not rewarded, whereas the first response made
after the expiry of the FI resulted in the delivery of one reward
pellet (concurrent with a 1-s illumination of the magazine). The
next FI period then began. The 20-s FI and the 10-s post-FI period
were subdivided into 1-s segments for the recording of lever
presses. The total number of lever presses made and reinforce-
ments earned were also recorded for the purpose of analysis. A
daily efficiency index was calculated by: total reward/total number
of lever presses  100%.
• Extinction. The animals were returned daily to the chamber
for 20 min with access to the left lever, but with none of the
responses made reinforced. An attempt was made to maintain a
high degree of similarity between the conditions in extinction and
those in the FI-20s schedule. Therefore, although no reinforcement
was presented, responses were accompanied by the illumination
and rotation of the pellet dispenser, which had previously signaled
pellet delivery in the FI-20s schedule. The extinction test lasted a
total of 6 days.
Experiment 2A: Locomotor Activity in the Open Field
A separate cohort of behaviorally naı¨ve mice was tested in this
experiment before subsequent evaluation in Experiments 2B and
then 2C. Locomotor activity was evaluated in four open field
arenas (40  40 cm) as fully described before (Hauser et al.,
2005). A digital camera mounted directly above all four boxes
captured images at a rate of 5 Hz for analysis by the Ethovision
(Noldus, Wageningen, The Netherlands) tracking system running
on a PC. To begin the test, a mouse was gently placed in the center
of each open field arena and allowed to freely explore undisturbed
for 40 min. Locomotor activity was indexed by distance traveled
(cm) recorded at consecutive 5-min bins. The arenas were cleansed
with a damp cloth and dried prior to the next squad of mice to be
tested.
Experiment 2B: DRL of Response Schedules
Apparatus
This was identical to that of Experiment 1.
Procedures
Pretraining and FR-1 schedule of reinforcement. The proce-
dures were as described in Experiment 1. Subjects were trained on
the FR-1 schedule for 5 consecutive days.
DRL schedules. The DRL schedule was introduced after suc-
cessful completion of the FR-1 schedule. Each daily DRL session
lasted 20 min. After the first lever press that resulted in the
immediate delivery of a reward, all subsequent responses were
rewarded only if emitted after a period of nonresponding as spec-
ified by the DRL requirement. Premature responses therefore did
not yield any reward and reset the DRL requirement for the next
opportunity to earn reinforcement. The animals were tested on four
sessions of DRL-4s, followed by eight sessions of DRL-8s, and
finally on DRL-12s for 16 sessions (cf. Pothuizen, Jongen-Relo,
Feldon, & Yee, 2005). All responses made in a session were
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recorded. A daily efficiency index: %Efficiency  (total reward/
total number of lever presses)  100%, was calculated for each
individual subject. The total number of lever presses made, re-
sponses made during the DRL requirement period, and total num-
ber of rewards obtained were recorded for each session. Individual
responses were also scored according to the IRT, that is, by
reference to the elapsed time of nonresponse prior to each re-
sponse.
Experiment 2C: Progressive Ratio (PR) Schedule of
Water Reinforcement
Following the end of Experiment 2B, the animals were returned
to ad libitum food and water for a week. In the following week,
they were gradually introduced to a water restriction regime until
they were maintained with 1-hr access to water per day. This was
maintained throughout the period of Experiment 2C, which was
designed to measure general motivation. To avoid potential trans-
fer from previous training with food reward in Experiment 2B, the
PR experiment was conducted using water reward instead of food
reward. One lick response directed to the drinking sprout installed
in the operant chamber was taken as the unit of operant response.
Apparatus
Testing took place in a novel set of four identical operant
chambers (18  18.5  32 cm, length  width  height; Model
H24–01M, Coulbourn Instruments) equipped with a grid floor.
The chambers were enclosed in sound- and light-attenuating iso-
lation cubicles (Model H10–24). The panel wall was equipped
with a 2-W house light (26 cm above floor level) and a central
recess (1.5 cm above floor level) through which a metal drinking
spout protruded into the chamber. The drinking spout was con-
nected via rubber tubing to a 50 ml syringe, which was operated by
a programmable infusion pump (Model E73–01–3.3) to deliver
water reward at a discrete volume of 0.1 ml. An infrared photocell
sensor (Model H20–93) was positioned to detect licks of the
drinking spout. Operant control and recording of responses were
achieved by the Graphic State software (V3.02, Graphic State
Notation, Coulbourn Instruments, Allentown, PA) implemented on
a PC running the Microsoft Windows 2000 operating system.
Procedures
The experiment comprised three phases: (a) FR-1 to FR-5
pretraining, (b) progressive ratio schedule of reinforcement, and
(c) extinction.
FR schedules. The animals were first trained for 3 days with a
continuously reinforced FR-1 schedule in which every lick re-
sulted in the delivery of 0.1 ml of water. This was followed by 6
days of FR-5 training, in which every five licks was rewarded with
0.1 ml water. Daily sessions lasted 20 min.
PR schedule. The PR schedule was introduced following suc-
cessive acquisition of the FR-5 schedule, and lasted for 6 days. The
number of licks required for earning successive delivery of water
reward (0.1 ml) increased according to the nonlinear sequence: 4,
6, 8, 10, 14, 18, 22, 30, 38, 46, 62, 78, 94, 126, 158, 190, 254, 318,
382, 510, 638, and 766. The session was programmed to terminate
after 40 min, or earlier if the animal had failed to lick at all for a
period of 3 min. The step at which the animal failed to earn the
reward was taken as its breaking point. The total number of
responses emitted in a daily session was also recorded. At the end
of the sixth day, both groups had established a stable breaking
point.
FR-5 retraining. Following the PR schedule, the mice were
reintroduced to the FR-5 schedule as described above for 3 days.
Extinction. Next, the animals were subjected daily to a 6-min
extinction session in which reinforcement was discontinued. The
cessation of responding was indexed by responses made per 1-min
bins per day over a total of 6 days.
Experiment 3: Pavlovian Conditioned Freezing
and Extinction
Apparatus
Testing was carried out in two sets of chambers serving as two
distinct contexts. The first set of chambers (context A), comprised
four operant boxes (30 25 29 cm in length width height;
Model E10–10, Coulbourn Instruments), each positioned inside a
well ventilated and sound-attenuating cubicle (Coulbourn Instru-
ments). Inside the chamber, the mice were restricted to a rectan-
gular area by a Plexiglas enclosure measuring 17.5  13 cm. Each
chamber was equipped with a grid floor made of stainless steel
rods (4 mm in diameter) and spaced at intervals of 10 mm (center-
to-center). An electric shock could be delivered through the grid
floor by a shock generator (Model E13–14, Coulbourn Instru-
ments). Constant illumination in the chamber was provided by a
2.8 W houselight positioned on the panel wall and 21 cm above the
grid floor. The second set of chambers (context B) comprised four
cylindrical enclosures (19 cm in diameter) made of clear Plexiglas,
which were housed in a different set of ventilated and sound-
attenuating wooden cubicles. Each enclosure rested on top of a
perforated stainless steel plate. Illumination within the chambers
was provided by an infrared light source instead of visible light. A
camera was mounted directly above the area of interest in all test
chambers, and fed to an online image analysis algorithm imple-
mented on a PC for the detection and quantification of freezing
behavior as described in detail before (Richmond et al., 1998; Yee
et al., 2004). A tone-generating unit (Model SC628; Mallory
Sonalert, Indianapolis, IN) was mounted in all chambers allowing
the delivery of a continuous tone stimulus (2.9  0.5 kHz) with a
loudness of 86 to 90 dB as measured inside the test chamber. The
tone stimulus was used as the conditioned stimulus (CS) as de-
scribed in the procedures below.
Procedures
This comprised three successive phases: (a) conditioning, (b)
test of conditioned context freezing, and (c) repeated tests of
conditioned freezing to the CS across 3 consecutive days, allowing
the assessment of both within- and between-days extinction. On
Day 1, all subjects received three conditioning trials (tone-shock
pairings) in context A. Each trial began with a 30-s tone followed
immediately by a 1-s 0.3 mA footshock (US). Each trial was
preceded and followed by a 3-min stimulus free intertrial interval
(ITI). At the end of the conditioning session, the animals were
returned to their home cages. On Day 2, the subjects were returned
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to context A for a period of 8 min in the absence of either tone or
shock for the assessment of conditioned freezing to the training
context. On Days 3 to 5, testing was conducted in context B for
assessment of conditioned freezing to the tone CS. On each of
these days, the subjects were presented with the tone CS for 8 min
continuously following an initial 3-min period of acclimatization
that began when the subjects were introduced to the test chambers.
Freezing was expressed as percentage time of freezing, and the
data obtained from the different phases of the experiment were
subjected to separate statistical analyses.
Statistical Analysis
Data were subjected to parametric analysis of variance
(ANOVA) with between-subjects factors of genotype (SG/ vs.
SG/) and sex (male vs. female), and the inclusion of days,
sessions, trials or bins as repeated-measures factors whenever
appropriate. The response rate obtained in Experiment 1 was first
subjected to a square-root transformation prior to ANOVA to
improve the homogeneity of variance of the data set. All statistical
analyses were carried out using SPSS for Windows (Version 13,
SPSS Inc. Chicago, IL) implemented on a PC running the Win-
dows XP (SP2) operating system. Significant differences were
accepted at p  .05. Significant main effect and interaction terms
were further assessed by Fisher’s LSD pairwise comparisons based
on the appropriate pooled error mean square derived from the
overall ANOVA.
Results
Experiment 1: FI-20s Schedule and Its Extinction
Pretraining
All animals readily consumed the reward food pellets on the
pretraining day. Over the next 6 days of FR-1 training, both SG/
mutant and SG/ control mice acquired the lever-press response
with a steady increase of responding over days, and the two groups
remained comparable throughout training. By the end, the mean
(SEM) total lever presses on the last day of FR-1 training were:
SG/  13  2.59 and SG/  10.32  2.23. Regardless of
genotype, male mice executed a higher number of lever presses,
and this sex difference increased as training progressed. A 2 2
6 (Genotype  Sex  Days) ANOVA of daily lever presses
yielded a significant main effect of days, F(5, 105)  5.74, p 
.001, sex, F(1, 21)  5.62, p  .05, and their interaction, F(5,
105)  5.27, p  .001. Neither the main effect of genotype nor its
interaction attained statistical significance.
FI-20s Schedule of Reinforcement
The temporal pattern of operant responding under the FI-20s
schedule was examined by summing the number of lever presses
per daily session into discrete 1-s bin segments over the 20-s FI
period and the initial 10 s following its expiry. The pattern aver-
aged across the 13 days of training is depicted in Figure 1A. Both
SG/ and control mice showed a peak response at the final
second of the FI period, accurately anticipating its expiry when
afterward a response would generate reward. Responding then
declined rapidly within a few seconds into the expired period (Bins
21 onward). However, SG/ mice showed a substantial increase
in lever presses in the second half of the FI period and the first bin
afterward. These impressions were confirmed by a 2  2  30 
13 (Genotype  Sex  Bins  Days) ANOVA of responses
(square-root transformed), which yielded a main effect of days,
F(12, 252) 2.49, p .005, bins, F(29, 609) 36.84, p .0001,
genotype, F(1, 21)  5.18, p  .05, and its interaction with bins,
F(29, 609)  2.01, p  .005. Subsequent pairwise comparisons
revealed that responses between the two groups differed signifi-
cantly from bins 14 to 21. In addition, a general sex difference was
detected as indicated by a Sex  Bins interaction, F(29, 609) 
2.28, p  .001, and a Sex  Bins  Days interaction, F(348,
7308)  1.29, p  .001, consistent with the increased responding
of the male mice during pretraining.
Further analysis of total reinforcement and overall responses
emitted per daily session was conducted in two separate 2  2 
13 (Sex  Genotype  Days) ANOVAs. SG/ mice exhibited a
tendency to respond more than the controls (acquisition, Figure
1B), although the difference did not achieve statistical signifi-
cance, F(1, 21)  3.09, p  .09. ANOVA yielded only a signif-
icant main effect of days, F(12, 252)  2.414, p  .05.
Nevertheless, SG/ mice obtained considerably more rein-
forcements relative to SG/ controls (Figure 1C) as evident by a
main effect of genotype, F(1, 21)  5.03, p  .05, when the
number of reinforcements earned was analyzed. The main effect of
days was also significant, F(12, 252)  1.89, p  .05. Hence,
despite the increase in nonreward responses, SG/ mice also
emitted a significantly higher number of responses that led to
reward delivery. This is consistent with the result from an addi-
tional ANOVA of efficiency to obtain reward, which failed to
yield any significant main effects or interactions, suggesting that
despite making a significantly higher number of correct responses,
SG/ mice also made more incorrect responses, which acted to
lower the efficiency levels.
Extinction
Extinction of the FI-20s schedule was then introduced to assess
the ability of the animal to inhibit responding when reinforcement
was discontinued. The initial impact of extinction was assessed by
comparing responses of the first day of extinction with the last day
of FI-20s. As illustrated in Figure 1B (extinction, Day 14), both
groups displayed high rates of responding on the first day of
extinction in comparison to the last day of FI-20s training. This
was followed by a rapid decline in response frequency across the
8 days of extinction, which remained comparable between the two
groups. A 2  2  8 (Genotype  Sex  Days) ANOVA of daily
lever presses detected no significant differences between the two
groups, but yielded a main effect of days, F(7, 147) 29.882, p
.001. On observation, SG/ mice exhibited a change of behavior
in response to extinction, which was manifested in increased
hyperactivity and jumping along the walls. These characteristics
were not evident during testing in the FI-20s schedule, and might
be taken as an indication of emotional reaction resulting from
frustrative nonreward.
Experiment 2
Next, spontaneous locomotor activity was measured using the
open field (Experiment 2A) in a new cohort of naı¨ve mice because
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spontaneous activity represents a potential contributing factor to
the observed increase in response vigor by SG/ mice under the
FI schedule. These animals were then used to study the acquisition
of DRL (Experiment 2B). Increased responding in the FI schedule
does not bear any negative consequence on the temporal density of
the opportunity to earn reinforcement. On the other hand, under
DRL schedules, early responses not only fail to yield any rein-
forcement, but also result in a cost of increased waiting time as
they delay the next opportunity to earn a reward. Thus, the acqui-
sition of FI and DRL was assessed in a separate cohort of mice
using the same response and reinforcement, thereby avoiding
interpretative concerns over possible transfer effects between ex-
periments. Finally, this cohort of mice was subjected to PR train-
ing (Experiment 2C) for the evaluation of motivation, but a new
re-inforcement and instrumental response were used to minimize
transfer effects.
Experiment 2A: Locomotor Activity in the Open Field
A clear difference in locomotor activity emerged between the
two genotype groups, with SG/ mice displaying higher levels of
locomotor activity than SG/ controls throughout the test period
(see Figure 2). This interpretation was statistically supported by a
2  2  8 (Genotype  Sex  5-min Bins) split-plot ANOVA,
which yielded a highly significant main effect of genotype, F(1,
18)  67.05, p  .0001, and its interaction with bins, F(7, 126) 
2.43, p  .05, which was also accompanied by a main effect of
bins, F(7, 126)  38.5, p  .0001, suggesting locomotor habitu-
ation over time.
Experiment 2B: DRL Task
Pretraining
Again, both genotype groups successfully acquired the lever
press response, and performance increased steadily over 5 days of
FR-1 pretraining. A split-plot ANOVA yielded a significant main
effect of days, F(4, 72)  14.22, p  .001, but indicated no
significant differences in total daily responses generated between
SG/ mice and SG/ controls. The mean (SEM) of total lever
presses on the last day of FR-1 were: SG/  17.67  2.53 and
SG/  15.62  3.43.
DRL-4s
As depicted in Figure 3A, responses emitted per session were
higher for SG/ mice, and were accompanied by a higher number
of rewards obtained (Figure 3B), although analysis of neither
measure yielded a statistical significant difference. ANOVA of the
number of rewards obtained yielded a significant main effect of
Figure 1. Performance in the fixed interval (FI-20s) schedule. (A) The average temporal distribution of
responses during the 20-s interval and 10 s after termination of the delay (Square root- [Sqrt-] transformed lever
presses). (B) Total responses emitted per day during acquisition and during extinction. (C) Total reinforcement
received per day. FI  fixed interval.  p  .05.  p  .005.
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sessions, F(1, 18)  17.17, p  .01, but equivalent analysis of
efficiency did not yield any significant main effects or interactions
(Figure 3C).
DRL-8s
Extending the DRL requirement to 8 s increased overall re-
sponding (Figure 3A). SG/ mice demonstrated a tendency to
respond more than SG/ controls, although the difference was
not significant. Nevertheless, SG/ mice obtained a higher num-
ber of rewards relative to SG/ controls (Figure 3B). This ob-
servation was confirmed by a 2  2  4 (Genotype  Sex 
2-Session Blocks) ANOVA of total rewards per session, which
yielded a significant main effect of genotype, F(1, 18) 9.34, p
.05, and blocks, F(3, 54)  18.1, p  .001. Efficiency to obtain
reward improved as training progressed and remained comparable
for both groups. This impression was validated by a significant
main effect of blocks in a 2  2  4 (Genotype  Sex 
2-Session Blocks) ANOVA of percentage efficiency, F(3, 54) 
3.92, p  .05. No other significant main effects or interactions
were detected in the ANOVA of this measure.
DRL-12s
Under this requirement, there was an initial rise, followed by a
gradual decline in responding as training progressed (Figure 3A).
A 2  2  8 (Genotype  Sex  2-Session Blocks) ANOVA of
responses per session yielded a main effect of blocks, F(7, 126) 
8.82, p  .001. The number of rewards obtained by SG/ mice
was markedly higher compared to SG/ controls (Figure 3B).
ANOVA of total reinforcement yielded a main effect of genotype,
F(1, 18) 11.0, p .005, and blocks, F(7, 126) 7.34, p .001.
Improvement of response efficiency was evident across blocks,
and ANOVA of percentage efficiency revealed a significant main
Figure 2. Assessment of locomotor activity in the open field. SG/
mice exhibited significantly enhanced locomotor activity with respect to
SG/ control mice. Values expressed as mean  SEM.  p  .0001.
Figure 3. Performance in the differential reinforcement of low rates of
response (DRL) schedule. (A) Total responses emitted under the DRL-4s,
DRL-8s and DRL-12s across sessions. (B) Total reinforcement obtained
for the three delay requirements across sessions. (C) Percentage efficiency
of responding expressed as total reinforcement/total lever presses 100%.
Each data point represents mean  SEM.
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effect of blocks, F(1, 126)  7.32, p  .001, only; no other main
effects or interactions achieved statistical significance.
IRT Distribution
Although SG/ mice emitted more responses, especially under
DRL-4s and DRL-8s, and obtained substantially more rewards under
DRL-8s and DRL-12s, efficiency to obtain reward (defined as pro-
portion of responses that were rewarded) remained comparable to
controls. This prompted us to examine the temporal pattern of re-
sponding by evaluating individual responses according to the IRT
distribution. All lever presses were categorized according to the
specific 1-s bin segments of the DRL period in which they occurred,
followed by responses made once the delay requirement had expired
(longer IRTs). Under all delay requirements, both groups displayed
similar IRT distributions, with increased responding early in the DRL
requirement period, followed by a rapid decline in responding, which
was maintained until the end of the DRL period (see Figure 4). These
impressions were confirmed by three separate SexGenotype 1-s
Bins ANOVAs of IRT distribution, which consistently revealed a
significant main effect of bins, at DRL-4s: F(3, 54) 9.13, p .001,
at DRL-8s: F(7, 126)  20.19, p  .001, at DRL-12s: F(11, 198) 
53.29, p  .001, but no other effects. However, a clear difference
emerged between SG/ mice and SG/ controls in the longer
IRTs. A 2  2 (Sex  Genotype) ANOVA of longer IRTs yielded a
significant main effect of genotype in DRL-8s, F(1, 18)  9.50, p 
.05, and in DRL-12s, F(1, 18)  9.26, p  .05, which is consistent
with the observations that SG/ mutant mice earned more rewards
in these two DRL conditions.
Experiment 2C: PR of Reinforcement Schedule
The possibility that motivational differences between the two ge-
notype groups might have contributed to differences in performance
in the FI-20s and DRL schedules, led us to assess motivation using the
PR of reinforcement schedule. The advantage of this operant task over
the DRL and FI schedules is that it provides an index of reinforcement
value that is independent of response rate (Reilly, 1999). The same
cohort as tested in the DRL paradigm was used here. However, to
avoid potential transfer from previous training with food reward in the
DRL paradigm, the PR schedule was carried out in a separate set of
chambers using water reward instead of food reward; and the unit of
operant response was the lick.
Pretraining
SG/ mice and SG/ controls readily learned to lick for
water under the FR-5 schedule. Performance improved with ex-
tended training but remained comparable between the two groups,
as was evident by a main effect of days, F(5, 90)  5.46, p 
.0001, in a 2  2  6 (Genotype  Sex  Days) ANOVA of total
licks recorded daily. The mean (SEM) total licks on Day 6 under
FR-5 pretraining were: SG/  502.88  58.62 and SG/ 
674.81  73.93.
Subsequent evaluation in the PR schedule revealed no evidence
of changes in motivation levels in SG/ mice. Overall responses
(Figure 5A) and breaking point values (Figure 5B) were compa-
rable between groups. ANOVA did not reveal any significant main
effects or interactions in either measure.
Extinction
Following PR training and reestablishment of the FR-5 schedule,
extinction was introduced to investigate extinction learning and/or
perseverative behavior. The initial impact of extinction was evaluated
by comparing total licks on the first day of extinction with those from
the last (rebaseline) day of the FR-5 schedule. Whereas both groups
demonstrated a reduction in the rate of responding on the first day of
extinction, this effect was less pronounced in SG/ mice compared
to SG/ controls (Figure 6A). Response rates also differed signif-
icantly across days in SG/ mice and SG/ controls. Therefore,
the rate of extinction was examined by analyzing total responses
emitted into successive 2-min bins across the 6 days of extinction
(Figure 6B). Both groups demonstrated long term extinction
through a rapid decline in responding both across and within days.
These interpretations were reflected by a significant main effect of
Figure 4. Interresponse time (IRT) distribution in the differential rein-
forcement of low rates of response (DRL) task. (A) IRT distribution for
DRL-4s. (B) IRT distribution for DRL-8s. (C) IRT distribution for DRL-
12s. All graphs illustrate the sum of lever presses per 1-s bin averaged
across sessions. Values expressed as mean  SEM.  p  .05.
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days, F(5, 90)  7.31, p  .001, and bins, F(2, 36)  25.72, p 
.001, respectively, in a 2  2  3  6 (Genotype  Sex  2-Min
Bins  Days) ANOVA of total licks. The analysis also yielded a
Days  Bins interaction, F(10, 180)  2.43, p  .05. With
repeated testing, response rates in SG/ mice remained consis-
tently higher relative to controls as was confirmed by a main effect
of genotype, F(1, 18)  12.23, p  .005. Furthermore, the inter-
action terms of Genotype  Days, F(5, 90)  2.41, p  .05, and
Genotype  Bins, F(2, 36)  4.92, p  .05, also emerged
significantly. These suggest that SG/ mutants took longer to
suppress their licking response, both within and across extinction
days.
From the end of one extinction session to the next, the re-
exposure to the operant chambers led to the spontaneous recovery
of the licking response as indicated by the resumption of a higher
rate of responding in the first 2-min bin of each subsequent day in
comparison to the last bin of the preceding day (Figure 6B and
6C). This effect was substantially diminished in SG/ controls by
the fourth day into extinction, but it persisted in SG/ mice
across all days, indicating that despite faster rates of extinction,
SG/ mice perseverated more by resuming high rates of respond-
ing on each extinction day. As depicted in Figure 6C, the tempo-
rary recovery of responses on each extinction day differed signif-
icantly in both groups. Mean responses made in the first 2-min bin
of each subsequent day were compared to those made in the last 2
min of the previous day in a 2  2  2 (Genotype  Sex 
Day-to-Day Transition) ANOVA, which yielded a highly signifi-
cant main effect of genotype, F(1, 18)  18.63, p  .0001. A
Genotype  Transition interaction also emerged, F(1, 18)  7.64,
p  .05, which was consistent with the impression of a stronger
spontaneous recovery effect in the SG/ mutants.
Experiment 3: Pavlovian Conditioned Freezing
and Extinction
The extinction phenotype was selectively observed following
PR ratio training (Experiment 2C) but not FI training (Experiment
1). This phenotype therefore appeared to be sensitive to the precise
reinforcement schedule previously experienced. As a further test of
whether such an extinction phenotype could be seen in other forms
of associative learning, we included here a Pavlovian conditioning
paradigm in which a tone CS is paired with an aversive shock US,
conducted in a third cohort of animals The subsequent expression
of the conditioned response to the CS and the cessation of respond-
ing (when CS was no longer followed by the US) over time were
examined, both within and between days of extinction tests.
Conditioning
First, the freezing response in the presence of the CS across the
three CS–US pairing trials (see Figure 7A) was examined by a 2
2  3 (Genotype  Sex  Trials) ANOVA of percentage time
spent freezing. This revealed a clear monotonic increase in freez-
ing levels, F(2, 70)  59.29, p  .0001. SG/ mice showed a
slight but nonsignificant reduction in freezing, F(1, 35)  3.12,
p  .09, which was already apparent in the first CS presentation
when the CS had not yet acquired any conditioned property. No
Figure 5. Performance in the progressive ratio (PR) schedule. (A) Av-
erage total licks across 6 days of training. (B) Average breaking point on
6 consecutive days. Each data point represents mean  SEM.
Figure 6. Extinction following the progressive ratio (PR) and reestablishment of FR-5 schedule. (A) Responses
made during extinction compared to the last day of FR-5 schedule (Day 0). (B) Alternative analysis of responses
made during the extinction. SG/ mice showed a recovery of response in the first 2-min bin compared to the
last 2-min bin of the previous day, which was evident throughout the 6 days of training. The SG/ controls
showed a similar response only in the first 3 days of training. (C) Mean number of responses emitted in the last
2-min bin of each day compared to the first 2 min of the subsequent day during extinction. FR  fixed ratio.
 p  .05.  p  .0001.
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statistically significant sex effect was detected. Second, freezing
expressed during successive ITIs (see Figure 7B) was separately
assessed by a 2  2  4 (Genotype  Sex  ITIs) ANOVA,
which again revealed a monotonic increase in freezing levels
across the four ITIs, F(3, 105)  49.35, p  .0001. Subsequent to
the first ITI period when SG/ and SG/ mice had similarly
shown minimal levels of freezing, however, the expression of
freezing was consistently weaker in the SG/ mice. This led to a
significant genotype effect, F(1, 35)  4.43, p  .05, but its
interaction with ITIs failed to achieve statistical significance. Re-
gardless of genotype, the influence of sex was reflected in the form
of a Sex  ITIs interaction, F(3, 105)  3.22, p  .05, which
stemmed from the lower levels of freezing in male mice during the
second (male  15.53  3.91%, female  22.74  3.62%) and
third (male  21.24  4.94%, female  34.58  4.58%) ITI
periods following CS–US pairings.
Conditioned Context Freezing
The expression of freezing behavior observed when the mice
were returned to the conditioning chambers 24 hr later was com-
parable between SG/ mice and SG/ controls across the 8-min
test session (Figure 7C). A 2  2  8 (Genotype  Sex  1-Min
Bins) ANOVA of percentage time freezing yielded only a signif-
icant main effect of bins, F(7, 245)  5.10, p  .0001, with no
other main effects or interactions achieving significance.
Conditioned Tone Freezing and Its Extinction
The expression of freezing in the 3-min pre-CS period on each
tone-freezing test session was equivalently low for both genotype
groups (Figure 7D). A 2 2 3 3 (Genotype Sex Days
1-Min Bins) ANOVA of percentage time freezing in the pre-CS
period failed to yield any significant effect of genotype or its
interactions.
On each test day, freezing was markedly elevated in response to
the onset of the tone CS (Figure 7D); and the strength of the
conditioned freezing response underwent gradual extinction over
the course of the 8-min test period, which constituted within-
session extinction of the conditioned response. In addition, the
strength of the conditioned response also weakened over days,
which was particularly apparent in the initial bins (close to CS
onset) across the three daily test sessions. Overall, there was little
difference between SG/ and SG/ mice in their expression of
conditioned freezing to the CS. A 2  2  3  4 (Genotype 
Sex  Days  2-Min Bins) ANOVA agreed with the above
impressions, yielding a main effect of bins, F(3, 102) 25.34, p
.0001, and a Days  Bins interaction, F(6, 204)  3.27, p  .005.
Although the main effect of days failed to achieve statistical
significance, F(2, 60)  1.4, p  .25, an additional analysis
restricted to the first 2-min bins of CS presentation across the
3-test days confirmed the presence of a main effect of days, F(2,
68)  9.33, p  .0001. Male mice, irrespective of genotype,
displayed overall weaker freezing than females, leading to a sig-
nificant main effect of sex, F(1, 34)  4.88, p  .05. Across the
3-test days, the average (SEM) percentage time freezing in the
CS-period in male mice was 10.20 2.73%, compared to 18.51
2.59% in the females. Neither a main effect of genotype nor its
interaction achieved statistical significance.
Discussion
The present study evaluated the impact of SynGAP deficits on
response inhibition and temporal control of operant responding in
SynGAP heterozygous (SG/) knockout mice. Assessment in the
FI-20s schedule revealed that SG/ mutants responded more
vigorously than the controls, but at the same time maintained a
normal temporal pattern of responding. Overall responses per
session were higher, coinciding with a higher number of rewards
attained by SG/ mice. We also provided evidence that SG/
Figure 7. Pavlovian conditioned freezing. (A) Percentage time spent freezing in response to the 30-s
conditioned stimulus (CS) tone on the conditioning day. (B) Percentage time freezing during the intertrial
intervals (ITI). (C) Percentage time spent freezing in response to the context, when the subjects were returned
to the conditioning chamber 24 hr later. (D) Percentage time freezing when the subjects were presented to the
CS tone over 8 min and across 3 days of extinction to the CS tone. Pre indicates the freezing response prior to
tone presentation and averaged across 3 min. Subsequent data points represent freezing in response to tone over
8 min and expressed as 2-min bins. All data points refer to the mean  SEM.  p  .05.
1123SYNGAP KO AND INSTRUMENTAL LEARNING
mice exhibited an increase in spontaneous open field locomotor
activity without grossly affecting locomotor habituation. The
present study thus partially replicated the finding by Guo et al.
(2009), and yielded results indicative of another form of increased
response vigor. In the DRL schedule, SG/ mice again showed
increased responding in DRL-4s and DRL-8s, yet efficiency to
obtain reward was comparable to controls for all DRL require-
ments. In addition, there was no indication of motivation differ-
ences between genotypes as evaluated under the PR schedule of
reinforcement. Next, SG/ mice perseverated in responding dur-
ing extinction, when reinforcement was withheld following PR
training and reestablishment of FR-5 responding. However, an
equivalent phenotype on extinction rate was not observed earlier
following acquisition of FI-20s responding. Attempts to assess
extinction learning in Pavlovian conditioning also failed to yield
an extinction phenotype. Moreover, this experiment showed that
the development and expression of conditioned freezing to a
discrete CS was largely unaffected by SynGAP heterozygous
knockout in spite of its hyperlocomotor effect.
The present study has yielded similarities as well as differences
in comparison with the recent report by Guo et al. (2009) that
deserve special attention. Given that the generation of SynGAP
heterozygous mice were developed independently, any similarities
between their findings and ours would be particularly encouraging.
The similarities include the effect of hyperlocomotor activity, and
the absence of an effect in conditioned context freezing when the
animals were re-exposed to the shock context where tone-shock
conditioning took place. On the other hand, divergence of findings
between us might indicate the contribution or modulation of phe-
notypic expression by genetic backgrounds.
Inhibition, Temporal Control, and Motivation of
Instrumental Responding
We showed that SG/ mice readily acquired the FR schedule
of both the FI and DRL tasks, suggesting that the reduction in
SynGAP levels achieved in our SG/ mice was insufficient to
alter the temporal profile of responding in this type of operant
learning. In the FI schedule, performance is typically characterized
by a scalloping pattern of response with a gradually accelerating
rate of response that terminates in reinforcement (Ferster & Skin-
ner, 1957; Rice, 1988; Weiss & Moore, 1956). The temporal
pattern of response matched closely with the FI-20s schedule, and
this was evident in both groups. However, although both groups
displayed minimal postreinforcement responding, SG/ mice
responded more vigorously just prior to reinforcement, suggesting
enhanced response vigor. The behavior of SG/ mice thus re-
sembles the effects of hippocampal (Haddad & Rabe, 1969), septal
(Ellen & Powell, 1962) and medial supramammillary nucleus (Pan
& McNaughton, 2002) lesions in the FI schedule. Premature
responding, indicative of impaired response inhibition, was there-
fore not evident in SG/ mice. The absence of premature re-
sponding in combination with aberrant responding toward the end
of the interval may reflect increased arousal in anticipation of the
forthcoming reward (Ellen & Powell, 1962; Haddad & Rabe,
1969) rather than impaired response inhibition (Pan & McNaugh-
ton, 2002). Therefore, SynGAP deficits may be associated with
increased arousal, which in turn elevates the vigor of learned
operant behavior without disrupting the temporal control or inhi-
bition of the response.
Unlike the FI schedule, premature responding in the DRL task
incurs a temporal cost (i.e., waiting time) on the next opportunity
to earn a reward. High efficiency in DRL is characterized by low
rates of responding (Kramer & Rilling, 1970). The hippocampus is
critical for acquisition of DRL (Bannerman et al., 1999; Boitano et
al., 1980; Clark & Isaacson, 1965; Sinden et al., 1986; Tonkiss et
al., 1988), consistent with the hypothesized role of the hippocam-
pus in temporal memory storage (Rawlins, 1985) that might be
critical for correct timing of response emission as well as response
inhibition (Douglas, 1967; Gray, 1982). Pharmacological blockade
of NMDARs also increases response rate and produces an under-
estimation of time (Sanger, 1992; Stephens & Cole, 1996; Tonkiss
et al., 1988; Welzl et al., 1991), indicating that NMDAR activity
contributes to normal response inhibition and temporal processing.
In the present study, SG/ mice exhibited increased responding
in DRL-4s and DRL-8s but not in DRL-12s. This differs from
findings showing normal performance in the short delays but
aberrant responding under longer DRL requirements in hippocam-
pal lesioned animals (Boitano et al., 1980; Sinden et al., 1986) or
pharmacological inactivation of NMDARs (Tonkiss et al., 1988).
One interpretation is that the overresponding observed in the
shorter delays may be related to the fewer rewards obtained, hence
providing fewer opportunities to associate reinforcement with a
delay in responding (Ripley, Horwood, & Stephens, 2001).
Here, SG/ mice responded more in the longer IRTs (i.e., a
rightward shift), accounting for the significantly higher number of
reinforcements earned. This finding is in contrast to the effects of
NMDAR blockade, which produces a leftward shift in the IRT
distribution (suggestive of impaired response inhibition, see
Sanger, 1992; Stephens & Cole, 1996; Tonkiss et al., 1988; Welzl
et al., 1991) and therefore a decrease in reinforcement frequency
(Sanger, 1992; Stephens & Cole, 1996). In contrast, our findings
are similar to the effects produced by antidepressant drugs, which
enhance response rates and shift the IRT distribution toward longer
IRTs without disrupting the temporal pattern of responding
(O’Donnell et al., 2005). It is proposed that this rightward shift in
IRT distribution arises from a disruption in the speed of the dorsal
striatal clock (Meck, 1996). The fact that SG/ mice shifted their
response distribution rightward without affecting the temporal
pattern of responding suggests intact response inhibition, consis-
tent with the interpretation of the outcome in the FI-20s experi-
ment. Thus, the increased response vigor observed in both timing
schedules here may be related to arousal in anticipation of the
reward (Ellen & Powell, 1962; Haddad & Rabe, 1969). It may also
be linked to the enhanced exploratory activity in the SG/ mice,
as demonstrated here in the open field paradigm (also see Guo et
al., 2009).
The possibility that motivational differences between the two
groups might have implications in the interpretation of the effects
in the previous FI-20s and DRL schedules prompted us to assess
motivation in the progressive ratio of reinforcement schedule. It
provides an index of reinforcement seeking that is independent of
response rate (Reilly, 1999). Long-lasting increases in breaking
point in the food-rewarded progressive ratio schedule are associ-
ated with hippocampal lesions (Schmelzeis & Mittleman, 1996).
However, we did not observe any substantial difference between
SG/ mice and SG/ controls in terms of breaking point. This
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may be anticipated based on the lack of an effect of NMDAR
antagonist in performance under the PR schedule in rhesus mon-
keys (Buffalo, Gillam, Allen, & Paule, 1994), showing that the
NMDAR may not regulate basal motivation in positively rein-
forced operant action. Evenden (1999) emphasized that the PR
schedule fails to distinguish between changes in persistent and
perseverative behavior, and for this reason, an extinction compo-
nent was introduced to our study, such that we were able to
dissociate the two aspects of impulsivity.
Extinction Learning
Glutamatergic and GABAergic mechanisms have been impli-
cated in extinction learning following Pavlovian as well as operant
conditioning (Leslie et al., 2005, Leslie, Shaw, McCabe, Reynolds,
& Dawson, 2005; Myers & Davis, 2002). Although early stages of
extinction involve processes mediated by NMDARs, later stages of
consolidation are mediated by the GABAergic system. NMDAR-
mediated processes also have been shown to play a key role in
extinction of instrumental learning (e.g., Lissek & Gu¨ntu¨rku¨n,
2003).
Here, SG/ mice demonstrated perseveration during extinction
after reestablishment of FR-5 that followed PR training (Figure
6A). Furthermore, spontaneous recovery of responding was more
pronounced in SG/ mice as shown when the animals were
returned to the operant chamber across days of extinction training
(Figure 6B). This phenotype may suggest that extinction consoli-
dation and/or retrieval were impaired in SG/ mice, given that
spontaneous recovery tends to be weaker with more extended
exposure to extinction (Rescorla, 2004). Dysfunction of the hip-
pocampus (Corbit & Balleine, 2000; O’Keefe & Nadel, 1978;
Rabe & Haddad, 1968) and the prefrontal cortex (Butter, Mishkin,
& Rosvold, 1963) have been implicated in the tendency to perse-
verate during extinction. Hence, given that roughly half the level
of SynGAP is globally knocked out in the brain, the deficits
observed during extinction in SG/ mice may stem from both
prefrontal and hippocampal dysfunction. Alternatively, this extinc-
tion phenotype may once again stem from hyper-arousal in antic-
ipation of reward as suggested by the outcomes from the FI-20s
and DRL experiments. It follows that SG/ mice may not be
suffering from an extinction learning deficit. This conclusion is
supported by the fact that a similar phenotype was not observed in
extinction following FI-20s training (Figure 1B). Moreover, an-
other genetic manipulation targeting the downstream biochemical
events following NMDAR activation also did not give rise to an
extinction phenotype (see Ripley et al., 2001).
Relative to the last day of FI training, responding on the first day
of extinction was elevated in both groups (Figure 1B). Such a
paradoxical increase in response rate is common following partial
reinforcement regimes such as FI and variable interval (VI) sched-
ules (Tonneau, Ortiz, & Cabrera, 2000). This transient increase in
response frequency at the initial phase of extinction is indicative of
frustrative nonreward, which heightens arousal and energizes re-
sponse vigor (Amsel, 1962). This is in keeping with our interpre-
tation above that arousal associated with the anticipation of reward
was higher in SG/ mice. Frustrative nonreward can also result
in hyperactivity and stereotypic behavior, and these appeared to be
particularly pronounced in SG/ mice during extinction.
It is essential to recognize that extinction of an appetitively
motivated operant act can bring about affective/emotional re-
sponse (frustration and disappointment) as well as cognitive
change (extinction learning: learning to inhibit responding). The
emotional response is highly sensitive to the type of reinforcement
procedure and the nature of reinforcement employed, and this may
be responsible for the discrepant extinction effect between the two
experiments (extinction following FI-20s vs. PR).
It is well-known that experience of omissions of expected reward
during acquisition of the operant response leads to subsequent resis-
tance to extinction of the response later when reward is withheld
altogether—a phenomenon known as the partial reinforcement ex-
tinction effect (PREE; Amsel, 1962; Ferster & Skinner, 1957). The
PREE is sensitive to a number of specific drug manipulations
targeting dopaminergic and GABAergic neurotransmission (Fel-
don & Weiner, 1991, 1992; Leslie et al., 2005), as well as damage
to the hippocampal formation (Jarrard, Feldon, Rawlins, Sinden, &
Gray, 1986). In the present study, one may speculate that the
increasingly higher number of responses necessary to obtain suc-
cessive reinforcement in the PR schedule entailed considerable
exposures to nonreward, especially long sequences of nonre-
warded responses that were ultimately followed by reinforcement.
Such experience might have counterconditioned SG/ mice to
become more resistant to extinction (Amsel, 1992), despite rees-
tablishment of the FR-5 schedule. Neal, Wearden, and Smart
(1979) proposed that unpredictability of reward delivery might
determine rates of responding during extinction. Hence, it is im-
portant to note that subjects cannot accurately predict the avail-
ability of the next reward in variable interval schedules in com-
parison to an FI schedule, in which reward availability may be
sufficiently predicted on the basis of time alone. The PR schedule
therefore also incorporates such an element of unpredictability,
such that the exponential increase in responses required for reward
delivery may act to increase perseveration in responding compared
to the FI schedule. This distinction between the impact on frustra-
tive nonreward and response-outcome unpredictability certainly
warrants further investigation in the present context of SynGAP’s
psychological relevance.
Besides, another procedural difference between the two exper-
iments was the choice of reinforcement. Although food was used
as reinforcement in the FI-20s schedule, water was used as reward
in the PR schedule. It is therefore not entirely inconceivable that
the differing findings in extinction for the two experiments might
also be attributable to the choice of reinforcement (food vs. water)
and/or the associated instrumental act (lever press vs. licking).
Macdonald and Toledo (1974) had observed a PREE using food
but not water as reward, although subsequent studies reported that
the PREE can occur regardless of whether the reinforcement was
water or food (Mellgren, Hoffman, Nation, Williams, & Wrather,
1979; Morley & Russin, 1978; Seybert, Gerard, Lawrence, Nash,
& Williams, 1976).
From Instrumental to Pavlovian Conditioning
The fact that the novel finding of resistance to extinction ob-
served here is sensitive to the schedules of (positive) reinforcement
suggests that this phenotype may not be readily generalized to
Pavlovian conditioning, despite the suggestion that their neuro-
pharmacology or neurophysiology may overlap (see Myers &
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Davis, 2002; Quirk & Mueller, 2008). This is because the impact
of reinforcement schedules on extinction learning described above
is preferentially seen in appetitive instrumental learning. It is still
debatable whether equivalent manipulation in Pavlovian condi-
tioning (e.g., by degrading the CS–US contingency) would reliably
yield a PREE-like phenomenon (Gormezano & Coleman, 1975;
Miller & Capaldi, 2006; but also see Haselgrove, Aydin, & Pearce,
2004; Haselgrove & Pearce, 2003; Pearce, Redhead, & Aydin,
1997), because interpretation would be severely confounded by
expected changes in the acquired CS–US associative strength
(Rescorla & Wagner, 1972). Hence, our failure to observe any
changes in the extinction of a conditioned response acquired by
means of Pavlovian conditioning is not too surprising. It adds to
the specificity of the extinction phenotype revealed here, and
suggests that further specificity of the precise conditions that
would yield this phenotype should be highly relevant to the neu-
ropsychological relevance of SynGAP, especially when coupled
with a regional specific knockout approach to delete SynGAP in
brain regions known to be critical in extinction learning.
Our failure here to observe any impact of SynGAP deficiency
on the test of conditioned freezing to the discrete tone CS contra-
dicts with Guo et al.’s (2009) report of a deficit in conditioned tone
freezing. However, these apparent divergences in outcomes need
to be interpreted with caution because of multiple-confounding
procedural differences between their experiment and ours (in ad-
dition to genetic background and molecular techniques). Although
some differences are trivial or largely comparable, such as the
physical quality of the CS, some are not. We adopted the conven-
tional approach by conducting the CS-test 24 hr after the context
test in a physically distinct context to avoid potential contamina-
tion from context-related conditioned response, whereas Guo et al.
employed a rather unique design in which the CS-test was per-
formed 4 hr after the context test on the same day, following
modification to the training context instead of using an explicitly
distinct context differing in both design and location (as in our
laboratory). Moreover, Guo et al. adopted another unique criterion
in excluding any animals exhibiting  40% pre-CS freezing in
their analysis of CS-freezing data. These authors did not report the
number of animals dropped for this reason, nor did they apply this
criterion retrospectively to the context freezing data set (as indi-
cated by the degrees of freedom associated with the critical geno-
type effects reported). Nonetheless, their reported level of pre-CS
freezing was still relatively high, suggesting that their test proce-
dure might have encouraged considerable generalization from the
training context to the CS-test context. Hence, the possibility that
SynGAP heterozygous knockout might give rise to a phenotype in
context related associative learning cannot be ruled out, although
Guo et al. favored an interpretation of their results in terms of
sensorimotor gating and hyperactivity. Similar to our conclusion
based on instrumental extinction learning, the Pavlovian condi-
tioning phenotype reported by Guo et al. is likely to be critically
dependent on the precise test parameters and thus warrants further
verification.
Conclusions
We propose that the phenotypes observed in the FI and DRL
tasks were due to increased vigor or increased emotionality in
anticipation of the reward. Such a psychological trait may also be
responsible for the hyperactivity observed in the SG/ mice. We
hypothesize that SynGAP mediated biochemical cascade down-
stream to NMDAR complex activation may be important for the
modulation of arousal. This novel hypothesis has clear implica-
tions beyond the domain of learning and memory, such as emo-
tional and affective behavior (Guo et al., 2009). At the same time,
the present results also show that SynGAP deficiency does not
necessarily parallel the known effects of NMDAR hypofunction in
the control of instrumental responding. Although NMDAR antag-
onism is associated with some form of response disinhibition
(Sanger, 1992; Stephens & Cole, 1996; Tonkiss et al., 1988; Welzl
et al., 1991), SynGAP heterozygous knockout and NMDAR block-
ade result in opposite effects on the IRT distribution (rightward vs.
leftward shift, respectively). SynGAP may therefore represent a
unique site for psychopharmacological intervention with distinc-
tive effects from classical NMDAR antagonists.
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