Abstract-This paper addresses the problem of consensus in the presence of Byzantine faults, modeled by an attacker injecting a perturbation in the state of the nodes of a network. It is firstly shown that Set-Valued Observers (SVOs) attain finitetime consensus, even in the case where the state estimates are not shared between nodes, at the expenses of requiring large horizons, thus rendering the computation problem intractable in the general case. A novel algorithm is therefore proposed that achieves finite-time consensus, even if the aforementioned requirement is dropped, by intersecting the set-valued state estimates of neighboring nodes, making it suitable for practical applications and enabling nodes to determine a stopping time. This is in contrast with the standard iterative solutions found in the literature, for which the algorithms typically converge asymptotically and without any guarantees regarding the maximum error of the final consensus value, under faulty environments. The algorithm suggested is evaluated in simulation, illustrating, in particular, the finite-time consensus property.
The problem of finite-time consensus in the presence of malicious agents have been addressed in [2] , where the authors show that the topology of the network categorizes its ability to deal with attacks. Both the number of corrupted nodes and vertex-disjoint paths in the network influence its resilience. In [2] , it is assumed a broadcast model where, at each transmission time, the nodes send to all their neighbors the same value and the agents objective is to compute some function of the initial state. The main difference is the communication model which we assume to be gossip where random pairs of nodes exchange information.
The choice for representing the set of possible states depends on a mathematical formulation that enables fast and non-conservative intersections and unions of sets, as those are major and normally time-consuming operations when implemented in a computer. One approach is to use the concept of zonotopes, described in [3] and further developed in [4] and [5] . In this article, an alternative approach is adopted, based on the concept of Set-Valued Observers (SVOs) first introduced in [6] and [7] and further information can be found in [8] and [9] and the references therein.
In [10] an SVO-based overlay technique is used to detect Byzantine faults in gossip randomized average consensus algorithms. The main interest is on considering the stochastic information to detect faults and on providing bounds on the attacker signal magnitude. In [10] , each node runs an independent SVO to construct a set-valued state estimation. The focus herein is given on, in finite-time, either detecting a fault or returning the average consensus value using estimations obtained from local information and exchanged during communication time. We do not consider the case of compensating for faults.
The main contributions of the present work are as follows:
• Finite-time consensus is shown to be a property of SVOs for a sufficiently large horizon when not communicating estimates, in non-faulty scenarios; • An algorithm is introduced that intersects neighbor estimates to produce less conservative bounds and reduce the time required to detect faults; • Finally, it is also shown that this algorithm has the property of achieving finite-time consensus without the need to consider large horizons. Notation : The transpose of a matrix A is denoted by A . For vectors a i , (a 1 , . . . , a n ) := [a 1 . . . a n ] . We let 1 n := [1 . . . 1] and 0 n := [0 . . . 0] indicate n-dimensional vector of ones and zeros, respectively, and I n denotes the identity matrix of dimension n. Dimensions are omitted when clear from context. The vector e i denotes the canonical vector whose components are equal to zero, except for the ith component. The symbol ⊗ denotes the kronecker product. The notation ||.|| refers to v := sup i |v i | for a vector v.
II. PROBLEM STATEMENT
We consider a set of n x agents, each of which with scalar state x i (k), 1 ≤ i ≤ n x running a distributed iterative algorithm that guarantees convergence of the state to its initial average value, i.e.,
We refer to this problem as the average consensus problem. The communication topology is modeled by a graph G = (V, E), where V represents the set of n x agents, also denoted by nodes, and E ⊆ V × V is the set of communication links. Node i can send a message to node j, if (i, j) ∈ E. If there exists at least one i ∈ V such that (i, i) ∈ E we say that the graph has self-loops, which can model, for example, packet drops, since node i only has access to its own value at that transmission time. We associate to graph G a weighted adjacency matrix W with entries:
where the weights w ij ∈ [0, 1] represent link probabilities. The dynamics of this consensus problem can be described by the following dynamic model:
where matrix A(k) is selected randomly from a set {Q ij , (i, j) ∈ E}, where each matrix Q ij is symmetric and column stochastic (i.e. 1 Q ij = 1 ) to preserve the average and selected with probability wij nx and implementing the changes in the states x i and x j . The input u(k) models the Byzantine behavior of nodes updating their state by something other than the "fault-free" averaging rule.
The output of the system y(k), at time k, is composed of the states of the nodes to which the node running the observer communicated. In other words, if node i transmitted to node j at time k, then y(k) will be the vector with the states x i and x j (C(k) = [e i , e j ] ) and will only have its own state if the node did not communicate (C(k) = [e i , e i ] ) 1 . With a slight abuse of notation, we use y(k) to refer to the output of the system at time k and y k (x(0), u k ) to express the same output as a function of the initial state x(0) and input u k , where u k denotes the sequence of inputs up to time k.
The focus is on detectable faults in the sense that we are interested in faults possible to be distinguished from the normal operation of the algorithm. The intuition behind this definition is that a fault is detectable if there is no possible set of initial conditions such that the sequence y(0) · · · y(N ) can be generated without an attacker signal.
Definition 1: Take the consensus system (3). A nonzero fault signal u k is said to be undetectable in N iterations if:
where W o is a set where initial states x(0) and x (0) are known to belong. Otherwise, it is said to be detectable. The main goal of this paper can therefore be stated as: to develop an algorithm that, in finite-time, either detects nonzero inputs u(k) in (3) corresponding to a detectable fault as in Definition 1, or returns the final consensus value. The detection must not require knowledge of the matrices B(k) (a fault being detectable restricts B(k)) and signal u(k) in (3) and, instead, may only use the measurements y k which stands for all the measurements up to time k taken from the perspective of the node running the observer.
Assumption 1: Each fault considered is defined by a sequence u k , and is detectable in the sense of Definition 1.
The fault being detectable as in Assumption 1 relates to the observability of the system as in [11] .
Assumption 2: ∀k < N, x(k) < c for a constant c. Assumption 2 is sustained by the fact that a non-faulty gossip algorithm has a bounded state. Therefore, there exists a constant c such that if the norm of the state is larger than c, one can trivially detect the occurrence of the fault.
III. PROPOSED SOLUTION
The dynamics of the system can be cast into a Linear Parameter-Varying (LPV) model with uncertainty in the timevarying matrix A(k) by rewriting them, as in [10] , as a central matrix and a sum of uncertainties to comply with the framework of the SVOs, resulting in (3) being given by
where n ∆ is the number of required uncertainties and each ∆ (k) is a scalar uncertainty with |∆ (k)| = 1. The parameters ∆ (k), as well as the matrices A , are related in a straightforward manner to the matrices U (k) in [10] .
We use the Set-Valued Observers (SVOs) framework from [12] and [13] and define, at transmission time k,
represents a convex polytope and the operator ≤ is applied component-wise. The aim of an SVO is to find an approximation of the smallest set containing all possible states of the system at time k,X(k), with the knowledge that ∀0 ≤ i < N, x(k − i) ∈X(k − i) and that the dynamics of the system are as in (4) . The initial state x(0) ∈ X(0) where X(0) := Set(M 0 , m 0 ) and we can always select M 0 and m 0 due to Assumption 2. For a given uncertainty instantiation ∆ , the set X(k + 1) := Set(M ∆ (k+1), m ∆ (k+1)), which contains all the possible states of the system at time k + 1, can be computed as in [14] as the set of points, x, satisfying the equation relating the current time and the previous time with
where
and x, x − ∈ R nx and ∆ is the uncertainty instantiation for the current transmission time. Applying the Fourier-Motzkin elimination method [15] , the dependence on x − is removed and a set described by M (k + 1)x ≤ −m(k + 1) is obtained. The Fourier-Motzkin elimination method projects the points defined by (5) into the first n x coordinates.
Let the coordinates of each vertex of the hypercube H := {δ ∈ R N n∆ : |δ| ≤ 1} be denoted by θ i , i = 1, · · · , 2 N n∆ . Using (5), we compute X θi (k) with ∆ = θ i . Thus, the set of all possible states at time k + 1 can be obtained by
where we make the union for all the vertices θ i and where M θi and m θi are obtained using (5) . The convex hull,X(k+ 1), of set X(k + 1) is then obtained by using the methods described in [16] , since, in general, the set X(k + 1) is nonconvex even if X(k) is convex. For additional properties of the setX(k), the interested reader is referred to [10] and references therein.
Notice that using the method provided before to compute M (k) and m(k) for the "fault-free" model gives a set of states that are compatible with the sequence of measurements obtained up to time k. If the intersection of these admissible outputs with the vector of measurements y(k) results in an empty set, then a fault is detected.
A relevant issue regarding the SVOs is their decentralized construction, which is fundamental when dealing with distributed systems. A node only requires the following: signal y(k) that it measures when communicating with others at time k; the matrix C(k) by identifying which nodes it contacts; and its own previous set-valued state estimate. All the matrices A ∆ can be determined if the node has access to the global network structure. Otherwise, all possible links between nodes can be considered, although this is only feasible in networks with a limited number of nodes. However, in a practical scenario, in order to optimize the convergence rate, the nodes will compute the matrix W in (2) in a distributed fashion [17] and the global network structure can be inferred as the support graph of the matrix W .
The SVOs can be used as an overlay to a consensus algorithm that detects Byzantine faults such as in [10] . In this paper, a novel algorithm is introduced that intersects local estimates among neighbors to obtain improved estimates. In the process, the set of possible states is reduced and the consensus solution is reached in finite time.
We define the set generated by the SVO at each node i as X i (k). In general, the result of the Fourier-Motzkin elimination method produces a polytopic set with a bounded number of vertices. However, transmitting X i (k) would mean communicating the matrix M i (k) and vector m i (k). Since the dimension of M i (k) depends on the number of vertices, we might need to communicate a large amount of information, which may not be feasible in many applications.
For that reason, we can overbound this uncertainty set by a hyper-parallelepiped
. Using this approach, z i will be the only vector that we need to transmit between neighbors. Thus, the z i 's represent state boundaries for the other agents and are obtained through the previously described algorithm to compute the SVO (5) using local information available when communicating with neighbors. The algorithm can be briefly described as, in each discrete time instant, each node that does not communicate with its neighbors updates its set-valued state estimates of the corresponding SVO using (5) .
If node i and j communicate, then they intersect both setvalued state estimates followed by a consensus phase. Notice that z i and z j are state boundaries from the perspective of node i and j. Thus, s -the concatenation of [z i ] 2i−1 and [z i ] 2i for each node i -is such that s ∈ Set(M i , z i ) and s ∈ Set(M j , z j ) (see Fig. The 
since there is not a vector s satisfying the observations made by node i and j. The intersection step is described using the maximum function (z variables were defined to have the maximum of the boundary with a negative sign, see Fig. 1 for a numeric example) by operating on the state of both nodes i and j
where the max function operates row-wise. At each time k, the consensus phase runs in both communicating nodes and is defined for node i communicating with node j by the following linear iteration, similarly to what is done in [17] :
where, as previously mentioned, the variable z i is the vectorvalued estimate of node i of all the states of the nodes. It should be noticed that, for node i, we have
since the node has access to its own state at all time instants and thus there is no uncertainty associated to it.
IV. MAIN PROPERTIES
This section starts by providing a result regarding the convergence of the proposed algorithm to robust consensus for detecting Byzantine faults and performing the detection using the information of the estimates of each node.
Theorem 1: Take the consensus algorithm defined by equations (6) and (7) . If the matrix of probabilities W is strongly connected, then the algorithm converges in:
• expectation • mean square sense • almost surely.
Proof: The proof follows a similar reasoning as in [17] . We start by noticing that from equation (6) and that, for node i, [z i ] 2i−1 and [z i ] 2i are always equal to the node state. Thus, we stack the values z i and prove convergence of the whole system. Let us introduce variable z:
. . .
with z ∈ R 2nx , where n x is the number of nodes. Then, one can write
where U k is a matrix randomly selected from {Q ij } with
for each pair of nodes i and j communicating with each other with probability w ij from the probability matrix W . Let us define
where E is the expected value operator. Then
due to the probability distributions w ij being independent. Rearranging using the transformation T Q ij T with
we get
The eigenvalues of R are the eigenvalues of (1 − 1 nx )I nx + 1 nx W counted twice. We can use the fact
and since W is a doubly stochastic matrix with a strongly connected support graph with all but one eigenvalues less than 1. The λ(W ) = 1 is associated to the eigenvector 1 nx . Thus, lim k→∞ R k = I 2 ⊗ 1 nx /n x which proves the convergence in expectation.
In order to prove convergence in the mean square sense, let us compute
where R 2 = R due to the fact that Q ij Q ij = Q ij . Therefore, we use the same argument and the algorithm converges in the mean square sense. Almost surely convergence is given by Borel-Cantelli first lemma [18] , [19] due to (11) , which means exponential rate convergence.
The previous theorem shows the asymptotic convergence of the algorithm, which is useful when considering small horizons. In the next theorem, we show an important feature of the proposed algorithm, when applied to Byzantine fault detection in networks, although its verification may be costly in terms of needed computational power.
Theorem 2: Consider the detection scheme of using a single centralized SVO for the whole network without sharing node measurements. There exists a sufficiently large horizon N such that X(N ), constructed using (5), is a set with a finite number of points.
Proof: Let us rewrite the matrix in (5) recursively:
and A n represents the matrix A 0 + A ∆ with a ∆ that accumulates the uncertainties for n periods of time, i.e., the parameter ∆ is the uncertainty instantiation for the respective horizon (see [13] ). Take a sufficiently large N such that the following sequence of time instants {c k : 0 ≤ c k ≤ N } is present due to the randomness of the node communications.
The sequence is constructed as follows with respective to node i running the SVO:
• Start with the first-degree neighbors and there exists a communication between i and all of them where only the state is transmitted and not the estimates, i.e., ∀j : (i, j) ∈ E we have A(k) = Q ij ∨ A(k) = Q ji ; • with each neighbor of i there exists a communication at time even and at time odd a communication between that neighbor and a second-degree neighbor and this pattern is repeated for the number of second-degree neighbors of each of our node neighbor, i.e., ∀j : (i, j) ∈ E, ∀ : (j, ) ∈ E such that A(2k) = Q ij ∨ A(2k) = Q ji and A(2k + 1) = Q j ∨ A(2k + 1) = Q j ; • repeat the same as before for the third-degree neighbors with communication between the nodes happening at each multiple of three communication instants. The number of communications must be equal to the number of possible paths with length 2.
• we continue with the same reasoning until all the nodes are included in the sequence. Since when a node is involved in a communication there is no uncertainty, the sequence was constructed such that with the first condition all the neighbor states can be determined. With the second condition all the second-degree neighbor states can be determined. The same applies for any degree neighbors. This implies that for a specific instantiation of ∆ , the system in (13) either:
• has only one solution;
• is infeasible. Thus, the set X(k) is a union of at most card(∆) points.
Remark 3: Notice that in Theorem 2, it is not possible to get X(k) to be a singleton without imposing additional conditions on the graph. From the perspective of a node i, every first-degree neighbors should have common neighbors among them. Otherwise, even though the state is restricted to a point, it is not possible to associate the state with the node as they form an isomorphism from the node i point of view. However, to get finite-time consensus it is only needed to compute the average of one of the points in X(k).
The previous result shows that SVOs have an intrinsic property that can be used to compute the average consensus. Theorem 2 assumes that estimates are not shared between neighbors at the expenses of considering a large horizon N . In practice, however, the applicability of this result is questionable, as N can be arbitrarily large and represent a prohibitive computational burden since the SVO complexity grows exponentially with the horizon. The result is interesting in the scenario where the node running the SVO is controlling the network and is allowed to impose a given communication pattern. Progress is made in the next theorem to drop the horizon condition by taking advantage of state sharing between nodes.
Theorem 4: Consider the algorithm described in (6) and (7). There exists a sufficiently large running timeÑ such that X(Ñ ), constructed using (5), is a singleton.
Proof: Take a sufficiently largeÑ containing a sequence of time instants {c k : 0 ≤ c k ≤Ñ } that fulfills
• every transmission shares one of the nodes involved in the previous transmission, i.e., ∀k ∈{c k } :
• there exists a time instant such that before and after that time, all the nodes in the network were involved in the communication, i.e., ∃k c :
It should be noticed that such a sequence exists due the random behavior of the communications.
Define a function
) where the function card(x) counts the number of nonzero entries of the vector x and i is a node involved in communication at time k. Function V (k) counts, therefore, the number of uncertain states of the last node i involved in a communication at time k. Recall that from equation (6), both nodes i and j involved in the communication have the same estimates of the states for all the nodes in the network.
Notice that
for all time instants k ≤ k c , since every transmission is assumed to include one node involved in the previous communication. Thus, at time k c , V (k c ) = 0 using the two conditions of the sequence, which means that the two nodes communicating at time k c have access to the full state of the network, regardless of the horizon of the SVOs. Since, for every node , ∃k i ≥ k c : A(k i ) = Q i , the full state is passed to all the remaining nodes.
Remark 5: Notice that the sequence construction made in Theorem 4 can be implemented in practice by a tokenpassing scheme and obtain finite-time consensus regardless of the chosen horizon, if no fault is detected. Mechanisms for fault robustness in a token-based gossip algorithm are outside the scope of this paper and also further work is needed to evaluate its effects on the convergence rate. 
V. SIMULATION RESULTS
In this section, we show simulation results to illustrate the finite-time consensus property derived in the previous section. Focus is given to how a measure of the set dimension evolves with the algorithm as opposed to a setting where nodes just run SVOs without sharing their estimates. Simulations illustrating the fault detection capabilities can be found in [10] . The simulations also indicate how likely it is to find a sequence of transmissions that produce finite-time consensus when using randomized gossip algorithms.
We consider a 5-node network with nodes labelled i, i ∈ {1, 2, 3, 4, 5}, initial state x i (0) = i−1 and a nominal bound for the state magnitude of |x i | ≤ 5. To assess the algorithm in a disadvantageous scenario, we considered the horizon N = 1, which is a worst-case scenario, as the algorithm only takes into account the dynamics of the system with one time step from the last estimate and discards prior observations. Each experiment lasts 300 communications and the results shown correspond to 1000 Monte-Carlo runs. The following probability matrix is used: Our experiment setting does not include any fault and, at each time instant, we compute a measure of the size of the SVO. Since the hypervolume is always zero, we present the average sum of the length of uncertainties as the size of the sets across the network, which by definition if zero, then all nodes have reached consensus.
A typical run is depicted in Fig. 2 where finite-time consensus is achieved. All the simulations share the same behavior but with different times to reach consensus. In comparison, the same measure is calculated for the case of independent SVOs. As expected, the estimates using the algorithm are less conservative as they incorporate the measurements performed by the node itself and the estimation set transmitted by its neighbors. In this particular run, consensus was achieved by all the nodes at iteration 80.
Using a 1000 Monte-Carlo run, in Fig. 3 is shown the histogram for the stopping time of the algorithm when using a horizon of 1. The experiments where consensus was not achieved in less than 300 communications are not represented in the histogram and corresponded to 21.9%. Simulations were repeated using the same sequence of communications and a horizon of 5, decreasing such percentage to 13.4%. This fact is justified by the smaller sets generated by each node. In essence, to get 100% of the experiments to end in finite-time, we either have to increase the time of the simulation or increase the horizon, or both.
An important issue is the influence of the intersection step on the size of the set-valued state estimates. Fig. 4 depicts the mean of the sum of edges length for the 1000 Monte-Carlo runs for both the case of a centralized SVO and estimate sharing using the intersection algorithm. Since the gossip random consensus algorithm is stable [17] , the size of the generated set converges to a point (the consensus value) and the sum of edge lengths goes to zero asymptotically when in a non-faulty scenario and subject to a horizon smaller than N . The measure of the sum of edges captures the size of the set-valued estimates, and correspondingly, how conservative they are. Fig. 4 shows that, in average, less conservatism is attained by exchanging set-valued estimates, and that they converge much faster to zero since the conditions of the Theorem 4 are less restrictive.
VI. CONCLUSIONS
In this paper, two methods are developed to address the problem of distributively detecting Byzantine faults in randomized gossip algorithms, namely one where a single node is running an SVO and another where each node has an SVO and set-state estimates are shared upon communication.
For the single node case, the method is guaranteed to detect Byzantine faults, but may require a large computational burden. In the absence of fault, it is shown that average consensus can be determined in finite-time using only measurements available to the node. The result is more applicable in situations where one node is able to control/command the sequence of communications.
In order to drop the requirement of a large horizon, an algorithm is presented where each node computes its own set-valued state estimates and performs an intersection with state estimates received by the neighbors. Besides reducing the computational burden, this method also achieves finitetime average consensus for any horizon value, provided that the algorithm runs for sufficiently large number of observations, and each node computes less conservative set-valued estimates. The result is relevant in practice to determine a stopping time in a faulty environment, which is not a straightforward issue due to the iterative nature and uncertainty generated by the random choice of communicating nodes. If conditions for finite-time convergence are not met within the time that the algorithm is running, asymptotic convergence of the state of the nodes is also provided.
