Abstract-We propose a scheme for noncoherent iterative (i.e., turbo) reception of coded block transmissions over unknown time and frequency selective, or doubly dispersive, channels. Starting with a noncoherent metric that leverages a basis expansion model (BEM) for the channel's time-variation, we propose an efficient noncoherent soft equalization strategy that combines sub-optimal tree search with a fast noncoherent metric update. Though the complexity of our scheme is only linear in the block length and quadratic in the number of BEM parameters, numerical experiments show that it attains a performance relatively close to that of the turbo receiver with perfectly known channel.'
I. INTRODUCTION
In this paper, we consider the problem of decoding a data sequence transmitted over a time-and frequency-selective channel, otherwise known as a doubly selective or doubly dispersive (DD) channel, whose realizations are unknown but whose statistics are known. In particular, we are interested in the case of coded transmissions with possibly long codewords (as with LDPC or turbo codes). While the maximum a posteriori (MAP) bit detector is known to minimize the bit error rate (BER) [1] , it is too complex to implement for the codes and channels of interest. A near-optimal but significantly cheaper strategy follows from the turbo principle [2] , which suggests to iterate between separate soft equalization and decoding steps. In this case, the equalizer's role becomes that of producing posterior bit probabilities from the received samples and any extrinsic information previously supplied by the decoder.
The calculation of posterior bit information in the presence of an unknown DD channel is not a trivial task, however. (See [3] for a recent overview). In the most common approach to the problem, the channel is modeled as a first-order Gauss-Markov process and trellis-based methods are used with either forwardbackward or fixed-lag MAP processing. Fitting a realistic timevarying channel into this framework generally requires the use of approximations which degrade performance and/or limit the range of applicability (e.g., to slowly varying channels).
We consider a different approach to soft noncoherent equalization which uses a basis expansion model (BEM) [4] , [5] for channel variations. The use of a BEM yields an efficient channel parameterization which, as we will show, translates directly into an efficient soft noncoherent equalization algorithm. In addition, the flexibility of the BEM approach makes it directly applicable to, e.g., frequency-domain channel models (as arise with OFDM) and/or sparse channel models. (See, e.g., [6] .)
The soft noncoherent equalizer we propose for DD channels builds on recent ideas from the multiple-input multiple-output (MIMO) literature (e.g., [7] , [8] ), such as the use of suboptimal tree search to find the dominant contributions to a noncoherent metric. Our principal contribution is the derivation of a fast algorithm for the sequential update of the BEM-based noncoherent metric. In particular, the proposed algorithm yields a complexity that scales linearly in the block length and quadratically in the number of BEM parameters. Numerical experiments show that the proposed technique maintains performance relatively close to that of turbo reception under a perfectly known channel. 
where h(j) is the channel coefficient at time-n and delay-i, Nh n,1 is the discrete delay spread, and { v$j)} is zero-mean circular white Gaussian noise (CWGN) with covariance 32. The channel is assumed to be Rayleigh fading and wide-sense stationary uncorrelated scattering (WSSUS) [9] , so that {h(j)} are zeromean circular Gaussian with Ehh(j)h(j) = Pm*2e
Here, Pm is the temporal autocorrelation, a is the delaypower profile, and .e is the Kronecker delta sequence.
The receiver consists of a soft noncoherent equalizer and a soft decoder, connected in the turbo configuration of Fig. 1 information on the coded bits, leveraging its knowledge of pilot symbols and statistical channel structure. The decoder uses the soft equalizer outputs to infer the information bits, leveraging its knowledge of the code structure. Also, the decoder may refine the soft information on the coded bits for subsequent use by the equalizer.
A key feature of our equalizer is its use of a Nb-term basis expansion model (BEM) for channel variation over the block:
Here, Nb and fbn,p} are design parameters whereas {0)} are unknown channel coefficients. While an error-free approximation is possible with Nb = N, significant reduction in receiver complexity is possible with Nb AK N. Under approximation (2), the received sample T(j) from (1) becomes 1}, (6) can be written in the form [7] L(Xk Ir) = In ZXk p(r x) exp Tx X:Xk p=0 p x) explTx (7) where 1 
Computing Le(Xklr) from (9) requires 2N,Q evaluations of ,u(x), and hence is impractical. However, as suggested in [7] , the extrinsic LLR Le(Xk r) can be approximated as
max 'o~~~~( 10) using the "max-log" approximation >ZX:Xk 1=exp ,t(X) maxx X,< 1 ,u(x) and subsequently restricting the maximization search space to the "most important" sequences L. 
III. NONCOHERENT SOFT EQUALIZER
In this section, we describe the proposed noncoherent soft equalizer, where the soft information takes the form of loglikelihood ratios (LLRs) on coded bits. Given the observation r(j), and any a priori LLRs made available by the decoder, the soft equalizer generates LLRs for each of the coded bits in x(j). The equalizer is "noncoherent" in that it treats the where A depends on the coded bits x through the corresponding symbols s. Thus, the use of 4 := ARoAH +u2IN yields Inp(r x) = -rH4.I r -In(N det 4)), (12) allowing the metric to be written as u(x) = rH4.-r -In(_Ndet 4) + 1TX.
Because direct evaluation of (13) requires 0(N3) operations, we recognize two principle challenges in evaluating (10): 1) Efficient selection of the "most important" sequences L,
2) Fast calculation of ,u(x) for x e L.
As suggested in [8] , both challenges can be met by evaluating the partial metric _t(Xn) = lnP(rn IX) +1Tn- (14) sequentially ( The choice of the clipping threshold is discussed in [8] .
In the sequel, we show that the metric ft(Xn) can be updated from ft(Xn-1) using only (O(NbNh,) operations, so that {f(x)}xEL1can be evaluated using only O(NM2QNb2Nh2)
operations. The soft equalizer complexity is thus linear in the block length N and quadratic in the number of channel parameters NbNh.
C. Fast Metric Update
Writing the partial metric (14) in the form of (13) While a single pilot symbol per block is sufficient to resolve the inherent channel/data phase ambiguity, we have found that the inclusion of several pilots is beneficial to the performance of the (suboptimal) tree search proposed in Section III-B. In particular, if pilots can be incorporated into the first few 2Other types of tree search could also be applied. However, unlike most other search algorithms, the M-algorithm yields a complexity that is invariant to channel realization and SNR. metrics (i.e., flt(xn) for small n), then M-algorithm pathpruning becomes more robust. We investigate these issues numerically in Section IV.
As mentioned earlier, the use of block zero-padding with guard length > Nh-1 prevents inter-block interference, thereby justifying the use of decoupled block equalization.
Note that a simple modification of the M-algorithm suffices to handle the case of arbitrary pilot/guard symbols: When the M-algorithm encounters a known symbol, each surviving path is given a single (rather than 2Q-ary) extension. The transmitter employed rate-R 1 irregular low density 2 parity check (LDPC) codes with average column-weight 3, generated via the publicly available software [11] . The coded bits were mapped to QPSK symbols (i.e., Q = 2) and partitioned into data blocks of length N5, each of which was merged with Np leading pilots and Nh -1 trailing zeros to form a transmission block of length N = N, + Np + Nh -1. So that each codeword spanned J = 64 data blocks, (JQNS, RJQN5)-LDPC codes were employed. The block length N = 64 was used throughout with Np = 6 pilots per block (unless otherwise noted). The soft noncoherent equalizer used the Karhunen L6eve (KL) BEM [5] with Nb = 3 to model channel variation.
In other words, bn,p = [V]n,p for V constructed columnwise from the Nb principal eigenvectors of Ro. The Malgorithm used the search parameter M = 64, where the LLR magnitudes were clipped to 2.3. The publicly available LDPC decoder from [11] was used with a maximum of 60 "inner" iterations, and equalization/decoding were iterated using a maximum of 16 "outer" (or "turbo") iterations. We specify the maximum number of iterations because the receiver breaks out of both the inner and outer loops as soon as the LDPC syndrome check indicates error-free decoding. shows that performance increases with M, although gains from the use of M > 64 are quite small (e.g., -0.1 dB). Figure 3 shows coded BER versus the maximum number of outer (i.e., turbo) iterations. There, performance is seen to increase until about 12 iterations, after which it saturates. Note that receiver complexity does not increase linearly with the number of outer (or inner) iterations, because in the vast majority of cases the iterations terminate early. Figure 4 shows the effect of Np, the number of pilots per block, on coded BER. As predicted in Section III-D, performance increases with Np until about Np = 6, after which it saturates. We reason that, at the saturation point, the improvement in channel estimation error is balanced by the penalty on EbIN0.
A. Effect of Equalizer Parameters and Pilots

B. Performance Comparison
In Fig. 5 , the proposed soft noncoherent equalizer was compared to two genie-aided bounds, to a hard noncoherent equalization scheme, and to a soft coherent equalization scheme aided by soft channel estimates.
For the first genie-aided bound, perfect channel knowledge was assumed. Note that, with perfect channel knowledge, the proposed soft noncoherent scheme reduces to the soft coherent scheme of [8] (which also evaluates max-log LLRs using the M-algorithm). For the second genie-aided bound, a 100% pilot-block (i.e., Np = 62) was used to generate a MMSE channel estimate that was subsequently used by the soft coherent equalizer [8] . Figure 5 shows that the proposed equalizer3 performs about 2 dB from the perfectly-known channel bound and about 1.6 dB from the 100%-pilot bound.
The reference hard noncoherent equalization scheme used the list-Viterbi algorithm (LVA) with per-survivor Kalmanfilter generated channel estimates, similar to [13] . To convert the hard LVA bit estimates into the LLRs needed for soft decoding, we considered a binary symmetric channel whose cross-over probability was matched to the experimentally measured uncoded BER (at each EbINO). Since the LVA does not provide a means to incorporate soft decoder outputs, outer iteration was not used. We used Np = 9 (after observing poor performance with fewer pilots) and an LVA list size of 64. Figures 3 and 5 show that the proposed soft noncoherent equalizer outperforms the hard noncoherent equalizer by -1 dB without outer iteration, and -2 dB with outer iteration.
As a reference soft channel estimator, we considered the soft Kalman approach of [14] . Fig. 5 shows that the proposed equalizer exhibits -2.4 dB gain over the combination of soft channel estimation and soft coherent decoding. 3It is interesting to note that the asymptotic slope of the BER curves suggests that the algorithm captures the full diversity of the noncoherent DD channel [12] . In particular, with codewords spanning JN = 4096 symbols and a channel coherence time Of (fdT )-l = 500 symbols, the codeword experiences 8 
