Abstract. We show that the linear statistics of eigenvalues of random circulant matrices obey the Gaussian central limit theorem for a large class of input sequences.
where f is some fixed function. The function f is known as the test function. One of the interesting object to study in random matrix theory is the fluctuation of linear statistics of eigenvalues of random matrices. The study of fluctuation of linear statistics of eigenvalues was initiated by Arharov [3] in 1971 for sample covariance matrices. In 1975 Girko [6] studied the central limit theorem (CLT) of the traces of the Wigner and sample covariance matrices using martingale techniques. In 1982, Jonsson [9] proved the CLT of linear eigenvalue statistics for Wishart matrices using method of moments. After that the fluctuations of eigenvalues for various random matrices have been extensively studied by various people. For new results on fluctuations of linear eigenvalue statistics of Wigner and sample covariance matrices, see [8] , [17] , [4] , [13] , [15] . For band and sparse random matrices, see [2] , [7] , [10] , [16] and for Toeplitz and band Toeplitz matrices, see [5] and [11] .
In a recent article [1] , the CLT for linear eigenvalue statistics has been established in total variation norm for the circulant matrices and of its variants with Gaussian entries. Here we consider the fluctuation problem for the circulant matrices with general entries which are independent and satisfy some moment condition. A sequence is said to be an input sequence if the matrices are constructed from the given sequence. We consider the input sequence of the form {x i : i ≥ 0} and the Date: February 13, 2018. This work is partially supported by National Post-Doctoral Fellowship, India of Kartick Adhikari (reference no. PDF/2016/001601). circulant matrix is defined as
x 1 x 2 · · · x n−2 x n−1 x n−1 x 0 x 1 · · · x n−3 x n−2 . . . . . . . . . . . . . . . . . .
For j = 1, 2, . . . , n − 1, its (j + 1)-th row is obtained by giving its j-th row a right circular shift by one positions and the (i, j)-th element of the matrix x (j−i) mod n . In our first result we consider the fluctuation of linear eigenvalue statistics of circulant matrices with a polynomial test function. Let
Theorem 1. Suppose C n is the random circulant matrix with independent input sequence {
Then, as n → ∞,
where σ
We use the method of moments to prove Theorem 1. Note that, the constant term and the first degree term are not considered in the polynomial P d (x). The constant term of a matrix polynomial will be a constant times the identity matrix and this term will not effect the fluctuation result of linear eigenvalue statistics of a random matrix as we are centering the linear eigenvalue statistics by its mean.
If we consider a degree one monomial of the random circulant matrix C n with independent input sequence {
Thus the limiting distribution depends on the distribution of X 0 and hence CLT type result does not hold for degree one monomial. Due to these reasons we have not considered the constant and the first degree terms in P d (x). Next we consider the fluctuation problem for circulant matrices in total variation norm. It has been shown [1] that
converges in total variation norm to N (0, 1), as n → ∞, where p n = o(log n/ log log n) and A n is one of circulant, reverse circulant, symmetric circulant and Hankel matrices with Gaussian inputs. In this article, we show that the above results hold when the matrices are constructed from the input sequence belongs to L(c 1 , c 2 ), for some c 1 , c 2 > 0 and subgaussian. Definition 2. For each c 1 , c 2 > 0, let L(c 1 , c 2 ) be the class of probability measures on R that arise as laws of random variables like u(Z), Z is a standard Gaussian random variable and u is a twice continuously differentiable function such that for all x ∈ R |u ′ (x)| ≤ c 1 and |u
For example, the standard Gaussian random variable is in L(1, 0 For example, the Bernoulli random variable with mass at +1 and −1 with equal probability is 1-subgaussian. More generally, if X is a random variable with E[X] = 0 and |X| ≤ σ for some σ > 0, then X is σ-subgaussian. The normal random variable with mean zero variance σ 2 is σ-subgaussian. Also note that if a random variable X is σ-subgaussian, then its (absolute) moments are bounded above by an expression involving σ and the gamma function (see e. g. [18, p. 93]). Therefore if a sequence of random variables
We use this fact in the proof of Theorem 4. Now we have the following central limit theorem result in total variation norm.
Theorem 4. Suppose C n is the random circulant matrix with input sequence { Xi √ n } i≥0 such that X i 's are independent symmetric σ-subgaussian random variables and X i ∈ L(c 1 , c 2 ) for some finite c 1 and c 2 . Then, as n → ∞,
where
Remark 5. As we are dealing with circulant matrices in this article, we have stated the total variation norm convergence result for circulant matrices only. But the result (2) holds for other variants of circulant matrices also, namely, for reverse circulant and symmetric circulant matrices. For description of these matrices, see [1] .
Note that there is a large class of random variables which satisfy the assumptions on the input sequence in Theorem 4. For example, standard Gaussian random variable, symmetric uniform random variable and linear combination of these two belong to L(c 1 , c 2 ) for some c 1 , c 2 ≥ 0 and subgaussian. The proof techniques of Theorem 4 passively depend on Stein's method and second order Poincaré inequality (see [5] ). In particular, we use Result 7, which relies on Stein's method and second order Poincaré inequality. The rest of the article is organized as follows. In Section 2 we give a proof of Theorem 1 using moment method. In Section 3, we prove Theorem 4.
Proof of Theorem 1
We first define some notation which will be used in the proof of Theorem 1.
We prove Theorem 1 by the method of moments. To apply this method we need to calculate the higher order moments of linear eigenvalue statistics of the circulant matrices and that involve the trace of higher power of the circulant matrices. So we calculate the trace of (C n ) p for some positive integer p. Let e 1 , . . . , e n be the standard unit vectors in R n , i.e., e i = (0, . . . , 1, . . . , 0) t (1 in i-th place). Therefore we have
x i1 e i−i1 mod n , for i = 1, . . . , n. In the last equation e 0 stands for e n . Repeating the procedure we get
x i1 x i2 e i−i1−i2 mod n ,
for i = 1, . . . , n. Therefore the trace of C p n can be written as
where A p is as defined in (3). For a similar result on the trace of band Toeplitz matrix see [12] . The following result will be used in the proof of Theorem 1.
For the proof of Result 6, we refer to [1, Lemma 13] . Assuming the lemma we proceed to prove Theorem 1.
Proof of Theorem 1. We first calculate expected value of Tr[P d (C n )]. Using the trace formula (4), we get
Note that, for E[X i1 · · · X i k ] to be non-zero, each random variable has to appear at least twice as the random variables have mean zero. Again the index variables satisfy one constrain since (i 1 , i 2 , . . . , i k ) belongs to A k . Thus we have at most ( Tr
Expanding the polynomial P d and using the trace formula (4), we have
Note that, for the non-zero contribution, no random variable can appear only once, as the random variables are independent and have zero mean. Therefore each indices in {j 1 , . . . , j i1 , k 1 , . . . , k i2 } has to appear at least twice. Observe that, if there is a self-matching in {j 1 , . . . , j i1 } or in {k 1 , . . . , k i2 }, then the indices satisfy at least two equations. Therefore in such cases we have |A i1,s ||A i2,t | = O(n i 1 +i 2 2 −2 ). As all the moments of the input random variables are finite by (1), we have
when A i1,s , A i2,t satisfy the self matching condition. Therefore the maximum contribution comes when {j 1 , . . . , j i1 } matched with {k 1 , . . . , k i2 } completely. This is possible only when i 1 = i 2 and s = t, otherwise there will be a self-matching either in {j 1 , . . . , j i1 } or in {k 1 , . . . , k i2 }. Thus, from (6), we get
The factor i! appeared because {k 1 , . . . , k i } can match with given vector (j 1 , j 2 , . . . , j i ) in i! ways. The maximum contribution comes when (j 1 , . . . , j i ) consists of distinct elements and that contribution is O(n i−1 ). Otherwise the contribution will be of the order of O(n i−2 ). Therefore we have
where A ′ i,s and A i,s are as defined in (3). The last equality holds because if any two indices of (j 1 , . . . , j i ) are equal then |A i,s | = O(n i−2 ), which contribute zero in the limit. Therefore from Result 6, we get
Thus the limiting variance σ
is given by
Next we calculate the higher order moments of Tr[
. Using the binomial expansion we have
Since
By expanding the polynomial we get
where I j = {(i 1 , . . . , i j ) : 2 ≤ i 1 , . . . , i j ≤ d}. From the trace formula (4) of the circulant matrix, we have
where A (i1,...,ij ) = {(A i1 , . . . , A ij ) : 2 ≤ i 1 , . . . , i j ≤ d} and A i1 , . . . , A ij are as defined in (3) . Also note that in the sum in the right hand side of (10) for each ℓ, we have (k ℓ,1 , k ℓ,2 , . . . , k ℓ,i ℓ ) ∈ A i ℓ . For non zero contribution, the each random variables in {X k ℓ,1 , . . . , X k ℓ,i ℓ : ℓ = 1, . . . , j} must occur at least twice as the random variables have mean zero. Observe that, following the arguments given in variance calculation, we get the maximum contribution when for every ℓ there exists ℓ ′ such that i ℓ = i ℓ ′ and the sets {k ℓ,1 , . . . , k ℓ,i ℓ } and {k ℓ ′ ,1 , . . . , k ℓ ′ ,i ℓ ′ } are same with distinct elements. Therefore we need a pair matching in {i 1 , . . . , i j } to have maximum contribution. In other cases we have lower order contribution, as all the moments of the random variables are finite. Thus we get
Therefore using (11) , from (9) we get
Therefore using (5) and (12), from (8) we get
Next we calculate the even moments. We use 2k instead of k. Again due to (5) and (12), from (8) we get
The factor (2k)! k!2 k appear because that many pair matched possible among 2k variables {i 1 , . . . , i 2k }. After the pair matching in {i 1 , . . . , i 2k }, we rename the indices as {i 1 , . . . , i k }. The factor i 1 ! · · · i k ! appear because, for ℓ = 1, . . . , k, each vector (k ℓ,1 , . . . , k ℓ,i ℓ ) can be pair matched with {k
Therefore by Result 6, we get
where (13) is the 2k-th moment of N (0, σ 2 p d ) and this completes the proof.
proof of theorem 4
In this section we give the proof of Theorem 4. The following result is the key ingredient for the proof.
. . , X n ) be a vector of independent random variables in L(c 1 , c 2 ) for some finite c 1 , c 2 . Take any g ∈ C 2 (R n ) and let ∇g and ∇ 2 g denote the gradient and Hessian of g. Let
Suppose W = g(X) has a finite fourth moment and σ 2 = Var(W ). Let Z be a normal random variable having the same mean and variance as W . Then
We use Result 7 to prove Theorem 4, and for that we need to estimate κ 0 , κ 1 , κ 2 and σ 2 . The following lemma gives the estimates of these quantities.
Lemma 8. Let g(X 0 , X 1 , . . . , X n−1 ) = Tr(P d (C n )) and consider κ 0 , κ 1 and κ 2 as defined in Result 7. Then
Assuming Lemma 8 we proceed to prove Theorem 4.
Proof of Theorem 4. Let W n = Tr(P d (C n )). Using Lemma 8 in Result 7, we get
where Z n is a normal random variable having the same mean and variance as W n . Now from the variance calculation (7) in the proof of Theorem 1, we get
Which implies that the right hand side of (14) goes to zero as n → ∞, as σ
It remains to prove Lemma 8. The following result will be used for estimating κ 2 .
Result 9. Let C n be a circulant matrix with input sequence { Xi √ n }, where X i 's are symmetric σ-subgaussian. Then, for some α > 0, C n ≤ α log n a.s., where C n := sup{ C n x 2 : x ∈ R n } and
We skip the proof of Result 9. For a proof of it see the proof of Theorem 8 and Remark 19 in [1] , and see [14] also. The following result from [5] will be used in the proof of Lemma 8. 
For the proof of Result 10, we refer to [5, Lemma 5.4] . We use the following notation: For positive integers p and q, define
Proof of Lemma 8. Let g(X 0 , X 1 , . . . , X n−1 ) = Tr(P d (C n )). Then from the trace formula (4) of C n , we have
where X = (X 0 , X 1 , . . . , X n−1 ). Therefore, for 0 ≤ j, ℓ ≤ n − 1, we have
Therefore we have
where . The input random variables are independent and have mean zero, as they are symmetric σ-subgaussian. Therefore each random variable has to appear at least twice for non zero contribution in the right hand side of (15) . Note that, the total number of variables in the set N s1,...,s4 k1,...,k4 is k 1 + k 2 + k 3 + k 4 − 4. Following the arguments as given to find the limiting variance in the proof of Theorem 1, we get Note that n appeared in the first n × n block of H due to the change of variables from {a 11 , . . . , a 1n } to {x 0 , . . . , x n−1 }. From Results 10 and 9, we have
for some non-random constant C. Therefore we have
This completes the proof.
