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32 N = 24, −126 ≤ e ≤ 127
64 N = 53, −1022 ≤ e ≤ 1023
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CPU
2
xmax = ±
(
1
2
+
d2
22
+
d3
23
+ · · ·+ dN
2N
)
× 2emax
xmin =
1
2
2emin
|x| > xmax
(2)
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(
0
2
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0
22
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0
23
+ · · ·+ 0
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)
× 2emin
(3) 2 IEEE754 emin
1
1 0
2−1074 = 4.94065645841246544 · · · × 10−324
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(4) NaN (Not a Number) ±∞ ±0
(a) NaN (Not a Number)
√−5 ∞/infty +∞+ (−∞)
(b) ±∞
(c) ±0 ±∞
4 NaN ±∞ ±0 F
F [−xmax, xmax]
2.2.2
IEEE754 F
CPU 4
R c (c ∈ R)
1. c
4 : R→ F up
2. c
5 : R→ F down
11
3. c : R → F
2
4. c c
© : R → F (© 4 5 )
IEEE754 :
©x = x ( x ∈ F )
x ≤ y ⇒©x ≤ ©y ( x, y ∈ R )

x ∈ F −x |x|
IEEE754
(−x) = − x ( x ∈ R )
4(−x) = −4 x ( x ∈ R )
5(−x) = −5 x ( x ∈ R )

IEEE754 (F )
: · ∈ {+,−,×,÷} © ∈ {4,5}
x
⊙
y =©(x · y) ( x ∈ R ) (2.1)
x
⊙
y
( ) x · y
12
©(x · y)to
(
√
x)fp
(
√
x)fp =©(
√
x) ( x ∈ R ) (2.2)
(
√
x)fp
√
x ©(√x)
2.3
1950
1960 Moore
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2.3.1
[x, x] = {x ∈ R | x ≤ x ≤ x}
x ≤ x ∈ R x x
[x]
4
= [x, x]
x = x [x]
[x] x
[x]
d([x]) = x− x, r([x]) = x− x
2
, m([x]) =
x+ x
2
d([x]) r([x]) m([x]) [x]
[x]
〈[x]〉 = min{|x| | x ∈ [x]}
|[x]| = max{|x| | x ∈ [x]} = max{|x|, |x|}

2 [x] [y] 2
[x] ◦ [y] = {x ◦ y | x ∈ [x], y ∈ [x]}, ◦ ∈ {+,−,×,÷}
14
[x] + [y] = [x+ y, x+ y]
[x]− [y] = [x− y, x− y]
[x]× [y] = [min{xy, xy, xy, xy},max{xy, xy, xy, xy}]
[x]÷ [y] = [x]×
[
1
y
,
1
y
]
, (0 6∈ [y])
[x] ⊆ [x′], [y] ⊆ [y′]⇒ [x] ◦ [y] ⊆ [x′] ◦ [y′], ◦ ∈ {+,−,×,÷}
:
[x] ◦ [y] = [y] ◦ [x], ◦ ∈ {+,×}
[x] ◦ ([y] ◦ [z]) = ([x] ◦ [y]) ◦ [z], ◦ ∈ {+,×}

−[x] = [−x,−x]
0 = [0] ⊆ [x]− [x] = [x− x, x− x]
1 = [1] ⊆ [x]/[x]

( [x] )
:
[x]× ([y] + [z]) ⊆ [x]× [y] + [x]× [z]
15
f : D ⊂ R→ R D
f IR :
f([x]) = {f(x) | x ∈ [x]}
IR f : D ⊂ R → R
f IR
f([x])
f
f f[]
f([x]) ⊆ f[]([x]) (2.3)
f
(2.3)
f
[x]
f([a, b]) f([a, b]) ⊂ [c, d] [c, d]
16
[c, d] f([a, b])
2.3.2
F
IF
IF = {[x] ∈ IR | x, x ∈ F}
IF
[a, b] ∈ IR [c, d] ∈ IF
♦ : IR→ IF
[x] ⊂ ♦[x]
♦[x] = [x] ( [x] ∈ IF )
[x] ⊂ [y]⇒ ♦[x] ⊂ ♦[y] ( [x], [y] ∈ IF )
♦(−[x]) = ♦[x] ( [x] ∈ IF )

IEEE754
♦[x] 4= [5x,4x]
17
[x]♦◦ 4= ♦([x] ◦ [y]) (◦ ∈ +,−,×,÷)
:
[x] + [y] = [5(x+ y), 4(x+ y)]
[x]− [y] = [5(x− y), 4(x− y)]
[x]× [y] = [min{5(xy, xy, xy, xy)},max{4(xy, xy, xy, xy})]
[x]÷ [y] = [min{5(x/y, x/y, x/y, x/y)},max{4(x/y, x/y, x/y, x/y})]
2.3.3
1.
α β δ ≥ 0 [β −
δ, β + δ]
min{αβ − αδ, αβ + αδ} = αβ − |αδ| = αβ − |α|δ
min{αβ − αδ, αβ + αδ} = αβ + |αδ| = αβ + |α|δ

18
α[β − δ, β + δ] = [αβ − |α|δ, αβ + |α|δ] (2.4)
2.
α β δ δ ≥ 0
min{αβ − αδ, αβ + αδ} = αβ − |βδ| = αβ − |β|δ
min{αβ − αδ, αβ + αδ} = αβ + |βδ| = αβ + |β|δ

[α− δ, α + δ]β = [αβ − |β|δ, αβ + |β|δ] (2.5)
3.
α β δ γ δ ≥ 0 γ ≥ 0
[α−δ, α+δ][α−γ, α+γ] ⊂ [αβ−|α|γ−|β|δ−δγ, αβ+|α|γ+|β|δ+δγ] (2.6)
(2.6)
1.5
19
1. [a, a] (a, a ∈ F)
:
up
α =
a− a
2
+ a
δ = α− a

(2.7)
[a] ⊂ [α− δ, α + δ]
2. :
α[β − δ, β + δ] = [5(αβ + (−|α|)δ),4(αβ + |α|δ)]
[α− δ, α + δ]β = [5(αβ + (−|β|)δ),4(αβ + |β|δ)]
[α− δ, α + δ][α− γ, α + γ] ⊂
[5(αβ − |α|γ − |β|δ − δγ),4(αβ + |α|γ + |β|δ + δγ)]
(2.8)
n× n A :
[A,A] = {X : n× n | A ≤ X ≤ A}
n× n X = (xij) Y = (yij)
X ≤ Y ⇐⇒ Xij ≤ Yij (i, j = 1, 2, · · · , n)
B
n× n B ij Bij
20
n × n [A,A]
n× n Ac n× n D
:
up
Ac =
A− A
2
+ A
D = Ac − A

(2.9)
[A,A] ⊂ [Ac −D,Ac +D]
Ac Bc D G n × n D ≥ 0 G ≥ 0
1.
Ac[Bc −G,Bc +G] = [5(AcBc + | − Ac|G),4(AcBc + |Ac|G)] (2.10)
2.
[Ac −D,Ac +D]Bc = [5(AcBc + | −D|Bc),4(AcBc + |D|Bc)] (2.11)
3.
[Ac −D,Ac +D][Bc −G,Bc +G] =
[5(AcBC + (−D)|Bc|+ (−|Ac|)G+ (−D)G),
4(AcBC +D|Bc|+ |Ac|G+DG)]
(2.12)
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33.1
Bx = λx, (3.1)
B n×n (3.1) x ∈ Rn
Bx = λx x λ
(3.1)
Bauer-Fike
[2] Bauer-Fike
[3]
λ˜ λ∗ Gerschgorin
22
3.2
3.2.1
IEEE754
Intel Pentium CPU
IEEE754 2
IEEE754
2 R F
c (c ∈ R)
1. c
4 : R→ F up
2. c
5 : R→ F down
IEEE754 (F )
:· ∈ {+,−,×,÷} © ∈ {4,5}
x
⊙
y =©(x · y) ( x ∈ F ) (3.2)
23
(
√
x)fp
(
√
x)fp =©(
√
x) ( x ∈ F ) (3.3)
3.2.2
F R S n×n R
( R ≥ 0 )
:
[F −R,F +R]S = [FS −R|S|, FS +R|S|] (3.4)
R = real(R) + i ∗ imag(R)
B C BC
function [P, P ]=cproduct(B,C)
24
Br =real(B);
Bi =imag(B);
Cr =real(C);
Ci =imag(C);
down;
Pr = Br ∗ Cr + (−Bi) ∗ Ci;
Pi = Br ∗ Ci +Bi ∗ Cr;
up;
Pr = Br ∗ Cr + (−Bi) ∗ Ci;
Pi = Br ∗ Ci +Bi ∗ Cr;
P = Pr + (i ∗ Pi);
P = Pr + (i ∗ Pi);
1. BC
up down
B C D ||BC −D||∞
25
function c=cerrb(B,C,D)
[H,H]=cproduct(B,C);
Hr=real(H);
Hi=imag(H);
Hr=real(H);
Hi=imag(H);
Dr=real(D);
Di=imag(D);
down;
Hr = Hr −Dr;
Hi = Hi −Di;
up;
Hr = Hr −Dr;
Hi = Hi −Di;
Ha = Hr + (i ∗Hi);
Hb = Hr + (i ∗Hi);
Hc = Hr + (i ∗Hi);
26
Hd = Hr + (i ∗Hi);
Hmax=max (abs(Ha),abs(Hb), abs(Hc),abs(Hd));
c=norm(Hmax,inf);
2. ||BC −D||∞
max(abs(Ha), abs(Hb), abs(Hc), abs(Hd))
Hmaxij = max{|Ha|, |Hb|, |Hc|, |Hd|}
i− j norm(H, inf) ||Hmax||∞:
||Hmax||∞ = max
1≤i≤n
n∑
j=1
|Hmaxij| (3.5)
A B n× n (AB)−1
function [C,R]=vinv cr(A,B)
E = A ∗B;
C =inv(E);
H =norm(C,inf);
F =cerrb(C,E,eye(n));
down;
27
G = 1− F ;
up;
R = H/G;
3. (AB)−1
[P , P ] [P , P ] ⊂ [F − R,F + R]
F R(≥ 0) [2]
function [F,R]=ccr(P , P )
Pr=real(P );
Pi=imag(P );
Pr=real(P );
Pi=imag(P );
up;
Fr = Pr + 0.5 ∗ (Pr − Pr);
Fi = Pi + 0.5 ∗ (Pi − Pi);
Rr = Fr − Pr;
Ri = Fi − Pi;
F = Fr + (i ∗ Fi);
R = Rr + (i ∗Ri);
28
4. [P , P ]
A F R n × n R ≥ 0
[D,D] ⊇ A ∗ [F − R,F + R] n × n D D
[2]
function [D,D] =s i product(A,F,R)
G=abs(A);
down;
D = A ∗ F + (−G) ∗R;
up;
D = A ∗ F +G ∗R;
5. A F R A ∗ [F −R,F +R]
abs(A) A Aij
A F R n× n R ≥ 0
[D,D] ⊇ A ∗ [F − R,F + R] n × n D D
function [D,D] =cs i product cr(A,F,R)
Ar=real(A);
29
Ai=imag(A);
Fr=real(F );
Fi=imag(F );
Rr=real(R);
Ri=imag(R);
[Dr1, Dr1] =s i product cr(Ar, Fr, Rr);
[Dr2, Dr2] =s i product cr(Ai, Fi, Ri);
[Di1, Di1] =s i product cr(Ar, Fi, Ri);
[Di2, Di2] =s i product cr(Ai, Fr, Rr);
down;
Dr = Dr1 −Dr2;
Di = Di1 +Di2;
up;
Dr = Dr1 −Dr2;
Di = Di1 +Di2;
D = Dr + (i ∗Di);
D = Dr + (i ∗Di);
30
6. A F R A ∗ [F −R,F +R]
A B Ra Rb n × n Ra ≥ 0 Rb ≥ 0
[D,D] ⊇ [A−Ra, A+Ra] ∗ [B −Rb, B +Rb] n× n
D D
function [D,D] =i i product cr(A,Ra, B,Rb)
Ha =abs(A);
Hb =abs(B);
down;
D = A ∗B + (−Ra) ∗Hb + (−Ha) ∗Rb + (−Ra) ∗Hb;
up;
D = A ∗B +Ra ∗Hb +Ha ∗Rb +Ra ∗Hb;
7. [A−Ra, A+Ra] ∗ [B −Rb, B +Rb]
A B Ra Rb n × n Ra ≥ 0 Rb ≥ 0
[D,D] ⊇ [A−Ra, A+Ra] ∗ [B −Rb, B +Rb] n× n
D D
function [C,C] =ci i product cr(A,Ra, B,Rb)
Ar =real(A);
31
Ai =imag(A);
Rar =real(Ra);
Rai =imag(Ra);
Br =real(B);
Bi =imag(B);
Rbr =real(Rb);
Rbi =imag(Rb);
[R1, R1] = i i product cr(Ar, Rar, Br, Rbr);
[R2, R2] = i i product cr(Ai, Rai, Bi, Rbi);
[I1, I1] = i i product cr(Ar, Rar, Bi, Rbi);
[I2, I2] = i i product cr(Ai, Rai, Br, Rbr);
down;
R = R1 −R2;
I = I1 + I2;
up;
R = R1 −R2;
I = I1 + I2;
32
D = R + i ∗ I;
D = R + i ∗ I;
8. [A−Ra, A+Ra] ∗ [B −Rb, B +Rb]
3.3
Gerschgorin
λ˜ λ∗
3.3.1 Gerschgorin
A n× n λi(i = 1, 2, · · · , n) A
λi Gerschgorin [4]
1 (Gerschgorin) n × n λi(i = 1, 2, · · · , n)
K :
K =
n⋃
i=1
Γi, Γi =
λ ∈ C
∣∣∣∣∣∣|λ− aii| ≤
n∑
k=1,k 6=i
|aik|
 (3.6)
Γi aii
r =
n∑
k=1,k 6=i
|aik| (3.7)
33
3.3.2
B
n× n D:
D =

λ˜1 O
. . .
O λ˜n

(3.8)
n× n P
B E = BP − PD E ≈ O
BP = PD + E ≈ PD (3.9)
B
P−1 P
A = PDP−1 (3.10)
:
P−1BP = P−1AP + P−1(B − A)P
34
= D +H =

λ˜1 O
. . .
O λ˜n

+H (3.11)
H
4
= P−1(B − A)P (3.12)
Gerschgorin B λ1, · · · , λn
K =
n⋃
i=1
{
λ ∈ C
∣∣∣∣∣|λ− λ˜i| ≤
n∑
k=1
|hik|
}
(3.13)
Gerschgorin (3.13)
λ˜i
n∑
k=1
|hik| (3.14)
1
3.4
B P−1
L ||I −LP ||∞ < 1 P
H
1K =
⋃n
i=1
{
λ ∈ C
∣∣∣|λ− λ˜i − hii| ≤∑nk=1,k 6=1 |hik|} λˆi = λ˜i + hii∑n
k=1,k 6=1 |hik|
35
:hik =[ P
−1(B − A)P ]ik
=[ P−1BP − P−1AP ]ik
=[ P−1BP −D ]ik
=[ (L− P−1 − L)BP −D ]ik
=[ LBP −D + (L− P−1)BP || ]ik
=[ LBP −D − (LP )−1(I − LP )LBP ]ik (3.15)
[·]ik (i, k)
(3.15) :
n∑
k=1
|hik| ≤
n∑
k=1
∣∣∣[ LBP −D + (LP )−1(I − LP )LBP ]ik∣∣∣ (3.16)
(3.16) P ||P ||||P−1||
(3.16)
function E(n) =veig(B)
[P,D] =eig(B);
L =inv(P );
36
[H,H] =cproduct(B,P );
[Hc, Hr]=ccr(H,H);
[LBP,LBP ] =cs i product cr(L,Hc, Hr);
[LBPc, LBPr] =ccr(LBP,LBP );
[LP,LP ] =cproduct(L, P );
down;
J =eye(n)− LP ;
up;
J =eye(n)− LP ;
[Jc, Jr] =ccr(J, J);
[K,K] = ci i product cr(Jc, Jr, LBPc, LBPr);
[Kc, Kr] =ccr(K,K);
[LPc, LPr] =vinv cr(L, P );
[M,M ] = ci i product cr(LPc, LPr, Kc, Kr);
LBPr=real(LBP );
LBPi=imag(LBP );
LBPr=real(LBP );
37
LBPi=imag(LBP );
Dr =real(D);
Di =imag(D);
Mr =real(M);
Mi =imag(M);
Mr =real(M);
Mi =imag(M);
down;
Er = LBPr −Dr +Mr;
Ei = LBPi −Di +Mi;
up;
Er = LBPr −Dr +Mr;
Ei = LBPi −Di +Mi;
Er =max(abs(Er),abs(Er));
Ei =max(abs(Ei),abs(Ei));
E1 = Er + i ∗ Ei;
E2 =abs(E
′
1);
38
E =sum(E2);
9.
eig(B) B E ′
E E∗ = E
t
sum(E) E
(3.16)
Pentium III 800MHz
CPU GNU
Octave
3.1:
N ² ²
( )[s] ( )[s]
50 0.08 0.12 1.80× 10−13 1.32× 10−12
100 0.47 0.58 3.09× 10−12 2.07× 10−11
200 3.71 4.10 2.26× 10−11 1.64× 10−10
300 11.59 13.39 5.68× 10−11 5.17× 10−10
500 55.36 59.51 2.82× 10−10 5.39× 10−9
1000 471.09 583.79 2.27× 10−9 5.59× 10−8
39
3.5
Gerschgorin Gerschgorin
Gerschgorin
Bauer-Fike
40
4Ax = λBx
n × n A,B B
BPX = AP P
n × n X n × n
41
4.1
Ax = λBx (4.1)
n× n A,B B
A
AT A B 0
x ∈ Rn xTBx > 0 R
Rn n
x ∈ Rn
‖x‖∞ = max
1≤i≤n
|xi| (4.2)
A ∈ Rn×n ( )
‖A‖∞ = sup
‖x‖∞=1
‖Ax‖∞ = max
1≤i≤n
n∑
j=1
|Aij| (4.3)
Aij A (i, j)
(4.1) (
)
[5]
(4.1) x ∈ Rn Ax = λBx
x λ (x, λ) B
42
(4.1) n B
n
0 ≤ m ≤ n− 1 QZ [6] Cholesky-QR Cholesky-Jacobi
Cholesky Wilkinson [7]
QR Cholesky-QR MATLAB 6.5 eig
Cholesky-QR 1
Cholesky Jacobi
Cholesky-Jacobi Jacobi
Cholesky-Jacobi
[9]
A,B (4.1)
2
1MATLAB LAPACK
(MATLAB [8] )
MATLAB
MATLAB MATLAB
2003 9 MATLAB MATLAB 6.5 (6.5
) LAPACK FORTRAN C
2
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Behnke [13]
Rump [14] [15] Behnke
Rump B Cholesky
( )
Rump Cholesky
Rump [1]
2
Behnke
3 [15]
A,B
[11] [12]
3 2,3
44
B4.2
B B−1 (4.1)
B−1
B−1Ax = λx (4.4)
(4.4) (4.1) 4 (4.1)
(4.1) (4.4)
B Cholesky
B = LLT (4.5)
L (4.1)
4 C = AB−1 Cy = λy, y = Bx
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L−1AL−Ty = λy (4.6)
5 y = LTx, L−T = (L−1)T (4.6)
L−1AL−T (4.1)
(4.4)
1 (4.1) P (4.1)
n×n P (4.1)
Λ =
⋃
1≤k≤n
Uk (4.7)
C = B−1A
Uk = {x ∈ R| |x− λk| ≤
n∑
j=1,j 6=k
|P−1CP |kj} (4.8)
λk = (P
−1CP )kk, (k = 1, 2, · · · , n) M
(i, j) Mij i-j |Mij|
M |M | |M |ij = |Mij|
( )
5 (4.6) (4.1) (
[9] )
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P C P−1CP
P−1CP Gerschgorin 6
( )
1 |P−1B−1AP |kj
Λ |P−1B−1AP |kj
P−1B−1AP
X = P−1B−1AP X
BPX = AP (4.9)
PX = Y BY = AP Y PX = Y X
X = P−1B−1AP
Λ (4.9)
(4.9)
6 [10] 98
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4.3
Oishi-Rump [1]
IEEE754
4.3.1
F
IEEE754
F
x ∈ F ⇒ −x ∈ F |x| x ∈ F
3
(1)−∞ ( ) c ∈ R f ≤ c
f ∈ F 5 : R→ F
(2)+∞ ( ) c ∈ R f ≥ c
f ∈ F 4 : R→ F
(3) ( ) c ∈ R |f−c| f ∈ F
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2 : R→ F
· ∈ {+,−,×, /} © ∈
{4, 5, 2}
x
⊙
y =©(x · y), (∀x, y ∈ F) (4.10)
(4.10)
⊙
x · y
4.3.1 F
(4.9) A P AP
function [S,T]=mprod(A,P)
setround(-1);
S=A*P;
setround(1);
T=A*P;
Algorithm 1.a AP
setround(1) setround(-1) +∞ −∞
7
7 Windows MATLAB 6.5
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8 1.a AP AP ∈ [S, T ]
MATLAB [S, T ] [Sij, Tij] i-j
( ) ∈
[L,U ] MATLAB [L,U ] ⊆ [C −
R,C +R] n× n C R R ≥ 0
function [C,R] = cr(L,U)
setround(1)
C = L + 0.5*(U - L);
R = C - L;
Algorithm 1.b [L,U ] C R
A,C,R n× n R ≥ 0
A[C −R,C +R] = [AC − |A|R,AC + |A|R]
MATLAB
A ∗ [C −R,C +R] ⊂ [D,E] n× n D E
system dependent(’setround’,mode);
mode=-inf −∞ mode=+inf +∞
mode=’nearest’
8Intel Pentium
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function [D,E]=iprod(A,C,R)
G=abs(A);
setround(-1);
D=A*C+(-G)*R;
setround(1);
E=A*C+G*R;
Algorithm 1.c A ∗ [C −R,C +R]
abs(A) |A|
4.3.2
(4.9)
[16]
2 [ ] A,Q,X n× n X˜ AX = Q
n× n R A−1 G = RA− I n
51
κκ ≥
 n∑
j=1
|G1j|, · · · ,
n∑
j=1
|Gnj|
T (4.11)
n x, y x ≤ y
xk ≤ yk (k = 1, 2, · · · , n) (4.12)
‖κ‖∞ < 1 A−1 i = 1, 2, · · · , n
|X∗i − X˜i|
≤ |R(AX˜i −Qi)|+ ‖R(AX˜i −Qi)‖∞
1− ‖RA− I‖∞ κ (4.13)
X∗ = A−1Q Qi n× n Q i n
( )
(4.13) 4.3.1
MATLAB vlin B
(4.1) Λ
vlin B
B
B
[17]
Cholesky MATLAB chol
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chol
4.4
PowerMac G4 dual 1GHz CPU
(2G Byte RAM, Mac OS10.2.8) MATLAB Version 6.5.1.200223 Release
13 (Service Pack 1)
4.4.1 1
A =

10 2 3 1 1
2 12 1 2 1
3 1 11 1 −1
1 2 1 9 1
1 1 −1 1 15

(4.14)
53
B =

12 1 −1 2 1
1 14 1 −1 1
−1 1 10 −1 1
2 −1 −1 12 −1
1 1 1 −1 11

(4.15)
Behnke [13]
A MATLAB
veig
>> [P,D]=eig(A,B);
>> [e,d]=veig(A,B,P)
e =
1.0e-013 *
0.08765912903451
0.09203176919941
0.08443007154455
0.12823428932753
0.06703856894478
d =
0.43278721101696
54
0.66366274839232
0.94385900466839
1.10928454001752
1.49235323254300
[P,D]=eig(A,B) MATLAB
(4.1) Cholesky-QR
n n × n P
d = ((P−1CP )11, (P−1CP )22, · · · , (P−1CP )nn)T
C = B−1A d n Ger-
schgorin Uk Uk = {x ∈ R| |x−
dk| ≤ ek},
ek =
n∑
j=1,j 6=k
|P−1CP |kj,
Λ =
⋃
1≤k≤n
Uk (4.16)
[e,d]=veig(A,B,P)
e = (e1, e2, · · · , en)T
55
d Gerschgorin
e 5
Uk, (k = 1, 2, · · · , 5) Λ 2
Uk, (k = 1, 2, · · · , 5)
Behnke
[1.492353232542, 1.492353232544]
[1.49235323254298, 1.49235323254302]
4.4.2 2
n 2
A =

5 −4 1
−4 6 −4 1
1 −4 6 −4 1
. . . . . . . . . . . . . . .
1 −4 6 −4 1
1 −4 6 −4
1 −4 5

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B n× n
Bij =
232792560
i+ j − 1 (4.17)
B Hilbert n
Behnke [13]
n = 5 veig
>> [P,D] = eig(A,B);
>> [e,d] = veig(A,B,P)
e =
1.0e-010 *
0.97593222093448
0.29067634392491
0.07447926868170
0.01739898707976
0.00265882349466
d =
0.00000000027384
0.00000002533064
0.00000128646696
57
0.00009777735186
0.01609629499960
d Gerschgorin
[0.0160962949993, 0.0160962949999]
n = 8 veig
>> [P,D] = eig(A,B);
>> [e,d] = veig(A,B,P);
e =
9.39302450943604
2.89188509827328
0.64951379241142
0.19046255979631
0.04718978158479
0.01023948735672
0.00143890046442
58
0.00022243175475
d =
1.0e+002 *
0.00000000000058
0.00000000005595
0.00000000191671
0.00000006754516
0.00000316720603
0.00021293096488
0.02290698078154
5.24584934998027
7 Gerschgorin B
[524.5846, 524.5852]
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4.4.3 3
B
A B
MATLAB
A=randn(n);
A=(A+A’)/2;
B=randn(n);
B=n*eye(n)+(B+B’)/2;
randn(n) 0 1
n× n MATLAB eye(n) n
Ax = λBx (4.18)
n = 500, 1000, · · · , 5000 MATLAB eig
veig
4.1
4.1 n te eig
tv veig
60
4.1:
n te[sec] tv[sec] tv/te error
500 6.06 6.81 1.12 9.2× 10−13
1000 45.1 48.7 1.08 2.3× 10−12
1500 145 160 1.10 4.3× 10−12
2000 352 373 1.06 6.5× 10−12
2500 673 745 1.11 9.1× 10−12
3000 1156 1495 1.29 1.1× 10−11
3500 1785 2294 1.29 1.4× 10−11
4000 2726 3398 1.25 2.0× 10−11
4500 3968 5228 1.32 2.4× 10−11
5000 5260 7150 1.36 2.8× 10−11
error e ‖e‖∞
1.1 1.4 ( 1 tv/te )
B
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4.4.4 4
( )
[18]
A =

6 3a −6 3a
3a 2a2 −3a a2
−6 −3a 6 −3a
3a a2 −3a 2a2

,
B =

156 22a 54 −13a
22a 4a2 13a −3a2
54 13a 156 −22a
−13a −3a2 −22a 4a2

a a = 2 MATLAB
Ax = λBx
>> [P,D]=eig(A,B);
>> diag(D)
ans =
-2.222870981131982e-17
1.309393528986105e-15
8.571428571428571e-01
62
1.000000000000003e+01
2 D
diag(D) D
n
veig
>> [e,d]=veig(A,B,P)
e =
3.258512564643493e-13
2.307613557145389e-13
1.106838832196534e-13
6.877056521015543e-14
d =
-6.541937676112368e-19
6.722797087016468e-31
8.571428571428570e-01
1.000000000000000e+01
2 Gerschgorin
2
3.26× 10−13 2
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2 Gerschgorin
4.5
Gerschgorin
B
IEEE754
+∞
−∞
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veig 9 MATLAB6.5
(m-file)
function [e,d]=veig(A,B,P)
% MATLAB m-file [e,d]=veig(A,B,P).
% This function solves a generalized
% eigenvalue problem Ax=kBx. Here, A
% and B are n x n real symmetric
% matrices. Further, B is assumed to
% be positive definite. P consists of
% approximate eigenvectors.
% The vector e is an error vector and
% d is a vector whose elements are
% approximate eigenvalues.
[Bl,Bu]=mprod(A,P);
setround(0);
[E,Y]=vlin(B,Bl,Bu);
clear Bl Bu;
9%
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setround(-1);
Cl=Y-E;
setround(1);
Cu=Y+E;
clear Y E;
setround(0);
[G,X]=vlin(P,Cl,Cu);
clear Cl Cu;
d=diag(X);
n=size(A);
for i=1:n(1), X(i,i)=0; end;
setround(-1);
el=X-G;
setround(1);
eu=X+G;
clear X G;
er=max(abs(el),abs(eu));
e=sum(er’)’;
A veig
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vlin
function [e,x] = vlin(A,bl,bu)
% MATLAB m-file [e,x]=vlin(A,bl,bu).
% This function solves Ax=[bl,bu].
% Here, A is an n x n matrix and
% bl and bu are n x n matrices
% satisfying bl <= bu. This function
% calculates an inclusion of solutions
% of Ax=[bl,bu] as [x-e,x+e]. Here, x
% is an n x n matrix representing the
% center of this inclusion and e is an
% n x n matrix expressing component-wise
% error.
R = inv(A);
b=(bl+bu)/2;
x = R*b;
[m,n] = size(A);
setround(-1);
Gd = R*A - eye(n);
67
rd = A*x - bu;
setround(1);
Gu = R*A - eye(n);
Gu = max(abs(Gd),abs(Gu));
clear Gd;
ru = A*x - bl;
norm_G = norm(Gu,inf);
setround(-1);
d = 1 - norm_G;
if d < 0
disp(’verification failed.’)
else
setround(1);
ka=sum(Gu’)’;
clear Gu;
[rc,rr] = cr(rd,ru);
clear rd ru;
[cl,cu]=iprod(R,rc,rr);
r = max(abs(cl),abs(cu));
clear cl cu;
68
setround(1);
t2=zeros(n);
for i=1:n,
t2(1:n,i) = norm(r(1:n,i),inf)*ka/d;
end;
e = r + t2;
end
B vlin
69
[1] S. Oishi and S. M. Rump: ”Fast verification of solutions of matrix equations”,
Numer. Math. 90 (2002) pp.755-773
[2] S. Oishi: “Fast enclosure of matrix eigenvalues and singular values via round-
ing mode controlled computation”, Linear, Algebra and its Applications, 324
(2001) pp.133-146.
[3] S. Oishi & K. Maruyama: “Fast enclusure of matrix eigenvalues”, Proc.
of 2001 International Symposium on Nonlinear Theory and its Applications
(NOLTA2001), Zao, Miyagi, Japan, Oct.28 - Nov.2, pp.239-242(2001).
[4] G. W. Stewart and J. Sun: Matrix Perturbation Theory, Academic Press
(1990).
[5] F. , , : “ ”,
(1993).
[6] C. B. Moler and G.W.Stewart: ”An algorithm for the generalized matrix
eigenvalue problems”, SIAM J. Numer. Anal., 10 (1973) pp.241-256.
70
[7] J. H. Wilkinson: Algebraic Eigenvalue Problem, Oxford University Press, Lon-
don (1965).
[8] : “MATLAB ”, (2001).
[9] P. I. Davies: Solving the Symmetric Definite Generalized Eigenvalue Problem,
thesis, the University of Manchester (2000).
[10] : [ ], (2003).
[11] :“ ”, (1999).
[12] : “ — —”, ,
13 (2003) pp.244-257.
[13] H. Behnke: ”The calculation of guaranteed bounds for eigenvalues using com-
plementary variational principles”, Computing, 47 (1991) pp.11-27.
[14] S. M. Rump: ”Guaranteed inclusions for the complex generalized eigen prob-
lem”, Computing 42 (1989) pp.225-238.
[15] : ”
”, , 9, (1999) pp.137-150.
[16] T. Yamamoto: ”Error bounds for approximate solutions of systems of equa-
tions”, Japan J. Appl. Math., 1, (1984) pp.157-171.
71
[17] : ” ”,
, Vol.31, No.1 (1998) pp.1-10.
[18] L. Meirovitch: Elements of Vibration Analysis, 2nd ed., McGraw-Hill, New
York (1986).
72
··
75
