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ABSTRACT 
 
Computer-aided drug discovery involves the application of computer science and programming 
to solve chemical and biological problems. Specifically, the QSAR (Quantitative Structure 
Activity Relationships) methodology is used in drug development to provide a rational basis of 
drug synthesis, rather than a trial and error approach. Molecular dynamics (MD) studies focus on 
investigating the details of drug-target interactions to elucidate various biophysical 
characteristics of interest. Infectious diseases like Trypanosoma brucei rhodesiense (TBR) and 
P.  falciparum (malaria) are responsible for millions of deaths annually around the globe. This 
necessitates an immediate need to design and develop new drugs that efficiently battle these 
diseases. As a part of the initiatives to improve drug efficacy QSAR studies accomplished the 
formulation of chemical hypothesis to assist development of drugs against TBR. Results show 
that CoMSIA 3D QSAR models, with a Pearson’s correlation coefficient of 0.95, predict a 
compound with meta nitrogens on the phenyl groups, in the combinatorial space based on a 
biphenyl-furan diamidine design template, to have higher activity against TBR relative to the 
existing compound set within the same space. Molecular dynamics study, conducted on a linear 
benzimidazole-biphenyl diamidine that has non-classical structural similarity to earlier known 
paradigms of minor groove binders, gave insights into the unique water mediated interactions 
between the DNA minor groove and this ligand. Earlier experiments suggested the interfacial 
water molecules near the terminal ends of the ligand to be responsible for the exceptionally high 
binding constant of the ligand. Results from MD studies show two other modes of binding. The 
first conformation has a single water molecule with a residency time of 6ns (average) that is 
closer to the central part of the ligand, which stabilizes the structure in addition to the terminal 
water. The second conformation that was detected had the ligand completely away from the floor 
of the minor groove, and hydrogen bonded to the sugar oxygens.  
 
INDEX WORDS: DNA minor groove binders, Trypanosoma brucei rhodesiense, 3D-  
   QSAR, CoMSIA, Molecular Dynamics, Interfacial water, Water mediated 
   Interactions. 
 
 
 
 
APPLICATION OF COMPUTER-AIDED DRUG DISCOVERY METHODOLOGIES 
TOWARDS THE RATIONAL DESIGN OF DRUGS AGAINST INFECTIOUS DISEASES 
 
by 
 
 
PRASHANTH ATHRI 
 
A Dissertation Submitted in Partial Fulfillment of the Requirements for the Degree of 
 
Doctor of Philosophy 
in the College of Arts and Sciences 
Georgia State University 
 
 
 
 
 
 
 
 
2008 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright by 
Prashanth Athri 
2008 
APPLICATION OF COMPUTER-AIDED DRUG DISCOVERY METHODOLOGIES 
TOWARDS THE RATIONAL DESIGN OF DRUGS AGAINST INFECTIOUS DISEASES 
 
 
by 
 
PPRASHANTH ATHRI 
 
                                                                    Committee Chair:           W. David Wilson 
                                                                                         Committee: Markus W. Germann  
                                                                                                                        David W. Boykin 
 
Electronic Version Approval: 
 
 
 
Office of Graduate Studies 
College of Arts and Sciences 
Georgia State University 
April 2008 
 
iv 
 
 
 
 
 
 
 
 
 
DEDICATION 
My humble prostrations to the lotus feet of Amma 
 
 
 
 
 
 
 
 
v 
 
ACKNOWLEDGEMENTS 
 
I believe it is impossible to list all the people who have helped through the past five years 
of my graduate life. Nevertheless, I think it is appropriate to begin with Dr. David Wilson who 
has been a great inspiration as well as a guide to me. I respect him not only as a great teacher but 
also as a very inspiring leader to his students. I found a lot of qualities in him that one should try 
to imbibe to become a good scientist as well as a nice human being. I think I speak for a lot of 
students in our lab when I say that we would be very lucky to work with advisors/managers who 
are as fair, understanding and reasonable as Dr. Wilson is through our careers.  
My parents, Mrs. D. Syamantakamani and Mr. C. R. Prabhakar, are the most important 
support structure in my life. They have given me all I have and continue to bless me with their 
love and affection. I am forever in gratitude to them. Dr. C. S. Prakash has always inspired me 
and has guided me since I set foot in the US. I have always respected his consul and consider 
him to be a true friend. I would like to thank him for all that he has done for me in the past few 
years. Shirsha is like a big brother to me and I cherish that relation constantly. I would like to 
thank Smt. Kumudvati (Kummi) for all her love and affection she gave me when I was growing 
up. 
I wish to thank a lot of friends who are always fun to be with, some old and some new: 
Venkatesha, Sulaiman Sheriff, Chandan Avalakki, Shivani Sharma, Laxmi Mukund, Vivek 
vi 
 
Chandrashekariah, Kartik Tripathi, Shekar Nath, Jason Gilder and Leela Prakash. Research was a 
lot of excitement and fun with great co-workers, I do believe they have contributed a lot to my 
humble accomplishments; I want to thank Deacon Sweeney, Rupesh Nanjunda and Binh 
Nguyen. 
Finally, I wish to thank the Department of Chemistry, Georgia State University and our 
Chairman Dr. Baumstark for the continued support and encouragement through all these years.  
vii 
 
 
TABLE OF CONTENT 
DEDICATION ............................................................................................................................. iv 
ACKNOWLEDGEMENTS ......................................................................................................... v 
LIST OF TABLES ........................................................................................................................ x 
LIST OF FIGURES .................................................................................................................... xii 
Chapter 1: Introduction ............................................................................................................... 1 
1.1 Introduction.............................................................................................................................. 1 
Chapter 2: 3D QSAR on a Library of Heterocyclic Diamidine Derivatives with 
Antiparasitic Activity.................................................................................................................. 24 
2.1 Introduction............................................................................................................................ 24 
2.1.1 Application of 3D QSAR to diamidines........................................................................... 27 
2.2 Methods................................................................................................................................... 29 
2.2.1 Dataset Selection .............................................................................................................. 29 
2.2.2 Determination of in vitro activity against Trypanosoma brucei rhodesiense (TBR) ....... 30 
2.2.3 Molecular Modeling and Geometric Optimization .......................................................... 31 
viii 
 
2.2.4 Mutual Alignment............................................................................................................. 32 
2.3 RESULTS AND DISCUSSION ............................................................................................ 33 
2.3.1 Biologial Assays ............................................................................................................... 33 
2.3.2 Statistical Analysis of CoMFA/CoMSIA Models ............................................................ 34 
2.3.3 Analysis of Contour Maps ................................................................................................ 36 
4 Conclusions ................................................................................................................................ 41 
Chapter 3: Molecular Dynamics of Water Mediated Interactions of a Linear 
Benzimidazole-Biphenyl Diamidine with the DNA Minor Groove ........................................ 56 
3.1 Introduction............................................................................................................................ 56 
3.1.1 X-ray Crystal Structure of DB921-DNA Complex .......................................................... 57 
3.1.2 The Role of Interfacial Waters in Ligand-Macromolecular Interactions ......................... 58 
3.2 Methods................................................................................................................................... 61 
3.2.1 Parametrization of DB921 for use with the Cornell et al. force field............................... 61 
3.2.2 Molecular Dynamics Protocol .......................................................................................... 62 
3.3 Analysis ................................................................................................................................... 64 
3.4 Results and Discussion........................................................................................................... 71 
3.4.1 Parallel Mode of Interaction ............................................................................................. 74 
3.4.2 Perpendicular Mode of Interaction ................................................................................... 75 
Chapter 4 - Parametrization of Small Molecules for the Amber Force Field....................... 89 
ix 
 
4.1 Introduction............................................................................................................................ 89 
4.1.1 Amber, a molecular mechanics force field ....................................................................... 90 
4.1.2 Atom types........................................................................................................................ 91 
4.1.3 Bond and angle parameters............................................................................................... 93 
4.1.4 Non-bonded Interactions- Electrostatic and vdW forces.................................................. 94 
4.2 Implementation ...................................................................................................................... 96 
4.3 Implementation and Results of Dihedral Angle Parameterization ................................... 99 
Chapter 5: Computational Target Validation Using GASP and 3D QSAR........................ 119 
5.1 Introduction.......................................................................................................................... 119 
5.2 Methods and alignment strategy ........................................................................................ 130 
5.3 Results and Discussion......................................................................................................... 133 
 
x 
 
LIST OF TABLES  
Table 2.1. Compd: List of compounds used; Templt: Conformations of compounds that 
have ‘X’ served as templates to other molecules, since they had solved X-ray structures 
available; R1 through R6: respective substituents with respect to template shown above the 
table; Activity(pIC50)/ Activity(µM): Biological activity, measured in µM, and represented 
in pIC50 (-log IC50). ................................................................................................................... 42 
Table 2.2. CoMFA/CoMSIA Statistical Results. Table legend is as follows:  q2 – leave-one-
out cross-validated r2 value; r2 – non-crossvalidated regression coefficient; No. of Com – 
Number of Components; SE – Standard Error; F – F-statistic; M1–CoMFA/ M1–
CoMSIA(II/ V) –CoMFA/CoMSIA models derived from Model–1; M2–CoMFA/ M2–
CoMSIA(II/ V) – CoMFA/CoMSIA models derived from Model–2...................................... 44 
Table 2.3. CoMFA/CoMSIA Field Contributions. Table legends are as follows: M1–
CoMFA/ M1–CoMSIA(II/ V) – CoMFA/CoMSIA models derived from Model–1; M2–
CoMFA/ M2–CoMSIA(II/ V) – CoMFA/CoMSIA models derived from Model–2.............. 45 
Table 4.1: Column content in any AMBER frcmod.dat. This table should be used to read 
Figure 4.3. .................................................................................................................................. 103 
Table 4.2: Relative energies of Gaussian HF-631G* and AMBER force fields for the BN-
KC-AC-AC dihedral. AMBER dihedral curves were generated using inherited atom type, 
xi 
 
bond and angle parameters, from sources mentioned in Figure 4.3, and the truncated 
Cosine series: ΣV4(1+cos(4φ-180)) + V2(1+cos(2φ-180)) + V1(1+cos(φ-360)) ...................... 103 
Table 4.3: Relative energies of Gaussian HF-631G* and AMBER force fields for the AC-
AC-AC-TN dihedral. AMBER dihedral curves were generated using inherited atom type, 
bond and angle parameters, from sources mentioned in Figure 4.3, and the truncated 
Cosine series: ΣV4(1+cos(4φ-327)) + V2(1+cos(2φ)) + V1(1+cos(φ-90)) ............................... 104 
Table 4.4: Relative energies of Gaussian HF-631G* and AMBER force fields for the AC-
PC-PC-AC dihedral. AMBER dihedral curves were generated using inherited atom type, 
bond and angle parameters, from sources mentioned in Figure 4.3, and the truncated 
Cosine series: ΣV4(1+cos(4φ-180)) + V2(1+cos(2φ-180)) ....................................................... 105 
Table 5.1: (a) Dataset of Pentamidine type molecules ........................................................... 150 
Table 5.1: (b) Dataset of “Big” molecules which are 3SAB075 type molecules .................. 158 
 
 
 
 
xii 
 
LIST OF FIGURES 
Figure 1.1: Hydrolysis of Esters. The size of ‘R’ influences the nucleophilic attack by water. 
The arrow indicates thenucleophilic attack.............................................................................. 20 
Figure 2.1. (a) Pentamidine (b) DB75........................................................................................ 46 
Figure 2.2. Indexed core to reference atom positions and rings............................................. 46 
Figure 2.3. Predicted (y-axis) vs. Actual (x-axis) plots of M2-CoMSIA(V) ........................... 47 
Figure 2.4. CoMSIA generated Contour Maps. (a) and (b): Steric maps of DB518 and 
DB568. Yellow regions indicate areas where bulky side chains are not favored and green 
regions favor bulky side chains. (c) Hydrophobicity maps: Yellow regions favor the 
presence of hydrophobic atoms and grey regions favor hydrophilic substituents. (d) Donor: 
Cyan regions favor the presence of donors and purple regions disfavor the presence of 
donors. (e) Acceptor: Magenta regions favor the presence of acceptors and red regions do 
not. ................................................................................................................................................ 48 
Figure 2.5. Contact Surface maps of DB75 (from Protein Explorer). Pink regions denote 
areas that are close enough to participate in Hydrogen bond interactions and light regions 
(light gray and white) are regions that are close enough to encourage hydrophobic activity. 
Atoms represented by balls are within a 7 angstrom distance from the receptor. ............... 50 
xiii 
 
Figure 3.1: DNA minor groove binders. (a) DB921, a linear benzimidazole, biphenyl 
diamidine. (b) DB75, a classical minor groove binder with a curvature that is 
complementary to the minor groove. ........................................................................................ 77 
Figure 3.2 (following page): PDB structure1, (PDB ID: 2B0K). Yellow colored lines 
represent hydrogen bonds formed between start and end points of the line. Hydrogen 
bonds are defined as interaction between acceptor and donor atoms that are within a 
distance of 3.4 A° of each other. Legends: (A) Water mediated hydrogen bonding 
interaction between amidine of DB921 and A5-N3 and T20-O2 of the DNA minor groove. 
(B)  Bifurcated hydrogen bonds between –CH of the phenyl group of DB921and A6-N3. (C)  
Non-bonded interactions of benzimadazole nitrogen with T7-O2 and T-19-O2. (D)  
Bifurcated hydrogen bond between benzimidazole side amidine T8-O2 and C9-O2........... 78 
Figure 3.3: DB921-DNA complex. DB921 is axially viewed to highlight the angle made by 
the line (Label B) to the hypothetical plane (Label A). The angle from line B to plane A is 
close to 0° (+/- 20°, see text for significance and relevance of this approximation) and thus 
the figure represents one of the Parallel conformations (A-1) observed in the MD 
simulation.Legends: (A) Plane of reference constructed to computationally classify each 
frame (20 ps snapshot) into A-1 or A-2 mode of interaction. This represents a plane that is 
approximately parallel to the floor of the DNA (see text for details). (B) Line used to 
calculate the angle made by the amidine group to the reference plane (and hence, 
approximately to the floor of the groove). This angle is calculated for each snapshot of the 
xiv 
 
MD and used as an index to classify the frame into its respective binding mode. (C) Long 
residency time water, observed consistently in majority of the length of the simulation. The 
persistent H-bonding partners for this water are A6-N3 (labeled above) and T20-O2 
(labeled above). (D) The electrostatic interactions characteristic of A-1 mode of 
interactions. ................................................................................................................................. 80 
Figure 3.4 (following page): DB921-DNA complex. DB921 is axially viewed to highlight the 
angle made by the line (Label B) to the hypothetical plane (Label A). The angle from line B 
to plane A is close to 90° (+/- 20°, see text for significance and relevance of this 
approximation) and thus the figure represents one of the Perpendicular conformations (A-
2‗1) observed in the MD simulation that is not similar to the PDB structure. Legends: (A) 
Plane of reference constructed to computationally classify each frame into its respective 
mode of interaction. This represents aplane that is approximately parallel to the floor of 
the DNA (B)Line used to calculate the angle between the amidine group to the reference 
plane(and hence the floor of the groove). This angle is used as an index to classify the frame 
into its respective binding mode.(C) Long residency time water, observed consistently in 
majority of the length of the simulation. The persistent H-bonding partners for this water 
is A6-N3 and T20-O2.(D1 through D3)Water molecules that mediate transient H-bonding 
interactions involving A5-N3 and C21-O2 that stabilize the binding of DB921 to the minor 
groove(see text for description).(D3') The second orientation of the water molecule 
associated with A5-N3 when it is not mediating interactions of the A_2-2 mode. ................ 81 
xv 
 
Figure 3.5: Scatter plot of angle made by terminal amidine of DB921(Label B in Figure 3.3 
and 4)  to the  hypothetical plane (Label A in Figure 3.3 and 3.4) across the length of the 
simulation. The Y-axis is the absolute value of this angle, and the x-axis is the time of the 
simulation (5-95 ns). It is observed that there is a concentration of values around +/- 20 
degrees from the 0° value and +/- 20 of 90 °. The populations on the bottom and top of the 
plot are the A-1 and A-2 conformations. .................................................................................. 83 
Figure 3.6: Top (BLUE colored plot)- Distance between the phosphate that connects DNA 
base A5 to T6  and the closest amidine hydrogen of the DB921 molecule. This is the same as 
D1 in Figure 3.3. Each point is the distance for that particular frame. Tthere are a total of 
4750 frames i.e 95 ns. Bottom (RED colored plot)- Distance between the phosphate that 
connects DNA base T20 to C21  and the closest amidine hydrogen of the DB921 molecule. 
This is the same as D2 in Figure 3.3. Note that the scale is mirrored to be able to compare 
this distance to D2 at corresponding frames. Each point is the distance for that particular 
frame. There are a total of 4750 frames i.e 95 ns. .................................................................... 84 
Figure 4.1: Force field parameters. (a) Bond Stretching (b) Angle bending (c) Dihedral 
rotation (d) van der-Waals interaction (e) Electrostatic interactions .................................. 106 
Figure 4.2: DB921 and atom types used for parametrization. The ending letter denotes the 
type of atom. For example, TN denotes a nitrogen atom. ..................................................... 107 
xvi 
 
Figure 4.3: DB921.frcmod file, showing the complete parametrization used for the DB921 
molecule (see Table 4.1 for column Headings, they are not mentioned here to maintain the 
original format used in AMBER) ............................................................................................ 107 
Figure 4.4: Examples of “Impropers”, marked in blue......................................................... 113 
Figure 4.5: Fragment used to parametrize the dihedral BN-KC-AC-AC ........................... 113 
Figure 4.6: Torsional curve of dihedral BN-KC-AC-AC. Red: Gaussian generated curve 
with HF-631G*. Blue: Dihedral profile simulated by new force field parameters using 
AMBER...................................................................................................................................... 114 
Figure 4.7: Torsional curve of dihedral AC-AC-AC-TN. Blue: Gaussian generated curve 
with HF-631G*. Red: Dihedral profile simulated by new force field parameters using 
AMBER...................................................................................................................................... 115 
Figure 4.8: Torsional curve of dihedral AC-PC-PC-AC. Blue: Gaussian generated curve 
with HF-631G*. Red: Dihedral profile simulated by new force field parameters using 
AMBER...................................................................................................................................... 116 
Figure 5.1: Pentamidine molecule, red colored bonds denote template chosen to select 
compounds in the library ......................................................................................................... 137 
Figure 5.2: Pseudo-code of the standard genetic algorithm.................................................. 138 
xvii 
 
Figure 5.3: An example of a randomly generated population for a GA with binary 
chromosomal representation.................................................................................................... 139 
Figure 5.4: Pentamidine bound to DNA from X-ray crystallographic structure ............... 141 
Figure 5.5: Pentamidine bound to FPIX - proposed model .................................................. 142 
Figure 5.6:  (a). Pentamidine molecule (b) 3SAB075 molecule: The simplest “Big” molecule 
used to generate a conformation that best overlaps the features with pentamidine as 
hypothesized by GASP. The conformation thus generated is used as the template for all 
molecules that have a similar strucuture ................................................................................ 143 
Figure 5.7:  Alignment of pentamidine and 3SAB075 reflects probable conformation when 
bound to DNA............................................................................................................................ 144 
Figure 5.8:  Alignment of pentamidine and 3SAB075 reflects probable conformation when 
bound to FPIX........................................................................................................................... 145 
Figure 5.9:  3D Alignment,  DNA-based ................................................................................. 145 
Figure 5.10: 3D Alignment, FPIX-based................................................................................. 146 
Figure 5.9: Outline of procedure used to generate two separate 3D QSAR’s for DNA and 
FPIX based templates. .............................................................................................................. 147 
xviii 
 
Figure 5.10: (a) CoMSIA contour maps showing acceptor and donor regions. Cyan regions 
represent donor favorable substitutions that are correlated to activity. The cyan colored 
arrow shows the corresponding region in the ligand-DNA complex in (b) and a backbone 
oxygen that is likely to participate in this type of interaction. The red colored arrows from 
purple colored regions, that represent acceptor favorable substitutions, point to two 
separate adenine nitrogens in the vicinity of the DNA binding site. .................................... 148 
Figure 5.11: (a) Hydrophobic Contour Map- Yellow regions favor hydrophobic substituent, 
White regions favor non-hydrophobic substituents (b) Electrostatic Contour Map- Blue 
regions favor substituents that favor electrostatic susbtituents and Red regions do not... 149 
 
 
 
 
 
 
             
 1 
 
Chapter 1: Introduction 
1.1 Introduction 
The rise of computer aided drug design (CADD) can be attributed to the prominent role it 
has played in the rational design and development of pharmaceutical leads in the past decade. 
Even though the genesis of computer aided drug design stemmed from the advancement of 
computer science, the real motive force for the rapid development and popularity of CADD was 
its promise to drastically reduce cost and time requirements involved in de novo drug design. 
CADD has provided a powerful foundation for the rational design of drugs and has been used at 
various stages of drug development. Various aspects of CADD have been developed 
independently depending on specific innovations related to drug discovery and the needs of the 
individual drug discovery initiatives.  
The fundamental mathematical abstraction that forms the basis of most CADD 
methodologies is the concept of a force field (see Chapter 4 for a discussion on force fields). 
Force fields were converted from a conceptual level to an applicable, empirical form with the 
advent of the Cambridge Structure Database1, 2 (CSD). CSD and other such databases formed a 
foundation for the calibration and validation of structures and measurements, such as bond 
lengths and bond angles, derived from computational chemistry and applied to the formulation of 
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a force field. As protein crystallography gained momentum, the massive public access repository 
namely the Protein Data Base (PDB)3 became a reality. This accumulation and organization of 
experimental results of the three dimensional structures of molecules motivated rapid 
technological advances of a plethora of computational techniques including target based 
modeling, molecular dynamics, homology modeling, pharmacophore recognition etc.  
Two principal CADD techniques that are used in this study are Molecular Dynamics 
(MD) and Quantitative Structure Activity Relationships (QSAR). Molecular Dynamics is a 
simulation technique that provides a method to computationally elucidate chemical processes of 
the molecule under consideration. Specifically, the present study involves the elucidation of 
dynamic properties of ligand-DNA interactions. In the field of drug design, MD is used to study 
various macromolecules as well as macromolecule-small molecule interactions. It is the only 
technique that provides dynamic information of macromolecular processes. Quantitative 
Structure Activity Relationship (QSAR) studies, as applied to drug design, aim at establishing 
mathematical correlation between the chemical structures of a set of compounds that are 
established as leads against a particular disease form to biological activity. The activities 
measured in QSAR are measured experimentally through chemical or biological reactions 
against a particular disease form. In general, examples of such activities include the reactivity of 
a set of molecules and the toxicity of a set of molecules. The set of compounds is mathematically 
represented by structural and/or physicochemical properties, called descriptors, and correlated to 
the measured activity. The goal of QSAR studies is the determination of a mathematical relation 
 3 
 
able to predict the activity of any new compound, similar to those upon which the model is 
based, on the basis of its descriptor values.  
The prominence of the MD as a mainstream analysis tool was largely driven by the 
exponential increase in compute power in the last decade. Molecular process simulations in the 
range of a few micro seconds are a reality today. MD can be used to explore the conformational 
space of macromolecules. The step-wise accumulation of 3D configurational data is achieved by 
solving the Newton’s laws of motion progressively. This accumulation is stored as an MD 
trajectory of a specific length of time that is decided by the user. The time step is determined 
depending on the molecular process in question. The output of an MD analysis is such a 
trajectory and includes information about both the 3D positions of each atom in the molecule as 
well as the velocities of the particles. MD software programs compute the trajectories by solving 
the following set of equations: 
                              Equation 1.1 
                            Equation 1.2 
 4 
 
 
                                               Equation 1.3
 
Equation 1.1 describes the motion of a particle of mass m along one co-ordinate axis x 
and F is the resultant force that is acting on the particle (atom). Equation 1.2 shows that Fi is the 
force on the atom i due to all other atoms for a system that has a total of N number of atoms. The 
empirical potential E, shown in Equation 1.3, is nothing but the force field equation and the 
terms of this equation is explained in Chapter 4. This force field expression shown in Equation 
1.3 above is the format chosen in the implementation of the AMBER4 force field, which is the 
force field used for the MD calculations in this project. 
MD is the only technique that provides a complete dynamical behavior of molecular 
processes, while various experimental biophysical techniques are available to study the static 
structure of various molecular entities and measure other biophysical parameters. The knowledge 
of dynamic behavior of macromolecules is important towards identifying their function. In the 
case of nucleic acids, an added level of complexity is the sequence dependent variations in 
behavior and response (to ligand binding, etc.). In other words, the function and structure of 
DNA varies depending on the sequence5. MD has the unique capability to provide structural 
information about sequence-based conformational changes of DNA. As mentioned before, MD 
can be used to explore ligand-macromolecule interactions. In this project, we have used MD to 
learn about DNA-ligand interactions (see Chapter 3). The trajectory that stores the 
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conformational changes with respect to the time dimension can be viewed as a movie using 
various software programs. The time dimension allows the storage and monitoring of various 
time-dependent parameters, which is again unique to MD simulations. The time steps or 
frequency of snapshots used for a particular simulation is decided based upon molecular process 
under consideration. Present day compute power allows for even small time steps without 
compromising on the length of the simulations. Nevertheless, the technical consideration when 
one chooses this parameter is as follows. An unrealistically small time step will not allow the 
conformational change or other molecular phase changes to be captured. If the time step is too 
large, accurate integration of the Newton’s equations will not be possible. In the case of 
molecules with a large variance in torsional movement, the general approximation used is that 
one tenth of the time of the shortest period of motion is set as the time step5. The length of the 
simulation is a subjective decision depending on various parameters like available computing 
facilities and the molecular process in question. Sometimes it is required to extend the study if 
the observations of interest have not stabilized. 
AMBER4 is a suite of molecular simulations programs that have a range of capabilities 
including molecular dynamic simulations, molecular mechanics based minimizations, free-
energy calculations and calculation of other chemical and structural properties. AMBER has 
become the preferred force field and software package for nucleic acid simulations. As 
mentioned earlier, nucleic acids have an added level of complexity in terms of simulating 
biological processes involving them. They have sequence specific structure and motion that 
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needs to be taken into account by any force field. AMBER, apart from various other advantages 
as compared to other MD packages, is able to successfully predict sequence specific effects in 
DNA6. 
AMBER typically uses starting structures derived from X-ray crystal structures or NMR 
refined structures to generate topology files for internal manipulations. The atom types for each 
atom are determined using empirically derived, chemical environment based on off-line 
calculations. The force field used during the simulation is the AMBER force field mentioned 
above. The electrostatic terms in this system are derived using Restrained ElectroStatic 
Potential (RESP)7. In this method of charge calculation, the atomic charges are adjusted to 
reflect the electrostatic potential calculated at the set of points around the molecule with an 
additional constraint on the absolute charge magnitude. The stretching and bending force 
constants are derived by optimizing the harmonic response of molecular mechanical energy to 
structure distortion from its equilibrium state. Within this method the equilibrium structure is 
perturbed randomly and the change in energy is calculated on the basis of a known Hessian 
matrix for the equilibrium configuration8.  
In the framework of the AMBER program suite, there are many options that are available 
towards choosing the best set of force field parameters. Starting from the first generation force 
field parameters that was used in older versions of AMBER, i.e. ff86 (force field 86), the 
parameter sets have been progressively improved upon by various methods, both computational 
and experimental. The ff94 force field contains the second generation revisions that were 
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developed by the Kollman group9. This force field concentrates on reproducing solvated systems 
and is used in conjunction with the empirically derived 1-4 electrostatic scale factor. They have 
been since used to model organic molecules. The hydrogen bonding terms are omitted in this 
representation. Charges were derived using HF-631G* basis set. The polarization build up due to 
the exaggerated dipole moment values help approximate the aqueous solution effects. The ff96 
force field has modified torsion values as compared to its predecessor. This reflects the 
variations observed through ab-initio calculations. These changes mainly affected protein 
residues and specifically the alanine amino acid containing macromolecules. ff98 revises 
torsional values for the glycosidic residue in nucleic acids. This helped predictions involving the 
helical repeat and sugar pucker effects.  
The newer force fields, starting from the ff99 moved towards a general representation for 
organic and bioorganic systems. The atom types (see Chapter 4 for a definition and importance 
of atom types), were retained from the Cornell et al. force field. Two changes that were 
prominent, as compared to the previous force fields, are that the torsional parameters were more 
accurately represented and the parametrizations supports both additive and non-additive force 
fields. Finally, the topologies and charges are taken from the Cornell et al. force field, and thus 
this force field is an all-atom nonpolorizable force field for biological macromolecules.  
ff02 is a polarizable variation to the ff99 force field. The charges reproduce gas-phase 
charges and are derived from ab-initio methodologies. The intermolecular self polarization 
corrections for charge fitting have been included in this revision10. A few minor modifications 
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were also included with respect to dihedral and van der Waals parameters due to the 
polarizability properties that were included.  
Nucleic acid structure and dynamics are strongly related to the presence of water and ions 
in its surroundings. The representation of a solvent shell explicitly has been confirmed to be 
imperative for the accurate representation of DNA structure in various studies and is explained 
in11. Water and ions are not only observed in the immediate surroundings of the DNA molecule 
but even penetrate the insides of the structures. Further, ions also play a neutralizing role to 
counter the phosphate backbone charges. The solvation of DNA and the important role it plays in 
its stability is covered extensively in12. Finally, MD simulations have decisively shown that long 
range electrostatic interactions are just as important and play a key role in the dynamics of 
biomolecular systems13. A sequence dependent effect of ions on the structure of DNA has been 
investigated by many studies and a list of those studies is available in14. AMBER provides 
various models for explicit solvation as well as ions and they are mentioned in Chapter 3. 
Further, the specific MD protocol is determined according to the application and the protocol we 
have used is detailed in Chapter 3. The initial structures are minimized and equilibrated using a 
program distributed in AMBER called sander. Analysis can be done using any graphical 
structure manipulation programs or modules within the AMBER distribution set.  
Quantitative Structure Activity Relationship (QSAR) studies aim at modeling 
mathematical relationships between biological activities and structural descriptors of a set of 
compounds. The activities measured in QSAR are measured experimentally thorough chemical 
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or biological reactions. Examples of such activities include the reactivity of a set of molecules or 
the toxicity of a set of molecules. The set of compounds is described by quantitative structural or 
physicochemical properties. The goal of QSAR studies is the determination of a mathematical 
relation able to predict the activity of any new compound, similar to those upon which the model 
is based, on the basis of its descriptor values. This obviates the time consuming experimental 
determination of activity of new leads and develops a rational basis to lead generation during the 
initial stages of the drug discovery process.  
One of the utilities of QSAR studies is that of economics. In many cases, obtaining 
descriptor values for new compounds is less expensive (by some metric) than measuring activity 
level. Activity measurements involve synthesis of compounds and experimental determination of 
activity, which are expensive processes. Although activity calculations must be determined 
experimentally, descriptors can be calculated by various quantitative analyses or through the use 
of computer algorithms. Thus, QSAR potentially allows for the screening of a wide array of 
compounds for potential activity level at a lower cost than is possible through experimentation 
alone. 
The sequence of steps that are performed to formulate a QSAR model is as follows.  
1. Synthesize a set of similar drug lead compounds through organic synthesis techniques. 
2. Measure the activity of each compound as a drug against a particular biological process 
through experimental techniques. 
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3. Measure a set of structural descriptors for each compound that form the descriptor set for 
this group of compounds through computational techniques or visual investigation. 
4. Develop a mathematical model relating the activity to some or all of the descriptors using 
statistical and other computational techniques. 
5. Test the model on new compounds whose experimentally measured activities are 
available. Determine their activity as predicted by the model and compare it against the 
true activity. 
6. Use the model to drive the search for new high-activity leads. 
Organic chemists synthesize compounds that are expected to be ‘interesting’ with respect 
to the biological problem at hand (Step 1). Any compounds that are expected to alter the catalytic 
activity of the biological process based on chemical intuition are synthesized. The activities of 
the compounds that are synthesized are measured using diverse experimental techniques (Step 
2). Both these steps are time and cost expensive.  
Based on the available knowledge about the biological process and the structure of the 
compounds, the chemist hypothesizes certain characteristics of the compound to be responsible 
for its activity. These descriptors are used to represent molecular structures numerically. Various 
characteristics/descriptors can be readily calculated through quantitative analysis performed in 
the fields of classical and quantum physics (Step 3).  
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The numerical descriptors are calculated for each of the compounds that exhibit 
interesting activity values. QSAR method attempts to identify rules that can be used to evaluate 
compounds. The resulting relationship often takes the form of a linear equation such as that 
presented as Equation 1.4. 
          Biological Activity = Constant  +  (C1  P1) +  (C2  P2)  + ….                    Equation 1.4 
where parameters Px  are computed for each molecule and the coefficients Cx are 
calculated by fitting variations in the parameters with the activity. Multiple linear regression or 
partial least squares are the most often used techniques to formulate this equation (Step 4).  
The QSAR model depends on certain pre-requisites for its validity. The requirements to 
formulate useful relationships can be summarized as: 
• Accurate measurement of data 
• A set of parameters, which can be easily obtainable and which are related to biological 
activity of interest 
• A method to detect a relationship between the parameters and the binding data (QSAR) 
• A method to validate the QSAR 
The quality of any QSAR analysis is largely dependent on the quality of the data used to 
derive the QSAR equation. Hence, care must be taken to obtain accurate numerical values for 
both activity and parameter calculations. One should keep in mind the degree of variations 
involved between compounds when rounding off values. The efficiency of the QSAR method is 
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also dependent on choosing compounds that describe the “chemical space” with sufficient 
diversity. The activity values must span a sufficient range so as to be able to provide for a 
diverse training set. Due to the statistical nature of the techniques used in QSAR analysis, all 
results must be validated. 
QSAR studies began with Hammett’s pioneering work with electronic properties15. The 
measurement of physical and biological properties motivated the investigation to find the 
correlation between the nature of the molecules and their reactivity. QSAR analysis tries to find 
the relation between the biological activity and the physiochemical properties of the substituents. 
Physicochemical properties can be broadly classified into three general types  
• Electronic 
• Steric 
• Hydrophobic 
Each of these classes of compounds are treated individually in the following sections.  
Deriving from the fact that “similar changes in structure bring about similar changes in 
activity”16, Hammett postulated the effect of placing various substituents on benzoic acid and 
observing the equilibrium constants. Hammett’s equation has been extended and modified in 
hundreds of QSAR based studies. Nevertheless, Sigma constants remain the most general means 
of correlating the electronic effects with the reaction of interest.  
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Hammett’s equation encompasses solution effects like hydrogen bonding, dipole 
interactions, etc. In spite of its advantages as a powerful descriptor, Sigma constants do not 
describe the reaction completely. It does not consider the geometry of substituents or that of the 
reaction center. Instead, assumptions are made to facilitate simplistic treatments. It is assumed 
that the geometry of the group on any aromatic system will parallel that of benzoic acid. This 
cannot be true for adjacent substituent groups that prevent the normal geometry of the reaction 
center15. Hammett’s parameters ignore the fact that there would be torsional strains due to large 
molecules. These shortcomings of Hammett’s treatment encouraged the formulation and 
investigation of steric and hydrophobic parameters. The next limitation in Hammett’s equation is 
that it was assumed that Sigma values could be added for the substituents of benzene. While this 
remains true for substituents that do not interact with each other, further consideration was surely 
necessary for generalizations. The problem was identified and the limits for additivity of Sigma 
values were calculated so that Sigma constants for multiple substituents be defined. Sigma 
constants are calculated with the basic assumption that they are independent of position, i.e. meta 
position, para position, etc. Often it is found that this is not the case17. Sigma constants behave 
unpredictably when associated with charged substituents. The ionic strength of the medium has 
an effect on the charged substituents but not on the neutral ones17. 
Many such inherent limitations with the Sigma constants have led to the formulation of 
derived Sigma constants. The failure of the Hammett’s equation in the case of substituents 
capable of accepting or donating a pair of electrons that are in direct conjugation with the 
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reaction led to the formulation of σ -, σ + parameters15. For example, in the case of ionization of 
phenols the model system used in Hammett’s experiment, namely benzoic acid, is not 
comparable to phenol (structurally dissimilar resonance structures). This led to the formulation 
of σ - constant from phenols and aniline. 
Despite many of its inherent problems, some of which have been discussed above, it has 
been observed that it would be a mistake to reject all structure reactivity correlations as a 
medium of understanding reaction mechanisms. A simple relationship between rate and 
equilibrium processes does not exist. However, Hammett’s equation is the best “tool” to 
understand substituent effects on organic equations.  
Steric effects are spatial effects on reactions. They try to account for the effect of 
substituents’ sizes and shapes near a reaction center. The effects of the size and shapes of 
molecules near the reaction center are appreciable. To be able to quantify the spatial parameter in 
a way that it can be correlated to activity is essential since the observed activity might be due to a 
secondary effect of the size and not the actual size of the molecule itself. A parallel argument 
holds for the shape of the molecule.  
Separating the steric effects from electronic and hydrophobic effects has always been a 
challenging task. Taft‘s breakthrough in making a quantitative interpretation to steric effects was 
the first important discovery in calculating steric effects18. His success is associated with his 
appreciation of the need to separate the steric and electronic effects. Taft quantified the steric 
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effects using the hydrolysis of esters. In Figure 1.1, which shows the hydrolysis of an ester, the 
size of the substituent (R) considerably influences the rate of the reaction. The size of ‘R’ 
determines how much the substituent blocks the hydrophilic attack (see Appendix A) by water. 
The larger the substituent, the more it blocks the hydrophilic attack by water. In Figure 1.1, the 
arrow from the water molecule towards the ‘R’ indicates a nucleophilic attack by water. 
Taft’s Postulate was: 
σ*  =   [ log( kx / kH ) B  -  log( kx / kH ) A ]                           Equation 1.5 
where, 
σ*: represents the inductive field effect  
kx: rate constant for the hydrolysis of substituted acetates 
kH: rate constant for the hydrolysis of the parent acetate. 
B and A denote the hydrolysis of acid and basic solutions respectively. Studies on 
Hammett’s equation suggested that ρ for acid hydrolysis of benzoic acid esterification was very 
close to zero which implies that the electronic effect of substitution on acid hydrolysis was zero, 
but ρ has a value of two for basic hydrolysis of benzoate esters. Therefore Taft concluded18 that 
effect of X on acid hydrolysis was purely steric, but in basic hydrolysis its effect was from both 
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electronic and steric effects. Therefore the second term defines the “Steric Parameter” (Es) and is 
given by the equation 
    Es  = log( kx / kH ) A                                                                                    Equation 1.6 
The definition assumes that resonance effects are negligible in the corresponding basic and 
acidic hydrolysis that was observed was that the size of the substituent affected the rate of 
reaction by blocking nucleophilic attack by water. 
There were many other approaches taken to calculate intramolecular steric hindrances in 
organic reactions in homogenous solutions. As in the case of the Sigma calculation being 
extended and modified, so was Es. The prominence of intermolecular receptors was noted when 
interactions of ligand with biochemical receptors were encountered. This motivated Verloop to 
take a more general approach to evaluating steric descriptors called Sterimol parameters19, 20. 
Verloop and co-workers selected five parameters for each substituent using standard bond 
angles, bond lengths and reasonable conformation to define the particular requirements of a 
substituent. They developed algorithms to calculate the following: 
L: The length parameter, i.e. the length of the substituent along the axis of the bond 
between the first atoms of the substituent and the parent molecule. 
B1 through B4: are the width parameters and are defined by the distance at the maximum 
point perpendicular to this bond axis and each other. B1, being the smallest and B4 being the 
largest. 
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In other words, these parameters enclosed the substituent in a box. After a little more 
work it was found that the maximum width of the substituent was a sufficient description of the 
substituent21. Most substituents are asymmetrical, which gave rise to a variety of approaches to 
define sterimol values. 
Steric effects can also be calculated based on experimentally obtained Molar Refractivity. 
The equation that quantifies this effect is called the Lorentz-Lorentz equation, and is given by 
       MR = [ (n2 – 1) / (n2 + 2) ]  ( MW/ d )                      Equation 1.7 
where, 
n: Refractive Index 
MW: Molecular Weight  
d: Density of the compound 
Molecular Refractivity is the oldest and most successful of the additive-constitutive 
physiochemical properties of a compound. It proves to be a crude means of characterizing the 
bulk and polarizability of a compound, or in this case, a substituent. It does not carry any 
information about the shape or tell us if a particular bond of a complex substituent might be 
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polarizable. Besides all the negatives, MR has proven to be quite useful in biological QSAR 
where intermolecular effects outweigh intramolecular effects22. 
For almost all organic compounds the index of refraction lies between the values of 1.36 
to 1.6015.  Therefore, the term [(n2 – 1) / (n2 + 2)], would be a correction on the second term, 
which is the volume of a substituent. MR is a gross bulk estimator. If the coefficients of MR 
were negative, this would suggest hindrance of the ligand with the bioreceptor.  
Meyer23 and Overton24 are considered to have initiated the use of hydrophobic parameters 
in biological structure activity studies. Collander’s work25 in relating oil-water partition 
coefficients to the rate of penetration through plant cell membranes succeeded in bringing 
attention to the importance of hydrophobic parameters. Fujita brought it all together by 
combining electronic, steric and hydrophobic parameters26. Applications of hydrophobic 
parameters deal with the quantitative activity prediction of organic compounds in: their ability to 
bind to proteins27 their interaction with enzymes28 resulting in stabilization, denaturation, etc.  
Calculation of hydrophobic parameters has been explored in great depth and there have 
been many ways to measure them. Measurements are made with the aim of quantifying 
hydrophobicity, particularly the distribution of a chemical between two immiscible liquid phases. 
This ratio is called the Partition Co-efficient (P). The polar phase of the partitioning pair is water. 
Octanol, because of its widespread use and practical advantages, is used as the nonpolar phase. 
Many methods have also been developed for the measurement of the partition coefficient from 
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studying the equilibrium constants of other reactions or just structural information. This 
structural information may be moieties that replace certain hydrogen atoms in a parent structure; 
or it may be that the entire molecular structure is used as input to molecular orbital calculation 
from which molecular properties are then derived. 
The basic derivations of these QSAR descriptors led to a more sophisticated graphical 
system of deriving QSAR’s through CoMFA and CoMSIA technoloiges. These methodologies 
are explored in depth and applied to two different cases in Chapter 2 and Chapter 5. 
Small molecules interact reversibly with nucleic acids. Specifically, the research reported 
in this study deals with their interaction with the minor groove of DNA. These interactions are 
modulated by various other parameters like interaction with water and salt concentrations. Small 
molecule that act as minor groove binders have been explored extensively and a compilation of 
such studies can be found in29. The basic aim of studying small molecules that bind to DNA is to 
harness the full potential of gene targeting. Further, minor groove binders have been known to be 
particularly effective in the battle against infectious diseases. Chapter 2 and Chapter 5 go over 
previous studies that explore these DNA-drug interactions and why DNA binding is important 
for their efficacy. Chapter 3 elucidates the dynamics of one particular DNA-drug interaction that 
involves a linear benzimidazole (DB921) as the ligand. Finally, Chapter 4 explains the 
parametrization procedure used to characterize the linear benzimidazole (DB921) and presents 
the derived parameters for use with the AMBER force field. 
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Figure 1.1: Hydrolysis of Esters. The size of ‘R’ influences the nucleophilic attack by water. 
The arrow indicates thenucleophilic attack. 
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Chapter 2: 3D QSAR on a Library of Heterocyclic 
Diamidine Derivatives with Antiparasitic Activity 
2.1 Introduction 
Infectious diseases such as trypanosomiasis, malaria and leishmaniasis, which are spread 
by protozoan parasites, infect millions of people throughout most of the world1, 2, 3. There is now 
a serious epidemic phase of several of these diseases due to factors that include vector spread, 
travel of infected individuals, civil wars and, in particular, lack of available and effective drugs 
for treatment. These diseases strike all age groups and severely limit the health and economic 
outlook in infected regions. Since the synthesis of the aromatic diamidine, pentamidine (Figure 
2.1), and the discovery of its broad antiparasitic activities, amidines have been of interest for 
development of antiparasitic compounds1-5. Although pentamidine has had significant clinical 
success, its toxicity, lack of oral availability and the appearance of pentamidine-resistant 
organisms underscores the essential need to develop additional drugs for treatment1, 4. The recent 
synthetic preparation and clinical success of orally effective diamidine prodrugs makes new 
synthetic diamidine compounds an important group for discovery of additional and improved 
drugs against diseases due to protozoan parasites1, 5-7. 
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Although the mechanism of action of pentamidine is not clearly established and more 
than one biological target may be involved, current evidence supports an essential DNA binding 
step in the biological activity of diamidine derivatives that target infectious disease organisms1, 8. 
In this model heterocyclic dications form a complex in the minor groove of AT rich DNA 
sequences and selectively perturb the action of one or more microbial enzymes and/or 
transcription factors that must act on DNA in the target organisms8-13. Analogues that bind 
poorly to DNA generally display poor biological activity1, 8. Amidines have selective uptake 
systems in target organisms, such as trypanosomes, and fluorescence microscopy studies show 
that the amidines are localized to DNA rich regions8, 14, 15. In organisms such as leishmania and 
trypanosomes, the mitochondrial kinetoplast DNA (kDNA) is the initial target of diamidines8, 16, 
17. The DNA in most parasitic microorganisms is AT rich and in some organelles, such as the 
trypanosomal kinetoplast, repeated AT tract sequences form a selective and susceptible target for 
heterocyclic diamidines17. Compounds that bind selectively to AT sequences, thus, have an 
advantage in targeting the kDNA of these organisms.  
Given these intriguing links to DNA targeting in the action of diamidines, the long and 
successful history of use of pentamidine in humans, and the recent ability to synthesize prodrugs 
of diamidines, compounds in this type are very attractive for rational drug development. 
Structurally, pentamidine is a highly flexible molecule that can assume an array of linked 
conformations related through torsional rotation (Figure 2.1). A strategy to remove much of the 
torsional freedom of pentamidine and preorganize the molecular structure for binding to the 
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DNA minor groove is to replace the alkyldiether linking group of pentamidine with a five-
member heterocycle (Figure 2.1). The prototype for this type of structure is furamidine, DB75, 
and an orally active prodrug of this compound, DB289 has successfully completed phase II 
clinical trials in 1st stage sleeping sickness patients and revealed low host toxicity1, 5-8, 18. 
The details of the biological action of diamidines are far from understood and we are 
seeking additional methods to probe their structure-activity relationships to assist in rational drug 
design. It seems certain that activity will depend strongly on the molecular structure and 
chemical properties of the compounds, and how these match the DNA minor groove receptor 
site. An x-ray structure of furamidine bound to a model system for kDNA AT sequences is 
available and supports the DNA minor groove as a key component in the cellular therapeutic 
target of antiparasitic diamidines19. A library of diphenyldiamidines with central five-member 
rings has been prepared and antitrypanosomal biological testing conducted. Several of these 
derivatives have also been crystallized with the same AT DNA sequence as with furamidine20. 
This wealth of pertinent structural information and the availability of accurate biological testing 
data present an attractive opportunity for the use of 3D QSAR methods. Efforts have been 
concentrated on trying to understand the underlying correlations between various chemical 
descriptors and biological activity to help predict new synthesis directions for preparation of 
improved derivatives. Other examples of such a protocol are21, 22. To initiate this study we have 
carried out CoMFA and CoMSIA based 3D QSAR studies on all available diphenyldiamidines 
in our library that have a central five-member ring system and for which antitrypanosomal 
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testing results were available. The goals of this study are (1) to correlate the structural features of 
this class of compounds with their biological activity by using our extensive knowledge of the 
DNA minor groove bioreceptor in AT sequences and (2) to use this information to predict new 
compounds for synthesis that have a high probability of enhanced activity. 
2.1.1 Application of 3D QSAR to diamidines 
CoMFA and CoMSIA techniques21, 22 use field based descriptors to generate contour 
maps that provide a visual rendering of the molecular properties that are important to biological 
activity. Starting with the training set, organized in a specific alignment with each molecule 
assumed to be in its “bio-active”23 conformation, probe atoms are used to define a field, as 
represented by points of a 3D grid of user-chosen density around each atom of the molecule. The 
fields calculated for each molecule at each grid point in the alignment are correlated with the 
biological activity. The output is represented by 3D contour surfaces that represent relative 
spatial contributions of the fields around the molecular alignment. The surfaces are obtained by 
correlating the calculated fields to experimentally measured biological activity using PLS, partial 
least squares24.  
One of the major differences between CoMFA and CoMSIA is the way the fields are 
calculated to describe the environment around an aligned set of molecules. In CoMFA, the steric 
fields are calculated using Lennard-Jones potential and the electrostatic fields are calculated 
using Coulomb potentials25. CoMSIA uses a smoother Gaussian function to calculate the same 
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fields. Three additional similarity fields as implemented by Tripos’ default version of CoMSIA 
namely, hydrophobic, donor and acceptor fields26 were also used in our work. 
 It has been observed in CoMFA calculations that steep curves near van der Waals 
surface can result in unrealistically large changes in calculated values27, 28, and to avoid these 
large values arbitrary cut-offs are needed during potential calculations. The potentials calculated 
using the two different functions result in these cut-offs being at different distances for different 
terms28 and can result in disjointed contour maps. Finally, it has been observed that CoMFA is 
quite sensitive to changes in alignment with respect to the grid. These problems are reduced in 
the case of CoMSIA by using a flatter Gaussian type function that is defined by the equation: 
                    Equation 2.1 
   In the above equation, A denotes the similarity index, used to calculate each of 
the types of fields, at each grid point q. The summation is over all points, i, of the molecule 
under investigation, j. wprobe,k is the probe atom with a user selected radius. wik is the actual 
value of the physicochemical property k of atom i and rik is the mutual distance between the 
probe atom at grid point q and atom i in the test molecule. α is the attenuation factor with a 
default value of 0.3. Previous studies29 suggest the optimal value lies between 0.2 and 0.4 with 
larger values resulting in steeper Gaussians, and hence larger values result in functions that 
resemble those used in CoMFA. 
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2.2 Methods 
2.2.1 Dataset Selection 
The molecular set used in this study includes all compounds with a 6-5-6 unfused 
heterocyclic aromatic system such as furamidine (Figure 2.1) for which antitrypanosomal in vitro 
and in vivo results were available. The list of compounds is presented in Table 2.1, along with 
their associated biological activities represented by IC50 (concentrations in µM) in the form of 
pIC50 (-log IC50). 22 of the 26 compounds were synthesized earlier on in the study. Initial 
biological testing of each of these 22 compounds was performed soon after its synthesis and 
testing was done over an extended period as compounds were prepared after each other. The 
promising results encouraged us to perform additional biological tests in quadruplet under 
carefully controlled conditions to enhance data quality and comparison reliability. A plot of 
initial testing results against the average of the four recent results, however, show good 
agreement with Pearson’s correlation coefficient, R, being 0.951. We were able to test the four 
compounds synthesized later, DB240, DB484, DB690, and 1RJL164 once. Nevertheless, as 
indicated by the average standard deviation between trials we are certain of the integrity of these 
values.  
Five of the compounds in this data set have solved X-ray crystal structures, all from the 
Neidle laboratory19, 20, for their DNA complexes. Coordinates are available at the RCSB Protein 
Data Bank (31) (DB193: PDB ID – 298D, DB244: PDB ID – 1EEL, DB249: PDB ID – 1FMS, 
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DB313: PDB ID – 1FMQ, DB75: PDB ID – 227D). All five compounds preserve the 6-5-6 ring 
core (Figure 2.2; note that Figure 2.2 is a pictorial representation of the common sub-structure). 
This preserved ring system formed the basis of our selection of compounds. Internal substitutions 
in the rings by various hetero atoms were allowed but exocyclic substituents were not permitted 
since the extrapolation of x-ray structures, for the purpose of molecular minimization constraints, 
would be uncertain. These restrictions ensured that the crystal structures could be used as 
reasonable approximations to the “bio-active”25 conformation of the respective molecules. Also, 
these restrictions provide an optimum method to produce results that are interpretable in terms of 
structure and specific molecular features for compound design.  
2.2.2 Determination of in vitro activity against Trypanosoma brucei rhodesiense (TBR) 
Minimum Essential Medium (50 µl) supplemented according to Baltz et al31 with 2-
mercaptoethanol and 15% heat-inactivated horse serum was added to each well of a 96-well 
microtiter plate. Serial drug dilutions were prepared covering a range from 1 to 0.0014 µg/ml. 
Then 2x 103 bloodstream forms of TBR STIB 900 in 50 µl were added to each well and the plate 
incubated at 37°C under a 5% CO2 atmosphere for 70 hours. 10 µl of Alamar Blue (12.5 mg 
resazurin dissolved in 100 mL phosphate buffered saline, PBS) were then added to each well and 
incubation continued for a further 2-4 hours. The plate was then read in a Spectramax Gemini 
XS microplate fluorometer (Molecular Devices Cooperation, Sunnyvale, CA, USA) using an 
excitation wavelength of 536 nm and emission wavelength of 588 nm (32). Fluorescence 
development was measured and expressed as percentage of the control. Data were transferred 
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into the graphic programme Softmax Pro (Molecular Devices) which calculated IC50  values. 
Cytotoxicity was assessed using the same assay procedure but with rat skeletal myoblasts (L-6 
cells). 
2.2.3 Molecular Modeling and Geometric Optimization 
QSAR analysis and molecular modeling were performed using the SYBYL 6. 9. 2 (34) 
software package from Tripos on an SGI O2 machine. Crystal structures are available for five 
molecules, DB75, DB193, DB244, DB249 and DB313, in a DNA complex with an AATT DNA 
sequence. Although the crystal structures are similar, there are differences due to the fit of each 
compound into the minor groove of DNA. The conformations of each of the 21 molecules for 
which no crystal structure is available were constrained to adopt the binding conformation of one 
of the crystal templates. Two factors were considered when deciding which crystal structure 
would act as a template for each molecule: 1. structural similarity; 2. correlation with activity. 
For example, DB867 would use torsional restraints of DB75 due to its similarity in structure (see 
Table 2.1). Some molecules were structurally similar to more than one template. For example, 
DB181 is similar to DB193 through DB313 in the list of crystal structures mentioned above. In 
such cases, the correlation of activity between the compound and the template molecules was 
used to select the most appropriate template. With reference to Figure 2.2, harmonic torsional 
constraints from the x-ray templates were placed on torsional angles T1 (1→3→4→5), T2 
(6→7→10→11), T3 (11→12→15→16) and T4 (17→18→21→22). Table 2.1 lists all the 
compounds used in this study. The Template column indicates which template was used in that 
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case and ‘X’ indicates that the X-ray structure was available for the molecule in question. The 
cationic terminal substituents were allowed to keep the low energy conformations they adopted 
upon energy minimization. In cases where the cationic substituents assumed conformations that 
would hinder interactions with the minor groove, rotatable bonds were used to manually change 
the conformation. The resulting structure was then re-minimized to obtain a new low energy 
conformation. The rings were forced to be rigid to avoid out of plane bending within the ring. 
Once the constraints were applied, the molecules were reminimized to a conformation that 
should be close to their respective DNA binding geometries. All molecules were built using 
standard Tripos-SYBYL force field parameters (35). Optimizations were performed to 
completion, using a distance dependent dielectric and the BFGS algorithm (36). The 
convergence limit was set to 0.001 kcal/mol. Each torsional constraint was given a 2 kcal 
penalty. The Geisteiger-Huckel method was used for charge calculations. All CoMFA and 
CoMSIA analyses were done by using SYBYL default parameters. Column filtering was set at 2 
kcal/ mol. Protein Explorer (37) was used to generate contact surface maps of the nucleic acid-
ligand complex.  
2.2.4 Mutual Alignment 
 A crucial decision in 3D-QSAR studies is that of aligning the molecules so that their 3D 
conformation resembles their “bio-active” (23) conformation. The alignment of molecules with 
respect to each other was done using two rigid body approaches: 1. atoms 11, 14 and 13 (Figure 
2.1) of all molecules were used for RMS fitting on corresponding atoms on DB867 (most active 
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compound). 2. each molecule was aligned to the template by rotation and translation with an 
objective of minimizing the RMSD between atoms 3, 4, 7, 10, 12, 15, 18, 21 (atomic positions 
with respect to Figure 2.2) using DATABASEALIGN tool in SYBYL. Again, DB867 was used 
as the template. Both these alignments were used to generate CoMFA and CoMSIA models. 
Models obtained from manual RMS alignment (as in 1 above) are referred to as M1–CoMFA/ 
CoMSIA, and models obtained from alignments using the DATABASEALIGN tool in SYBYL 
(as in 2 above) are referred to as M2–CoMFA/ CoMSIA. 
2.3 RESULTS AND DISCUSSION 
2.3.1 Biologial Assays 
As described above, biological testing of the compound set against Trypanosoma brucei 
rhodesiense (TBR) was initially done after compound synthesis. As part of this study, the testing 
was repeated four times to allow statistical analysis of the variation and to obtain the most 
accurate biological data for QSAR studies. The results obtained in the two testing sets are very 
similar both qualitatively (as in the QSAR models they generated) and quantitatively, with a 
Pearson’s correlation coefficient of 0.951. An average of the pair-wise (2, 1; 3, 2; 4, 3) Pearson’s 
correlation coefficient was 0.936 suggested the high reproducibility and accuracy of the 
biological testing data. Hence, four compounds synthesized later, and biological assays were 
performed once, were also included in the study. An average of the four tests was used for the 22 
compounds synthesized earlier. 
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2.3.2 Statistical Analysis of CoMFA/CoMSIA Models 
The two alignments, as detailed above, were used to compare the results obtained by 
CoMFA and CoMSIA methods. To make an initial comparison, electrostatic and steric fields 
were used to describe the biological testing results. Four models, M1- CoMFA, M1-CoMSIA(II), 
M2 – CoMFA, M2 - CoMSIA(II), were generated (Section 3.2.1; Table 2.2). Both alignments 
were also used to generate two CoMSIA models, M1-CoMSIA(V), M2-CoMSIA(V), with 
electrostatic, steric, hydrophobic, acceptor and donor descriptors (Section 3.2.2; Table 2.2). Both 
CoMFA and CoMSIA use PLS (24) analyses to compute the predictive models. The number of 
components used in a PLS analysis is an index of the degree of complexity of the model. The 
model that uses the minimum set of components required to describe the data set is always 
preferred over models with higher dimensionality. The number of principal components 
sufficient to explain activity is calculated using the SAMPLS (37) routine in SYBYL. This is 
based on cross validated results using only the independent variables (for faster processing)and 
this value is used in the final model. 
Comparison of CoMFA and CoMSIA models: 
Comparison of M1- CoMSIA and M2- CoMSIA (Table 2.2) indicates that the CoMSIA 
method gave results that were relatively insensitive to the alignment used. Table 2.3 summarizes 
the electrostatic and steric contributions to the overall activity, according to the various models. 
The most statistically significant model among all six, M2- CoMSIA(V) (Table 2.2, Section 
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3.2.2), suggests a realistic representation of the weights that can be placed on each descriptor. As 
compared to this model, both M1- CoMSIA(II) and M2- CoMSIA(II), with two descriptors, over 
emphasized the importance of the electrostatic descriptor (Table 2.3). On the other hand, 
CoMFA models gave a realistic picture of the actual weights that could be placed on the 
electrostatic field but, as observed earlier. As observed in (27), CoMSIA models facilitate the 
distribution of variance across H- bonding fields while maintaining spatial context with respect 
to compound design. To enhance our capability to better visualize the contribution of various 
functional groups, towards activity, we performed CoMSIA analysis with the five descriptors 
defined above, that help in partitioning the property fields with respect to the 3D grid. 
CoMSIA models with five descriptors: 
We performed CoMSIA analysis using various values of the attenuation factor (α) 
(Equation 2.1) ranging from 0.2 to 0.8, and found relatively small differences in the predictive 
quality of the models. Hence, for this particular dataset, the addition of hydrophobic, donor and 
acceptor fields were primarily responsible for the better predictive results obtained using 
CoMSIA as opposed to the difference in the functions used to calculate the distance dependence 
between the probe atom and the molecule atoms. CoMSIA models with five descriptors had low 
residuals for activity predictions (Figure 2.2). It was observed that most compounds had 
appreciably lower residuals as compared to CoMFA models (not shown). All compounds were 
used in the CoMSIA analysis since they provide useful information to the overall model without 
compromising the reliability of the models (as suggested by high q2 and r2 values). Similar to the 
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two descriptor CoMSIA models, there were no significant differences in the model based on the 
alignment used. Model 2 (r2 = 0.974, q2 = 0.699) performed slightly better than Model 1 (r2 = 
0.969, q2 = 0.682). The analysis in Section 3.3 is with reference to M2-CoMSIA(V) and a plot of 
the actual versus the predicted activity values is presented in Figure 2.3 for this model. 
The reason for larger errors (Table 2.2) in models using two descriptors can be 
rationalized by analyses of the compounds and descriptors. All compounds studied have two 
amidine groups and a +2 charge that is centered on the amidines. Both M1-CoMSIA(V) and M2-
CoMSIA(V) suggest lower weights assigned to electrostatic effects (Table 2.3). This is expected 
since the positively charged amidine groups are common to all compounds. It has been shown 
elsewhere (1) that removal of one or both charged groups results in the loss of activity. The 
electrostatic effects come essentially completely from these two charged amidine-type groups 
and other electrostatic effects are relatively insignificant.  
2.3.3 Analysis of Contour Maps 
 The M2–CoMSIA results gave the best statistical fit to the biological testing results and 
contour maps obtained from the M2 model are as shown in Figure 2.4. The results obtained from 
M1–CoMSIA are similar to M2–CoMSIA maps. The individual contributions from each of the 
five fields used in the final CoMSIA model are shown in Table 2.3. The positioning of donor 
atoms and hydrophobicity explains 62.7% of the biological activity. The small electrostatic 
contribution is expected because of the constancy of the terminal cationic amidine groups. 
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Analysis of Steric field maps: 
The contour maps for steric fields (Figure 2.4(a), 2.4(b)) are particularly helpful in 
explaining the variation in biological activity for compounds with low activity that have 
differences in substitutions on the amidine groups. The presence of large moieties in the yellow 
regions correlates well with low activity. The green regions display areas in the 3D space that, 
when occupied, encourage higher biological activity. The lower activity of DB249 (Figure 
2.4(a)) and DB568 is correlated with the presence of side chains in the unfavorable yellow 
regions. As expected, the activities of the compounds improve as the overlap of this region and 
the substituents decrease in size. This can be seen in the case of DB518 (Figure 2.4(b)) and 
DB312 that have large substituents in the green region but low overlap with the yellow region. 
The presence of green and yellow regions at close proximity presents a design problem that has 
been solved with some compounds in this library.  
Analysis of Hydrophobic field maps: 
The hydrophobic maps (Figure 2.4(c)) indicate that the presence of hydrophilic atoms, 
such as oxygen, is not favored at the center region of the inner face of the molecule that interacts 
with base pairs at the bottom of the minor groove. The yellow region indicates domains in space 
that favor hydrophobic substituents and the grey regions are places where hydrophilic groups are 
favored. These maps suggest that the presence of polar atoms at position 11 (Figure 2.1) is 
detrimental to activity. DB351 has sulfur (thiophene) at the center and its activity is higher than 
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for DB75 with a central furan. This can be attributed to sulfur being less polar than oxygen since 
other components are the same for these two compounds. The large hydrophilic regions (grey in 
Figure 2.4(c)) at both ends of the structure probably indicate exposed parts of the molecule that 
are likely to interact with water and hence hydrophilic substituents are favorable to activity.  
Analysis of Donor and Acceptor field maps: 
Donor and acceptor maps are shown in Figure 2.4(d) and 2.4(e). In Figure 2.4(d), Cyan 
and Magenta regions favor the presence of donor and acceptor substitutions in the respective 
domains they represent. Similarly, the purple and red regions show positions that should not be 
occupied by donor and acceptor atoms. The cyan regions suggest that the amidines are involved 
in hydrogen bonding interactions. The purple regions indicate that atoms that are able to 
participate in donor interactions should not be present at position 11 (Figure 2.1). This agrees 
with the hydrophobic maps and this observation is exemplified in the case of DB262 that has NH 
(pyrrole) at the center position. The activity of DB262 decreases to 1.8 as compared to 2.4 with 
DB75. 
As with the hydrophobic maps, acceptor contour maps do not favor the presence of 
acceptors at position 11 (small red region at the center). The Magenta areas indicate regions 
where acceptor atoms are favored. With respect to a planar ring geometry and considering 
DB867 and DB994, this suggests that the activity is improved when nitrogens are on one side of 
the molecule across the vertical symmetry. Even though that part of the inference is clear, it is 
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not obvious where the nitrogens are favored across the horizontal symmetry, i.e. if N is preferred 
at position 5 or 9. Since the alignments are limited to one conformation, we had chosen the 
nitrogen to be facing the groove (position 5). If we had started with the nitrogen at position 9, the 
situation might have been reversed.  
To further investigate this point, we generated contact surface maps using Protein 
Explorer (37). Contact surfaces for the DNA-ligand complex, obtained from crystallographic 
structures, are shown in Figure 2.5. X-ray structures for five compounds complexed with DNA 
are available (Table 2.1) and contact surfaces for all five complexes were generated. Since the 
maps are similar in all cases, one of the five maps is shown in Figure 2.4 for reference. The pink 
surfaces (Figure 2.5) show regions on the DNA minor groove that are close enough to the ligand 
to favor interactions. Also note the surface of DNA that is close enough to the ligand to 
participate in hydrophobic interactions. These regions are represented by light colors, namely, 
light gray and white. Regions close to the center (position 11 in Figure 2.1) are light gray, and 
this agrees with conclusions derived from hydrophobic contour maps (Figure 2.4(c)) that 
suggested that polar substituents are not favorable in this region. The two pink regions are close 
to positions 17 (rather than 19) and position 5 (rather than 9) with reference to Figure 2.1. This 
explains why DB867 and DB994 have better activities than DB820 and DB829. DB820 and 
DB829 have polar substituents in hydrophobic regions (white regions in Figure 2.4), while 
DB867 and DB994 have nitrogen close to the pink regions. This suggests that the nitrogen atoms 
(positions 5 and 17 respectively) adopt a conformation that places them close to the minor 
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groove. On the other hand, inspection of the AT base pair receptor environment in the compound 
binding site of the minor groove, indicates that there are no donor groups for formation of 
hydrogen bonds with the compound in this region. There are potential hydrogen bonding 
acceptors on the bases, the adenine nitrogen N3 and thymine O2 groups, but it is not clear how 
they would interact favorably with the unprotonated pyridine N. One possibility to consider, 
however, is that the pyridine ring N of the compound could be protonated when bound to DNA, 
as has been observed for other minor groove binding compounds with basic groups39. With the 
pyridine protonated the compound would become an H-bond donor group for interaction with 
the acceptors on the AT base pairs. Without further experiments with nitrogen permuted at 
various positions in the compounds, however, it is not possible to tell conclusively as to which is 
the adopted bio-active conformation of the pyridine substituted compound.  
Analysis of Electrostatic field maps: 
As described above, due to the constant +2 charge for all compounds in the library, 
electrostatic field maps were not found to be very useful in predicting biological activity. They 
contributed only 3.5% of the variance and the maps were not analyzed in detail due to this low 
value.  
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4 Conclusions 
The design of new compounds for finding leads with better activity has been enhanced by 
the availability of the robust 3D QSAR maps generated in this project. We have been able to 
specifically derive chemical properties that are important to activity and hence adopt a rational 
approach towards the selection of substituents at various positions in our scaffold. Work is in 
progress to synthesize and test new compounds that implement the optimum features from the 
CoMSIA maps. Such molecules should show improved target interactions and biological 
activity.  
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Table 2.1. Compd: List of compounds used; Templt: Conformations of compounds that have 
‘X’ served as templates to other molecules, since they had solved X-ray structures available; 
R1 through R6: respective substituents with respect to template shown above the table; 
Activity(pIC50)/ Activity(µM): Biological activity, measured in µM, and represented in pIC50 
(-log IC50). 
 
Compd Templt R1 R2 R3 R4 R5 R6 
Activity 
(pIC50) 
DB75 X -CH -CH -CH -CH 
 
-H 2.29 
DB181 DB249 -CH -CH -CH -CH 
  
1.16 
DB193 X -CH -CH -CH -CH 
  
1.63 
DB235 DB244 -CH -CH -CH -CH 
  
1.45 
DB240 DB249 -CH -CH -CH -CH 
  
1.35 
DB244 X -CH -CH -CH -CH 
  
1.45 
DB249 X -CH -CH -CH -CH 
  
1.17 
DB262 DB75 -CH -CH -CH -CH 
 
-H 1.85 
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DB312 DB193 -CH -CH -CH -CH 
  
1.63 
DB313 X -CH -CH -CH -CH 
  
1.97 
DB351 DB75 -CH -CH -CH -CH 
 
-H 2.52 
DB417 DB75 -CH -CH -CH -CH 
  
2.18 
DB421 DB249 -CH -CH -CH -CH 
  
0.99 
DB422 DB249 -CH -CH -CH -CH 
  
1.01 
DB427 DB313 -CH -CH -CH -CH 
  
2 
DB480 DB193 -CH -CH -CH -CH 
  
1.41 
DB481 DB244 -CH -CH -CH -CH 
  
1.72 
DB484 DB75 -CH -CH -CH -CH 
 
-H 2.15 
DB518 DB244 -CH -CH -CH -CH 
  
1.86 
DB568 DB249 -CH -CH -CH -CH 
  
0.77 
DB690 DB75 -CH -CH -CH -CH 
 
-H 2.77 
DB820 DB75 N -CH -CH -CH 
 
-H 2.31 
DB829 DB75 N N -CH -CH 
 
-H 1.77 
DB867 DB75 -CH -CH N -CH 
 
-H 2.68 
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Table 2.2. CoMFA/CoMSIA Statistical Results. Table legend is as follows:  q2 – leave-one-out 
cross-validated r2 value; r2 – non-crossvalidated regression coefficient; No. of Com – Number 
of Components; SE – Standard Error; F – F-statistic; M1–CoMFA/ M1–CoMSIA(II/ V) –
CoMFA/CoMSIA models derived from Model–1; M2–CoMFA/ M2–CoMSIA(II/ V) – 
CoMFA/CoMSIA models derived from Model–2. 
 q2 r2 No. of Com SE F 
M1–CoMFA 0.66 0.772 1 0.267 81.213 
M1–CoMSIA(II) 0.673 0.764 1 0.271 77.58 
M2–CoMFA 0.656 0.84 2 0.228 60.57 
M2–CoMSIA(II) 0.662 0.757 1 0.275 74.7 
M1–CoMSIA(V) 0.682 0.969 6 0.111 97.852 
M2–CoMSIA(V) 0.699 0.974 6 0.1 120.038 
 
 
DB994 DB75 -CH -CH N N 
 
-H 2.39 
1RJL164 DB75 -CH -CH -CH -CH 
 
-H 2.28 
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Table 2.3. CoMFA/CoMSIA Field Contributions. Table legends are as follows: M1–CoMFA/ 
M1–CoMSIA(II/ V) – CoMFA/CoMSIA models derived from Model–1; M2–CoMFA/ M2–
CoMSIA(II/ V) – CoMFA/CoMSIA models derived from Model–2. 
 Steric Electrostatic Hydrophobic Donor Acceptor 
M1–CoMFA 0.983 0.017 - - - 
M1–CoMSIA(II) 0.839 0.161 - - - 
M2–
CoMFA 
0.972 0.028 - - - 
M2–
CoMSIA(II) 
0.852 0.148 - - - 
M1–
CoMSIA(V) 
0.14 0.076 0.271 0.339 0.175 
M2–
CoMSIA(V) 
0.134 0.071 0.279 0.348 0.168 
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Figure 2.1. (a) Pentamidine (b) DB75 
                         
 
Figure 2.2.  Indexed core to reference atom positions and rings 
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Figure 2.3. Predicted (y-axis) vs. Actual (x-axis) plots of M2-CoMSIA(V) 
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Figure 2.4. CoMSIA generated Contour Maps. (a) and (b): Steric maps of DB518 and DB568. 
Yellow regions indicate areas where bulky side chains are not favored and green regions favor 
bulky side chains. (c) Hydrophobicity maps: Yellow regions favor the presence of hydrophobic 
atoms and grey regions favor hydrophilic substituents. (d) Donor: Cyan regions favor the 
presence of donors and purple regions disfavor the presence of donors. (e) Acceptor: Magenta 
regions favor the presence of acceptors and red regions do not.  
a.  
 
 
 
b.  
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c. 
   
 
d.  
 
e.  
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Figure 2.5. Contact Surface maps of DB75 (from Protein Explorer). Pink regions denote 
areas that are close enough to participate in Hydrogen bond interactions and light regions 
(light gray and white) are regions that are close enough to encourage hydrophobic activity. 
Atoms represented by balls are within a 7 angstrom distance from the receptor.             
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Chapter 3: Molecular Dynamics of Water Mediated 
Interactions of a Linear Benzimidazole-Biphenyl 
Diamidine with the DNA Minor Groove 
3.1 Introduction 
DB921 (Figure 3.1(a)) is a linear benzimidazole-biphenyl compound with terminal, 
charged amidines on both ends. This linear compound was reported to bind to the minor groove 
in a recent study1. The study clearly shows the relatively high binding characteristics of DB921, 
as compared to the classical curved minor groove binders. The discovery of linear molecules like 
DB921, that bind to the minor groove, forced the reevaluation of traditional views held with 
regard to the curvature required for small molecules to bind to the DNA minor groove.  
Dicationic minor groove binders have provided great hope towards the fight against 
deadly infectious diseases2. Earlier studies2 and experiments have focused on compounds, like 
furamidine (Ex. DB75, Figure 3.1(b)), which have a curvature that complements that of the DNA 
minor groove. Comparatively, the binding of linear molecules remain to be studied in detail. 
Provided that the mode of action is well understood, linear compounds can lead to new drug 
design scaffolds that were previously unexplored. An X-ray crystal structure of the DB921-DNA 
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complex has been solved (PDB ID: 2B0K). The structure suggests a water mediated non-
covalent interaction between DB921 and DNA in addition to direct ligand-DNA non-bonded 
interactions (see Figure 3.2). Molecular dynamics (MD) simulations can capture dynamic 
conformational variation of the complex as opposed to the static structural information provided 
by X-ray crystal structures. Further, MD’s provide detailed characterization of multiple binding 
modes (if any) as compared to any other experimental technique. Hence we undertook a MD 
study to investigate the dynamics of the bound water observed in the X-ray crystal structure and 
to investigate the dynamics of binding. In summary, the simulation detected multiple modes of 
binding and reveals a water molecule that is trapped in the hydrophobic pocket situated between 
the biphenyl system of DB921 and the A6 residue of the DNA minor groove. Simulation shows 
that the binding of DB921 is a dynamic process that involves other conformational modes of the 
ligand, one of which is captured in the crystal structure. Details of a 100 ns simulation of the 
DB921-DNA complex at -GAATTC- sequence with the AMBER software package are reported 
here. In all discussions below, reference to hydrogen bonds assume donor-acceptor distances that 
are lesser or equal to 3.4 angstroms. 
3.1.1 X-ray Crystal Structure of DB921-DNA Complex 
As mentioned earlier, the crystal structure of the DB921/DNA complex and an analysis 
of the interaction is published1. It shows a 1:1 binding of DB921 across the 5'-AATT region of 
the d(CGCGAATTCGCG)2 sequence (Figure 3.2, note that yellow lines indicate non-bonded 
interactions between DB921 and the DNA minor groove). The static view inferred from the 
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crystal structure shows that the four atoms (Labels A, B, C, D in Figure 3.2; all references to 
labels in this section are with respect to Figure 3.2) of the ligand are involved in multiple non-
covalent interactions with the DNA. These stabilizing interactions include the indirect hydrogen 
bond formed (Label A) by the amidinium group at the biphenyl side of DB921, mediated by a 
water molecule, to N3 of adeninde (Label A5), as well as direct hydrogen bonds listed below. 
The water molecule (Label A) induces an artificial shape to the ligand that compensates for high 
radius of curvature seen in DB921 as compared to classical groove binders. The -CH of the 
phenyl ring participates in two short C – H•••N/O interactions (Label B) with N3 of adenine 
(Label A6) and O2 of thymine (Label T20). The inner-facing nitrogen atom of the benzimidazole 
forms two bifurcated hydrogen bonds (Label C) with O2 of thymine (Label T7), and O2 of 
thymine (Label T19). Finally, the terminal -NH group on the benzimidazole side of the molecule 
forms a direct hydrogen bond with O2 of thymine (Label T8) and is within hydrogen bonding 
distance to O4' of cytosine (Label C9).  
3.1.2 The Role of Interfacial Waters in Ligand-Macromolecular Interactions 
Water molecules that are found in the binding cavities of macromolecules that are 
involved actively in mediating inter molecular interactions, and hence are called interfacial 
waters, have been the subject of active research in the past few years. Here we present concepts 
and examples that are relevant to our study. In general, ligand binding to a macromolecular 
cavity is accompanied by the release of localized water molecules, which previously occupied 
these binding cavities3. The gain in entropy by the release of these water molecules compensates 
 59 
 
for the loss of enthalpy due to hydrogen bonds between the water molecules in the binding site. 
In other words, the localized bound water molecules that are in an ordered state are released into 
a relatively more disordered environment (bulk water), and hence contribute positively to the 
entropy of the system. Alternatively, as in the case of the DB921-DNA complex, water 
molecules are released only partially due to ligand binding. Bound water molecules are 
conserved even after the binding of small molecules, and hence contribute to recognition and 
specificity of the ligand. One or more water molecules act as interfacial ligand moieties. 
Interfacial water molecules connect two solute molecules by forming hydrogen bonds or other 
interactions with each of them. The loss of entropy due to the conservation of water molecules in 
the binding site is compensated by the favorable enthalpic contributions of these interfacial 
waters. The relative flexibility of the water molecules enable them to mediate dynamic non 
covalent interactions by acting as hydrogen bond donors or acceptors. The stabilization of 
ligand-macromolecule complexes by water molecules have been observed in many recent 
studies, for example, the binding of trypsin-benzamidine4 and DHFR-methodextrate5.  
The ability to discriminate between water molecules that are conserved and those that can 
be displaced provides valuable insight into potential drug design strategies. A lot of attention has 
been given to this task by developing various computational predictive algorithms that 
distinguish between waters that leave and waters that are conserved. A brief overview and a 
comprehensive listing of these methods can be found in 3, 6. Typically, the substitution of 
conserved water by introducing modifications in the ligand or design of new ligands, can be 
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expected to facilitate the increase of binding affinity due to the gain in entropy because of the 
release of the water molecule and the direct enthalpic interactions between the modified ligand 
and the residues in the binding site. This drug design strategy was successfully adopted to 
synthesize cyclic urea derivatives that were designed to displace conserved water molecules in 
HIV-protease7and resulted in an increase of binding affinity.  
In contrast to the examples given above, there have been cases when the expulsion of  a 
water molecule from the binding cavity by ligands has been found to decrease the binding 
affinity. In the case of the Concanavalin A - trimannoside complex, an analog of trimannoside 
was designed to displace the bound water molecule and this resulted in a decrease in binding 
energy8. In another study, the modulation of the network of water molecules in the binding 
cavity of OppA by various tripeptides was observed to result in higher binding constants by 
tripeptide variants that were able to conserve water molecules as opposed to variants that 
displaced the water9. These observations illustrate a critical point – to improve the affinity of a 
ligand for its bioreceptor, the water molecule in the binding cavity must be able to orient itself to 
give a favourable interaction between the compound and the macromolecule.  
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3.2 Methods 
3.2.1 Parametrization of DB921 for use with the Cornell et al. force field 
The Cornell force field10 used in the AMBER suite of programs contains parameters for 
many atom types to reproduce bonded and non-bonded interactions of atoms in various chemical 
environments. These parameters have been extensively used in simulating the dynamic behavior 
nucleic acids, proteins, inter-molecular interactions between macromolecules as well as ligand-
macromolecular interactions. An atom type used in force field parametrizations represents a 
particular atom in a specific chemical environment. A particular element typically has multiple 
atom types associated with it. The individual parameters of the various atom types are expected 
to reproduce experimental and/or ab-initio structures and reflect chemical phenomenon within 
experimental error when used in molecular dynamics simulation. Therefore, choosing the 
appropriate atom type is vital to the fidelity of results from molecular dynamics studies of 
chemical/biological systems. Atom types and the associated force field parameters for new 
molecular entities, like DB921, need to be chosen carefully and tested to satisfy the above 
conditions. In many cases, analogous atom types can be found that represent the chemical 
environments (for an atom) similar to the ligand under consideration. Nevertheless, small 
changes in neighboring atoms can invalidate the use of a particular atom type. In the case of 
DB921, atom types present in the Cornell force field parameters did not reproduce the dihedral 
profiles that ab-initio calculations generated, nor did the intra molecular dihedral angles reflect 
the conformation seen in the crystal structure. The version of the new General Amber Force 
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Field (GAFF) that accompanied the AMBER 9 release was also not able to give satisfactory 
torsional profiles. A detailed discussion about the necessity and derivation of a new set of force 
field parameters for DB921 is presented in Chapter 4. 
A new set of atom types was used to generate force field parameters for DB921 that 
mimic the behavior of the molecule as depicted by ab-initio calculations with the HF/6-31G* 
basis set using Gaussian (see Chapter 4). The parametrization procedures we have followed 
reflect standard techniques used to derive PARM99 parameters and have been previously 
outlined in 11. To ensure reproducibility, the charges were derived using the R.E.D (RESP ESP 
charge Derive) algorithm12 that, sequentially, optimizes geometry using ab-initio methods at the 
HF/6-31G* level using the Gaussian13 software, and then uses the RESP14 methodology to get 
atom-centered charges.  
3.2.2 Molecular Dynamics Protocol 
Multiple molecular dynamic (MD) simulations were carried out to investigate the role of 
interfacial water that stabilizes the DNA minor groove-DB921 interactions. Each of these 
simulations was carried out using the AMBER 915 suite of programs. The starting DNA structure 
of the d(CGCGAATTCGCG)2 duplex was taken from the PDB file (2B0K). DB921 was 
optimized using the new parameters that were derived. The ligand was then docked to the central 
AATT minor groove region by superposing it to the PDB structure using SYBYL 6.9.216. The 
dihedral angles were maintained at optimal values as calculated by the dihedral energy curves 
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through ab-initio optimized geometry (see Chapter 4). The duplex with the docked ligand was 
then stored as a PDB file for use with the AMBER suite. A salt concentration of approximately 
0.15M was maintained by adding 28 Na+ ions and 8 Cl- ions. Along with the ions, the DNA-
ligand complex was placed in a truncated octahedral water box using the TIP3P17 water model 
consisting of approximately 4000 water molecules using the LEaP module in the AMBER 9 suite 
of programs. All MD simulations were performed using the SANDER module of the AMBER 9 
suite on an Apple Xserve G5 cluster. Each experiment was performed in an NPT ensemble with 
periodic boundary conditions at a constant temperature of 300K and a pressure of 1 bar. 
SHAKE18 algorithm was applied to all bonds involving hydrogen atoms with an integration time 
step of 2 fs. Particle Mesh Ewald19, 20, 21, 22 (PME) was used to handle coulombic interactions and 
a 9 Å cut-off was applied on all van der Waals interactions.  
A multistage equilibration protocol followed in all simulations is as follows and has been 
successfully used in previous studies23. The DNA-ligand was held fixed with a 500 kcal/mol Å2 
restraint and minimized for 1000 cycles. This was followed by a 25ps MD to warm up the 
system from 100K to 300K, with the DNA/ligand held fixed with a 100 kcal/mol Å2 restraint and 
a 1 fs time step. The system was further equilibrated by 25 ps of MD at 300 K, with the restraint 
on the complex reduced to 50 kcal/mol Å2 and using a 2 fs time step. A five stage minimization 
protocol, each of 1000 steps, was then used with the restraint gradually reduced by 5 kcal/ mol 
Å2 progressively while starting with a 25 kcal/mol Å2 restraint. Finally, the system was heated 
from 100 K to 300 K using a 10 ps MD simulation with no harmonic restraints on the complex.  
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It has been recently reported that MD simulations of 10 ns or more can produce 
erroneous representations of α/γ concerted rotations in DNA structures when the PARM99 ( or 
older) force field is used24. The study shows how this affects the conformation of the backbone 
in longer simulations and delineates the distortion that is induced by these errors. To correct this, 
new parameters for the α/γ torsional terms were derived while retaining the remaining 
parameters. We have used this new force field, PARMBSC0. Finally, a recent study 25 suggests 
the use of Smith and Dang26 parameters for Na+ and Cl- ions to avoid aggregation. Nevertheless, 
as suggested in24 salt aggregates are not expected to form at salt concentrations less than 1.0 M.  
3.3 Analysis 
VMD27 was used for visualization and analysis of molecular trajectories. Also, many 
procedures were written using the Tcl programming language. In addition to the binding mode 
observed in the X-ray crystal structure (Figure 3.2), two other distinct conformations were 
detected by visual inspection. Even though these three binding modes were distinguishable by 
visual inspection, the consistency of the specific interactions that contribute towards facilitating 
them were not apparent, and it was not possible to collect this data manually by browsing each 
frame of the trajectory sequentially (~5000 frames) nor was it efficient to try to classify each 
frame into its respective binding mode by sequential visual inspection of each frame. Hence, the 
Tcl procedure, was used to automate the process of clearly distinguishing between these three 
binding modes, to delineate exclusive interactions that contribute to their respective 
conformations. Three separate scripts were written to collect the specific non-bonded interactions 
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in all three modes of interaction. Finally, a procedure was used to calculate the residency time of 
the trapped water molecule. These tasks are enumerated below followed by algorithmic details. 
 Script (1): A hypothetical plane was constructed to act as a frame of reference to 
partition the conformations of DB921 into three separate conformations that define the three 
separate binding modes observed (see Figure 3.3 and 3.4, Label A). Script (2): A set of three 
separate scripts that use the three partitioned sets of trajectories collected above to store the 
distances of the respective non-bonded interaction partners. Script (3): A separate script was used 
to check if a water molecule was trapped between the DNA minor groove and the biphenyl 
region of DB921 in each frame, in addition to calculating the residency time. 
It was observed that the conformation of DB921 remains essentially constant on the 
benzimidazole side of the molecule due to strong hydrogen bonds with the DNA. The 
interactions are similar to those in the PDB structure (Labels C, D in Figure 3.2). On the other 
hand, there is a large torsional variance across the biphenyl system and the dihedral formed 
between the phenyl and the terminal amidine groups. These variances sample a wide range of 
allowed torsional angles. The variations are stabilized by dynamic non-bonded interaction 
between the amidine on the biphenyl side and the DNA. The non-bonded interactions of this 
amidine group were used as the primary distinguishing characteristics between the three separate 
binding modes. It was observed that the amidines preferred to adopt either a parallel (A-1) or a 
perpendicular (A-2) conformation with respect to the floor of the DNA. The A-1 (Figure 3.3) 
conformation is characterized by electrostatic interaction and/or hydrogen bonds between one or 
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two oxygens of the (Figure 3.3, Label D) DNA backbone and the terminal amidines of DB921. 
Label D in Figure 3.3 shows lines drawn from the terminal amidine to the oxygens mentioned 
above that highlight participating partners in any possible non-bonded interactions. Scripts were 
used to monitor the distances between these substituents. Further, in the perpendicular 
conformation (Figure 3.4) it was observed that there were two possible modes of interaction (A-
2_1, A-2_2). The first of these involves the formation of a hydrogen bonding network involving 
two or more water molecules between DB921 and DNA (Figure 3.4, Label D), and is referred to 
as A-2_1, and finally, a mode of binding which involved interactions of only one interfacial 
water molecule, referred to as A-2_2 (not shown in any figure since it is very similar to the PDB 
conformation). Hence the number of waters involved in stabilizing the complex was used as the 
distinguishing factor between the second and third modes of binding, i.e. A-2_1 and A-2_2. Note 
that both A-2_1 and A-2_2 adopt a conformation that is approximately perpendicular to the floor 
of the minor groove (see Figure 3.4). One of the prominent differences between A-1 and A-2 is 
the variance in the angle formed by the amidine group with respect to the DNA, whereas, the 
primary feature of differentiation between A-2_1 and A-2_2 was the nature of non-bonded 
interactions, and specifically the number of interfacial waters involved. 
Initially, the above distinctions were considered only as a hypothesis towards discovering 
binding modes that were not seen in X-ray crystal structures, and were deduced by extensive 
visual inspection of the trajectories. Nevertheless, to partition the trajectories specifically into 
these modes, count their respective populations computationally, and finally confirm the 
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seperability of these binding modes, a hypothetical plane was constructed. This plane was 
defined by three atoms of the DNA (Label A in both Figure 3.3 and Figure 3.4) and it formed a 
basis of discrimination between A-1 and A-2. The three atoms used to define the plane were the 
three phosphorous atoms that are part of the DNA backbone. It was assumed that the plane thus 
defined forms a plane that is approximately parallel to the floor of the DNA minor groove and 
also that the orientation (of the plane) remains fairly consistent across the simulation due to low 
RMSD variation of the DNA backbone atoms. It was observed that the three chosen atoms had 
reasonably low RMSD values across the length of the simulation and hence could be used to 
define the plane of reference used as a basis of discrimination. The angle formed by the line 
connecting the two nitrogens of the amidine group (Figure 3.3 and Figure 3.4, Label B) to this 
plane was used as an index to classify each frame into different binding modes. All angles that 
lie within +/- 20 degrees of 0 were classified as parallel (A-1) frames and all angle +/- 20 degrees 
of 90 degrees were classified as perpendicular (A-2) frames. Note that the aim of defining the 
plane and the line, and calculating the angle formed between them, was to facilitate the 
classification of each frame into either A-1 or A-2 modes of binding, and not to accurately 
measure the angle formed by the terminal amidine to the floor of the groove or any other feature 
of reference. The angle itself does not seem to hold any relevance to this study and the values 
calculated can be expected to have a significant margin of error. Nevertheless, as illustrated in 
the Results section, the hypothesized value of error can be assumed to be well within the distance 
between the two populations and hence serves as an efficient tool for classification, obviating 
manually browsing through each frame. 
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Each frame in the 100ns trajectory file was classified as either parallel (A-1), 
perpendicular (A-2_1 or A-2_2) or “transitory” frames. For each frame that belonged to the A-1 
class, distances between the closest of the four possible hydrogen atoms (amidine group of 
DB921) and the oxygen atoms of the sugars were calculated and stored. For frames that had the 
amidine positioned in a perpendicular alignment to the floor of the groove, a further 
classification between A-2_1 and A-2_2 was needed. The A-2_2 mode of interaction had a 
hydrogen bonding network that involved A5-N3 and the hydrogen atom of the amidine that was 
mediated by one water molecules. The following method was applied to each frame to track the 
number of waters that were involved in the interaction and hence classify the frame as either A-
2_1 or A-2_2. All waters within hydrogen bonding distance of A5-N3 and waters within 
hydrogen bonding distance of A5-N3’s closest hydrogen (of the amidine group) were stored in 
two separate lists. The lists were compared to check for a common entry that would result in the 
frame being classified as A-2_2. If there was no common entry, it was classified as A_2_1. 
Each frame was thus classified into one of the three modes. All the frames that belonged 
to a particular mode were saved into different trajectories for further analysis to calculate the 
distances between partners participating in non-bonded interactions that stabilize that particular 
mode. In the parallel mode the procedure was used to store the distance between the nitrogens of 
the amidine and the oxygen of the DNA backbone that were involved in electrostatic 
interactions.  
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In the perpendicular mode, the water interactions were highly dynamic in nature. To 
monitor the nature of periodic exchange of water molecules, residency time of water molecules 
associated with DNA/ligand stabilizing interactions were calculated using real time selections. 
The selection criteria of waters were evaluated individually for each frame. All frames that 
exhibit the perpendicular mode of interaction were stored in a separate trajectory file to facilitate 
easier processing and calculation of residency times. As seen in Figure 3.4, apart from C20-O2 
that was interacting with the “trapped” water molecule (Label C), two other DNA atoms were 
observed to be interacting with DB921 through water mediated hydrogen bonded network, 
namely, A5-N3 and C21-O2. Visual inspection suggested that A5 and C21 were interacting with 
DB921 using two water molecules in most cases and one water molecule in some cases. Figure 
3.4 shows the perpendicular mode of interaction along with various resident water molecules that 
mediate interactions between the above mentioned bases to DB921.  
Water labeled D2 in the figure mediates a two-water interaction between DB921 and 
C21-O2. D2 forms a hydrogen bond to C21-O2 and another water molecule, labeled D1, which in 
turn interacts with the –NH of the DB921. In the case of C21-O2, interactions involved two 
water molecules and had one water molecule hydrogen bonded to the DNA atom on one end, and 
the other was hydrogen bonded to DB921 (hydrogen of the amidine). The logical selection 
criterion for capturing the exact water molecules in each frame was: water molecule that was 
within hydrogen bonding distance to the DNA atom AND (a) within hydrogen bonding distance 
of at least one water molecule that was itself within hydrogen bonding distance to the closest 
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amidine hydrogen OR (b) within hydrogen bonding distance to amidine of DB921. Condition (a) 
captures all two water molecule interactions whereas condition (b) captures one-water 
interactions. Using this criterion the specific water molecules that were involved in mediating 
C21-O2, be it one or two molecules, were stored in a database. This database also had the 
specific distances between each of the molecules along with the respective frame numbers.  
In the A-2_2 mode of interaction a single water molecule interacting with A5-N3 was 
involved in direct hydrogen bonding interaction with DB921. This was the conformation that is 
similar to the PDB structure. In the case of A5-N3, no two-water mediated interactions were 
observed, as in the case of C21-O2. Instead a single water molecule oriented itself to optimize 
interactions with the sugar oxygen (Label D3' in Figure 3.4) or indirectly with C21-O2 through 
another water molecule. The waters involved in the latter type of interaction is labeled D3 and D2 
in Figure 3.4. Note that D3 and D3' show the state of the same water associated with A5-N3 at 
two different times. In addition to distances, the residence times of this water molecule were also 
calculated. No distinction was made between the two possible interactions with respect to the 
calculation of residence times. In other words the water was considered as resident water as long 
as it was within hydrogen bonding distance to A5-N3 AND was within hydrogen bonding 
distance with the sugar oxygen OR a water that was itself within hydrogen bonding distance to 
C21-O2.  
The other major difference between the X-ray crystal structure and structures exemplified 
by MD simulation was the presence of an additional water molecule that is an intrinsic part of 
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the complex and is located between the minor groove and the biphenyl system of DB921 (Label 
C, Figure 3.3 and Figure 3.4).  A separate Tcl procedure was written to detect the residence time 
of this water molecule. 
3.4 Results and Discussion 
The parallel and perpendicular modes of binding were distinguished using the angle made 
by the line connecting the two nitrogens of the amidine group (Label B in Figures 3.3 and 3.4) to 
the floor of the DNA minor groove, as approximated by the plane defined by the three oxygen 
atoms of the DNA backbone (Label A in Figures 3.3 and 3.4). This angle was measured using 
the method detailed in the Analysis section above. The distinction between the parallel (A-1) and 
perpendicular (A-2) modes are apparent in Figure 3.5 which shows the scatter plot of the above 
mentioned angle measurement. Note that only the absolute values of angle were considered for 
analysis since the aim was to see if there was a grouping of populations around the 90 degree and 
0 degree angle values and the sign of the angles can be ignored for this purpose. For example, 
both conformations, that which formed an angle of +14 degrees, and that which formed an angle 
of -14 degrees would be categorized as parallel conformations (A-1) and similarly, + and – 6 
degrees would be categorized as perpendicular conformations (A-2).  
As seen in the graph, there is a concentration of data points within the range of +/- 20 
degree of 90 degree value and +/- 20 degrees of 0 degree value showing a bimodal split in 
populations between the parallel and perpendicular modes of binding. The distance between 
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these two clusters is appreciable and hence validates the implementation of index used, i.e. the 
hypothetical plane, to distinguish between the two modes of binding. Since 20 ps snapshots were 
used to collect structural data across 100 ns, the trajectory consisted of a total of 5000 frames. It 
was observed that the first few nano seconds showed a bias towards the perpendicular 
conformation, as in there were an unnaturally large number of frames that adopted a 
perpendicular conformation as compared to the bi-modal distribution across the entire simulation 
(see Figure 3.5). Hence, the first 250 frames (5 ns) were not considered for this analysis since 
this was considered as the time required for the system to fully equilibrate. Figure 3.5 shows the 
results for the time period of 5 ns to 100 ns. Across the 4750 frames (95 ns) that were 
considered, 2313 frames (46.2 ns) were detected as parallel mode (A-1), 1948 frames (38.9 ns) 
were grouped as perpendicular mode (A-2) and 489 frames (9.7 ns) were classified as transitory 
conformations (points that lie in the sparsely populated chasm between the two clusters in Figure 
3.5). Analysis of the trajectories suggested that the ligand does not stay in a particular 
conformation in a consistent fashion since the shift was not correlated to any detected structural 
changes or other phenomenon. The time range that DB921 stayed in a particular mode was 
between 60 ps to 2.8 ns with a high degree of variance. 
The PDB structure suggested the binding between DB921 to the minor groove of the 
DNA (Figure 3.2) to be facilitated by  hydrogen bond network mediated by a single water 
molecule (Label A, Figure 3.2) that connects A5-N3 and the amidine of DB921 (Figure 3.2). The 
MD simulations highlight two other modes of binding that are denoted by A-1 and A-2_1 
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(explained above). Note that A-2_2 is nothing but the PDB conformation. The simulation 
suggests that A-2_2 is a minority population compared to the two other major conformational 
modes that DB921 adopts. In fact, the complex stayed in the A-2_2 mode of binding for a total 
of 2.4 ns across the entire simulation.  
The presence of the “trapped” water molecule (Label C, Figure 3.3 and Figure 3.4) is 
common to both A-1 and A-2 modes. This water molecule is not detected in the PDB structure. 
The residency time of the trapped water ranged from 4 ns to 6 ns. The release of the trapped 
water in transient frames facilitated the shift of the conformation to the A-2_2, PDB-like, 
conformation of DB921. The high occupancy rate of this water molecule suggested that DB921 
preferred to maintain conformational variance and hence contribute favorably to the system’s 
entropy. In other words, the presence of this water molecule acts like a fulcrum that pushes the 
phenyl side of DB921 away from the floor of the minor groove facilitating conformational 
fluctuations that would include torsional rotations of the phenyl system across the phenyl-phenyl 
bond, as well as the rotation of the amidine group across the phenyl-amidine bond. It should be 
noted that the PDB strucuture (PDB ID: 2B0K) reported the B-value of the phenyl side amidine 
nitrogens to be 53.16 and 63.27 and the trigonal planar carbon connecting them to have a B-
value of 44.85. Comparatively, the B-values of the corresponding atoms on the benzmidazole 
side amidine are much lower (nitrogen - 47.02, 36.34 and carbon - 27.90). Thus the X-ray 
structure indicates that the co-ordinates of the constituent atoms of amidine on the phenyl side 
should be expected to vary much more than the benzimidazole counterpart as indicated by their 
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high B-value. The presence of A-1 and A-2 modes of binding and the transitions between these 
two modes further validate the high B-values reported in the PDB structure.  The resultant 
conformations are stabilized by electrostatic interactions in the A-1 mode (shown in Figure 3.3 
and detailed below) and water mediated networks in the A-2 mode (shown in Figure 3.4 and 
detailed below).  
3.4.1 Parallel Mode of Interaction 
DB921 is shown in the parallel mode (A-1) of interaction in Figure 3.3. The principal 
interaction that discriminates A-1 with A-2 is the electrostatic association of the amidine group 
with the DNA backbone (Labels D1 and D2 in Figure 3.3). D1, in Figure 3.3, is the distance 
between oxygen of the phosphate that connects bases A5 and T6, and –NH2 of the terminal 
amidine on the phenyl side of DB921. The D1 distances range between 1.63 to 6.89 with a 
variance of 1.12 and a mean of 2.94 (all distances in angstroms). The other –NH2 of the amidine 
makes electrostatic contacts with the oxygen of the phosphate backbone that connects bases T20 
and C21. These contacts are represented by the red colored dotted line labeled D2. Note that 
these distances are from the phosphate oxygens to the closest amidine nitrogen. Due to the 
torsional rotation that is possible, the nitrogens that are associated with D1 or D2 may interchange 
as the simulation progresses. The values of D2 range between 1.61 to 7.45 with a variance of 
0.85 and a mean of 3.97 (all distances in angstroms). Both these distances, D1 (top, blue) and D2 
(bottom, red) are plotted for all frames in Figure 3.6. The plot for D2 is mirrored to facilitate 
better comparison with D1 distances. The plot suggests that at most times the amidine group 
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maintains optimal distances that are favorable for specific electrostatic interactions at either end 
or at least a strong interaction on one end as suggested by very short distances in the range of 1.6 
to 2.5 angstroms.  
3.4.2 Perpendicular Mode of Interaction  
In the case of the perpendicular mode of interaction (Figure 3.4), the long residency time 
“trapped” water (Label C, Figure 3.4) interacted with another water molecule (Label D1, Figure 
3.4) which was hydrogen bonded to DB921’s terminal amidine. Additionally, two other bases 
that are involved in distinct hydrogen bond interactions that stabilized the perpendicular 
conformation A-2, are C21-O2 and A5-N3 (see Figure 3.4).  
C21-O2 formed a two water network in which the water molecule that this atom was 
interacting with (Label D2 in Figure 3.4) had residency times ranging from a few pico seconds to 
0.5 ns. D2 further interacts with D1 which mediates interactions between the “trapped” water 
molecule (Label C, Figure 3.4) and DB921 parallelly. Compared to D2, D1 is spatially restrained 
and hence better stabilized contacts can be expected. This is reflected by comparatively higher 
residency times of D1 ranging from a few pico seconds to 1.2 ns and an average of 0.6 ns.  
A5-N3 plays a central role to the A-2_2 mode of interaction. The A-2_2 type interaction, 
does not involve any direct participation of T20-O2 (trapped water interaction) or C21-O2 with 
respect to forming stabilizing water mediated networks. Instead, the terminal amidine of DB921 
forms a direct hydrogen bond with a water molecule that is in turn bonded to A5-N3. A-2_2 
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conformation, as captured in a frame of the MD simulation is not shown in any figure since it is 
the PDB-like conformation shown in Figure 3.2. The water molecule associated with A5-N3 
lends itself to forming non-bonded interactions with DB921 only in the A-2_2 conformation. At 
all other times it mediates structure-stabilizing interactions between A5-N3 and C21-O2 (Label 
D3, Figure 3.4) or a sugar oxygen (Label D3', Figure 3.4) of the DNA backbone. This A5-N3 
bound water has residency times ranging from 60 ps to 0.8 ns. Note that both D1 and D3 have 
appreciable residency times which suggests the presence of two water molecules between A5-N3 
and DB921 and hence, occludes the PDB-like conformation that is mediated by only one water 
molecule.  
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Figure 3.1: DNA minor groove binders. (a) DB921, a linear benzimidazole, biphenyl 
diamidine. (b) DB75, a classical minor groove binder with a curvature that is complementary 
to the minor groove. 
                                    
 
 
 78 
 
 
 
 
Figure 3.2 (following page): PDB structure1, (PDB ID: 2B0K). Yellow colored lines represent 
hydrogen bonds formed between start and end points of the line. Hydrogen bonds are defined 
as interaction between acceptor and donor atoms that are within a distance of 3.4 A° of each 
other. Legends: (A) Water mediated hydrogen bonding interaction between amidine of DB921 
and A5-N3 and T20-O2 of the DNA minor groove. (B)  Bifurcated hydrogen bonds between –
CH of the phenyl group of DB921and A6-N3. (C)  Non-bonded interactions of benzimadazole 
nitrogen with T7-O2 and T-19-O2. (D)  Bifurcated hydrogen bond between benzimidazole side 
amidine T8-O2 and C9-O2. 
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Figure 3.3: DB921-DNA complex. DB921 is axially viewed to highlight the angle made by the 
line (Label B) to the hypothetical plane (Label A). The angle from line B to plane A is close to 
0° (+/- 20°, see text for significance and relevance of this approximation) and thus the figure 
represents one of the Parallel conformations (A-1) observed in the MD simulation.Legends: 
(A) Plane of reference constructed to computationally classify each frame (20 ps snapshot) 
into A-1 or A-2 mode of interaction. This represents a plane that is approximately parallel to 
the floor of the DNA (see text for details). (B) Line used to calculate the angle made by the 
amidine group to the reference plane (and hence, approximately to the floor of the groove). 
This angle is calculated for each snapshot of the MD and used as an index to classify the 
frame into its respective binding mode. (C) Long residency time water, observed consistently in 
majority of the length of the simulation. The persistent H-bonding partners for this water are 
A6-N3 (labeled above) and T20-O2 (labeled above). (D) The electrostatic interactions 
characteristic of A-1 mode of interactions. 
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Figure 3.4 (following page): DB921-DNA complex. DB921 is axially viewed to highlight the 
angle made by the line (Label B) to the hypothetical plane (Label A). The angle from line B to 
plane A is close to 90° (+/- 20°, see text for significance and relevance of this approximation) 
and thus the figure represents one of the Perpendicular conformations (A-2‗1) observed in the 
MD simulation that is not similar to the PDB structure. Legends: (A) Plane of reference 
constructed to computationally classify each frame into its respective mode of interaction. This 
represents aplane that is approximately parallel to the floor of the DNA (B)Line used to 
calculate the angle between the amidine group to the reference plane(and hence the floor of 
the groove). This angle is used as an index to classify the frame into its respective binding 
mode.(C) Long residency time water, observed consistently in majority of the length of the 
simulation. The persistent H-bonding partners for this water is A6-N3 and T20-O2.(D1 
through D3)Water molecules that mediate transient H-bonding interactions involving A5-N3 
and C21-O2 that stabilize the binding of DB921 to the minor groove(see text for 
description).(D3') The second orientation of the water molecule associated with A5-N3 when it 
is not mediating interactions of the A_2-2 mode. 
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Figure 3.5: Scatter plot of angle made by terminal amidine of DB921(Label B in Figure 3.3 
and 3.4)  to the  hypothetical plane (Label A in Figure 3.3 and 3.4) across the length of the 
simulation. The Y-axis is the absolute value of this angle, and the x-axis is the time of the 
simulation (5-95 ns). It is observed that there is a concentration of values around +/- 20° from 
the 0° value and +/- 20° of 90°. The populations on the bottom and top of the plot are the A-1 
and A-2 conformations. 
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Figure 3.6: Top (BLUE colored plot)- Distance between the phosphate that connects DNA 
base A5 to T6  and the closest amidine hydrogen of the DB921 molecule. This is the same as 
D1 in Figure 3.3. Each point is the distance for that particular frame. There are a total of 4750 
frames i.e 95 ns. Bottom (RED colored plot)- Distance between the phosphate that connects 
DNA base T20 to C21  and the closest amidine hydrogen of the DB921 molecule. This is the 
same as D2 in Figure 3.3. Note that the scale is mirrored to be able to compare this distance to 
D2 at corresponding frames. Each point is the distance for that particular frame. There are a 
total of 4750 frames i.e 95 ns. 
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Chapter 4 - Parametrization of Small Molecules for 
the Amber Force Field 
4.1 Introduction 
The functional forms of most modern force fields are a summation of mathematical 
functions that approximate bond, angle, dihedral and van der Waal terms. Additionally, they 
require information of atom type, charge and improper angles to be useful in extracting 
information about properties of interest or the dynamics of the system. Specifically, since we 
have used the AMBER1 package, the following discussion applies to parameterization with 
reference to the Amber force field. Nevertheless, the discussion, functionally and theoretically, 
holds true for most present day force fields with minor or no variations. Also note that when we 
refer to specific parameters, it implies contributions by observed molecular processes through an 
opportunistic mathematical function. For example, the numerical bond parameter accounts for 
the actual process of bond stretching and angle parameter accounts for angle bending and so on.  
Section 4.1.1 introduces the force field equation and the various functions used to 
represent bonds, angles, dihedrals and van der Waals interaction of a molecule in a force field. 
The remaining sections in this chapter cover the theoretical basis and the actual derivation of the 
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respective force field parameters for use with the Amber force field. We have parametrized 
DB921, which was introduced in Chapter 3, and this molecule is used to illustrate the actual 
derivation and to explain the concepts of small molecule parametrization. Section 4.1.2 justifies 
the need for multiple atom types for a particular atom and why it is critical for force field based 
simulations. Section 4.1.2 presents the minor groove binder DB921. Section 4.1.3 covers the 
introduction of basic theory involved in deriving bond and angle parameters. Section 4.1.4 
introduces the significance of non-bonded interactions. In lieu of the central role they play in 
molecular dynamic simulations and due to the extensive attention that the derivation of dihedral 
parameters require, they are presented in Section 4.2. An introduction of the format of the file 
that contains the parametrization information that xleap (see Chapter 3, Methods) accesses is 
presented in Section 4.3. A lot of the basic concepts in these sections are adapted from2. 
4.1.1 Amber, a molecular mechanics force field 
 The additive form of the Amber force field1 (Equation 4.1) has the typical four 
component form accounting for the intra- and inter-molecular forces mentioned above.  
 
                                   Equation 4.1 
 The potential energy, Etotal, of the molecule or biomolecular system under consideration 
is a function of the atomic co-ordinates of all the atoms present in the molecule (Born-
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Oppenheimer approximation). The following sections elucidate the names and significance of 
each of the variables in Equation 4.1 along with a theoretical explanation of each of the terms 
involved. The first term models the interaction between bonded atoms (Figure 4.1(a)), and the 
second term models the interaction between three bonded atoms that form an angle (Figure 
4.1(b)). Both of these interactions use harmonic potentials that increase with the deviation from 
an equilibrium value, req and θeq, respectively. The third term is a summation of various Cosine 
terms that account for the changes in energy due to dihedral variations (Figure 4.1(c)). The 
fourth term represents non-bonded interactions between atoms in the molecule that are separated 
by three bonds in the least. Further, this term models both the electrostatic interaction through 
the Coulombic potential, as well as the van der Waals interaction using the Lennard-Jones 
potential (Figure 4.1 (d) & (e)).  
4.1.2 Atom types 
At best, potential energy functions, like the Amber force field (Equation 4.1), help 
simulate the approximate nature of non-covalent interactions between molecules or other 
chemical phenomenon of interest2. If quantum mechanical electronic structure information can 
be included, force fields can, virtually, model bonding changes, molecular reactions and 
interactions. Electronic information is explicitly handled in ab-initio calculations since they use 
various methods to derive electronic cloud interactions between various atoms present in the 
molecule under consideration. On the other hand, the additive analytical form of the force field 
equation above does not include any electronic information. Hence, to implicitly include 
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electronic information derived from quantum mechanical equations, Amber, and many other 
force fields, use atom types that help differentiate from one atom to another in different chemical 
environments, even though they might be the same element. Unlike molecular mechanics 
calculations, Ab-initio calculations do not need any atom type definitions. Atom types specify the 
type of hybridization of the atom in question along with what type of atom is being defined (Ex. 
Carbon, Oxygen, etc.). Quantum mechanical calculations, to be able to predict properties, need 
atom number, nuclei, geometry, overall charge and spin multiplicity. In contrast, force fields 
include hybridization information which implicitly includes relative angles of the particular 
atom. For example, sp3 carbon would have a default angle of 109.5 with its bonded partners and 
so on. Additionally, multiple atom types are included in a force field database even for a single 
kind of atom, to be able to distinguish between the different environments the same kind of atom 
may represent. Hence, one particular atom type has a different set of force field parameters as 
compared to another atom type of the same atom. An example of this differentiation would be an 
sp3 carbon of atom type, say C1, having different parameters from another sp3 carbon, say C2, 
since C1 is bonded to two other carbons and two hydrogens, as opposed to C2 bonded to an 
oxygen, two carbons and a hydrogen atom.  
To illustrate the definition of atom types (and other parameters), an important compound 
in this project, DB921 (Figure 4.2) is used. The figure shows the atom types that were created. 
Some of the atom types introduced have identical counter parts in the Amber force field.  
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4.1.3 Bond and angle parameters 
The potential energy of a bond is represented by the Hooke’s law formula. The equation 
(Equation 4.2) is shown below.  
                                                      
                                          Equation 4.2 
The contribution to the overall potential energy by bond stretching is represented by Equation 
4.2 where Ebond is the potential energy of a bond and Kr is the force constant that determines how 
tightly the two atoms are bound, in other words, the width of the curve. As the quadratic form of 
the equation suggests, the shape of the curve is a harmonic where req is the reference bond 
length, and r the distance between the two atoms that share the bond.  
This form has proven to be successful due to its efficiency in computation along with 
acceptable accuracy. Molecular mechanics calculations are not used to predict bond lengths with 
accuracies that are in the range of thousandths of an Angstrom. Instead, the function used is 
expected to keep the bond length close to its reference value even under considerable changes in 
free energy. In other words, a small deviation in bond length should cause a large deviation in 
the overall energy of the system. In most calculations of interest bonded atoms rarely deviate 
significantly from their reference values since very high energies are required to force bond 
length variation. Hence, force constants are high even for bonds such as a C-C bond, etc.  
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The potential energy curve due to variation in angle is similar to the bonded atoms curves 
in that both use the functional form of Hooke’s law. Nevertheless, the energy that is required to 
change angles between two bonds is considerably lesser than that required to stretch a bond 
between two atoms.  
4.1.4 Non-bonded Interactions- Electrostatic and van der Waals forces 
Atoms interact with other atoms in their spatial vicinity even when they do not share a 
covalent bond, i.e., these atoms are not directly bonded to each other, nevertheless, they 
influence each other through non-bonded interactions. Two terms that are introduced in the force 
filed representation to account for these non-bonded interactions are electrostatic and van der 
Waals parameters. Both of them influence the structure of the molecule and thus effect their 
behavior. These interactions are modeled by using a pair-wise inverse function relationship 
between any two atoms within a given proximity.  
Electrostatic effects are experienced by atoms through their neighbors. Each atom 
influences the overall charge distribution of the molecule as a whole depending on its 
electronegativity. Various methods are employed to represent these effects. Amber uses the 
electrostatic potentials derived through 6-31G* basis set (ab-initio calculations) that are derived 
using multiple molecules, multiple conformations and a RESP3 fitting method. For the charge 
distribution to sufficiently represent the local environment of the molecule in question, these 
calculations are done on each new molecule that needs to be simulated within the particular force 
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field specification. The function that ideally represents the charge distribution of a molecule is a 
continuous function and is defined for a specific distance around the molecule. In practice, 
partial charges are used that are concentrated at the nucleus. These models have been shown to 
calculate interaction energies and free energy of solvation with good accuracy4, which are 
prominent goals of biomolecular simulations. 
For any two given atoms (i, j, notations with respect to Equation 4.1), which are within a 
predetermined distance, the electrostatic affinity or repulsion is calculated using their respective 
partial charges, as mentioned above. These charges are represented as qi and qj (Equation 4.1), 
and Rij represents the distance between these two atoms. Hence the qi * qj / Rij term gives the 
electrostatic contribution with respect to any two atoms, i and j. 
A typical molecular dynamic simulation would have a large number of van der Waals 
calculations as it progresses to account for the interactions between various atoms. Ab-initio 
calculations are not used on large systems due to the time and computation resource constraints. 
Instead, the standard Lennard-Jones 6-12 potentials are the most commonly used form to 
calculate the van der Waals interactions in most macromolecular force fields, including the 
Amber force field. The functional form of the Lennard-Jones 6-12 potential is a part of the last 
term of Equation 4.1. σ and ε, represent the collision diameter and the well depth of the Lennard-
Jones 6-12 potential curve, respectively, and Rij is the distance between the atoms being 
considered. 
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4.2 Implementation 
Standard nucleic acid residues, as well as amino acids, are parameterized and stored in 
Amber databases like parm99.dat, parm03.dat, etc. During the simulation, this database is used 
by the program to derive various parameters needed to calculate the necessary interactions. 
When a new molecular entity like DB921, for example, is introduced into the system, parameters 
need to be provided so they can be applied to calculate the DNA-small molecule interaction. The 
new parameters may either be appended to the parm99.dat file or can be stored in a separate file, 
say, file_name.frcmod file. We have used a separate file, DB921.frcmod. This file contains the 
definitions of atom types, bond lengths, bond angles, dihedral, impropers and van der Waals 
parameters. DB921.frcmod, shown in Figure 4.3, also represents the general format of a frcmod 
file accepted by the AMBER suite of programs. Note that the usage of a frcmod file is one of the 
methods that can be used in the AMBER suite of programs to include parametrization 
information of new molecular entities. 
Calculating the right parameters and populating a frcmod file prototype is the aim of 
developing parametrizing a small molecule. Many of the parameters can be derived by analogy 
to similar chemical environments that have been parametrized. A very important note with 
respect to parameter development is that a complete array of all parameters, for a given chemical 
entity developed for a particular force field, is non- transferable. For a given molecular entity, a 
set of parameters are derived to emulate a chemical phenomenon to an agreeable degree of 
accuracy. This set works well as long it is used within the framework of the given force field 
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with that specific set of parameters. In our case, a set of parameters derived with the Amber force 
field will work well as long as it is used with the AMBER program. The set of parameters such 
as bond length, bond angle, dihedral angle and van der Waals parameters, are derived assuming 
specific values of each of the other parameters. For example, if the constant for defining a 
dihedral angle is being calculated, the other constants, namely bond lengths and bond angles of 
all atoms involved in defining the dihedral, are held at an empirically determined constant value. 
The derived model will work if the values of bond length and bond angle constants are valid 
during the simulation at which the dihedral constant was calculated previously. 
The frcmod file that was created to parametrize DB921 is presented in Figure 4.3. All 
notations and other references in the remainder of this section are with respect to this figure. Our 
intention has been to introduce as few new parameters as possible. Most of the parameters have 
been adapted from the parm99 parameter set provided with the AMBER distribution. As shown 
in the figure, the frcmod file can be divided into six parts. A guide to interpret each column in 
the frcmod file, under each of the individual sections (see below), is presented in Table 4.1. The 
figure is in the format accepted by AMBER. 
The first section, titled MASS, has the atom type information along with the atomic mass 
of the atoms contained in the molecular segments that is defined by the file. These were taken 
directly from the parm99 atom definitions. As mentioned in Section 4.1.2, each element may 
have multiple atom types in any collection of parameters like parm99 since their behavior may 
vary depending on the specific environment. The corresponding atom types, adapted from 
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parm99, are in the comment column (the last column on the right). No modifications were made 
in this section, except to change the actual name of the atom type itself, for the sake of clarity 
and to avoid confusion between parm99 definitions. It is worthwhile to note that the basic atom 
type entries hardly changes between various parametrizations. Nevertheless, as we move ahead 
to define the angles, bonds, dihedrals, etc. that these atoms form, their behavior varies according 
to their environment and thus justify accurate definitions of the respective parameters.  
In a majority of the cases, including this project, bond and angle parameters hardly need 
modification as opposed to dihedral angle parameterization that need to be carefully 
parameterized. The BOND and ANGLE sections that follow have the exact same force constants 
(see Section 4.4 above) as the parm99 definitions. Since the actual bond lengths and bond angles 
are dependent on the specific chemical environment, the reference bond length and reference 
bond angles (see Table 4.1) have been changed to those obtained from ab-initio optimization 
calculations of the respective dihedral calculations. For example, the C-C reference bond length 
of a C-C bond that connects the bi-phenyl aromatic system was changed to the bond length as 
calculated by ab-initio optimization of the bi-phenyl rings. As observed earlier, all optimizations 
for parameterizations were carried out using the HF-631G* basis set5.  
The detailed analysis of the next section in the parameter frcmod file, namely DIHE, is 
presented in the following section, Section 4.7. The IMPROPER section definitions help force 
planarity of the 3D structure of the molecule. This section defines atom quartets that are not 
dihedrals but are four connected atoms as shown in Figure 4.4. For a two-fold torsional potential 
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(fourth column), the improper dihedral keeps the four listed atoms trigonal planar. Note that the 
phase (third column) is always 180 degrees. This section was also taken from the parm99 
database. 
4.3 Implementation and Results of Dihedral Angle Parameterization 
Dihedrals, van der Waals and electrostatic parameters are the predominant factors that 
impact the conformation and structure of the molecule2. Adaptation of van der Waals and 
electrostatic parameters are straight forward and are briefly covered in the previous section. 
Dihedrals, on the other hand, have to be carefully analyzed and parametrized because of their 
affect on free energy as well as 3-D conformations.  
In the case of DB921, there were four undefined dihedrals that needed to be 
parameterized. With respect to Figure 4.2, they can be identified as the following: 
1. BN-KC-AC-AC 
2. SN-KC-AC-AC 
3. AC-PC-PC-AC 
4. AC-AC-AC-TN 
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Except for AC-AC-AC-TN, which was previously parameterized by Spackova et al6, for 
a diamidine analog, all other dihedrals were parametrized for the first time using the protocol 
explained below. AC-AC-AC-TN was also re-parametrized to verify the calculations made by 
Spakova et al. Also, it should be noted that BN-KC-AC-AC and SN-KC-AC-AC should have the 
same dihedral profiles. 
Dihedral calculations, using ab-inito calculations, are performed by splitting the molecule 
(DB921) into manageable molecular fragments that completely define the dihedral in question. It 
is assumed that these parameters are valid when the fragments are connected to form new 
compounds. The dihedral defined by BN-KC-AC-AC is used as an example to outline the 
procedure used (Section 4.7.1). The results of dihedral parametrization of the other torsional 
angles (3 and 4, above) are presented in Figures 4.7 and 4.8. Figure 4.5 shows the molecular 
fragment that was used in the parametrization of the BN-KC-AC-AC dihedral. First the partial 
atomic charge for this fragment is calculated at the HF-631G* level of theory and RESP 
methodology is used to get the final atom centered charge using the inherent two step method. 
Once the charges are obtained, the fragment is stored as a Tripos type7 mol2 file. The mol2 file 
contains the minimized, charged molecule that needs to be parametrized. Antechamber (part of 
the AMBER distribution) then uses this mol2 file to derive the parameters. 
 The Antechamber program can be used to generate a file that has Amber atom types. 
Alternativley, it can also be used to generate a file that has the General Amber Force Field (gaff) 
compatible atom types. Antechamber guesses the atom type to the closest atom type available in 
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the Amber force field (i.e. atom types present in parm99 definitions) or gaff, as the case may be. 
For the sake of explanation, we refer to this file generated by Antechamber as ante_out.mol2. 
This file now has the new, guessed, atom types and the charges. In many cases, the parm99 type 
atom types may be enough and the next step would be to dock the new molecule as a ligand in 
the DNA or protein target and a simulation carried out using parametrization present in the 
parm99.dat file. In the case of DB921, the parameterization present in the parm99 database is 
not sufficient, as it has been pointed out earlier. Hence at this stage the file ante_out.mol2 is 
opened using a text editor. The atom types are changed to the modified, new atom types as 
shown in Figure 4.2. This file is saved as, say, modified_atom_type.mol2. Next, a skeletal 
framework of frcmod file can be generated from antechamber or a template can be generated 
using the parmchk utility program in the AMBER distribution. This frcmod file has to be 
populated using the analogies as explained above for bond and angle parameters. To obtain 
dihedral parameters we need to first derive the ab-initio based energy curves at all dihedral 
angles. Usually this is defined between 0-360 degrees in 10 degree intervals. Once this is 
obtained, the frcmod file is used to generate a similar profile using the Amber force field. These 
two curves are then fit using the least squares fitting procedure. Kaleidograph8 was used for 
fitting this data. The Cosine functions that were used to reproduce a specific dihedral function 
are presented under each figure and this information and the constants derived can also be found 
in the frcmod file. 
The curve obtained by the Amber frcmod file is produced by using the Cosine series: 
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                                Equation 4.2
 
where n = periodicity = 0, 1, 2, 3, 4 or 6 
           γ = phase 
It was seen that there were significant contributions from the cos(4γ), cos(2γ) and cos(γ) 
series, in the case of BN-KC-AC-AC dihedral. Hence all three were included and this gave a 
good fit with the Gaussian generated HF-631G* curve (Figure 4.6). The energy values are 
presented in Table 4.2. Similar graphs for the other dihedrals are shown in Figure 4.7, 4.8 and 
Table 4.3 and 4.4, with appropriate legends. 
In conclusion, we were able to generate high fidelity force field parameters using 
standardized parametrization procedures for use with the Amber force field. Hence our 
parameters can be used with the parm[99-03].dat family of parameter databases included in the 
AMBER set of programs with no conflict due to incompatibilities between existing parameters. 
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Table 4.1: Column content in any AMBER frcmod.dat. This table should be used to read 
Figure 4.3. 
Information Content In The Respective Colomns 
Section Name 
Column 1 Column 2 Column 3 Column 4 Column 5 
MASS Atom Type Atomic Mass Atomic Radius Comments NA 
BOND Bond Definition Force Constant Equilibrium Dist. Comments NA 
ANGLE Angle Definition Force Constant Equilibrium Angle Comments NA 
DIHE Multiplicity Force Constant Phase Periodicity Comments 
IMPROPER Force Constant Phase Periodicity Comments NA 
NONBON vdW Parameter vdW Parameter Comments NA NA 
Table 4.2: Relative energies of Gaussian HF-631G* and AMBER force fields for the BN-KC-
AC-AC dihedral. AMBER dihedral curves were generated using inherited atom type, bond and 
angle parameters, from sources mentioned in Figure 4.3, and the truncated Cosine series: 
ΣV4(1+cos(4φ-180)) + V2(1+cos(2φ-180)) + V1(1+cos(φ-360)) 
Torsion Relative Energies (kcal/mol) 
Angles Gaussian Amber 
0, 180, 360 0.153 0.007 
10, 170, 190, 350 0.074 0.019 
20, 160, 200, 340 0.000 0.049 
30, 150, 210, 330 0.139 0.080 
40, 140, 220, 320 0.570 1.082 
50, 130, 230, 310 1.267 1.453 
60, 120, 240, 300 2.129 2.012 
70, 110, 250, 290 2.995 2.729 
80, 100, 260, 280 3.663 3.417 
90, 270 3.930 3.705 
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Table 4.3: Relative energies of Gaussian HF-631G* and AMBER force fields for the AC-AC-
AC-TN dihedral. AMBER dihedral curves were generated using inherited atom type, bond and 
angle parameters, from sources mentioned in Figure 4.3, and the truncated Cosine series: 
ΣV4(1+cos(4φ-327)) + V2(1+cos(2φ)) + V1(1+cos(φ-90)) 
Torsion Relative Energies (kcal/mol) 
Angles Gaussian Amber 
0, 180, 360 3.192 2.500 
10, 170, 190, 350 2.364 1.680 
20, 160, 200, 340 1.364 0.800 
30, 150, 210, 330 0.300 0.190 
40, 140, 220, 320 0.000 0.000 
50, 130, 230, 310 0.247 0.240 
60, 120, 240, 300 0.912 0.840 
70, 110, 250, 290 1.763 1.650 
80, 100, 260, 280 2.490 2.380 
90, 270 2.781 2.350 
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Table 4.4: Relative energies of Gaussian HF-631G* and AMBER force fields for the AC-PC-
PC-AC dihedral. AMBER dihedral curves were generated using inherited atom type, bond and 
angle parameters, from sources mentioned in Figure 4.3, and the truncated Cosine series: 
ΣV4(1+cos(4φ-180)) + V2(1+cos(2φ-180)) 
Torsion Relative Energies (kcal/mol) 
Angles Gaussian Amber 
0, 180, 360 3.337 -5.826 
10, 170, 190, 350 2.703 -6.460 
20, 160, 200, 340 1.548 -7.615 
30, 150, 210, 330 0.599 -8.564 
40, 140, 220, 320 0.070 -9.093 
45, 135, 225, 315 0.000 -9.163 
50, 130, 230, 310 0.044 -9.119 
60, 120, 240, 300 0.390 -8.773 
70, 110, 250, 290 0.907 -8.256 
80, 100, 260, 280 1.358 -7.805 
90, 270 1.537 -7.626 
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Figure 4.1: Force field parameters. (a) Bond Stretching (b) Angle bending (c) Dihedral 
rotation (d) van der-Waals interaction (e) Electrostatic interactions 
                       (a)                                         (b)                                         (c) 
        
                              (d)                                                                   (e) 
δ
+ 
δ
+ 
 
δ
-+- 
(
a) 
(
b) 
(
c) 
(
d) 
(
e) 
 107 
 
 
     
Figure 4.2: DB921 and atom types used for parametrization. The ending letter denotes the type 
of atom. For example, TN denotes a nitrogen atom. 
   
Figure 4.3: DB921.frcmod file, showing the complete parametrization used for the DB921 
molecule (see Table 4.1 for column Headings, they are not mentioned here to maintain the 
original format used in AMBER) 
 
Title: DB921.frcmod – for use with AMBER force field 
 
MASS 
BN 14.01 0.530 parm99 (NB) 
BC         12.01 0.360 parm99 (CB) 
AC         12.01 0.360 parm99 (CA) 
AH        1.008 0.167 parm99 (HA) 
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SN         14.01 0.530 parm99 (N*) 
WH        1.008 0.161 parm99 (H) 
KC         12.01 0.360 parm99 (CK) 
TN         14.01    0.530 parm99 (N2) 
MH        1.008    0.161    parm99 (H) 
PC 2.01      0.360     gaff (cp) 
 
BOND 
BC-AC  469.0 1.404 parm99 (CA-CB) 
BC-BC  520.0 1.370 parm99 (CB-CB) 
AC-AC  469.0 1.400 parm99 (CA-CA) 
AC-AH    367.0 1.080 parm99 (CA-HA) 
SN-WH  434.0 1.010 parm99 (H- N*) 
KC-AC   469.0     1.475 force const.-parm99 (CA-CB); length-gaussian 
BC-SN  436.0 1.374 parm99 
BC-BN  414.0 1.391 parm99 
KC-SN  440.0 1.371 parm99 
KC-BN  529.0 1.304 parm99 
AC-TN  481.0    1.312 force const.-parm99 (CA-N2); length-gaussian 
TN-MH  434.0     1.010 parm99 (H- N2) 
PC-PC  346.5     1.499 force const.-gaff (cp-cp); length-gaussian  
PC-AC  466.1     1.395 gaff (cp-ca) 
 
ANGLE 
BN-BC-AC 70.0 132.40  parm99 (CA-CB-NB) 
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BN-BC-BC     70.0 110.40  parm99 (CB-CB-NB) 
BN-KC-SN     70.0 113.90    parm99 (N*-CK-NB) 
BN-KC-AC     70.0 124.72  force const.-parm99 
BC-BN-KC     70.0   103.80  parm99.day (CB-NB-CK) 
BC-AC-AH     50.0 120.0      parm99 (CB-CA-HA) 
BC-AC-AC     63.0   120.0      parm99 (CA-CA-CB)  
BC-BC-AC     63.0 117.3      parm99 (CA-CB-CB) 
BC-BC-SN     70.0   106.20  parm99 (CB-CB-N*) 
AC-AC-AH     50.0 120.0      parm99 (CA-CA-HA) 
AC-AC-AC     63.0 120.0      parm99 (CA-CA-CA) 
AC-BC-SN     70.0 132.89  force const.-parm99; angle-gaussian 
BC-SN-WH     50.0 125.80     parm99 (CB-N*-H) 
BC-SN-KC     70.0 105.40     parm99 (CB-N*-CK) 
SN-KC-AC 70.0 122.43  force const.-parm99; angle-gaussian 
WH -SN-KC 50.0 128.80    parm99 (CK-N*-H) 
KC-AC-AC 63.0 121.80  force const.- parm99 (CA-CA-CB); angle-gaussian 
AC-AC-TN 70.0 119.8   force const.-parm99 (CM-CM-N*); angle-gaussian 
AC-TN-MH 50.0 121.2  force const.-parm99 (CA-N2-H); angle-gaussian 
TN-AC-TN 70.0 120.3  force const.-parm99 (N2-CA-N2); angle-gaussian 
MH-TN-MH 35.0 117.0      force const.-parm99 (H-N2-H); angle-gaussian 
PC-PC-AC 62.6 127.01  gaff (ca-cp-cp) 
PC-AC-AH 48.0 121.08  gaff (cp-ca-ha) 
PC-AC-AC 67.2 119.07  gaff (ca-ca-cp) 
AC-PC-AC 67.1 118.75  gaff (ca-cp-ca) 
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DIHE 
BN-BC-AC-AH  4 14.00 180.0 2.0 parm99 (X-CA-CB-X) 
BN-BC-AC-AC  4     14.00 180.0 2.0 parm99 (X-CA-CB-X) 
BN-BC-BC-AC  4 21.80 180.0 2.0 parm99 (X-CB-CB-X) 
BN-BC-BC-SN  4 21.80 180.0 2.0 parm99 (X-CB-CB-X) 
BN-KC-SN-BC  4 6.80 180.0 2.0 parm99 (X-CK-N*-X) 
BN-KC-SN-WH  4 6.800 180.0 2.0 parm99 (X-CK-N*-X) 
BN-KC-AC-AC  4 -0.6 180.0 4.0 New Parameters 
BN-KC-AC-AC  4 3.1 180.0 2.0 New Parameters 
BN-KC-AC-AC  4 -0.7 360.0 1.0 New Parameters 
BC-BN-KC-SN  2 20.00 180.0 2.0 parm99 (X-CK-NB-X) 
BC-BN-KC-AC  2 20.00 180.0 2.0 parm99 (X-CK-NB-X) 
BC-AC-AC-AH  4 14.50 180.0 2.0 parm99 (X-CA-CA-X) 
BC-AC-AC-AC  4 14.50 180.0 2.0 parm99 (X-CA-CA-X) 
BC-BC-AC-AC  4 14.00 180.0 2.0 parm99 (X-CA-CB-X) 
BC-BC-AC-AH  4 14.00 180.0 2.0 parm99 (X-CA-CB-X) 
BC-BC-SN-WH  4 6.600 180.0 2.0 parm99 (X-CB-N*-X) 
BC-BC-SN-KC  4 6.600 180.0 2.0 parm99 (X-CB-N*-X) 
AC-BC-BN-KC  2 5.100 180.0 2.0 parm99 (X-CB-NB-X) 
AC-BC-BC-AC  4 21.80 180.0 2.0 parm99 (X-CB-CB-X) 
AC-BC-BC-SN  4 21.80 180.0 2.0 parm99 (X-CB-CB-X 
AC-AC-AC-AH  4 14.50 180.0 2.0 parm99 (X-CA-CA-X) 
AC-AC-AC-AC  4 14.50 180.0 2.0 parm99 (X-CA-CA-X) 
AH-AC-AC-AH  4 14.50 180.0 2.0 parm99 (X-CA-CA-X) 
AC-AC-BC-SN  4 14.00 180.0 2.0 parm99 (X-CA-CB-X) 
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AC-BC-SN-WH  4 6.600 180.0    2.0 parm99 (X-CB-N*-X) 
AC-BC-SN-KC  4 6.600 180.0 2.0 parm99 (X-CB-N*-X) 
AH-AC-BC-SN  4 14.00 180.0 2.0 parm99 (X-CA-CB-X) 
BC-BC-BN-KC  2 5.100 180.0 2.0 parm99 (X-CB-NB-X) 
BC-SN-KC-AC  4 6.800 180.0 2.0 parm99 (X-CK-N*-X) 
SN-KC-AC-AC  4 -0.6 180.0 4.0 New Parameters 
SN-KC-AC-AC  4 3.1 180.0 2.0 New Parameters 
SN-KC-AC-AC  4 -0.7 360.0 1.0 New Parameters 
WH-SN-KC-AC  4 6.800 180.0 2.0 parm99 (X-CK-N*-X)  
KC-AC-AC-AH  4 14.50 180.0 2.0 parm99 (X-Ca-CA-X) 
KC-AC-AC-AC  4 14.50 180.0 2.0 parm99 (X-CA-CA-X) 
AC-AC-AC-TN  4 0.789 327.0 -4.0 New Parameters 
AC-AC-AC-TN  4 -3.118 0.0 -2.0 New Parameters 
AC-AC-AC-TN  4 0.609 90.0 1.0 New Parameters 
X -AC-TN- X  4 9.6 180.0 2.0 DAPI paper,cheatam (X-CA-N2-X) 
PC-PC-AC-AH  4 14.5 180.0 2.0  gaff (x-pc-ac-x or x-ac-ac-x) 
PC-PC-AC-AC  4 14.5 180.0 2.0 gaff (x-pc-ac-x or x-ac-ac-x) 
PC-AC-AC-AH  4 14.5 180.0 2.0 gaff (x-pc-ac-x or x-ac-ac-x) 
PC-AC-AC-AC  4 14.5 180.0 2.0 gaff (x-pc-ac-x or x-ac-ac-x) 
AC-PC-PC-AC  4 -0.597 180.0 4.0 New Parameters 
AC-PC-PC-AC  4 1.154 180.0 2.0 New Parameters 
AC-PC-AC-AC  4 14.5 180.0 2.0       gaff (x-pc-ac-x or x-ac-ac-x) 
AC-PC-AC-AH  4 14.5 180.0 2.0       gaff (x-pc-ac-x or x-ac-ac-x) 
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IMPROPER 
BC-BN-AC-BC  1.1 180.0  2.0 using default value 
AC-BC-AH-AC  1.1       180.0          2.0 using default value 
AC-AC-AH-AC  1.1         180.0          2.0 using default value 
AC-AC-AC-BC  1.1         180.0          2.0 using default value 
BC-BC-AC-SN  1.1         180.0          2.0 using default value 
SN-BC-WH-KC  1.1 180.0  2.0 using default value 
KC-BN-SN-AC  1.1 180.0  2.0 using default value 
AC-KC-AC-AC  1.1 180.0  2.0 using default value 
AC-AC-AC-AH  1.1 180.0  2.0 using default value 
 
NONBON 
BN 1.8240  0.1700  parm99 (N) 
BC 1.9080  0.0860  parm99 (C*) 
AC 1.9080  0.0860  parm99 (C*) 
SN 1.8240  0.1700  parm99 (N) 
KC 1.9080  0.0860  parm99 (C*) 
AH 1.4590  0.0150  parm99 (HA) 
WH 0.6000  0.0157  parm99 (H) 
TN 1.8240  0.1700  parm99 (N) 
MH 0.6000  0.0157  parm99 (H) 
PC 1.9080  0.0860  parm99 (N) 
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Figure 4.4: Examples of “Impropers”, marked in blue. 
                               
Figure 4.5: Fragment used to parametrize the dihedral BN-KC-AC-AC 
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Figure 4.6: Torsional curve of dihedral BN-KC-AC-AC. Red: Gaussian generated curve with 
HF-631G*. Blue: Dihedral profile simulated by new force field parameters using AMBER. 
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Figure 4.7: Torsional curve of dihedral AC-AC-AC-TN. Blue: Gaussian generated curve with 
HF-631G*. Red: Dihedral profile simulated by new force field parameters using AMBER. 
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Figure 4.8: Torsional curve of dihedral AC-PC-PC-AC. Blue: Gaussian generated curve with 
HF-631G*. Red: Dihedral profile simulated by new force field parameters using AMBER. 
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Chapter 5: Computational Target Validation Using 
GASP and 3D QSAR  
5.1 Introduction 
Malaria is a disease that has an enormous impact on the loss of human lives per annum 
across the globe and this has continued consistently for the past few decades. WHO (World 
Health Organization) Reports for 1999-2004 have estimated the number of deaths worldwide at 
1.1 to 1.3 million per year. It also mentions that two billion people, which is 40 % of the world’s 
population, are at risk of contracting this deadly disease. The last known count reported by WHO  
was in 2004 and the incidence was estimated to be between 350 and 500 million cases1. Among 
the various species of Plasmodium, which are malarial parasites, only four can infect humans – 
Plasmodium falciparum, Plasmodium vivax, Plasmodium ovale and Plasmodium malariae. P. 
falciparum is the parasite that is responsible for a majority of malaria-related deaths in Africa2. 
This specie has been the center of many drug discovery efforts due to its effects on the human 
health and importantly, the high mortality rate it causes as compared to other parasites mentioned 
above. P. falciparum alone is responsible for the above mentioned annual mortality rate of 1.1 – 
1.3 million mentioned above3.  
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Traditional therapies like chloroquine and related compounds, antifolates, Atovaquone 
and artemisinins which were used to battle the widespread disease of malaria for many decades 
during the mid–1900’s, now face a major hurdle of drug-resistence in P. falciparum3. Among 
these drugs, chloroquine was the principal drug of choice due to its ease of availability, lower 
cost, efficacy and low toxicity. The first incidence of chloroquine resistance was observed in 
1957 and has subsequently spread across the globe3. By 1988 the spread of resistance was 
practically complete and included all parts of the world affected by this disease.  Since 1988, the 
search for a drug that effectively battles P. falciparum has been the focus of many international 
organizations. Pentaimidine (Figure 5.1) is a diamidine with a flexible linker (–CH) and has been 
known to be active against P. falciparum4 along with other diamidine compounds. 
Two prominent targets that have been reported for pentamidine, with respect to malarial 
activity are the DNA minor groove5 and FPIX6 (Ferriprotoporphyrin). Pentamidine is known to 
cause the collapse of the mitochondrial membrane potential in yeast7. This can be hypothesized 
to be the outcome of collapse of DNA due to extensive binding of pentamidine to the minor 
groove. The disruption of DNA tertiary structure probably stops the expression of proteins 
essential to mitochondrial function and thus causes a mitochondrial collapse and/or releases 
excess cationic small molecules into the mitochondrial membrane that expedites the breakdown 
of the mitochondria. It has also been proposed6 that pentamidine inhibits hemoglobin digestion, 
as suggested by high concentrations of the drug found in erythrocytes infected with P. 
falciparum. The principal observation that supports the hypothesis that FPIX is the target is the 
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fact that inhibitors of hemoglobin digestion markedly reduce the efficacy of pentamidine. Both 
target hypotheses do not have evidence that is strong enough to make a conclusive theory. The 
aim of this study is not to conclusively identify one particular target, which is not possible 
without conducting a series of subsequent non-computational experiments, but to arrive at a 
decision that probabilistically prioritizes one of the above targets based on statistically derived 
decision using regression models of 3D QSAR. Since the 3D QSAR would be built based on 
alignments that are generated independent of target shapes, the models that have high predictive 
scores should suggest the shape of the target. 
Figure 5.1 shows pentamidine which is a phenyl diamidine connected through a 5 
member alkyl chain. The long linker allows pentamidine to adopt a large repertoire of 
energetically similar conformations. This study involves 33 other molecules that possess the 
same five carbon linker and the terminal cationic amidine group. Each of these 33 molecules has 
various functional group substitutions along the basic template which is marked red in Figure 
5.1. These molecules are presented in Table 5.1. Assuming that these molecules bind to the same 
target since they are structurally related, it can be safely extrapolated that they adopt similar 
shaped conformations to complement the binding site. Following this line of reasoning, the 3D 
QSAR community has designed/ implemented many structure alignment algorithms that align 
common chemical features of a set of compounds based on various empirical, computationally or 
statistically formulated rules (see Chapter 1 and 2 for an introduction on 3D QSAR and 
alignments). Tripos Inc.8 distributes three software programs namely, GALAHAD, DISCOTech 
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and GASP that perform molecular overlays for a set that is active against a particular target and 
possess a common template. GASP uses genetic algorithms to align the structurally related 
molecules based on common pharmacophoric points. With the advent of GALAHAD, GASP 
(Genetic Algorithm Similarity Program) is being optimized to generate pharmacophoric database 
queries as opposed to its use as a structure alignment tool. Note that GASP needs a template 
structure to work and this prompted a need for a non-template based alignment tool, viz. 
GALAHAD, that can be used for pharmacophoric hypothesis generation even when the target is 
not known and does not depend on a template molecule to guide the alignment. This is relevant 
to this discussion since the present software version of GASP has been considerably changed to 
match a new set of optimization criteria which are ideal for high through put database searching. 
The older version of GASP was used for this study. 
In the case of pentamidine and its analogs that were used in this study, GASP generated a 
set of alignments that could be explored as potential “bioactive” conformations. Given the large 
conformational space that is available with this set, this is a challenging task and GASP was 
particularly effective because of the fact that it can generate template based pharmacophoric 
hypothesis. In other words the template based search that is performed by GASP is optimized for 
producing alignments based on a reference molecule and hence reduces the complexity of the 
search. Since the template molecule is the one that has the minimum number of pharmacophoric 
elements as well as least torsional variability, GASP limits the search space to the 
conformational construct that aligns the other molecules to this set of chemical features and 
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hence performs a more time efficient search. Note that in the absence of any target/ 
conformational information, the necessity of a template is a requirement for any alignment 
program. The choice of GASP as the alignment algorithm was empirical. Other alignment 
techniques were also tested. 
GASP (Genetic Algorithm Similarity Program)8 is a genetic algorithm that, in its initial 
release (2006), was developed for the overlay of structurally related molecules while the 
molecules remained flexible during the process of alignment.  This original release used the 
algorithm that was published by Jones9 et al. We present a brief introduction to genetic 
algorithms, the content of which is adapted from10. Genetic algorithms (GA)11, 12 apply the 
biological principle of natural evolution to search and optimization problems. They combine the 
theory of “survival of the fittest” and “recombination” (or crossover) among string structures to 
perform a structured yet randomized search. GASP is a GA that searches the torsional space for a 
common, optimum structural alignment that maximizes the overlap of chemical features for the 
given set of compounds. 
A genetic algorithm is an iterative process that generally works on a constant size 
population where each of the members are represented by a string of symbols called 
chromosome. Each chromosome represents a possible solution in the given problem’s search 
space. The search space comprises all possible solutions to the problem at hand. Genetic 
algorithms are useful in exploring very large search spaces that cannot be exhaustively searched. 
Some form of coding is required for the solution to be represented by a string. Examples of such 
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representation are binary encoding (Ex. [1 0 1 1]), real-valued encoding (Ex. [2.3 4.1 1.2 7.7]) 
and character-based encoding (Ex. [abc cab bbc aaa]. The form of coding to be used is decided 
according to the problem at hand.   
The basic algorithm followed by a GA is shown in Figure 5.2. An initial population of 
individuals is generated either randomly or heuristically. At each iteration, known as a 
generation, the population is decoded and evaluated according to a fitness function. The fitness 
function is a way of quantifying the quality of a particular solution. It evaluates a particular 
individual and returns a value, which is the fitness of the individual. To form a new population 
(for the next iteration) individuals that maximize the fitness function are selected. Selections can 
be made in a number of different ways. Often individuals are selected with a probability 
proportional to their fitness. Therefore, an individual with high fitness has a better chance of 
being selected for reproduction. 
Selection cannot account for finding new points in the search space of the problem. 
Therefore, genetically motivated operators, namely crossover and mutation operators, are used to 
achieve reproduction between chromosomes. Crossover is inspired by the possibility of 
combining the best descriptors of two individuals to obtain an individual with higher fitness than 
its parents. The mutation operator is introduced to prevent premature convergence to locally 
optimal solutions. This is generally achieved by randomly sampling new points in the search 
space. 
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Let us consider the following simple example demonstrating the genetic algorithm's 
operation. The population consists of 4 individuals that are binary-encoded strings of length 8. 
The fitness value equals the number of ones in the bit string, with pcross=0.7 and pmut=0.001. 
More typical values of the population size and the genome length are in the range 50-1000. Also 
note that fitness computation in this case is extremely simple since no complex decoding nor 
evaluation is necessary. The initial (randomly generated) population might look like Figure 5.2. 
Using fitness-proportionate selection we must choose 4 individuals (two sets of parents), 
with probabilities proportional to their relative fitness values. In our example, suppose that the 
two parent pairs are {B,D} and {B,C} (note that A did not get selected since this selection 
procedure is probabilistic). Once a pair of parents is selected crossover is effected between them 
with probability pcross , resulting in two offsprings. If no crossover is effected (with probability [1 
- pcross] ), then the offsprings are exact copies of each parent.  
Suppose in our example that crossover takes place between parents B and D at the 
(randomly chosen) first bit position forming offspring E=10110100 and F=01101110, while no 
crossover is effected between parents B and C forming offspring that are exact copies of B and 
C. Next, each offspring is subject to mutation with probability pmut per bit. For example, suppose 
offspring E is mutated at the sixth position to form E'=10110000, offspring B is mutated at the 
first bit position to form B' = 01101110 and offspring F and C are not mutated at all. The next 
generation population, created by the above operators of selection, crossover, and mutation, 
would be as shown in Figure 5.3. Note that in the new population, although the best individual 
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with fitness 6 has been lost yet the average fitness has increased. Iterating this procedure, the 
population will eventually converge towards a perfect string, i.e., with maximal fitness value of 
8.  
The chromosomal representation for an alignment with N molecules (i.e. N number of 
molecules) in GASP contains N binary strings and [N – 1] integer strings13. Each of the N binary 
string encodes the conformation of each of the molecules. In other words, each byte of the string 
encodes the torsional value of each of the dihedral angle present in the molecule and hence its 
conformation. The integer string ([N - 1] number) encodes mapping between features in a 
molecule to the features of the same type in the template molecule. Since the template molecule 
is the base molecule, we have [N - 1] number of chromosomes in this case. Each integer string 
has a length of L, which is the number of features in the base molecule.  The labels assigned to 
these features are handles that can be managed by the user to edit the number of features in the 
base molecule that will be considered for the search. The fitness function of the GA is calculated 
using the above mentioned chromosome in each population for each individual by using a least 
square fitting procedure that tries to find as many points of overlap as possible to maximize the 
fitness score.  
All single bonds that are not part of an aromatic ring system in a molecule are considered 
as rotatable and are represented by a byte in the binary chromosome.  Note that each byte equals 
eight bits and therefore can encode any of the possible values ranging 0 to 255 which are linearly 
scaled to give a real number between the angles 0 to 2π. The chemical features that are identified 
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by GASP in each molecule to be included in the integer string encoding (part of the 
chromosome) are H – bond donor and acceptor atoms and hydrophobic centers represented by 
aromatic rings.  
As in the GA example above, GASP follows a procedure similar to the pseudo-code 
presented in Figure 5.2. On the other hand, the fitness function in GASP, that forms the core of 
any GA based search and is unique to the specific application of the GA technique, is calculated 
in stages using three criteria. The three criteria selected to formulate the fitness of each alignment 
in a population, which forms a set of probable solutions, is calculated using the number and 
similarity of the overlaid structures, volume (steric) overlap of the alignments and internal van 
der Waals energy of the molecular conformations. The several stages that are used to calculate 
the fitness are as follows13. 
1. Generate a starting conformation for each of the molecules: The chromosomal 
representation allows for the torsional angle in each molecule to be set (see above for 
explanation). These values are initialized randomly in the beginning of the search.  
2. Chemical and steric features are calculated for each of the molecules from their new co-
ordinates: Starting with the template molecule, all hydrogen bond donor and acceptor 
atoms in each molecule is stored as a feature. Additionally, a virtual point that is 2.9 Å 
from donor and acceptor atoms is marked and stored. These points are marked in the 
direction of the hydrogen or lone pair, as the case may be, with respect to the atom in 
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question. They represent the complementary acceptor or donor sites for each of the donor 
or acceptor atoms respectively, for the molecule in question. A virtual point is also 
created at the geometric center of each of the aromatic rings. Hence each of the virtual 
points represents a chemical feature or a point that forms a steric center. Since this is also 
done for the template, this step concludes with the calculation of a least squares fit of all 
the virtual points in each of the molecules of the dataset individually to that of the 
features of the template molecule. 
3. van der Walls Energy: van der Waals energies are non-bonded interactions that are not 
electrostatic in nature and are approximated using steric energies of the conformations. A 
conformation that has lower van der Waals energy, is given a higher fitness score as 
compared to the conformations that have higher van der Waals energy. The internal steric 
energy is calculated using a Lennard-Jones 6-12 potential14. The van der Waals energy 
term is used to ensure that structures used in the alignment are low-energy conformers. 
Due to computational and time efficiency considerations, a full molecular 
mechanics minimization is not performed. Remember that only single bonds with no 
significant barriers of energy are manipulated and hence a molecular minimization 
function is not necessary. The final alignment might have a few undesirable van der 
Waals contacts that can be relieved by a few steps of minimization without distorting the 
overall conformation.  
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4. Determine volume overlap to the base molecule: A pair-wise common volume overlap is 
determined sequentially between the template molecule atoms and each of the atoms in 
the remaining molecules in the alignment. Each atom is treated as a sphere and a three 
dimensional overlay of these spheres determine the total volume overlap between the 
base molecule and the other molecules (calculations done individually). A higher degree 
of overlap increases the fitness score. For the final fitness of the alignment to be 
independent of the number of molecules in the overlay, the mean volume integral per 
molecule with the base molecule is determined.  
5. Calculation of Similarity Score: A similarity score based on how similarly the features 
might interact with a receptor is calculated using three terms. A score is based on the 
similarity in position, orientation and type between the H-bond donors of the template 
molecule and the other molecules. An acceptor score is based on the same indices and a 
ring similarity score that is based on the position of each of the constituent atoms as well 
as similarity between the ring substituents (as calculated by the number, type and overlap 
of of H-bonding atoms present as substituents of the ring). 
6. Generate final fitness score: An aggregated weighted sum of terms calculated in steps 3 
(steric energy), 4 (volume overlap integral) and 5 (similarity score) is generated and used 
as the final fitness score of that alignment.  
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5.2 Methods and alignment strategy 
As mentioned in the Introduction section, two targets were considered in this study, 
namely the minor groove of DNA and FPIX, i.e. ferriprotoporphyrin. Figure 5.5 shows the 
preferential binding of pentamidine to the AATT sequence in the minor groove of DNA15.  
Figure 5.6 shows the proposed6 structure of pentamidine bound to FPIX. The alignment strategy 
was to mimic these alignments through an unbiased conformational search technique using the 
template molecule, pentamidine, and superpose the remaining compounds in the dataset to this 
template.  
The dataset included an additional set of longer compounds that had a benzofuran ring 
between the amidine and the phenyl groups on one side. For convenience these compounds are 
referred to as “Big” molecules within the dataset. Both these types of molecules, i.e. direct 
pentamidine analogs with no benzofuran rings and the ones with the benzofuran rings, are 
hypothesized to adopt the same “bioactive” conformation. Pentamidine and the simplest “Big” 
molecule, 3SAB075 (shown in Figure 5.6(b)), were initially used to generate templates for the 
remaining molecules. The conformation of both of these base molecules in the superposition 
generated was used as templates for the remaining molecules. The details of how these template 
conformations were generated are given below. 
GASP generated a set of twenty hypotheses and one hypothesis per target was selected. 
The superpositions with the highest fitness score to best represent each of the targets were picked 
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and are shown in Figures 5.7 and 5.8. Figure 5.7 represents the DNA based conformation of 
pentamidine and 3SAB075. The figure shows a set of 16 pharmacophoric points as represented 
by the green spheres. The diameter of the spheres is inversely proportional to the degree of 
overlap of the respective pharmacophoric points of the two compounds. In other words, the 
smaller the sphere, the better the alignment of that particular chemical feature. For example, the 
overlap of all four amidine nitrogens are represented by smaller spheres as compared to the 
overlap of the phenyl ring on the right side of Figure 5.7. This implies that, when we are seeking 
an overlap of chemical features based on the criteria we are trying to optimize (see Introduction 
for the criteria that the GASP fitness function uses), the two compounds’ donor nitrogens overlap 
much better than the steric overlap of the aromatic ring on the right hand side. Figure 5.8 shows a 
similar hypothesis that exemplifies an FPIX target based alignment. 
Following the development of the above alignments, pentamidine and 3SAB075 were 
extracted from each of the two hypotheses and used as templates to align the remaining 
compounds. Based on the size of the molecules the dataset was divided into Big and Small 
molecules depending on their similarity to pentamidine and 3SA075. A total of 7 “Big” ( use 
3SAB075 as template) compounds were identified in the data set and the remaining twenty seven 
molecules were classified as “Small” molecules (use pentamidine template). The conformation 
extracted from the above hypothesis (Figure 5.7 and 5.8) were held rigid and a pair-wise 
alignment was developed for the remaining compounds. In other words, if a pentamidine type 
molecule was being considered for alignment, pentaimidine was held rigid and the other 
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molecule was allowed to flexibly overlap onto the base using GASP software. Again, the fitness 
condition was the same as was used in the template, i.e. pentamidine-3SAB075, hypothesis 
generation.  Finally, all the molecules were included in a database and the conformations were 
frozen to give the final alignment to be used for 3D QSAR. The alignments for both the targets 
are shown in Figures 5.9 and 5.10. 
Figure 5.11 summarizes the procedure that was used to generate the two 3D QSAR 
results. As shown in the figure, the final result is the two 3D QSAR models that were evaluated 
to compare the probability of the DNA and FPIX based targets. In other words, if the 3D QSAR 
model (generated using the above mentioned alignments) of one alignment is better than the 
other (based on statistical indices), then it is hypothesized that that alignment and therefore, the 
respective target has a higher probability of being responsible for the mode of action of 
pentamidine based compounds. It should be noted that the probability of both targets playing an 
active role in the mechanism of action is ignored and the aim of the study is to decide which of 
the two targets is the most probable prominent target. Hence, the alignments mentioned above 
were used to generate 3D QSAR models using COMSIA technique as implemented by the 
SYBYL software from Tripos Inc (see Chapter 2 for details of CoMSIA technique).  
All molecules were built using standard Tripos-SYBYL force field parameters16. 
Optimizations were performed to completion using distance dependent dielectric and the BFGS 
algorithm17. The convergence limit was set to 0.001 kcal/mol. The Geisteiger-Huckel method 
was used for charge calculation. The charges from available (Tripos suite) methodologies were 
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compared to ab-initio charge calculation for a few of the compounds in the dataset and we 
empirically determined that the Gasteiger-Huckel method reproduced the charge ratios in ab-
initio calculation closely. Column filtering in CoMSIA calculation was set at 2 kcal/mol. Finally, 
Protein Explorer18 was used to generate contact surface maps of the target to check for chemical 
feature complementarity between the ligand and binding site. 
5.3 Results and Discussion 
Once the 3D QSAR models were generated, using the alignments shown in Figures 5.8 
and 5.9 they were compared using the r2, q2 and the Leave-One-Out (LOO) cross-validation 
technique. Values of the attenuation factor (α) (see description of CoMSIA related terms in 
Chapter 2) ranging from 0.2 to 0.8 were used, and we found that it was not correlated to any 
change in predictive capability (as suggested by the q2 value). CoMSIA models use five 
descriptors, Steric, Electrostatic, Hydrophobic, Donor and Acceptor fields. Acceptor, Donor, 
Hydrophobic and Electrostatic fields contributed favorably to the models (in both cases, DNA 
and FPIX), whereas Steric descriptor contributed favorably only in the FPIX model.  All 
compounds were used in the CoMSIA analysis since they provide useful information to the 
overall model without compromising the reliability of the models (as suggested by comparatively 
higher q2 and r2 values). The DNA based model (r2 = 0.94, q2 = 0.49) performed significantly 
better than the FPIX based model (r2 = 0.71, q2 = 0.29). The FPIX model generates a very poor 
regression equation with no predictive capabilities, and the chemical features (independent 
variable) were correlated to activity (dependent variable). Hence, this study suggests that the 3D 
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QSAR generated for the DNA is a much better model and has a higher probability of being the 
target. In other words, since the overall 3D QSAR of all compounds that are assumed to have 
similar mechanism of action is well correlated to the most common chemical features of 
description in their DNA based conformation, it can be extended that this target is more likely to 
be of importance than the FPIX target with respect to the mode of action. 
The DNA based 3D QSAR model is presented since the FPIX based model is inefficient 
towards making any useful observations or predictions. This was suggested by low q2 and r2 
values. The q2 value was below the accepted value of 0.4 (see Chapter 2), and the r2 value 
projected a under fitting of the independent variables. Remember that the q2 values of 0.4 and 
below suggest that the model has no predictive power. Figure 5.10 shows the acceptor and donor 
contributions that are favorable and non-favorable to activity (top). The top of the figure shows a 
randomly picked compound to show the spatial relevance of the contour map. The cyan region is 
the region around the compounds that exhibit positive correlation to activity with respect to the 
presence of a donor. Further, the bottom left figure shows the same compound docked to the 
AATT region of the DNA minor groove and contact maps were generated using Protein 
Explorer. As mentioned in Chapter 2, the contact surface is a graded 3D van der Waals radius 
based contour of ligand that signifies the proximity of the ligand to the target. The pink regions 
(highlighted in the bottom left figure) represent parts of the ligand that are closer to the DNA 
minor groove than the remaining white regions. The cyan regions that correspond to the presence 
of a donor in the ligand are in the area of the contact map (Figure 5.10(b)) that is shown in pink. 
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In other words, this is in a region that is close enough to interact with the DNA minor groove and 
it is also observed that there is an oxygen atom which is part of the DNA backbone (marked in 
red, Figure 5.10(a)) that can participate as an acceptor in the vicinity. 
The purple regions in Figure 5.10(a) represent favorable acceptor susbstitutions in the 
ligand. There are two regions enveloped by the purple surface, both of them near terminal 
amidine groups of the compound alignment. The complementary H-donor atoms are Adenine 
nitrogens along the DNA minor groove and these are highlighted by contact maps in Figure 
5.10(c). Donor and acceptor substitutions were found to be highly correlated to activity and 
cumulatively accounted for 67.1 % of the activity. 
Hydrophobic and electrostatic maps are shown in Figure 5.11(a) and (b). The respective 
contributions towards explaining the activity are 21.8 % and 11.1 %. 3D QSAR formulated in the 
case of diamidine molecules with respect to TBR (from Chapter 2) also indicate low correlation 
of electrostatic descriptors and it is possible that this is common to diamidine-DNA minor 
groove complexes. The hydrophobic map shown in 11 (a) indicate favorable substitutions by 
yellow regions and the grey regions indicate those that are not favorable to hydrophobic 
substituents. The non-hydrophobic substitutions are pointed towards the outer surface of the 
ligand that is exposed to water and the hydrophobic substitutions are near the bound surface of 
the ligand. Hence it is apparent as to how this would favor the binding process. The blue contour 
in the electrostatic map (11 (b)) shows favorable substitutions and the red contour maps mark 
regions that will adversely affect activity when they have electrostatic groups on the ligand. Both 
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of these regions are near the benzofuran or phenyl ring system (depending on whether a 
penatmidine-base type molecule was used or a 3SAB075 type molecule was used). The maps 
indicate that electrostatic substitutions are favored on the surface of the ligand that is interacting 
with the DNA and not on the exposed surface. This explains the lower activity of some 
compounds that have two substitutions on the phenyl ring, but failed to explain the higher 
activity in some others, possibly because this was offset by other, stronger interactions promoted 
in other regions of the molecule in question. It should be noted that electrostatic contribution by 
the charged amidine is significant as shown by previous studies (see Chapter 2) but are not 
represented in these maps since all the compounds have charged terminal amidines. 
In conclusion, the DNA based alignment performed appreciably better than the FPIX 
based alignment. Based on these computational observations, a DNA based target has a higher 
probability of acting as the binding site to pentamidine based molecules. It has been observed 
that the P. falciparum genome comprises of 82 % AT rich regions and that the concentration of 
pentamidine is high in AT rich organisms. These facts further strengthen the hypothesis of a 
DNA based target. 
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Figure 5.1: Pentamidine molecule, red colored bonds denote template chosen to select 
compounds in the library 
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Figure 5.2: Pseudo-code of the standard genetic algorithm  
 
begin GA 
  g:=0  { generation counter } 
   Initialize population P(g)  
   Evaluate population P(g)  { i.e., compute fitness values }  
   while not done do  
      g:=g+1  
  Select P(g) from P(g-1)  
  Crossover P(g)  
  Mutate P(g)  
  Evaluate P(g)  
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   end while  
end GA 
 
 
 
Figure 5.3: An example of a randomly generated population for a GA with binary 
chromosomal representation. 
 
Label   Genome     Fitness  
  A      00000110       2  
  B      11101110       6  
  C      00100000       1  
  D      00110100       3  
________________________________________________________________________ 
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Figure 5.4: Pentamidine bound to DNA from X-ray crystallographic structure  
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Figure 5.5: Pentamidine bound to FPIX - proposed model  
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Figure 5.6:  (a). Pentamidine molecule (b) 3SAB075 molecule: The simplest “Big” molecule 
used to generate a conformation that best overlaps the features with pentamidine as 
hypothesized by GASP. The conformation thus generated is used as the template for all 
molecules that have a similar strucuture. 
 
 
 
 
a. 
b. 
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Figure 5.7:  Alignment of pentamidine and 3SAB075 reflects probable conformation when 
bound to DNA 
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Figure 5.8:  Alignment of pentamidine and 3SAB075 reflects probable conformation when 
bound to FPIX 
 
Figure 5.9:  3D Alignment,  DNA-based 
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Figure 5.10: 3D Alignment, FPIX-based 
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Figure 5.9: Outline of procedure used to generate two separate 3D QSAR’s for DNA and 
FPIX based templates. 
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Figure 5.10: (a) CoMSIA contour maps showing acceptor and donor regions. Cyan regions 
represent donor favorable substitutions that are correlated to activity. The cyan colored arrow 
shows the corresponding region in the ligand-DNA complex in (b) and a backbone oxygen 
that is likely to participate in this type of interaction. The red colored arrows from purple 
colored regions, that represent acceptor favorable substitutions, point to two separate adenine 
nitrogens in the vicinity of the DNA binding site.  
 
 
 
a. 
c. 
b. 
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Figure 5.11: (a) Hydrophobic Contour Map- Yellow regions favor hydrophobic substituent, 
White regions favor non-hydrophobic substituents (b) Electrostatic Contour Map- Blue 
regions favor substituents that favor electrostatic susbtituents and Red regions do not. 
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Table 5.1: (a) Dataset of Pentamidine type molecules 
______________________________________________________________________________ 
1. 11SMB003   
                                     
2. 11SMB011     
  
3. 1EVK057             
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4. 1EVK060 
                 
 
 
5. 1EVK061 
     
6. 1EVK097 
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7. 1KAO009 
     
8. 1KAO011 
     
 
 
9. 2EVK008 
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10. 3KEG083 
     
11. 3SMB019 
     
12. 3SMB043 
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13. 3SMB045 
     
14. 3SMB079 
     
15. 3SMB101 
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16. 3STL057 
     
17. 4EVK051 
     
18. 4EVK055 
     
19. 5BGR006 
     
 156 
 
20. 5EVK038 
    
 
 
21. 5MAA089 
       
22. 5MAA123 
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23. 5MAA135 
    
24. 5MAA137 
    
_____________________________________________________________________________ 
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Table 5.1: (b) Dataset of “Big” molecules which are 3SAB075 type molecules 
_________________________________________________________________________ 
1. 3SAB075 
    
2. 3SAB077 
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3. 3SAB079 
    
4. 4SAB011 
    
5. 4SAB013 
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6. 4SAB015 
    
7.  5BGR086 
    
 
8. 5BGR088 
    
 161 
 
9. 5BGR094 
    
 
 
10. 5BGR096 
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