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Abstract
In this paper some of the work done on repetitions in strings is surveyed, especially that of an
algorithmic nature. Several open problems are described and conjectures formulated about some
of them. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Repetitions in strings are usually thought of as adjacent or \tandem"; that is, the
string uvu is counted as a repetition of u if and only if v= , the empty string. However,
in certain contexts { for example, DNA sequence analysis [39], data compression [23],
analysis of musical texts [10] { this denition may be too narrow. Here therefore we
take a wider view and regard uvu as a repetition of a nonempty string u for any nite
string v. Even more generally, we also count as repetitions cases where the string u
overlaps itself; for example, abaabaab is accepted as a repetition of abaab.
In order to make sure that these ideas are clear, we express them more formally.
Throughout this paper x will denote a string of length n= jxj>0 dened on an alpha-
bet A of size = jAj. A0A will denote the subset of letters that actually occur in x;
we let 0= jA0j and observe that 06 and also 06n. It will usually be convenient
to represent x as an array x[1::n]. Then the nonempty string u is called a substring of
x if and only if u= x[i::j] for integers i and j satisfying 16i6j6n. (Equivalently, x
is called a superstring of u.) If i=1, u is said to be a prex of x, a proper prex
if in addition j<n; similarly, if j= n, u is said to be a sux of x, a proper sux if
in addition i>1. The empty string  is counted both as a proper prex and a proper
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sux of every x. For nonempty substrings u= x[i::j], we say that u occurs at position
i of x and that i is an occurrence of u in x.
Now let S = Su; x denote a tuple
(p; i1; i2; : : : ; ir);
where p= juj and i1; i2; : : : ; ir is a monotone increasing sequence of positive integers
in which every ij, 16j6r, is an occurrence of u in x. If r>1, S is called a repetition
of u in x, and if moreover S includes every occurrence of u in x, it is called a
complete repetition of u in x; otherwise, S is said to be incomplete. The substring
u= x[i1::i1 +p− 1] is then called the generator of the repetition, the integers p and r
its period and its exponent, respectively. For example, if
1 2 3 4 5 6 7 8 9 10 11 12 13
x = a b a a b a b a a b a a b;
then Saab; x =(3; 3; 11) is a repetition; Saab; x =(3; 3; 8; 11), Saba; x =(3; 1; 4; 6; 9) and
Sabaab; x =(5; 1; 6; 9) are complete repetitions; while Sbb; x =(2) and Saab; x =(3; 8) are
not repetitions at all.
We will now see how to classify repetitions in a useful way. Let S = Su; x =
(p; i1; i2; : : : ; ir) denote a repetition and consider the gaps gj = ij+1 − ij, 16j6r − 1.
We say that S is a tandem (respectively, split, overlapping) repetition if and only if
every gap gj is equal to (respectively, greater than, less than) p. Further, if every
gj6p, S is said to be a cover of the substring x[i1::ir + p − 1], and this substring is
accordingly said to be coverable. Thus, in the preceding example, (5; 1; 6) is tandem,
(5; 1; 9) is split and (5; 6; 9) is overlapping, while (3; 1; 4; 6; 9) and (5; 1; 6; 9) are cov-
ers of x[1::11] and x= x[1::13], respectively. Observe then that a complete repetition
such as (5; 1; 6; 9) may be decomposed in various ways; for instance, into one tandem
repetition (5; 1; 6) and one overlapping repetition (5; 6; 9), or alternatively into one split
repetition (5; 1; 9) together with (5; 6; 9). Similarly, even though the complete repeti-
tion Sa; x =(1; 1; 3; 4; 6; 8; 9; 11; 12) is not classied (since it combines both tandem and
split pairs), it can nevertheless be broken down into incomplete repetitions, some of
them tandem, such as (1; 3; 4) and (1; 11; 12); others split { for example, (1; 1; 4; 6) and
(1; 8; 12). The notation ur is often used to denote a tandem repetition of u of exponent
r; for r=2, ur is referred to as a square; for r=3, a cube.
The taxonomy given here may seem a little awkward, but as we shall see it does have
the merit of permitting a unied view of repetitions and problems related to them. It
should be noted that the repetitions here dened as \split" have generally been referred
to in the literature as \nontandem"; the nomenclature has been changed to reect the
fact that there are really three kinds of repetition (tandem, split, overlapping) rather
than two (tandem, nontandem).
Historically, interest in repetitions focussed almost entirely on tandem repetitions.
The mathematician Thue set the tone early in the 20th century by showing [44] that
an innitely long string free of tandem repetitions could be constructed on an alphabet
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of only three letters. This problem has since been generalized to what may be called
the (; r)-avoidance problem:
Construct an innite string on an alphabet of size  that contains no tandem
repetition of exponent r (but that does contain tandem repetitions of exponents
2; 3; : : : ; r − 1).
Thue also described a construction to solve the (2; 3)-avoidance problem { innite
strings on a binary alphabet with squares but no cubes { and in [26] it was shown that
the innite Fibonacci string (dened in Section 3) solves the (2; 4)-avoidance problem
{ cubes but no fourth powers. Recently this latter result has been generalized [19] to
show that there exists an innite Sturmian string (also dened in Section 3) to solve the
(2; r)-avoidance problem for every r>4. Thus, solutions exist to the (; r)-avoidance
problem for all >2 and all r>3 as well as for all >3 and r=2. Avoidance problems
have been generalized in various ways [5, 28].
The rise of computer science in the 1950s led naturally to an interest in strings and
their applications, but the emphasis shifted gradually toward algorithms operating on
nite strings. In the 1960s a fundamental theoretical result, the \periodicity lemma",
was published [17]. Then in the early 1980s three papers were published [11, 4, 33]
describing three quite dierent algorithms for computing all the tandem repetitions in
a given string x in time (n log n). In [33] it was shown in addition that this was
best possible, in the sense that any deterministic method based on letter comparisons
that recognized whether or not x was free of tandem repetitions was shown to require

(n log n) time. Recently, a new (n log n) algorithm for all tandem repetions has
appeared [43] that makes simple and eective use of sux trees.
It is noteworthy here that the number of tandem repetitions in x cannot exceed the
time required to compute them. Thus the number of tandem repetitions is O(n log n).
But this claim is apparently contradicted by examples such as x= a6 containing a2
(ve times), (a2)2 (three times), and (a3)2 (once). In general, it is easily seen that
x= an contains bn2=4c such tandem squares. The diculty is resolved by agreeing that
tandem repetitions of substrings that are themselves tandem repetitions do not need
to be reported, and also by reporting tandem repetitions that are maximal. In [11]
the explicit notation (i; p; r) was introduced for reporting tandem repetitions, where
the generator u= x[i::i + p − 1] is not a repetition and r is a maximum. Thus the
repetitions in x= an are compactly reported by the single triple (1; 1; n); it turns out
however [11] that the tandem repetitions in Fibonacci strings require (n log n) space
for output using the (i; p; r) encoding.
For r=2 the idea of a tandem square was generalized in [16] to an Abelian square:
two adjacent substrings (for example, abba) that are permutations of each other. The
corresponding (; 2)-avoidance problem on Abelian squares was shown in [37] to be
solvable for =5, then in [27] for =4 { that is, innitely long strings without Abelian
squares can be constructed on an alphabet of only four letters. Related problems were
also considered in [15]. In [12] it was shown that a lower bound on recognizing
whether or not a given string x is free of Abelian squares is also 
(n log n), but the
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only published algorithm [12] for computing all the Abelian squares in x requires (n2)
time. Thus the open problem:
What is the exact time complexity for the computation of all the Abelian squares
in a given string x?
In the 1990s problems on tandem repetitions were generalized in another way { to
covers. The problem of computing all the tandem repetitions in x became the problem
of computing all the coverable substrings of x; that is, maximal repetitions in x with
gaps at most p. In [2] an O(n log2 n) algorithm for this problem was presented, a result
recently improved to (n log n) in [23]. This latter bound is clearly best possible, since
it matches the optimal time bound for the included problem of computing all the tandem
repetitions in x.
But for covers a new problem arose that for tandem repetitions was trivial: de-
termine whether or not the string x itself has a cover, as it does with Sabaab; x =
(5; 1; 6; 9) in the above example. (To determine whether or not x is a tandem repetition
is a straightforward application of the calculation of the maximum border, or failure
function, of x. Related ideas are discussed in more detail in both Sections 2 and 3.) In
[3] the concept of a cover was introduced for the rst time, as well as that of shortest
cover { the cover of least period p. The authors went on to describe a linear-time
algorithm to compute the shortest cover of x. Then a sequence of algorithms followed,
all of them linear time, that improved on this result: [8] gave an on-line algorithm
for the shortest cover (thus computing the shortest cover of every prex of x); Moore
and Smyth [35, 36] described an algorithm to compute all the covers of x; and nally
[30] presented an on-line algorithm for all the covers of every prex of x. Interesting
parallel algorithms were also developed for this problem: in [24] an O(n log log n) time
PRAM algorithm for the shortest cover problem was given, shown in [8] to be best
possible. In [25] the idea of a k-cover was introduced { that is, a minimum cardinality
set of strings of length k that together cover x { and an O(n2(n− k))-time algorithm
described to compute it. Underlying many of the above algorithms is the idea of \gap",
introduced above in a simple form and discussed extensively in [6].
The idea of cover has recently been further generalized in [21]: a seed of a given
string x is dened to be a substring of x that is a cover of some superstring of x. Then,
corresponding to the all-covers problem discussed above, there arises the all-seeds
problem: nd all the seeds of a given string x. An O(n log n) time sequential algorithm
was given for this problem in [21] and a PRAM algorithm requiring O(log n) time
and O(n log n) work in [6]. Considerable eort has been expended to try to improve
on these algorithms, so far without success. Thus another open problem:
What is the exact time complexity for the computation of all the seeds of a given
string x?
Apart from covers and seeds, it has only been in the last two or three years that
a more comprehensive approach to repetitions has crept, rather hesitantly, into the
literature [20, 39]. In Section 2 we try to encourage this incipient trend by discussing
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the computation of all the repetitions in a given string x. Then, in Section 3 we return
to a discussion of tandem repetitions, especially the complexity of reporting the tandem
repetitions in x. Section 4 briey discusses a very new area of research: approximate
periodicity. Finally, Section 5 draws attention to the importance of output encoding in
string problems.
2. Computing all the repetitions
Armed with a little terminology, we will not nd it dicult to see [14] that all
the repetitions in x can be reported in O(n2) time. A string u that is both a proper
prex and a sux of x is called a border of x. For example, x= abaabaab has borders
u= abaab; ab; . A useful data structure for many string algorithms is the border array
= [1::n], dened by the property that, for every integer i 2 1::n, [i] is the length
of the longest border of x[1::i]. The border array of the string used as an example in
Section 1 is as follows:
1 2 3 4 5 6 7 8 9 10 11 12 13
x = a b a a b a b a a b a a b;
 = 0 0 1 1 2 3 2 3 4 5 6 4 5:
It is well known that  species all the borders of every prex of x; for example,
x[1::11] has nonempty borders of lengths [11]= 6, [[11]]= 3 and [[[11]]]= 1.
It is also well known [1] that  can be computed in (n) time.
Suppose now that for given x the border array is computed for every nonempty
sux x[i::n] of x, i=1; 2; : : : ; n, and imagine that these border arrays are arranged in
an upper triangular matrix B. In the context of our example, this would yield
B=
0
BBBBBBBBBBBBBBBBBBBBBB@
0 0 1 1 2 3 2 3 4 5 6 4 5
0 0 0 1 2 1 2 3 4 5 3 4
0 1 0 1 0 1 2 3 4 2 3
0 0 1 2 3 1 2 3 1 2
0 0 1 2 0 1 2 0 1
0 0 1 1 2 3 4 5
0 0 0 1 2 3 4
0 1 0 1 2 3
0 0 1 1 2
0 0 0 1
0 0 1
0 0
0
1
CCCCCCCCCCCCCCCCCCCCCCA
:
Here B[i; j] = k>0 if and only if x contains the repetition
x[i ::i + k − 1]= x[j − k + 1::j]
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of exponent r=2. (As we have seen, tandem repetitions of exponent 2 are called
squares; here we extend this usage also to split and overlapping repetitions of exponent
2.) It is easy to see that in fact B species all the squares in x, from which we conclude
that the number of squares, hence the number of repetitions, in x is O(n2). Since B
is the result of n border array calculations, it follows that the repetitions in x can, as
stated above, be computed in O(n2) time. The question is: can they be computed more
quickly?
It is instructive to consider next the corresponding recognition problem: that of rec-
ognizing whether or not x is repetition-free { in other words, square-free. Clearly x
will be square-free if and only if it contains no letter twice { that is, when 0= n. To
determine eciently whether or not 0= n, we try to insert each x[i], i=1; 2; : : : ; n,
into a search tree (for example, AVL tree or 2{3 tree) of logarithmic height. If we
make the usual assumption that a comparison of two letters of the alphabet requires
constant time, the total time requirement for these insertions is O(n log n), and 0= n
if and only if each insertion succeeds (no x[i] is duplicated). On the other hand, if
in fact there are n distinct letters in the alphabet, each comparison of two letters may
require comparing log n bits and so may consume O(log n) time; in this case the time
required becomes O(n log2 n). Thus, for an alphabet on which a total order relation
holds (the only case that arises in digital computers), a repetition-free string can be
recognized in O(n log2 n) time. In special cases where the letters of the alphabet can
be indexed or hashed into an array of length O(n) (log n bits for each array element),
such a string could be recognized in O(n log n) time. In any of these cases, we nd
a gap between the recognition problem and the computation problem similar to that
noted in Section 1 for Abelian squares.
It therefore becomes interesting to look more carefully at the number of repetitions
in x. In the above example, observe that since B[1; 11]= 6, it follows that there exists
the (overlapping) square
x[1::6]= x[6::11]= abaaba:
Then, with the reporting of this square, it becomes unnecessary and redundant to report
the squares
x[i::j] = x[i + 5::j + 5]
for every i; j 2 1::6 satisfying 06j − i64. This observation gives rise to the follow-
ing denitions. (To accomodate beginning and end conditions in these denitions, we
suppose that x is preceded and followed by two distinct and unique letters x[0]= $1
and x[n+ 1]=$2, respectively.)
Let Su; x =(p; i1; i2) denote a square in x. Su; x is said to be left-extendible if and only
if x[i1−1]= x[i2−1], right-extendible if and only if x[i1+p] = x[i2+p], and extendible
if and only if it is either left-extendible or right-extendible or both. If Su; x is neither
left- nor right-extendible, it is said to be nonextendible. Thus, in our example, (1; 5; 7)
is both left- and right-extendible, (2; 5; 7) is left-extendible but not right-extendible,
(2; 4; 6) is right-extendible but not left-extendible, and (3; 4; 6) is nonextendible.
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More generally, a repetition (p; i1; i2; : : : ; ir) is said to be left-extendible (respectively,
right-extendible) if and only if every square (p; ij; ij+1), 16j<r, is left-extendible (re-
spectively, right-extendible). Then as above a repetition is extendible if and only if it
is either left-extendible or right-extendible or both. In our example, the complete repe-
tition (1; 2; 5; 7; 10; 13) is left-extendible, the repetition (2; 1; 4; 6; 9) is right-extendible,
and the complete repetition (3; 2; 7; 10) is both left-extendible and right-extendible. The
repetition (3; 1; 4; 6; 9) is nonextendible.
Now consider a nonextendible square (p; i1; i2). This square implies the existence of
the following
(p+1
2
 − 1 extendible squares, that therefore (if the user agrees) do not
need to be reported:
(p− 1; i1; i2); (p− 1; i1 + 1; i2 + 1);
(p− 2; i1; i2); (p− 2; i1 + 1; i2 + 1); (p− 2; i1 + 2; i2 + 2);
...
(1; i1; i2); (1; i1 + 1; i2 + 1); : : : ; (1; i1 + p− 1; i2 + p− 1):
More generally, a nonextendible repetition (p; i1; i2; : : : ; ir) implies the existence of(p+1
2
− 1 extendible repetitions
(p− j; i1; i2; : : : ; ir); (p− j; i1 + 1; i2 + 1; : : : ; ir + 1); : : : ;
(p− j; i1 + j; i2 + j; : : : ; ir + j);
where j=1; 2; : : : ; p− 1. Observe [13] that these collections of repetitions correspond
to equilateral triangles of side p in the border matrix B, each of which contains
(p+1
2

elements; however, a single output corresponding to each triangle suces to describe
all the repetitions. For example, the nonextendible repetition (3; 1; 4; 6; 9) describes all
the repetitions specied by the r=4 triangles
0 0 1 1 2 3 3 2 3 4 5 6
0 0 1 2 1 2 4 5
0 1 1 4
Thus it suces that an algorithm report only nonextendible repetitions, in fact nonex-
tendible complete repetitions, each of which implies up to r(
(p+1
2
 − 1) extendible
repetitions.
The nonextendible property turns out to be an important one, since in particular
nonextendibility to the right implies that at least two occurrences of the generator
x[i1::i1 + p − 1] of the repetition must be followed by distinct letters. As observed in
[20], this implies that corresponding to each complete nonextendible repetition there
exists at least one uniquely dened internal node in the compacted sux tree Tx of x.
Since Tx contains at most n − 1 internal nodes, it follows that there can be at most
n− 1 complete nonextendible repetitions in x. This observation leads immediately [20]
to two algorithms, both based on sux trees, that compute
(1) all the distinct generators of nonextendible repetitions in x;
(2) all the nonextendible complete repetitions (p; i1; i2; : : : ; ir) in x.
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The time bound claimed for these algorithms is
(n+ output size);
but this quantity assumes a xed alphabet and so does not take account of the time
required for sux tree construction and use. For many applications the use of sux
trees is inappropriate, but nevertheless these results encourage speculation that there
may exist an ecient algorithm to compute all the repetitions that does not depend
on the use of sux trees. Further encouragement is provided by the fact that of the
three kinds of repetition identied in Section 1 (tandem, split, overlapping), two can
be computed in O(n log n) time: tandem repetitions [11, 33] and overlapping repetitions
[23]. We state then the rst main conjecture of this section:
The nonextendible complete repetitions in a given string x are computable without
the use of sux trees in O(n log n) time?
If this conjecture is true, it of course implies that the nonextendible complete rep-
etitions in x can be output in only O(n log n) space. But as we shall see in the next
section, there is some evidence that a stronger result may hold. It has recently been
shown that the tandem repetitions in x can be reported in linear space, a result that
suggests that the split repetitions in x can also be reported in linear space. Our second
main conjecture is therefore the following:
The nonextendible complete repetitions in x can be described in O(n) space?
Proving or disproving one or the other of these conjectures would contribute greatly
to our understanding of the repetitive structure of strings. Observe in particular that an
O(n log n) algorithm to compute all the nonextendible complete repetitions would yield
optimal algorithms for all tandem repetitions and all coverable substrings as a byprod-
uct. Such an algorithm might well also have useful application to data compression.
3. Tandem repetitions in runs
In this section we return to the study of tandem repetitions. We apply the idea
of nonextendibility to tandem repetitions in order to dene nonextendible \runs" of
repetitions that it turns out can be described in O(n) space. This fact gives rise in turn
to a number of open problems.
Suppose that a given string x contains the k6p tandem repetitions
Su0 ; x =(p; i1; i2; : : : ; ir);
Su1 ; x =(p; i1 + 1; i2 + 1; : : : ; ir + 1);
...
Suk−1 ; x =(p; i1 + k − 1; i2 + k − 1; : : : ; ir + k − 1);
(3.1)
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all of period p, where the gap ij − ij−1 =p for every j 2 2::r and the tuples
(p; i1 − 1; i2 − 1; : : : ; ir − 1) and (p; i1 + k; i2 + k; : : : ; ir + k) (3.2)
do not represent repetitions in x. Observe that condition (3.2) is equivalent to requiring
that Su0 ;x be not left-extendible and Suk−1 ; x not right-extendible; in other words, that the
range k of Eqs. (3.1) is maximum. Observe also that each substring uj, 16j6k−1, is
necessarily a cyclic shift of uj−1. Following Iliopoulos et al. [22], we say that collection
(3.1) of tandem repetitions is a run in x and we denote it by
Ru0 ; x =(i1; p; r; k):
As an example, consider the Fibonacci string Fn dened recursively by
F0 = b; F1 = a; Fi=Fi−1Fi−2; i=2; 3; : : : ; n:
We discover that the example introduced in Section 1 was actually F6. For n=7 we
have
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
F7 = a b a a b a b a a b a a b a b a a b a b a:
This string contains runs (3; 1; 2; 1); (4; 2; 2; 2); (6; 3; 3; 1); (1; 5; 2; 2), and so on. Note
that (6; 3; 2; 3) is not a run because it is not maximal: (3; 9; 12) is a repetition.
We have seen from this example that Fibonacci strings may contain tandem cubes.
But we saw in Section 1 that no Fn contains a tandem repetition of exponent 4. Thus,
runs in Fibonacci strings are constrained to be \short", of exponent r63. Nevertheless,
despite this restriction, the repetitions in Fibonacci strings have recently [22] been
characterized in terms of runs; further, it was shown that the total number of runs
in Fn is (jFnj) { linear in the string length { and that they can all be computed in
(jFnj) time. This somewhat surprising result holds even though Fn actually contains
(jFnj log jFnj) tandem repetitions [11], the maximum possible in the (i; p; r) encoding.
More exact results about tandem squares in Fibonacci strings are found in [18, 29].
The innite Fibonacci string is the string that contains every Fn except F0 as a prex.
This string is a special case of a Sturmian string; that is, an innite string on fa; bg
that for every integer k>1 contains exactly k + 1 distinct substrings of length k. (Of
course an arbitrary string on fa; bg may contain as many as 2k distinct strings of
length k.) A Sturmian string is then said to be of complexity k + 1. Sturmian strings
have been much studied [42] and may be dened or represented in several dierent
ways [7, 9, 32, 38, 40].
In the context of computing repetitions, we of course consider nite prexes of
Sturmian strings. As we have seen, the nite prexes Fn contain the maximum number
of tandem repetitions but only a linear number of runs. In general, because Sturmian
strings contain \few" distinct substrings, it does not seem unreasonable to expect that
they contain \many" repetitions. As shown in [19], this expectation is correct: Sturmian
prexes of length n have (n log n) tandem repetitions. Again it turns out [19] that
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these repetitions can be arranged into only (n) runs; moreover, they can, like tandem
repetitions in Fibonacci strings, also be computed in (n) time.
Since such a property holds for strings with many repetitions, it is natural to ask if
it holds also for all strings. A very recent result shows that in fact it does. Let (n)
denote the maximum number of runs that can possibly occur in any string of length
n. Then [29], there exist positive constants c1 and c2 such that
(n)6c1n− c2
p
n log n:
Even though the existing proof of this result yields no upper bound on c1 and c2, never-
theless [29] includes a listing of (n) for every n2 5::31, giving for each n an example
of a maximal string x= x[1::n] that contains (n) runs. In every case (n)<n and
x is a string on a; b that contains no fourth powers. Kolpakov & Kucherov [29] also
describe a \linear" time algorithm based on sux trees to compute all the runs in
a given string x. These results raise the following open problems/conjectures:
Prove that (n)<n.
Show that for every n there exists a maximal string x that is dened on a binary
alphabet and that is cube-free.
For given n, nd an ecient way to compute a maximal string x; or, failing that,
nd an ecient way to compute (n); or, failing that, establish sharp bounds on
the constants c1 and c2.
Identify classes of strings for which, like Sturmian strings, all the tandem repetitions
can be computed in linear time (without resorting to sux trees).
4. Approximate periodicity
In the previous sections we have generally considered problems in which a genera-
tor u of a repetition is invariant; except for Abelian squares, we have always required
that occurrences of u match each other exactly. In some applications, specically DNA
sequence analysis and data compression, it becomes interesting to relax this condition
and to recognize u0 as an occurrence of u if the distance d(u; u0)6k for some non-
negative integer k and an appropriate denition of distance. The usual denitions of
distance used are as follows:
 Hamming distance. For juj= ju0j, the minimum number of letter substitutions re-
quired to transform u0 into u.
 Edit distance. The minimum number of insertions and deletions of letters required
to transform u0 into u.
 Levenshtein distance. The minimum number of substitutions, insertions and deletions
required to transform u0 into u.
In these denitions, substitutions of one letter by another may be weighted according
to a so-called \scoring matrix".
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Although there is an enormous literature dealing with approximate pattern matching
according to these and other denitions of distance, very little has so far been published
on approximate repetitions. In [30] algorithms for nding approximate tandem repeti-
tions under Hamming and Levenshtein distance were described, while in [39] distance
in a grid graph is used as the basis of algorithms to nd approximate tandem and split
repetitions. Very recently, the idea of an approximate generator was introduced [41]:
u is said to be a k-approximate generator of x if
x= u1u2    ur
for some integer r>1, where for every j2 1::r, the distance d(u; uj)6k. Using this
denition, algorithms to solve the following two problems under various distance mea-
sures were proposed [41]:
 Given strings x and u, nd the least integer k such that u is a k-approximate
generator of x.
 Given a string x, nd a substring u of x that is a k-approximate generator of x with
minimum distance k.
There has apparently been no work done that deals specically with approximate
covers or approximate k-covers.
5. Encoding the output
We conclude by drawing attention to a prominent feature of algorithms on strings: the
eect of output encoding on algorithmic complexity. We have seen several examples
of this phenomenon in this paper:
 The border array  is the same length as the string x. But  actually encodes
information about borders of prexes of x that may number as many as (n log n).
 The number of tandem squares in x, including squares of repeating substrings, may
be as many as (n2). But the (i; p; r) encoding reduces the length of the output to
O(n log n).
 Every Sturmian string, in particular the Fibonacci string, contains (n log n) tandem
repetitions in the (i; p; r) encoding. But these repetitions are arranged into (n) runs
that can be reported in (n) time using the (i; p; r; k) encoding. More generally,
of course, the tandem repetitions in every string can be reported as O(n) 4-tuples
representing runs.
 A nonextendible repetition may encode a large number of implied extendible repe-
titions that we may therefore agree do not need to be reported.
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