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In 1990, Mermin presented a n player “game” that is won with certainty with n spin- 1
2
particles
in a GHZ state, and that no classical strategy (or local theory) can win with probability higher than
1
2
+ 1
2⌈n/2⌉
, thus establishing a new Bell inequality. This letter first introduces a class of arithmetic
games containing Mermin’s and then gives a quantum strategy based on a generalized n party GHZ
state that wins those games with certainty. It is then proved for a subclass of those games where
each player is given a single bit of input that no classical strategy can win with probability higher
than
( n⌊n/2⌋)
2n−1
; this is asymptotically 2
√
2
pi
n−
1
2 , thus giving a new and stronger Bell type inequality.
PACS numbers: 03.67.-a, 03.65.Ud
Introduction. In 1990, Mermin [1] proposed a “ge-
danken experiment” with a Bell inequality [2] that gives
an exponential ratio between expected values obtained
in the quantum world and those obtainable in a local
theory. That experiment can be viewed as a cooperative
game with n players that are not allowed to intercommu-
nicate but may share some random data: for j ∈ [1 .. n],
player j is given xj ∈ {0, 1} where x = (xj) is promised
to be in P , the set of bitstrings whose Hamming weight
|x| = ∑nj=1 xj is even (in Mermin’s article, the sum is
odd; what follows is mutatis mutandis); player j is re-
quired to output yj ∈ {0, 1}; they win if the parity of
|y| =∑j yj is that of |x|/2 i.e. if (−1)|y|+ |x|2 = 1.
Again mutatis mutandis, let the players share the GHZ
[3] state |Φ+n 〉 = 1√2 [|0n〉+ |1n〉]. Denoting σ1 for σX and
σ2 for σY and letting σ1+x be ⊗jσ1+xj we readily check
that if |x| ≡ 2 (mod 4) then σ1+x|Φ+n 〉 = −|Φ+n 〉 and if
|x| ≡ 0 (mod 4) then σ1+x|Φ+n 〉 = |Φ+n 〉. Put differently
σ1+x|Φ+n 〉 = (−1)
|x|
2 |Φ+n 〉 (1)
This means that if they measure |Φ+n 〉 with σ1+x they get
the parity of |x|2 : player j measures his state with σ1+xj
to get a bit yj ; (−1)|y| = (−1)
|x|
2 ; they win! This is the
original strategy.
In order to translate it into a strategy where measure-
ments are performed in the standard basis we simply no-
tice that: σ1 = Hσ3H and σ2 = −S†Hσ3HS where H
is the Hadamard transform and S =
[
1 0
0 i
]
. Measur-
ing |Φ+n 〉 with σ1+x if |x| is even is thus measuring with
σ⊗n3 = σ
⊗n
Z (Z is the standard basis) the state obtained
from |Φ+n 〉 as follows
if xj = 0, player j applies H on his state
if xj = 1, player j applies HS on his state
This is the strategy as it is currently described in
the quantum information community, with a final step:
“player j measures his state in the standard basis” [4].
In order to compare with a local model, Mermin es-
sentially considers random variables (X,Y,Λ) with X =
(Xj), P[X = x] = 2
1−n for x ∈ P , Y = (Yj), the Yj be-
ing {0, 1}-valued and independent, Yj depending on Xj
and the shared variable Λ. Using an elegant argument,
he shows that 2n−1
〈
(−1)|Y |+|X|/2〉 ≤ 2⌊n/2⌋; i.e.
〈
(−1)|Y |+|X|/2
〉
≤ 2⌊n/2⌋−n+1 = 1
2⌈n/2⌉−1
(2)
Compared to 1 with the quantum strategy, this bound
gives an exponential ratio. However, the random vari-
able (−1)|Y |+|X|/2 takes only two values, 1 and −1, 1
corresponding to “win” and −1 to “lose” and so〈
(−1)|Y |+|X|/2
〉
= P[win]− P[lose] = 2P[win]− 1
and (2) is equivalent to
P[win] ≤ 1
2
+
1
2⌈n/2⌉
(3)
a result that was subsequently derived independently us-
ing combinatorial methods in [4] which shows the bound
is tight (8). This means that in terms of probabilities,
the quantum strategy wins with a probability that is not
even twice that of a well chosen classical strategy! This
letter is meant to widen that gap, introducing “arith-
metic games” that contain Mermin’s game, as well as an
extension presented in [5], and that also contain exten-
sions in an other direction that behave very nicely and for
which the probability of winning with classical strategies
tends to 0 as n→∞.
A n-player game modulo M with divisor D. Each of
n ≥ 1 players is given as input an integer xj ∈ [0 .. D− 1]
for some fixed integer D ≥ 2 (the “divisor”); they are
promised that D divides their sum, i.e.
n∑
j=1
xj ≡ 0 (mod D) (4)
2The answers the players are allowed to give are integers
yj ∈ [0 ..M − 1] for some other fixed integer M ≥ 2 (the
“modulo”). The game is won if their answers satisfy
n∑
j=1
yj ≡
∑
j xj
D
(mod M) (5)
We denote this game Gn,D,M . Game Gn,2,2 is Mermin’s
n-player game. Games Gn,2d,2 (divisor 2
d and modulo 2)
were presented in [5]. We will be interested by the games
Gn,2,2m , i.e. with divisor D = 2 and moduloM = 2
m but
our quantum strategy works for any D and M . Let P be
the set of the x in [0 .. D− 1]n that satisfy (4) and W be
the set of the (x, y) with x ∈ P and y ∈ Y = [0 ..M −1]n
that satisfy (5); let finally W (x) = {y ∈ Y | (x, y) ∈ W}
for x ∈ P : these are the outputs that win on input x.
The quantum strategy. For any integer M , we let
ωM = e
2ipi/M , the standard M -th primitive root of the
unity. Knowing the game in advance, the n players have
prepared the following generalized GHZ state
|Φ〉 = 1√
M
M−1∑
k=0
|k〉⊗n
which they now share. For 0 ≤ k < M and M ′ arbitrary
(to be chosen appropriately later on) let
FM |k〉 = 1√
M
M−1∑
y=0
ωkyM |y〉
SM ′ |k〉 = ωkM ′ |k〉
where ky is the integer multiplication of k by y. FM
is the quantum Fourier transform [6] on C[0 ..M−1]. For
instance, ifD = 2 andM = 2, F †M = H and SDM = S4 =
S. Now here is the strategy. Notice that for D = 2 and
M = 2, it is exactly that of Mermin’s game as recalled
in the introduction (H = F †2 (S4)
0, HS = F †2 (S4)
1).
1. Player j applies (SDM )
xj to his state
2. Player j applies F †M to his state
3. Player j measures his state in the standard basis
|0〉, . . . , |M − 1〉 to output yj.
Given initial state |Φ〉, using (ωDM )D = ωM , one checks
immediately that the states after steps 1 and 2 are re-
spectively:
1.
1√
M
∑M−1
k=0 ω
k
∑n
j=1 xj
D
M |k〉⊗n
2. κ
∑
k,y1...yn
ω
k
∑n
j=1 xj
D
M ω
−k∑nj=1 yj
M |y1 . . . yn〉 (6)
with normalising factor κ = (
√
M)−(n+1). The coefficient
of |y〉 = |y1, . . . , yn〉 in (6) is
κ
M−1∑
k=0
ω
k
( ∑n
j=1 xj
D −
∑n
j=1 yj
)
M
and it is 0 unless
∑n
j=1 yj ≡
∑n
j=1
D (mod M), i.e. unless
y ∈W (x), in which case it is κM and all the coefficients
of |y〉 for y ∈W (x) are then equal; state (6) is thus
1
|W (x)| 12
∑
y∈W (x)
|y〉
(because the |y〉 are orthonormal). When the players
measure in step 3, they get with certainty |y〉 such that
y ∈ W (x) and collectively win the game without any
need to intercommunicate.
Quantum pseudo-telepathy games. Our notations
come from [4, 7]. Those are n player cooperative games
G where intercommunication is disallowed and such that:
(1) there is a quantum strategy that wins with certainty,
(2) there is no classical strategy that wins with certainty.
A classical (i.e. non quantum) strategy S is determin-
istic if each player j returns a predetermined output
Sj(xj) on input xj [10]; we denote ω˜(G) the maximum
rate of success of all the deterministic strategies; letting
S(x) = (Sj(xj)), it is
ω˜(G) = max
S
|{x ∈ P | S(x) ∈W (x)}|
|P |
A strategy is probabilistic if the players may also access a
shared random value s and S(x, s) = (Sj(xj , s))[11]; we
write PS [win | x] for P[{s | S(x, s) ∈W (x)}] and define
ω(G) = max
S
min
x∈P
PS [win | x] (7)
One shows easily that ω(G) ≤ ω˜(G) [7]. A game is a
pseudo-telepathy game if and only if it has a quantum
winning strategy and ω˜(G) < 1. Bound (3) and its tight-
ness can now be stated precisely [8] [12]: if n ≥ 1
ω(Gn,2,2) = ω˜(Gn,2,2) =
1
2
+
1
2⌈n/2⌉
(8)
The Gn,D,M games and pseudo-telepathy. First, the
game Gn,D,M is not a pseudo-telepathy game if
gcd(D,M) = 1. Indeed Bezout’s theorem implies that
there is then a ∈ [0 ..M − 1] such that and aD ≡ 1
(mod M). If player j answers Sj(xj) = axj mod M
where x mod M stands for x−M⌊x/M⌋ then for x ∈ P
∑
j
Sj(xj) ≡ a
∑
j
xj ≡ aD
∑
j xj
D
≡
∑
j xj
D
(mod M)
and S(x) = (Sj(xj)) wins the game on all valid inputs.
If gcd(D,M) 6= 1 then Gn,D,M is a pseudo-telepathy
game if n ≥ max(3, p) where p is the smallest common
prime factor of M and D. Let indeed D = pD′ and
M = pM ′ and let us assume S is a deterministic winning
strategy for Gn,D,M ; we want to derive a contradiction.
Let S ′j(xj) = Sj(D′xj) mod p. If
∑
j xj ≡ 0 (mod p)
then
∑
jD
′xj ≡ 0 (mod D) and by assumption
∑
j
Sj(D′xj) ≡
∑
j D
′xj
D
≡
∑
j xj
p
(mod pM ′)
3and, since x ≡ y (mod pM ′) implies x ≡ y (mod p)
∑
j
S ′j(xj) ≡
∑
j xj
p
(mod p)
and S ′ is then a winning strategy for Gn,p,p. Let now
j1, j2 ∈ [1 .. n] be any two players; then S ′j1 (1)−S ′j1(0) ≡S ′j2(1)−S ′j2(0) (mod p); we can see this by giving all the
other players inputs so that the overall total is p (we need
n ≥ 3). This means there is some d ∈ [0 .. p−1] such that
S ′j(1)−S ′j(0) ≡ d (mod p) for all players j. On the other
hand if we choose xj = 1 for 1 ≤ j ≤ p and 0 other-
wise, their sum is p and
∑p
j=1 S ′j(1) +
∑n
j=p+1 S ′j(0) ≡ 1
(mod p). If we choose all xj = 0 their sum is 0 and∑n
j=1 S ′j(0) ≡ 0 (mod p). Subtracting those two identi-
ties leaves
p∑
j=1
[S ′j(1)− S ′j(0)] ≡ 1 (mod p)
i.e. pd ≡ 1 (mod p). This implies that p divides 1
and gives the desired contradiction. Written differently,
ω˜(Gn,D,M ) < 1 if n ≥ max(3, p).
We now select a subclass of those games that give a
better bound than (8).
A bound on classical strategies. From now on we con-
sider only the games Gn,2,2m withm ≥ 1; the divisorD is
2, the modulo is a power of 2. The inputs x ∈ [0 .. D−1]n
are consequently bitstrings of length n and the promise
is that |x| =∑nj=1 xj is even; |P |, the number of possible
inputs, is thus 2n−1. We now show that if ⌈n/2⌉ < 2M
withM = 2m then any classical strategy wins on at most(
n
⌊n/2⌋
)
inputs or, equivalently, for n ≥ 1
ω˜(Gn,2,2m) ≤
(
n
⌊n/2⌋
)
2n−1
if m ≥ ℓ(n) (9)
where ℓ(n) = ⌊lg((n + 1)/4)⌋ + 1. Let indeed S be any
fixed deterministic strategy; since xj is either 0 or 1
n∑
j=1
Sj(xj) =
n∑
j=1
[Sj(0)(1 − xj) + Sj(1)xj ]
If we let dj = Sj(1)− Sj(0) and b =
∑n
j=1 Sj(0), we get
n∑
j=1
Sj(xj) =
n∑
j=1
djxj + b
Strategy S wins on input x if and only if∑nj=1 djxj+b ≡∑n
j=1 xj
2 (mod M) or, equivalently, if and only if
n∑
j=1
(2dj − 1)xj ≡ −2b (mod 2M) (10)
We now use a theorem of Griggs [9]: Let q > 0 be any
integer and a1,. . . , an be integers that have no common
factor with q (i.e. gcd(aj , q) = 1). Let E be any subset
of r elements of [0 .. q − 1]. Then the number of strings
x ∈ {0, 1}n such that ∑nj=1 ajxj is congruent modulo q
to some element in E is at most
∑⌈(n+r)/2⌉−1
j=⌈(n−r)/2⌉
(
n
j
)
q
where(
n
j
)
q
is the number of bitstrings s ∈ {0, 1}n such that
|s| ≡ j (mod q), and this bound is tight.
Letting q be 2M and aj = 2dj − 1, aj is odd and
consequently relatively prime with q = 2M = 2m+1. The
theorem applies to (10) and the number of winning inputs
(r being 1) is at most
(
n
⌊n/2⌋
)
2M
which is equal to
(
n
⌊n/2⌋
)
as soon as ⌈n/2⌉ < 2M i.e. m ≥ ℓ(n). This proves our
claim [13]. From now on ⌈n/2⌉ < 2M with M = 2m.
An optimal probabilistic strategy. The game is to
halve |x| i.e. the number of ones in the bitstring x, the
players giving their answers using m bit integers. With
unary representation, it makes sense to halve using ran-
dom methods. This is the intuition behind the following
strategy. Let
S = {s ∈ {0, 1}n s.t. |s| has the same parity as ⌊n/2⌋}
where |s| = ∑nj=1 sj ; |S| = 2n−1. We now define the
probabilistic strategy S as follows: the players draw ran-
domly (with equal probability) s ∈ S (in fact, they have
drawn beforehand and just look up what they have drawn
[14]) and then use the deterministic strategy Ss where
Ss(x) = S(x, s) = (Sj(xj , s)) is such that:
Player j answers Sj(xj , s) = sjxj for 2 ≤ j ≤ n
Player 1 answers S1(x1, s) = s1x1 + (⌊n/2⌋ − |s|)/2
mod M
The winning condition. By definition, Ss(x) ∈ W (x)
(Ss wins on input x) if and only if
n∑
j=1
sjxj + (⌊n/2⌋ − |s|)/2 ≡ |x|/2 (mod M)
or equivalently |s| + |x| − 2∑j sjxj ≡ ⌊n/2⌋ (mod 2M)
which holds if and only if
|s⊕ x| = ⌊n/2⌋ (11)
where s ⊕ x is the exclusive or of the bitstrings s and x
(or equivalently their sum in (Z/2Z)n) and strict equality
must occur because 0 ≤ |s⊕x| ≤ n and ⌈n/2⌉ < 2M [15].
Let Ω be the set of strings w ∈ {0, 1}n such that |w| =
⌊n/2⌋; |Ω| = ( n⌊n/2⌋) and by (11) for all x ∈ P , s ∈ S
Ss(x) ∈ W (x) ⇐⇒ x⊕ s ∈ Ω (12)
Proportion of winning inputs. For any s ∈ S, the pro-
portion of winning inputs x for Ss is the number of those
x ∈ P such that Ss(x) ∈ W (x) divided by |P |, and by
(12), since x⊕ s = w iff x = s⊕ w, it is
|{s⊕ w | w ∈ Ω}|
|P | =
(
n
⌊n/2⌋
)
2n−1
4According to (9) this is the maximum possible and so
ω˜(Gn,2,2m) =
(
n
⌊n/2⌋
)
2n−1
if n ≥ 1 and m ≥ ℓ(n)
Probability of winning on input x. For any x ∈ P ,
PS [win | x] i.e. P[{s | S(x, s) ∈ W (x)}] is simply
the proportion of the strategy strings s ∈ S such that
S(x, s) ∈ W (x). Using again (12) this probability is
PS [win | x] = |{x⊕ w | w ∈ Ω}||S| =
(
n
⌊n/2⌋
)
2n−1
(13)
which must then also be minx∈P PS [win | x]. By (7) this
gives a lower bound for ω(Gn,2,2m); by ω(G) ≤ ω˜(G) and
(9) it is also an upper bound and so for n ≥ 1, m ≥ ℓ(n)
ω(Gn,2,2m) = ω˜(Gn,2,2m) =
(
n
⌊n/2⌋
)
2n−1
(14)
An asymptotic bound. Using Stirling formula n! ∼
(2π)
1
2nn+
1
2 e−n we obtain for n = 2k(
2k
k
)
22k−1
=
(2k)!
22k−1k!k!
∼ 2(πk)− 12
For n = 2k + 1 we have
(
2k+1
k
)
= 2k+1k+1
(
2k
k
)
and thus
lim
k→∞
(2k+1k )/2
2k
(2kk )/22k−1
= 1 which implies that
ω(Gn,2,2ℓ(n)) = ω˜(Gn,2,2ℓ(n)) ∼ 2
√
2
π
n−
1
2 (15)
with ℓ(n) = ⌊lg((n + 1)/4)⌋+ 1, the minimum length of
the binary numbers to be used as answers by the players.
Conclusion. First, we have extended the class of
known pseudo-telepathy games. Then, considering the
class of n player games modulo 2m and divisor 2 with
n ≥ 1 and m ≥ ℓ(n), we have much improved the proven
gap (8) between what can be done quantumly and classi-
cally: the optimal probability (14) that n players win our
one bit of input games with classical means tends to 0 as
n→∞. We exhibited a quantum strategy that works for
any divisor D and any modulo M . The simplicity of our
classical analysis for D = 2 and M = 2m may depend on
the simplicity of bitstrings; it is as yet unclear how our
method could be extended to trits (D = 3, M = 3m).
On a practical basis, the bound depends only on the
number of players as soon as the surprisingly weak con-
dition m ≥ ℓ(n) or equivalently ⌈n/2⌉ < 2m+1 is met;
this means that we essentially win at least one bit over
what we would naturally expect. Indeed, with a 2 bit im-
plementation, i.e. m = 2, we get ⌈n/2⌉ < 23 iff n ≤ 14;
with n = 14, the integer “halves” go from 0 to 7 and not
from 0 to 3, but as we have seen not only in the proof of
the bound but also in the independent proof of (11) and
(12), residues modulo 4 give the same bound. This gain
may be useful: not only do we need m bit answers, but
we also need to implement the quantum strategy, and in
particular the Fourier transforms, on m qubits. We need
n = 7 (m = 2) to beat Mermin’s bound, n = 9 (m = 2)
to go below 50% and n = 41 (m = 4) to go below 25% of
winning inputs.
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