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Resumo
“All that is important is this one moment in movement. Make the
moment important, vital and worth living. Do not let it slip away
unnoticed and unused.”
– Martha Graham
Nesta tese estudamos, através dos métodos de Melnikov, o comportamento de
dois sistemas dinâmicos que são exemplos paradigmáticos de integrabilidade em
Mecânica Clássica, quando sujeitos a perturbações: (i) o pêndulo plano simples,
no caso em que o pivô oscila harmonicamente ao longo de um eixo inclinado em
relação à direção vertical; e (ii) o problema de Kepler, no caso em que a massa do
corpo que gera o campo gravitacional possui momento de quadrupolo.
Para o pêndulo simples parametricamente excitado ao longo de uma direção
inclinada, analisamos a ocorrência de caos homoclínico, e também de oscilações
subharmônicas, com o objetivo de comparar os nossos resultados com aqueles co-
nhecidos para o caso em que a excitação ocorre ao longo da direção vertical. Ve-
rificamos que o critério para a ocorrência de caos homoclínico é numericamente
muito próximo em ambos os casos, mas em relação à ocorrência de soluções os-
cilatórias subharmônicas notamos uma diferença relevante devido à quebra de
simetria nas equações do movimento do sistema: enquanto para o caso vertical a
condição de Melnikov garante apenas a existência de oscilações subharmônicas
de ordem par, nada se podendo afirmar em relação às subharmônicas de ordem
ímpar, para o caso inclinado ela garante a ocorrência de todo o espectro de res-
sonâncias. Sabemos que apesar de alguns autores reportarem a ocorrência de
oscilações subharmônicas de ordem ímpar no caso vertical, estas são muito ra-
ras e difíceis de ser encontradas, ao contrário do que acontece com as oscilações
subharmônicas de ordem par. Entretanto, neste trabalho mostramos, através de
simulações numéricas e dados experimentais, que no caso inclinado elas podem
ser encontradas trivialmente em regiões de ressonância, provavelmente porque as
bacias de atração dessas órbitas são de natureza diferente em cada caso. Os dados
experimentais apresentados nesta tese foram tomados no Laboratório de Fenôme-
nos Não-Lineares (LFNL) do Instituto de Física da Universidade de São Paulo
(IFUSP), em colaboração com o Prof. Dr. José Carlos Sartorelli.
Para o problema de Kepler, as inomogeneidades na distribuição da massa do
corpo que gera o campo gravitacional são descritas através de expansão multi-
polar. Sabemos o termo de dipolo mantém o sistema integrável. O termo de
quadrupolo, por sua vez, pode provocar a ocorrência de caos no sistema. Em um
trabalho de 2001, Géron e Letelier afirmam, baseados em simulações numéricas,
que no caso em que a perturbação é oblata, o sistema é integrável, enquanto se a
perturbação é prolata, o sistema pode apresentar caos. Entretanto, em um trabalho
mais recente, Letelier it et al mostram, também numericamente, que ambos os
casos podem apresentar trajetórias caóticas. Com o nosso trabalho, resolvemos
esta inconsistência na literatura, determinando que a ocorrência de caos de fato
não depende do tipo da deformação. Nosso resultado está de acordo com o caso
mais geral estudado na literatura.
Palavras-chave: Teoria dos Sistemas Dinâmicos, Mecânica Clássica, Teoria de Perturbações, Mé-
todo de Melnikov, Gravitação, Problema de Kepler, Pêndulo Paramétrico, Ressonâncias Paramé-
tricas.
Abstract
“All that is important is this one moment in movement. Make the
moment important, vital and worth living. Do not let it slip away
unnoticed and unused.”
– Martha Graham
In this PhD thesis we study, through the Melnikov methods, the behaviour of
two dynamical systems that are paradigms of integrability in Classical Dynamics,
when subject to perturbations: (i) the planar simple pendulum, in the case that
the pivot oscillates harmonically along a tilted direction; and (ii) the Kepler pro-
blem, in the case that the mass of the body generating the gravitational field is not
homogeneous, but instead presents a quadrupole moment term.
To the simple pendulum parametrically excited along a tilted direction, we
analyze the occurence of homoclinic chaos, and also of subharmonic oscillatory
solutions, willing to compare our results with those already known in the lite-
rature in the case the excitation is along the vertical direction. We verified the
criterium to the occurence of homoclinic chaos is numerically very close in both
cases, but considering the occurence of subharmonic oscillatory orbits we noted
an important difference due to the symmetry breaking of the equations of motion
describing the system: while in the vertical case the Melnikov conditions can only
assure the occurence of even subharmonic oscillations (nothing can be said about
the odd subharmonic oscillating solutions), in the tilted case it guarantees the oc-
curence of all subharmonic oscillations. Still some authors report the occurence
of odd subharmonic oscillations in the vertical case, unlike the even oscillatory
orbits, those are very rare and hard to find. In this work we show, through nu-
meric simulations and experimental data, that in the tilted case they can be easily
found in resonance regions, probably because their basins of attraction have dif-
ferent characteristics in both cases. The experimental data presented in this thesis
were taken at the Laboratory of Nonlinear Phenomena (LFNL) at the Physics Ins-
titute of the University of São Paulo (IFUSP), in collaboration with Prof. Dr. José
Carlos Sartorelli.
To the Kepler problem, the inhomogeneities in the mass distribution of the
heavy body generating the gravitational field are described through multipolar ex-
pansion. We know the dipole term keeps the integrability of the system. The
quadrupole term, instead, can lead to the occurence of chaotic orbits in the sys-
tem. In 2001, Géron and Letelier, based on numeric simulations, assert that the
system is integrable if the perturbation is of oblate type, but chaotic if it is of pro-
late type. However, in a more recent work, Letelier et al show, also via numeric
computation, that both cases can present chaotic trajectories. We solve this incon-
sistency in the literature by determining that the occurence of chaos in fact does
not depend on the deformation type. Our results agree with the more general case
studied in the literature.
Key words: Theory of Dynamical Systems, Classical Mechanics, Perturbation Theory, Melnikov
Method, Gravitation, Kepler Problem, Parametric Pendulum, Parametric Resonances.
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Capítulo 1
Introdução
“I want to lift the audience to the miraculous in human nature.
After all, we shouldn’t be here, with all the odds against us in nature.
It’s kind of unusual and wonderful!”
– Paul Taylor
Nesta seção, apresentamos uma breve introdução histórica, enfatizando os te-
mas que serão abordados por nós neste trabalho, a respeito dos problemas do pên-
dulo simples parametricamente excitado e do problema de Kepler anisotrópico.
1.1 Pêndulo parametricamente excitado
O pêndulo parametricamente excitado consiste em um pêndulo simples plano
cujo pivô oscila harmonicamente. O termo “paramétrico” se deve ao fato de os
parâmetros do sistema variarem com o tempo. Na aproximação de pequenas os-
cilações, e sem atrito, este sistema pode ser descrito pela equação de Mathieu,
q¨+(1+PcosWpt)q= 0.
Os parâmetros (adimensionais) de controle deste sistema são a amplitude, P, e a
frequência, Wp, de oscilação do pivô. No caso mais geral e incluindo um termo
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de atrito proporcional à velocidade temos
q¨+(1+PcosWpt)sin(q)+bq˙= 0. (1.1)
Note que esta equação é simétrica em relação à mudança de variáveis q! q.
Apesar de sua aparente simplicidade, este sistema é um paradigma no estudo de
sistemas não lineares, apresentando uma grande variedade de fenômenos interes-
santes, como por exemplo a establização do ponto de sela (q, q˙) = (p,0), primeira-
mente notado em 1908 por Stephenson [9], e estudado por diversos outros autores
de forma analítica, numérica e experimental [10–14]. Koch e Leven levantam
evidências numéricas [15] e experimentais [16, 17] de que o pêndulo parametri-
camente excitado apresenta comportamento caótico, e que uma das rotas para o
caos característica do sistema é a cascata de period-doubling do atrator de rota-
ção. Em [18], Clifford e Bishop classificam três tipos de movimentos caóticos
encontrados nesse sistema: rotações e oscilações caóticas, que existem em re-
giões muito estreitas do espaço de parâmetros, e sempre coexistem com outros
atratores periódicos; e o que os autores chamaram de “tumbling chaos”, em que
o pêndulo pode alternar entre rotações nos dois sentidos e oscilações em torno da
posição (q, q˙) = (0,0). Este último, pode ser transiente, se a série temporal exibe
este comportamento durante um tempo finito, e depois o sistema se estabiliza em
um dos atratores periódicos, de oscilação ou de rotação, ou persistente, se este
comportamento perdura por tempo indeterminado. Diferentemente das oscilações
e rotações caóticas, o tumbling chaos se manifesta em um área muito maior do
espaço de parâmetros, em alguns casos sendo o único movimento estável possí-
vel, o que lhe confere maior estabilidade estrutural. Há ainda o surgimento de
ressonâncias subharmônicas, que podem ser encontradas através de aproximações
lineares [19, 20], ou então, para casos mais gerais, através do método de Melnikov
[21]. Muitos autores voltaram sua atenção também para o movimento de rotação.
Em [22–25], diversos autores buscam soluções de rotação analíticas e numéricas,
nos casos de excitação vertical e inclinada. Em [26–28], buscam-se métodos para
extrair energia das ondas do mar através de osciladores paramétricos, transfor-
mando o movimento vertical de sobe-e-desce das ondas em rotações de conjuntos
de pêndulos paramétricos.
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Uma análise do comportamento das bifurcações locais e globais do sistema
pode ser encontrada em [1, 29]. Veja a Figura 1.1, extraída da referência [1],
para uma ilustração. As bifurcações locais que ocorrem nesta região do espaço de
parâmetros são:
(i) sn2T é o locus da bifurcação do tipo sela-nó onde surge o atrator de oscilação
de período-2, S2T ;
(ii) snR é o locus das bifurcações do tipo sela-nó onde surgem os atratores de
rotação de período-1, SR (nos sentidos horário, S0R, e anti-horário, S00R);
(iii) H1 e H2 são as bifurcações de Hopf 1 subcrítica e supercrítica, respectiva-
mente, que delimitam a área em que o atrator S0 do ponto fixo (0,0) não
existe;
(iv) O atrator S2T passa por uma bifurcação do tipo quebra de simetria sb, e em
seguida desenvolve uma cascata de bifurcação de duplicação de período, re-
presentada pela linha pd2T , que termina em uma zona de oscilações caóticas
até cr2T , a crise de fronteira em que este atrator desaparece;
(v) O atrator SR passa por uma cascata de bifurcação de duplicação de período,
representada pela linhapdR, que termina em uma zona de rotações caóticas
até crR, a crise de fronteira em que este atrator desaparece.
Já as bifurcações globais, representadas por linhas coloridas, são:
(i) homD0, o locus das tangências homoclínicas deMelnikov, relativas ao ponto
de sela D0 = (p,0);
(ii) hom DR, locus das tangências homoclínicas relativas às selas DR, que acom-
panham os atratores de rotação período-1 nos sentidos horário e anti-horário;
(iii) het (I0,DR), locus das tangências heteroclínicas entre as variedades invari-
antes dos pontos de sela I0 = (0,0) e DR.
1Alguns autores relatam esta bifurcação como sendo do tipo pitchfork [29]. Se o sistema for
tratado como um sistema autônomo, com mais dimensões, esta pode ser vista como bifurcação
pitchfork, enquanto se for tratado como um sistema não autônomo, ela pode ser vista como uma
bifurcação de Hopf.
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Na região compreendida entre as linhas crR e H1, o único movimento possível
para o sistema é o tumbling chaos.
Figura 1.1: Espaço de parâmetros para o pêndulo simples parametricamente exci-
tado na vertical. Figura extraída de [1].
Os métodos de Melnikov consistem em critérios analíticos acerca da ocor-
rência de caos homoclínico e da persistência de órbitas periódicas subharmôni-
cas para sistemas dinâmicos inicialmente integráveis, quando sujeitos a pequenas
perturbações dependentes do tempo e periódicas. Em [21], Koch e Leven cal-
culam: (i) a condição de Melnikov para a ocorrência de caos homoclínico - o
locus das tangências homoclínicas obtido está longe da área conhecida como tum-
bling chaos, mas sabemos que outras intersecções homoclínicas e heteroclínicas,
associadas aos pontos de sela dos atratores de rotação, desempenham um papel
mais relevante em relação às mudanças globais na estrutura do sistema [1], con-
forme a Figura 1.1; (ii) a condição de Melnikov acerca da persistência de órbitas
subharmônicas, tanto de oscilação quanto de rotação - no caso das oscilações, as
integrais de Melnikov garantem a existência de soluções de período par, ou seja,
soluções cujo período é ummúltiplo par do período da excitação, nada se podendo
afirmar em relação às órbitas de período ímpar. Em um trabalho mais antigo [30],
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Arneodo et al. encontram numericamente uma órbita de período-1, enquanto em
[31], Bryant e Miles, não conseguem localizar, através de métodos numéricos,
órbitas de período ímpar para este sistema. Em [32, 29], Bishop e Clifford encon-
tram, através do uso de dinâmica simbólica, órbitas de período-3, deixando claro
que estas são estáveis apenas em uma região muito estreita do espaço de parâ-
metros, o que dificulta sua verificação numérica e experimental. Desta maneira,
vemos que apesar da existência de subharmônicas ímpares no caso vertical, não
previstas pelo método de Melnikov, fica clara uma diferença entre as bacias de
atração de oscilações pares e ímpares para o pêndulo parametricamente excitado
na vertical: as órbitas pares são encontradas trivialmente em simulações numéri-
cas e experimentos, enquanto as ímpares dependem de um ajuste muito fino dos
parâmetros para serem obtidas.
Em [33, 34], Sartorelli et al, fazem estudos numéricos e experimentais do
pêndulo duplo sujeito a excitação paramétrica nos casos vertical e inclinado, le-
vantando as diferenças na dinâmica do sistema provocadas pela quebra de simetria
das equações do movimento que descrevem o sistema. Nota-se que enquanto para
excitação vertical, o pêndulo se encontra parado (ponto fixo estável) fora das re-
giões de ressonância, para excitação inclinada o pêndulo oscila com período igual
ao período da perturbação nessas mesmas regiões. Além disso, as bifurcações
do tipo pitchfork subcrítica e supercrítica, que levam o pêndulo de ponto fixo a
oscilação de período-2 e vice-versa, no caso vertical, são bifurcações do tipo du-
plicação de período, que levam o pêndulo de oscilação período-1 para oscilação
período-2, no caso inclinado.
Neste trabalho, realizamos o mesmo tipo de análise, comparando a dinâmica
do pêndulo simples paramétrico nos casos vertical e inclinado. Conforme vere-
mos, no caso inclinado, sendo f o ângulo que a direção em que se dá a excitação
do pivô forma com a direção vertical, a equação do movimento é dada por2
q¨+(1+PcosWpt)sin(q f)+bq˙= 0. (1.2)
Note que neste caso a equação do movimento não é mais simétrica com respeito
à mudança de variável q !  q. Além disso, comparando as equações 1.1 e
2Para um derivação desta expressão, veja a Seção 3.3
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1.2 vemos que no caso inclinado há a presença de um torque extra, dado por
 PsinfcosWptcosq. Este é o termo responsável pelas mudanças no comporta-
mento dinâmico do sistema não simétrico.
Para compararmos ambos os casos, analisamos os espaços de parâmetros P⇥
Wp. Além de verificarmos as mesmas diferenças observadas para o pêndulo duplo,
notamos ainda uma diferença fundamental com respeito às soluções oscilatórias:
enquanto para o caso vertical encontramos apenas regiões de ressonância em que
o pêndulo executa oscilações subharmônicas de ordem par, no caso inclinado ve-
rificamos a ocorrência de todo o espectro de ressonâncias, pares e ímpares. Estes
resultados foram confirmados através de dados experimentais. Para explicar essa
diferença, nós calculamos a condição de Melnikov para a persistência de oscila-
ções subharmônicas, e mostramos que no caso em que a excitação ocorre ao longo
de uma direção inclinada, a quebra da simetria nas equações do movimento, faz
com que apareçam condições de Melnikov garantindo a existência de oscilações
tanto pares quanto ímpares. A aplicação do método de Melnikov deixa claro que
as ressonâncias ímpares surgem devido ao torque extra que aparece nas equações
do movimento ao quebrarmos a simetria do sistema. Mostramos ainda que as bi-
furcações do tipo sela-nó em que surgem as oscilações subharmônicas de período
3 e 4 previstas por este método coincidem, com bastante precisão, dentro da apro-
ximação de pequenas perturbações, com os loci das bifurcações sela-nó para os
atratores de mesmo período computadas através do método de continuação numé-
rica. Uma questão natural que surge, e que fica em aberto neste trabalho, é se a não
existência de uma condição de Melnikov para a ocorrência de oscilações ímpares
no caso vertical indica a não existência de atratores de oscilações ímpares para
este sistema, ou então trás alguma informação a respeito das bacias de atração das
órbitas ímpares.
Os experimentos que compõem esta Tese de Doutorado foram obtidos no La-
boratório de Fenômenos Não-Lineares (LFNL) do Instituto de Física da Univer-
sidade de São Paulo, em colaboração com o Prof. Dr. José Carlos Sartorelli. Os
dados experimentais consistem essencialmente em um diagrama de bifurcações
em que demonstramos a ocorrência de ressonâncias de ordem tanto par quanto
ímpar, assim como a coexistência de alguns atratores periódicos, para o pêndulo
paramétrico inclinado.
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1.2 Problema de Kepler anisotrópico
O problema de Kepler tem sido fonte de inspiração para físicos e matemáticos
nos últimos três séculos [35]. Muitos trabalhos se dedicaram ao estudo do sur-
gimento de caos em versões perturbadas deste problema, que incluem correções
quasihomogêneas e anisotrópicas ao potencial (para uma revisão mais recente,
veja [36] e referências nele citadas).
Para os propósitos da astronomia e da astrofísica, é natural considerar a apro-
ximação de campo fraco, em que o campo gravitacional gerado por um corpo
massivo pode ser decomposto em expansão multipolar. O problema de Kepler
corresponde ao caso em que apenas o primeiro termo, de monopolo, está pre-
sente, e é um exemplo tradicional de integrabilidade em Mecânica Clássica: de-
pendendo do valor da energia do sistema, a trajetória do corpo de teste pode ser
uma elipse, uma parábola ou uma hipérbole. O próximo termo na expansão, o
dipolo, mantém a integrabilidade do sistema [37, 36, 38]. O termo de quadrupolo
é normalmente considerado o termo de correção ao potencial Newtoniano mais
simples que pode levar ao surgimento de movimento caótico no problema de Ke-
pler (veja, por exemplo, [39]). Em coordenadas cilíndricas canônicas (r,z,f), o
potencial Newtoniano perturbado por um termo de quadrupolo em torno do centro
gravitacional pode ser escrito
U(r,z) =  ap
r2+ z2
  q
2
2z2  r2
(r2+ z2)5/2
, (1.3)
onde a e q representam, respectivamente, a intensidade do monopolo, proporci-
onal à massa gravitacional total, e a intensidade do quadrupolo. As coordenadas
cilíndricas são ajustadas à direção do quadrupolo. Dois casos qualitativamente
distintos podem ser classificados a partir do potencial (1.3): (i) deformações obla-
tas, como aquelas de corpos deformados em rotação, correspondendo a q < 0 e
(ii) deformações prolatas, como distribuições de massa do tipo cigarro, correspon-
dendo a q> 0. O estudo da integrabilidade das equações do movimento sujeito ao
potencial (1.3) é um problema de relevância substancial à astronomia e à atrofísica
[40].
Em [39], é reportado um estudo numérico sugerindo que o movimento sujeito
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a perturbações prolatas é de fato caótico, enquanto por outro lado perturbações
oblatas corresponderiam a um caso integrável. Tal conclusão seria enigmática,
pois sabemos que para perturbações do tipo disco, que poderiam ser compreen-
didas como um caso limite de perturbações oblatas, o problema de Kepler é caó-
tico [41, 42]. Essa diferença qualitativa entre os resultados para q > 0 e q < 0 é
atribuída, em [39], a algumas diferenças qualitativas entre os pontos de sela do
potencial efetivo em cada caso, mas sabemos também que esse tipo de argumento
local tipicamente levam a condições que não são nem suficientes, nem mesmo ne-
cessárias, para a ocorrência de caos nesses sistemas [43]. Mais recentemente, foi
publicado um novo estudo numérico sugerindo que perturbações oblatas também
dariam origem a movimentos caóticos [44]. Neste trabalho, nós resolvemos esses
resultados conflitantes aplicando o método de Melnikov [45] à órbita parabólica
(variedade de energia nula) do potencial (1.3). Nós provamos que efetivamente as
perturbações de quadupolo podem provocar o surgimento de movimento caótico,
independentemente da perturbação ser do tipo oblata (q< 0) ou prolata (q> 0).
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Capítulo 2
Tópicos de Sistemas Dinâmicos
“I am absorbed in the magic of movement and light. Movement
never lies. It is the magic of what I call the outer space of the ima-
gination. There is a great deal of outer space, distant from our daily
lives, where I feel our imagination wanders sometimes.”
– Martha Graham.
Neste capítulo, abordaremos alguns tópicos da Teoria de Sistemas Dinâmicos
que consideramos essencias para o desenvolvimento deste trabalho. Começamos
com algumas definições básicas. Em seguida descrevemos algumas bifurcações
locais que aparecem no problema do pêndulo simples parametricamente excitado.
Por fim, apresentamos os métodos de Melnikov, que são a ferramenta principal de
teoria de perturbações abordada nesta tese.
2.1 Alguns conceitos de sistemas dinâmicos
Começaremos com alguns conceitos e definições fundamentais de Sistemas
Dinâmicos que serão mencionados nas subseções que seguem. Em primeiro lu-
gar, sabemos que para começar a compreender o espaço de fase de um sistema
dinâmico, é necessário conhecer os seus pontos de equilíbrio, assim como o com-
portamento das trajetórias na vizinhança destas soluções.
Definição 2.1 (Ponto de equilíbrio). Considere o sistema dinâmico dado por
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x˙= f (x), x 2 Rn, f (x) :U ⇢ Rn! Rn. (2.1)
Chamamos de pontos de equilíbrio (ou pontos fixos) as raízes x⇤ de f (x). Os
pontos de equilíbrio são classificados de acordo com os autovalores da matriz Ja-
cobiana do sistema, D f (x⇤), que determinam a sua estabilidade através da análise
do comportamento de soluções próximas ao equilíbrio.
sela
(autovalores reais, sinais opostos)
autovalores
nó instável
(autovalores reais positivos)
(autovalores reais negativos)
nó estável
foco instável
foco estável
(autovalores complexos,
       parte real positiva)
(autovalores complexos,
       parte real negativa)
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Figura 2.1: Figura adaptada de [2], representando os possíveis tipos de equilíbrio
de um sistema dinâmico bidimensional em termos do traço (t) e do determinante
(D) da matriz Jacobiana.
I. Se nenhum dos autovalores tiver parte real nula, o ponto fixo é chamado de
hiperbólico. Neste caso, o comportamento das órbitas próximas ao equilí-
brio é determinado através da linearização do sistema. O ponto de equilíbrio
é chamado de estável se todos os autovalores possuem parte real negativa; de
instável se pelo menos um dos autovalores possui parte real positiva e ponto
de sela se pelo menos um dos autovalores possui parte real positiva e pelo
menos um possui parte real negativa. Segue na Figura 2.1, adaptada de [2],
um resumo dos possíveis tipos de equilíbrio para pontos fixos hiperbólicos
em sistemas bidimensionais em termos do traço (t) e do determinante (D)
da matriz Jacobiana. As regiões coloridas representam soluções estáveis. O
eixo D = 0 e o semi-eixo t = 0,D > 0 correspondem às bifurcações do tipo
sela-nó e Andronov-Hopf, que levam ao surgimento de pontos de equilíbrio
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não-hiperbólicos.
II. Se pelo menos um dos autovalores tiver parte real nula, a matriz Jacobiana
D f (x⇤) é singular e o ponto fixo é chamado de não-hiperbólico. Neste caso,
o comportamento na vizinhança do ponto de equilíbrio depende dos termos
não lineares de f (x). Em particular, se o sistema possui um par de autova-
lores (complexo conjugados) puramente imaginários, o equilíbrio é do tipo
centro.
Sistemas não lineares apresentam, além de pontos fixos, também a ocorrência de
ciclos limite, que são trajetórias fechadas que, como os pontos fixos, podem ser
atratores ou repulsores no espaço de fase.
Definição 2.2 (Ciclo limite). Chamamos de ciclo limite uma trajetória fechada
isolada [3]. Isso significa trajetórias em sua vizinhança espiralam em torno desta
solução à medida que t ! • (ciclo limite estável) ou t !  • (ciclo limite ins-
tável), ou ainda que algumas trajetórias vizinhas espiralam em torno dela para
t! •, enquanto outras o fazem para t! • (ciclo limite semi-estável). O ciclo
limite é o conjunto limite das órbitas em sua vizinhança. Veja a Figura 2.2, adap-
tada de [3] para uma ilustração de ciclos limites estáveis, instáveis e semi-estáveis.
ciclo limite
estável
ciclo limite
instável
ciclo limite
semi-estável
Figura 2.2: Figura adaptada de [3], representando os possíveis tipos de equilíbrio
de um ciclo limite.
Considere que o sistema (2.1) possui um ponto de sela p 2 Rn e gera o fluxo
Ft . Vamos definir as variedades invariantes associadas a p.
Definição 2.3 (Variedades estável e instável). Chamamos de variedade estável de
p o conjunto de pontos que convergem assintoticamente para p,
WE(p) = {x 2 Rn | lim
t!•Ft(x) = p}
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e de variedade instável de p o conjunto de pontos que divergem de p,
WI(p) = {q 2 Rn | lim
t! •Ft(x) = p}
Definição 2.4 (Órbita homoclínica). Uma órbita q0(t) é chamada de órbita ho-
moclínica se ela está contida na intersecção das variedades estável e instável,
q0(t) 2WE(p)\WI(p), ou seja, se é uma curva bi-assintótica a p,
q0(t) = {x 2 Rn | lim
t!±•Ft(x) = p}
2.2 Algumas bifurcações locais em duas dimensões
Agora considere o sistema dinâmico
x˙= fµ(x), (2.2)
onde x2Rn, µ2Rp são os parâmetros do sistem e f :Rn⇥Rp!Rn. A estrutura
do espaço de fase do sistema depende de seus parâmetros.
Definição 2.5 (Bifurcação). O termo bifurcação é usado para designar mudanças
topológicas na estrutura das soluções de um sistema dinâmico à medida que os
parâmetros dos quais dependem este sistema são variados.
Bifurcações locais são aquelas que podem ser descritas a partir da análise da
estabilidade de pontos fixos e soluções periódicas. Bifurcações globais são aque-
las que provocam mudanças em regiões extensas do espaço de fase, não podendo
ser descritas através de análise local.
A Teoria de Bifurcações consiste basicamente em separar o espaço de parâ-
metros em regiões em que os sistemas dinâmicos ali determinados são topologica-
mente equivalentes. Os pontos que não pertencem a essas regiões são chamados
de pontos de bifurcação [46].
2.2.1 Bifurcação sela-nó
A bifurcação sela-nó, ocorre quando um autovalor se anula, de maneira que
um ponto de sela e um nó coalescem e se aniquilam mutuamente.
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2.2.2 Bifurcação pitchfork
A bifurcação pitchfork ocorre em sistemas simétricos, e provoca o surgimento,
se a bifurcação for supercítica, ou a destruição, se for subcrítica, de dois pontos
fixos de mesma estabilidade. Na bifurcação pitchfork supercrítica um ponto fixo
estável perde estabilidade, e dá origem a dois pontos fixos estáveis, e na subcrítica,
dois pontos instáveis colidem com um estável, e o sistema passa a ter um único
ponto fixo instável.
2.2.3 Bifurcação de Hopf
A bifurcação de Hopf, também conhecida como bifurcação de Andronov-
Hopf, ocorre quando os dois autovalores cruzam o eixo imaginário, de maneira
que um ponto de equilíbrio muda de estabilidade, dando origem a um ciclo limite
estável, se a bifurcação for supercítica, ou instável, se for subcrítica. Na bifur-
cação de Hopf supercrítica, um foco estável dá origem a um foco instável e um
ciclo limite estável, e na subcrítica, um foco estável dá origem a um foco instável
e um ciclo limite estável.
2.2.4 Bifurcação duplicação de período
A bifurcação conhecida como duplicação de período, ocorre quando a destrui-
ção de uma órbita periódica de período T0 é seguida da criação de uma outra órbita
periódica com o dobro do período da órbita original, T = 2T0, se a bifurcação for
supercrítica, ou então uma órbita de período 2T0 coalesce com uma órbita período
T0 e é destruída, restando no espaço de fase apenas a órbita de período T0, se a
bifurcação for subcrítica.
2.3 Os métodos de Melnikov
Nesta seção, apresentaremos os métodos deMelnikov, homoclínico e subharmô-
nico, que nos permitem compreender como são afetadas, respectivamente, a ór-
bita homoclínica e a família de órbitas periódicas em seu interior, de um sistema
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dinâmico inicialmente integrável, ao adicionarmos um termo perturbativo depen-
dente do tempo e periódico. A perturbação tende a quebrar a estrutura degenerada
em que as variedades estável e instável coincidem (sobre a órbita homoclínica),
causando a sua cisão. Ao se separarem, podem ocorrer intersecções transversais
entre elas, o que provocaria o surgimento de trajetórias caóticas neste sistema.
Desta maneira, o método de Melnikov homoclínico é um critério analítico para a
ocorrência de caos em sistemas dinâmicos. A seguir, mostramos os teoremas de
Melnikov para o caso bidimensional, porém esses resultados podem ser genera-
lizados para problemas com mais dimensões [48], problemas de 4 dimensões em
que a perturbação não depende do tempo [49–53] e problemas em que o ponto
crítico não é hiperbólico, e a órbita “homoclínica” é uma órbita aberta e não li-
mitada, como por exemplo no problema de Kepler, em que a separatriz entre os
movimentos aberto e periódico é uma parábola [45]. A nossa abordagem será
baseada nos livros-texto canônicos sobre o assunto [4, 46, 5]. Considere então o
sistema dinâmico integrável dado por
q˙= f (q), (2.3)
com
q=
 
x
y
!
2 R2, f (q) =
 
f1(q)
f2(q)
!
:U ⇢ R2! R2,
Supomos que o campo vetorial f (q) é derivado a partir de uma Hamiltoniana,
q˙= JDH(q),
onde
J =
 
0 1
 1 0
!
, DH =
 
∂H
∂x
∂H
∂y
!
.
Agora adicionamos um termo perturbativo dependente do tempo e periódico de
período Tp, de maneira que as equações do movimento são então dadas por
q˙= JDH(q)+ eg(q, t), (2.4)
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onde
g(q, t) =
 
g1(q, t)
g2(q, t)
!
, g(q, t+Tp) = g(q, t).
Este sistema pode ser reescrito de maneira autônoma através da mudança de va-
riáveis dada por,
q˙= JDH(q)+ eg(q,q),
q˙= 1,
(q,q) 2 R2⇥S1. (2.5)
Este artifício torna natural a escolha do mapa de Poincaré definido por q= t0,
Pt0e : St0 ! St0 , St0 = {(q,q) | q= t0 2 [0,Tp]}⇢ R2⇥S1.
Este mapa também é chamado de mapa estroboscópico.
Nosso objetivo é entender como a perturbação afeta a órbita homoclínica q0(t)
e também as órbita subharmônicas qa(t), a 2 ( 1,0), que são soluções cujo pe-
ríodo, Ta, é dado por
Ta =
m
n
Tp,
Suponha então que o sistema não perturbado satisfaz as seguintes propriedades
(veja na Figura 2.3):
Hipótese 1. Para e= 0, o sistema integrável (2.3) possui uma órbita homoclínica
q0(t) bi-assintótica a um ponto de sela hiperbólico p0.
Hipótese 2. Seja
G0 = {q 2 R2 | q= q0(t), t 2 R}[{p0}=WE(p0)\WI(p0)[{p0}.
O interior de G0 está preenchido por uma família contínua de órbitas perió-
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dicas qa(t), a 2 ( 1,0). Definindo
d(x,G0) = inf
q2G0
|x q|,
vamos supôr que
lim
a!0 supt2R
d(qa(t),G0) = 0,
e que
lim
a!0 T
a = •.
Figura 2.3: Figura extraída de [4], representando as hipóteses necessárias para os
teoremas de Melnikov. Veja que o sistema possui um ponto de sela, p0, uma órbita
homoclínica q0(t) bi-assintótica a p0 e uma família contínua de óbitas periódicas
qa(t), a 2 ( 1,0) preenchendo o interior da órbita homoclínica.
Nas Seções 2.3.1 e 2.3.2 apresentaremos os métodos de Melnikov homoclínico e
subharmônico, respectivamente, e na Seção 2.3.3 mostramos como o método de
Melnikov homoclínico pode ser estendido para o caso em que a órbita homoclí-
nica é parabólica, tendo em vista a aplicação do método no problema de Kepler
anisotrópico.
2.3.1 Método de Melnikov homoclínico
O método de Melnikov homoclínico consiste em um critério analítico para
determinar a ocorrência de caos em um sistema dinâmico, inicialmente integrá-
vel, quando sujeito a perturbações dependentes do tempo. A ideia principal é
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analisar de que maneira as variedades estável e instável, que coincidiam sobre
a órbita homoclínica, se separam ao perturbarmos o sistema. Se, ao se separa-
rem, elas se intersectam de forma transversal, reproduzindo assim a dinânica do
mapa da ferradura de Smale, há ocorrência de caos. Vale ressaltar que caso não
haja intersecções transversais, nada se pode afirmar a respeito da integrabilidade
do sistema. Para compreender de que forma acontece essa cisão, definimos uma
medida da distância entre as variedades, e em seguida mostramos que a função
de Melnikov está associada à aproximação em primeira ordem desta distância.
Seguiremos principalmente a abordagem adotada em [4].
Para ganhar um pouco mais de intuição geométrica, nos baseamos na forma
autônoma do sistema perturbado (2.5) e escrevemos o sistema não perturbado no
espaço tridimensional R2⇥S1
q˙= JDH(q),
q˙= 1,
(q,q) 2 R2⇥S1, (2.6)
de maneira que o ponto hiperbólico p0 vira uma órbita periódica g(t) = (p0,q(t) =
t+ t0) e as variedades estável e instável, WE(p0) e WI(p0), se transformam em
variedades bidimensionais,WE(g(t)) eWI(g(t)), que coincidem sobre uma super-
fície bidimensional que é a variedade homoclínica, Gg.
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Figura 2.4: Figura adaptada de [5], representando o espaço de configurações do
sistema não perturbado em três dimensões.
Por vezes compararemos projeções de trajetórias dos sistemas não perturbado e
perturbado na seção de Poincaré St0 . Note que no caso não perturbado, temos
g(t)\St0 = p0, Gg\St0 = G0.
Veja a Figura 2.4, adaptada de [5], para uma ilustração do espaço de fase do
sistema não perturbado.
Em primeiro lugar, precisamos saber o que acontece com a órbita g(t) e as
variedades estável e instável WE(g(t)) e WI(g(t)) ao adicionarmos o termo per-
turbativo. Consideramos então a seguinte proposição
Proposição 2.1. Para e suficientemente pequeno, a órbita periódica g(t) do sis-
tema não perturbado (2.6) persiste como uma órbita periódica do sistema per-
turbado (2.5), ge(t) = g(t)+O(e), cuja estabilidade é a mesma de g(t). Equiva-
lentemente, o mapa de Poincaré Pt0 possui um ponto de sela hiperbólico pt0e =
p0+O(e). Além disso, as variedades locais estável e instável associadas a esta
órbita periódica, WEloc(ge(t)) eWIloc(ge(t)), são “Cr próximas” às variedades lo-
cais estável e instável WEloc(g(t)) e WIloc(g(t)) do caso não perturbado.
As demonstrações podem ser encontradas em [4]. As variedades globais está-
vel e instável de ge(t)
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tivas variedades locais estável e instável, de acordo com o fluxo ft [ · ] gerado por
(2.5),
WE(ge(t)) =
[
t0
ft [WEloc(ge(t))],
WI(ge(t)) =
[
t 0
ft [WIloc(ge(t))]
Veja a Figura 2.5, adaptada de [5], para uma ilustração do espaço de fase do sis-
tema perturbado. Ainda é possível mostrar que órbitas pertencentes às variedades
estável, qEe (t, t0) 2WE(ge), e instável, qIe(t, t0) 2WI(ge), podem ser escritas como
qEe (t, t0) = q
0(t  t0)+ eqE1 (t, t0)+O(e2) t 2 [t0,•) ,
qIe(t, t0) = q
0(t  t0)+ eqI1(t, t0)+O(e2) t 2 ( •, t0] ,
onde as correções de primeira ordem para qE,I1 satisfazem a equação variacional
q˙E,I1 (t, t0) = D f (q0(t  t0))q1(t, t0)+g(q0(t  t0), t) (2.7)
θ
θ π
id
en
tifi
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r
ϒε(t)
WI(ϒε(t))
Figura 2.5: Figura adaptada de [5], representando o espaço de configurações do
sistema perturbado.
Agora vamos definir uma medida da distância entre as variedades estável e
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instável. Para isso, fixamos a seção de Poincaré St0 e tomamos como referência o
ponto q0(0). Considere então a normal a G0 no ponto q0(0), dada por
f?
 
q0(0)
 
=
   f2(q0(0)), f1(q0(0)) T .
Para e suficientemente pequeno, as variedades estável,WEe (p
t0
e ), e instável,WIe (p
t0
e )
cruzam f?
 
q0(0)
 
transversalmente em qEe ⌘ qEe (t0, t0) e qIe ⌘ qIe(t0, t0) 1, de ma-
neira que se definirmos
d(t0) = qIe(t0) qEe (t0),
podemos reescrever d(t0) como
d(t0) = e
f
 
q0(0)
 ⇥  qI1(t0) qE1 (t0) 
| f (q0(0)) | +O(e
2). (2.8)
onde f ⇥g= f1 g2  f2 g1. Veja a Figura (2.6), adaptada de [6], para uma ilustra-
ção.
p0
p to
0
WE(p to)
WI(p to)
q I(to)q E(to)
Figura 2.6: Figura adaptada de [6], representando a definição de distância entre as
variedades estável e instável que definimos.
Seja então
1Estes pontos são únicos apenas para e pequeno! [5]
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D(t, t0) = f
 
q0(t  t0)
 ⇥  qI1(t, t0) qE1 (t, t0) =
⌘ DI(t  t0) DE(t  t0).
Tomando a derivada temporal de DE temos
dDE
dt
= D f
 
q0(t  t0)
 
q˙0(t  t0)⇥qE1 (t  t0)+ f
 
q0(t  t0)
 ⇥ q˙E1 (t  t0),
onde usando q˙0 = f (q0), a expressão (2.17) e o fato de f ser um campo vetorial
Hamiltoniano, (traço[D f ] = 0), ao integrar ambos os lados no intervalo [t0,•)
temos
DE(•, t0) DE(t0, t0) =
Z •
t0
f
 
q0(t  t0)
 ⇥g q0(t  t0), t dt,
porém
DE(•, t0) = limt!• f
 
q0(t  t0)
 
= 0,
já que
lim
t!•q
0(t  t0) = p0, f (p0) = 0
enquanto qE1 (t, t0) é limitado, de maneira que
DE(t0, t0) = 
Z •
t0
f
 
q0(t  t0)
 ⇥g q0(t  t0), t dt
De maneita análoga, temos
DI(t0, t0) =
Z t0
 •
f
 
q0(t  t0)
 ⇥g q0(t  t0), t dt
Assim, podemos definir a integral de Melnikov como
M(t0) = D(t, t0) =
Z •
 •
f
 
q0(t  t0)
 ⇥g q0(t  t0), t dt,
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de maneira que a expressão para a distância entre as variedades (2.8) é dada por
d(t0) =
eM(t0)
| f (q0(0)) | +O(e
2).
Como | f  q0(0)  | = O(1), a integral de Melnikov nos dá uma boa estimativa da
separação entre as variedades estável e instável no ponto q0(0) na seção de Poin-
caré St0 .
Teorema 2.1 (Teorema de Melnikov para órbita homoclínica). Seja
M(t0) =
Z •
 •
f
 
q0(t  t0)
 ⇥g q0(t  t0), t dt (2.8)
Se M(t0) possui zeros simples e não depende de e, então para e> 0 suficiente-
mente pequeno,WE(pt0e ) eWI(p
t0
e ) se intersectam transversalmente. Se M(t0) 6= 0
então WE(pt0e )\WI(pt0e ) = 0
Se M(t0) oscila em torno de zero de maneira limitada, isso significa que qEe e
qIe estão trocando de posição com relação a f?(q0(0)) à medida que t0 varia. Isso
significa que para algum instante t0 = t | qEe (t) = qIe(t), e temos então um ponto
homoclínico. Como todas as seções de Poincaré são equivalentes, então deve ha-
ver um ponto homoclínico para todo t0 2 [0,Tp]. Além disso, seM(t0) possui zeros
simples, então essas intersecções são transversais. Se o sistema possui órbitas ho-
moclínicas transversais, isso significa que alguma iterada do mapa de Poincaré,
(Pt0e )N , reproduz a dinâmica do mapa da ferradura de Smale, que apresenta alta
sensitividade com relação às condições iniciais. Devido a isso, associamos zeros
simples na integral de Melnikov à ocorrência de trajetórias caóticas no sistema
[4].
Por fim, notamos que no caso em que o termo perturbativo g(q, t) também é
derivado de uma Hamiltoniana G(q, t), temos
M(t0) =
Z •
 •
{H(q0(t  t0)),G(q0(t  t0), t)}dt
onde · , · é o colchete de Poisson definido por
{H,G}= ∂H
∂x
∂G
∂y
  ∂G
∂x
∂H
∂y
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Além disso, para sistemas de 2n graus de liberdade temos condições para a ocor-
rência de caos homoclínico derivadas das seguintes integrais
M(t0) =
Z •
 •
{K[a](q0(t  t0)),G(q0(t  t0), t)}dt,
onde K[a], com a= 1, . . . ,n são as integrais primeiras do movimento.
2.3.2 Método de Melnikov subharmônico
Agora podemos nos perguntar o que acontece com as órbitas periódicas da Hi-
pótese 2 quando adicionamos o termo perturbativo. Vamos analisar a persistência
de órbitas subharmônicas, que são aquelas cujo período é múltiplo do período da
perturbação,
Ta =
m
n
Tp.
Seguiremos aqui a abordagem adotada em [5]. Em primeiro lugar, consideramos
uma proposição acerca da persistência de soluções próximas às trajetórias qa(t).
Proposição 2.2. Seja qa(t  t0) uma órbita periódica do sistema não perturbado
de período Ta. Então para e suficientemente pequeno e a 2 ( 1,0), o sistema
perturbado possui uma órbita qae (t, t0), não necessariamente periódica, que pode
ser expressa uniformemente em t 2 [t0, t0+Ta] como
qae (t, t0) = q
a(t  t0)+ eqa1 (t  t0)+O(e2).
Ainda é possível mostrar que qa1 (t  t0) satisfaz a equação variacional
q˙ae (t, t0) = JD
2H(qa(t  t0))qa1 +g(qa(t  t0), t) (2.9)
para t 2 [t0, t0+Ta].
Agora, para ganhar mais intuição geométrica, vamos escrever o sistema não
perturbado nas variáveis de ângulo-ação [54, 55], ou seja, fazemos uma mudança
de variáveis
(x,y) 7! (f(x,y), I(x,y)),
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de maneira que as equações do movimento ficam
I˙ = 0, f˙=W(I),
cuja solução é
I = I0 f˙= f0+W(I0)t.
Nessas variáveis, as equações do sistema perturbado são dadas por
I˙ = eF(I,f, t),
f˙=W(I)+ eG(I,f, t),
onde F e G são periódicos de período 2p em f e Tp = 2p/Wp em t. Reescrevendo
de forma autônoma, ficamos com
I˙ = eF(I,f, t),
f˙=W(I)+ eG(I,f,q),
q˙= 1,
(I,f,q) 2 R+⇥S1⇥S1. (2.10)
Escolhemos então a seção global
St0 = {(I,f,q) | q= t0},
e, denotando Ie(t) e fe(t) as soluções do sistema perturbado (2.10), o mapa de
Poincaré é dado por
Pt0e :St0 ! St0 ,
(Ie(0),fe(0) 7! (Ie(Tp),fe(Tp)
e a iteração m do mapa é dada por
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(Pt0e )m :St0 ! St0 ,
(Ie(0),fe(0) 7! (Ie(mTp),fe(mTp).
Queremos analisar o mapa (Pt0e )m, e para isso precisamos determinar Ie(mTp)
e fe(mTp). Usando a proposição 2.2, escrevemos as soluções aproximadas para
Ie(t) e fe(t),
Ie(t) = I0+ eI1(t)+O(e2),
fe(t) = f0+W(I0)t+ ef1(t)+O(e2),
onde I1 e f1 podem ser obtidos através da equação variacional (2.9), que nas variá-
veis de ângulo e ação se torna uma equação matricial com coeficientes constantes
(daí a vantagem deste método!), dada por 
I˙1
f˙1
!
=
 
0 0
∂W
∂I (I0) 0
! 
I1
f1
!
+
 
F(I0,W(I0)t+f0,q(t))
G(I0,W(I0)t+f0,q(t))
!
,
e assim, as soluções para I1(mTp) e f1(mTp) são
I1(mTp) =
Z mTp
0
F (I0,W(I0)t+f0, t+ t0)dt ⌘M m/n1 (I0,f0; t0),
f1(mTp) =
∂W
∂I
    
I=I0
Z mTp
0
Z t
0
F (I0,W(I0)z+f0,z+ t0)dz+
+
Z mTp
0
G(I0,W(I0)t+f0, t+ t0)dt ⌘M m/n2 (I0,f0; t0).
Finalmente, temos que o mapa (Pt0e )m é dado por
(Pt0e )m :St0 ! St0 ,
(I0,f0) 7! (I0,f0+mTpW(I0))+ e(M m/n1 (I0,f0; t0),M m/n2 (I0,f0; t0))
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Voltando para as coordenadas originais, temos
M m/n1 (t0) =
1
W(I)
Mm/n1 (t0)
onde
Mm/n1 (t0) =
Z mT
0
f (qa(t))⇥g(qa(t), t+ t0)dt (2.11)
Teorema 2.2 (Teorema de Melnikov para soluções subharmônicas). Seja
Mm/n(t0) =
Z mT
0
f (qa(t))⇥g(qa(t), t+ t0)dt (2.12)
Se Mm/n(t0) possui zeros simples e não depende de e, então para 0< e< e(n),
o sistema perturbado possui uma órbita periódica de período mTp. Se n= 1, este
resultado é válido uniformemente em 0< e< e(1).
Suponha que existe um ponto (I¯, f¯) em que T (I¯) = (m/n)Tp. A argumentação
para a demonstração do teorema acima consiste basicamente em mostrar que
(Pt0e )m(I¯, q¯)⇡ O(e2)
seMm/n(t0) possui zeros simples, o que significa que am ésima iteração do mapa
possui um ponto fixo, portanto a solução é uma órbita de período mTp.
2.3.3 Generalização para órbita “homoclínica” aberta
Em [45], Cicogna e Santoprete apresentam uma releitura do método de Mel-
nikov, demonstrando o teorema para a ocorrência de caos homoclínico de um
ponto de vista completamente analítico, ou seja, menos geométrico. Através desta
abordagem é possível estender o teorema original para algumas situações “dege-
neradas”, que ocorrem principalmente em Mecânica Celeste [56] e Relatividade
Geral [57, 58], como por exemplo o caso em que os pontos críticos instáveis são
não-hiperbólicos, ou então estão localizados no infinito. No problema de Kepler,
que será abordado neste trabalho, o ponto crítico é dado por r = • e r˙ = 0, e a
separatriz entre movimento fechado e periódico e movimento aberto é uma pará-
bola, que é uma órbita aberta e não limitada. Outra possibilidade seria fazer uma
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transformação de coordenadas para regularizar a órbita homoclínica [59], mas o
método apresentado aqui é mais geral e direto. Nesta seção, vamos ilustrar esta
generalização, nos atendo ao caso em que a separatriz é uma órbita parabólica.
Considere então uma Hamiltoniana do tipo
H =
1
2
 
p2r +
p2q
2
+
p2j
2
!
+V (r)
onde V (r) é um potencial da forma
V (r) = 1
r
.
Vale notar que o procedimento aqui apresentado é válido para qualquer poten-
cial de “longo alcance” da forma V (r) ⇠ 1/rb. Neste tipo de problema ocorre a
conservação do momento angular, e o movimento ocorre em um plano, que pode
arbitrariamente ser escolhido como o plano q= p/2. Desta forma, as equações do
movimento podem ser escritas como
r˙ = pr, p˙r =
1
r2
+
L2
r3
, j˙= L
r2
, p˙j = 0. (2.13)
onde pj = constante= L. No caso do problema de Kepler, em que o ponto crítico
se encontra no infinito, temos uma situação degenerada em que as órbitas homo-
clínicas, bi-assintóticas a esse ponto, são uma família de parábolas, que podem se
escritas, em coordenadas esféricas canônicas, u := (r, pr,j, pj,q, pq), como
c := (R(t), R˙(t),F(t),L,p/2,0) (2.14)
onde R(t) e F(t) resolvem as equações (2.13) com R(±•) = • e F(0) = p, res-
pectivamente. Ao acrescentarmos uma perturbação dependente do tempo, que de
forma compacta pode ser escrita como
u˙= f (u)+ eg(u, t). (2.15)
onde e<< 1 e f = J—uH, sendo J a matriz simplética,
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J =
 
0 1
 1 0
!
Nosso objetivo é entender como ocorrem as intersecções entre as variedades instá-
vel e estável, e para isso começamos analisando soluções suaves próximas à órbita
homoclínica,
u(t) = c(t  t0)+ v(t  t0). (2.16)
Substituindo a expressão acima (2.16) em (2.15) obtemos a equação variacional
v˙= A(t)v+G(t, t0,e)+O(e2,v2), (2.17)
onde A = —u f (c(t)) e G(t, t0,e) = eg(c(t), t + t0). Todas as soluções de (2.17)
podem ser escritas como [60]
v(t) = vh(t)+Y(t)
Z t
t1
Y 1(s)G(s, t0,e)ds,
onde t1 é arbitrário, vh(t) é qualquer solução homogênea do problema homogêneo
linear
v˙h(t) = A(t)vh(t) (2.18)
e Y(t) é a matriz fundamental de soluções de (2.18). Este sistema apresenta n
soluções limitadas para todo t 2 R, z[a](t), e n soluções que divergem para t !
±•, h[a](t). Escrevendo a matriz Y(t) em termos dessas soluções, temos
v(t) = vh(t)+Â
a
z[a](t)
Z t
t1
⇣
h[a](s) ·JG(s, t0,e)
⌘
ds
+h[a](t)
Z t
t1
⇣
z[a](s) ·JG(s, t0,e)
⌘
ds
Queremos estudar o comportamento das variedades instável e estável. Para isso,
procuramos soluções de (2.17) que são limitadas para t ! • (v (t)), ou para
t! • (v+(t)), respectivamente, ou seja, soluções do tipo
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u±(t) = c(t  t0)+ v±(t  t0)
A condição para que as soluções v±(t  t0) não sejam divergentes, é dada porZ •
 •
⇣
z[a](s) ·JG(s, t0,e)
⌘
ds
Usando argumentos de simetria, a primeira dessas condições pode ser escrita
como
M[1](t0) =
Z •
 •
{H,W}(c(t), t+ t0)dt = 0, (2.19)
e a outra condição, gerada a partir de uma integral primeira K, fica
M[2](t0) =
Z •
 •
{K,W}(c(t), t+ t0)dt = 0 (2.20)
Assim, temos duas condições do tipo da condição de Melnikov (2.12) para a
ocorrência de caos homoclínico no caso bidimensional em que o ponto crítico é
um ponto não hiperbólico que se encontra no infinito e a órbita “homoclínica”
é uma parábola, ou seja, uma órbita aberta e não limitada. Neste caso, não é
possível garantir a convergência das integrais (2.19) e (2.20), cada sistema deve
ser analisado individualmente.
2.4 O método da continuação numérica
Para compreendermos melhor o espaço de parâmetros de um sistema dinâ-
mico, determinando pontos de equilíbrio, soluções periódicas e bifurcações po-
demos, ao invés de integrar as equações do movimento varrendo todos os valores
de parâmtros dentro de um intervalo, utilizar a técnica da continuação numérica.
Para encontrar soluções de (2.2) através deste método, devemos primeiramente
obter uma solução conhecida do sistema, integrada com alta precisão. A partir
desta solução, a cada iteração os parâmetros µ são variados, e novas soluções do
sistema são determinadas. Para mais informações, referimos o leitor para as refe-
rências [61, 62]. Os resultados de continuação numérica apresentados nesta tese
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foram obtidos através do software AUTO 07p [8].
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Capítulo 3
Pêndulo simples parametricamente
excitado
“The pendulum of the mind alternates between sense and non-
sense, not between right and wrong.”
– Carl Gustav Jung
Oscilações se manifestam de inúmeras maneiras na natureza, de forma que
compreender fenômenos oscilatórios significa aprofundar nossa capacidade des-
critiva em diversas áreas do conhecimento, que vão da biologia à eletrônica. Ape-
sar de o pêndulo simples ser um exemplo canônico de integrabilidade no estudo
de sistemas dinâmicos, ao acrescentarmos um termo perturbativo nas equações do
movimento, ainda que pequeno, podemos alterar qualitativamente a estrutura do
sistema.
Chamamos de pêndulo simples paramétrico o sistema formado por um pên-
dulo simples plano cujo pivô oscila harmonicamente na direção vertical, tendo
sua equação horária dada por
s(t) = Acoswpt.
Os parâmetros de controle do sistema são A, a amplitude, e wp, a frequência an-
gular, que caracterizam a oscilação do pivô. A equação do movimento para o
deslocamento angular do pêndulo no caso em que a excitação ocorre ao longo da
direção vertical, reescrita de maneira adimensional e incluindo o termo de atrito,
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é dada por
q˙=  [1+ ePcosWpt]sinq  ebq˙, (3.1)
onde os parâmetros adimensionais P, Wp e b estão associados respectivamente à
amplitude e frequência de oscilação do pivô, e ao coeficiente de atrito do sistema,
e 0 < e⌧ 1. Ao considerarmos que a excitação ocorre ao longo de uma direção
inclinada de um ângulo f em relação à vertical, ficamos com
q˙=  [1+ ePcosWpt]sin(q f)  ebq˙. (3.2)
Note que o sistema perde a simetria q! q. Estamos interessados nos efeitos
dessa quebra de simetria na dinâmica do sistema.
Neste capítulo, faremos um estudo do pêndulo parametricamente excitado, no
contexto de pequenas perturbações. Começamos revisitando a dinâmica do pên-
dulo plano simples, que é o nosso caso integrável, e em seguida derivamos as
equações do movimento para o caso perturbado (3.2). Através de integração di-
reta dessas equações, obtivemos os espaços de parâmetros P⇥Wp em ambos os
casos (ver Figuras 3.5 e 3.6). Para classificar as bifurcações encontradas, utili-
zamos o software AUTO 07p [8], que aplica a técnica da continuação numérica.
A principal diferença que observamos a partir deetes resultados numéricos é que
no caso vertical encontramos apenas regiões de ressonância em que o pêndulo
executa oscilações subharmônicas em que o período é múltiplo par do período da
excitação, enquanto no caso inclinado verificamos a ocorrência de todo o espectro
de ressonâncias, pares e ímpares. Este resultado é surpreendente porque apesar de
alguns autores reportarem a ocorrência oscilações de período ímpar no caso ver-
tical [30, 32], elas são muito difíceis de ser encontradas através de simulações ou
experimentos no caso vertical. Nós mostramos, inclusive experimentalmente, que
no caso inclinado (não simétrico) elas podem ser obtidas facilmente. Levantamos
a hipótese da quebra de simetria ser responsável por uma mudança na natureza das
bacias de atração das oscilações ímpares. Por fim, na tentativa de entender essa
diferença entre os casos simétrico e não simétrico, analisamos como a estrutura
global do sistema se altera ao adicionarmos os termos perturbativos, relaciona-
dos à excitação paramétrica e ao atrito. No caso em que a excitação é vertical,
Koch e Leven mostram em [21] que o método de Melnikov é capaz de prever ape-
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nas oscilações subharmônicas de ordem par, nada se podendo afirmar a respeito
das oscilações subharmônicas de ordem ímpar. Nós calculamos as condições de
Melnikov para a ocorrência de caos homoclínico e para a persistência de órbitas
subharmônicas no caso inclinado. Mostramos que a quebra de simetria faz apare-
cerem condições garantindo a ocorrência de soluções oscilatórias subharmônicas
tanto pares quanto ímpares, o que pode explicar os nossos resultados numéricos e
experimentais.
motor PID
manivela
encoder óptico angular
encoder óptico linear
pêndulo
Figura 3.1: Foto do pêndulo simples do LFNL, exibindo a haste do pêndulo, a
manivela e o motor que provocam a oscilação do pivô, e os encoders ópticos
utilizados para a tomada de dados.
Os dados aqui apresentados e discutidos foram tomados no Laboratório de
Fenômenos Não-Lineares (LFNL) do Instituto de Física da Universidade de São
Paulo, em colaboração com o Prof. Dr. José Carlos Sartorelli. Serão exibidos
diagramas de bifurcação, séries temporais e mapas estroboscópicos obtidos expe-
rimentalmente. Veja na Figura 3.1 uma foto do aparato experimental instalado no
laboratório. O pêndulo é a haste em vermelho destacada na foto, e sua velocidade
angular é medida através de um encoder angular óptico centralizado no pivô. A re-
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gulagem da amplitude de oscilação é feita através da manivela, e da frequência de
oscilação por um motor PID. Para termos ummelhor controle acerca da excitação,
utilizamos um encoder linear que mede a velocidade com a qual o pivô se desloca,
a partir da qual podemos calcular a amplitude e a frequência da perturbação.
3.1 Aparato experimental
Na Figura 3.2, mostramos um diagrama representando o aparato experimental.
Figura 3.2: Diagrama representando um pêndulo plano simples parametricamente
excitado, onde são indicados os parâmetros de controle do sistema e a variável
usada para descrever o movimento.
O pêndulo consiste em uma haste de massa m = 37.61± 0.05 g e centro de
massa posicionado a uma distância l= 5.05±0.05 cm do eixo do pivô. A frequên-
cia natural de oscilação é f0 = 1.61 Hz. O parâmetro de atrito, b = 0.0376 s 1,
foi obtido a partir do decaimento natural da série temporal no caso de pequenas
oscilações, conforme descrito na Seção 3.1.1. O ângulo entre a haste do pêndulo
e a direção vertical é q. O pêndulo é periodicamente excitado de acordo com
s(t) = Acoswpt
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ao longo de uma direção inclinada formando um ângulo f = p/8 com a direção
vertical. A amplitude A e a frequência fp= wp/2p da perturbação são os parâmetros
de controle do sistema.
Para medir o valor absoluto da velocidade angular do pêndulo w= q˙, foi colo-
cado um encoder óptico angular, de resolução 2p2500 rad, preso à haste do pêndulo,
concêntrico com o ponto de pivô. Para medir o valor absoluto da velocidade do
pivô, vp = |s˙|, foi colocado um encoder óptico linear, de resolução 2.54500 cm, preso
ao carrinho deslizante. A partir da série temporal de vp(t), é possível obter a
frequência fp e a amplitude A da perturbação externa. O sensor óptico do encoder
angular fica anexo ao carrinho, enquanto o sensor óptico do encoder linear fica no
sistema de referência do laboratório. O input induzido de cada encoder foi detec-
tado usando uma placa ADC de 16 bits à taxa de 200 ksamples/s. Para valores
fixos da amplitude A, a frequência da excitação fp foi variada para frente e para
trás com um servo motor que permitia a variação mínima de 0.01 Hz.
Para caracterizar a dinâmica de oscilação do pêndulo, nós utilizamos mapas de
Poincaré estroboscópicos, onde são plotados os valores do módulo da velocidade
angular do pêndulo a cada instante t⇤ no qual a excitação completa uma oscilação,
i.e., a cada dois máximos de vp. Veja a Figura 3.12 na Seção 3.5. O número de
pontos no mapa estroboscópico nos dá a razão entre o período de oscilação, Tosc,
e o período da perturbação, Tp = 2pwp .
3.1.1 Determinação do atrito
Para estimar o atrito do nosso arranjo experimental, deixamos o pêndulo os-
cilar livremente, sem forçamento, e medimos a velocidade angular w(t), como na
Figura 3.3. A equação do movimento para o caso em que o pêndulo realiza pe-
quenas oscilações e está sujeito a uma força de atrito dinâmico proporcional à sua
velocidade angular, é dada por
q¨+bq˙+w20q= 0.
No regime subcrítico, em que w0  b2 , a solução geral desta equação é dada por
q(t) =Ce 
b
2 t sin(gt+j) (3.3)
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onde
g=
r
w20 
b2
4
eC e j são determinados a partir das condições iniciais.
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Figura 3.3: Medida realizada para obter o atrito do nosso arranjo experimental.
Em preto, temos a série temporal velocidade angular obtida experimentalmente, e
em magenta, a envoltória desta série temporal, que queremos ajustar.
A velocidade angular pode então ser escrita como
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w(t) =Ce 
b
2 t

gcos(gt+f)  b
2
sin(gt+j)
 
,
ou, equivalentemente,
w(t) =C0e 
b
2 t cos
 
gt+f0
 
. (3.4)
Ajustamos os dados experimentais para a envoltória de w segundo a expressão
y= y0+A1e
  tt1 ,
e comparando com (3.4) temos
b=
2
t1
=
2
53.18
.
Desta maneira, obtivemos
b= 0.03761(25)s 1 .
Vale notar que ainda que esta estimativa tenha sido feita para o regime de
pequenas oscilações, este valor descreve bem o atrito no rolamento do pêndulo,
que é muito pequeno.
3.2 Pêndulo simples revisitado
Tendo em vista a aplicação dos métodos de Melnikov ao pêndulo simples pa-
rametricamente excitado, precisamos das expressões para a órbita homoclínica,
bem como para a família de órbitas periódicas dentro dela, do sistema não per-
turbado. Isso significa que precisamos descrever analiticamente o espaço de fase
do pêndulo simples plano, que consiste em um sistema formado por uma haste
de massa m, presa a um pivô e sujeita à aceleração da gravidade g. A distância
entre o centro do pivô e o centro de massa da haste é l, e denotamos I o momento
de inércia do sistema. O ângulo formado com a direção vertical é descrito pela
seguinte equação diferencial
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Iq¨+mgl sinq= 0,
que pode ser reescrita como
q˙= w,
w˙= w20 sinq,
(3.5)
onde w20 = mgl/I é a frequência de oscilação natural do pêndulo. Essas equações
são derivadas de uma Hamiltoniana que, ao reescalarmos as esquações de acordo
com t! w0t, é dada por
H(q,w) = w
2
2
  cosq, (3.6)
Como se trata de um sistema autônomo, a própria Hamiltoniana é uma integral
primeira do movimento. O espaço de fase q⇥w= q˙ é obtido a partir da relação
dq
dw
=
q˙
w˙
=
w
 sinq ) sinq dq= w dw,
integrando-se ambos os lados,
w2 2cosq= E
2
,
onde E é a energia do sistema. Veja a Figura 3.4, extraída de [7]. A partir do
espaço de fase, podemos descrever os movimentos possíveis para o pêndulo.
i. Os pontos do tipo (mp,0), com m par, representam pontos fixos estáveis do
tipo centro, e neles o pêndulo se encontra parado;
ii. Os pontos do tipo (mp,0), com m ímpar, representam pontos fixos instáveis
do tipo sela;
iii. As trajetórias em azul (E < 1) representam órbitas fechadas, em que o pên-
dulo executa oscilações;
iv. As trajetórias em verde (E > 1) representam órbitas abertas, em que o pêndulo
executa rotações;
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v. A trajetória em vermelho (E = 1) é uma órbita de período infinito que separa
trajetórias abertas e fechadas, conhecida como separatriz ou órbita homoclí-
nica.
Figura 3.4: Espaço de fase q⇥ q˙ do pêndulo simples plano. Note que as órbitas
em azul representam trajetórias fechadas, enquanto as órbitas em verde, trajetórias
abertas. A trajetória em vermelho é a separatriz entre movimento limitado e não
limitado. Figura extraída de [7].
A órbita homoclínica do sistema, é a intersecção entre as variedades instável
e estável associadas ao ponto de sela. Para encontrarmos sua expressão analí-
tica, q0(t) = [qh(t),wh(t)], note que no ponto de sela, a Hamiltoniana (3.6) vale
H(p,0) = 1, e pela conservação da energia podemos escrever
wh = q˙h = 2cos
✓
qh
2
◆
,
de maneira que integrando temos
cos

qh(t)
2
 
= sech(t), sin

qh(t)
2
 
= tanh(t). (3.7)
Assim, wh pode se escrito como
wh(t) =±2sech(t). (3.8)
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Agora, para encontrarmos a expressão para as órbitas de oscilação periódica
dentro da separatriz, qa = [qa,wa], note que o pêndulo atinge uma amplitude
máxima qmax quando w = 0, e que neste ponto temos H(qmax,0) =  cosqmax, e
da conservação da energia temos
(wa)2 = 4

sin2
✓
qmax
2
◆
  sin2
✓
qa
2
◆ 
. (3.9)
Definimos uma fase y monotonicamente crescente, de maneira que
sin
✓
qa
2
◆
= k siny, k = sin
✓
qmax
2
◆
, (3.10)
onde k é o módulo das integrais elípticas [63]. Substitutindo (3.10) em (3.9), e
resolvendo a equação para y temos
y= am(t  t0,k), (3.11)
onde am(u,k) é a função amplitude de Jacobi. Usando as relações entre as funções
elípticas de Jacobi, a expressão (3.9) pode ser reescrita como
wa = q˙a = 2k cn(t  t0,k),
Assim, qa está implicitamente definido por
cos

qa(t)
2
 
= dn(t,k), sin

qa(t)
2
 
= k · sn(t,k), (3.12)
e wa(t) é dado por
wa(t) = 2k cn(t,k), (3.13)
onde sn(t,k), cn(t,k) e dn(t,k) são as funções elípticas de Jacobi. O período
dessas soluções é quatro vezes o tempo que o pêndulo leva para ir de q = 0 até
q= qmax, e pode ser escrito como
Tp = 4K(k), (3.14)
onde K(k) é a integral elíptica completa de primeira espécie. Note que a condição
de ressonância para as oscilações subharmônicas é então dada por
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4K(k) =
m
n
2p
wp
. (3.15)
3.3 Equações do movimento
Para obter as equações do movimento, vamos escrever a Lagrangiana que des-
creve o sistema perturbado. Os parâmetros que o descrevem são a massa, m, e a
distância do centro de massa ao pivô, l, que definem o momento de inércia, I; o
ângulo que o eixo de excitação forma com a vertical, f; e o parâmetro de atrito,
b. Os parâmetros de controle são a amplitude, A, e a frequência, wp, da excitação.
Sejam então as coordenadas generalizadas
x= l sinq+ xp
y= l cosq+ yp
onde q é o ângulo que a linha que passa pelo pivô e pelo centro de massa forma
com a vertical, e xp e yp são as projeções do movimento do pivô, s(t), nas direções
x e y:
xp = Asinfcoswpt,
yp = Acosfcoswpt.
A energia cinética do sistema é dada por
T =
I
2
q˙2+ m
2
 
x˙2p+ y˙
2
p
 
+mlq˙(cosqx˙p  sinqy˙p) ,
enquanto para a energia potencial temos
V = mgl (1  cosq) mgxp,
de maneira que a Lagrangiana, a menos de transformação de calibre, fica
L=
I
2
q˙2+mlq˙(cosqx˙p  sinqy˙p)+mgl cosq.
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Subsituindo nas equações de Euler-Lagrange ficamos com
q¨= w
2
0
g
[(g  y¨p)sinq+ x¨p cosq] , w20 =
mgl
I
,
onde w20 é a frequência de oscilação natural do sistema. Acrescentando um termo
de atrito proporcional à velocidade e substituindo as expressões para xp e yp temos
q¨= w20 sinq 
w20
g
pcos(wt)sin(q f) bq˙, p= Aw2p (3.16)
Podemos reescrever a equação acima de maneira adimensional através da mu-
dança de variável t! w0t, e ficamos com
q¨= sinq  ePcos(Wpt)sin(q f)  ebq˙, eP= aW2p (3.17)
onde 0< e⌧ 1 é o parâmetro perturbativo, e
Wp =
wp
w0
, a=
w20
g
A, eb= b
w0
são os parâmetros adimensionais do sistema. Note que temos uma equação di-
ferencial ordinária (EDO) de segundo grau. Alternativamente, podemos reescre-
ver (3.17) como um sistema de duas EDO’s de primeiro grau da seguinte maneira
q˙= w,
w˙= sinq  e [Pcos(Wpt)sin(q f)+bw]
(3.18)
Podemos ainda remover a propriedade do sistema acima (3.18) de ser não autô-
nomo, sob o custo de acrescentarmos dois graus de liberdade ao sistema. Para
isso, utilizamos a forma normal da bifurcação de Hopf, que em coordenadas po-
lares é dada por
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r˙ = r(r0  r2)
j˙=Wp
(3.19)
Note que o sistema acima possui como atrator uma órbita periódica de raio r =p
r0, para r0 > 0. Para que esta órbita seja o círculo unitário centrado na origem,
escolhemos r0 = 1, e definindo
X = r cosj, Y = r sinj,
ao substituir em (3.19), vemos que X e Y satisfazem
X˙ = X WpY  X(X2+Y 2),
Y˙ =WpX+Y  Y (X2+Y 2),
com X(0) = 1 e Y (0) = 0, de maneira que o sistema (3.18) pode ser reescrito
como
q˙= w,
w˙= sinq  e [PX sin(q f)+bw]
X˙ = X WpY  X(X2+Y 2),
Y˙ =WpX+Y  Y (X2+Y 2),
(3.20)
com X(0) = 1 e Y (0) = 0. Esta versão autônoma das equações do movimento é a
forma mais conveniente para fins numéricos.
3.4 Espaços de parâmetros
Ao considerarmos as oscilações subharmônicas para o pêndulo simples pa-
rametricamente excitado, notamos uma diferença em relação às órbitas pares e
ímpares: enquanto as oscilações pares parecem poder ser encontradas facilmente
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através de integração numérica, o mesmo não ocorre para as oscilações ímpa-
res. Bryant e Miles relatam apenas a ocorrência de soluções de período par
para o pêndulo parametricamente excitado na vertical [31]. Este resultado chama
atenção porque a equação de Mathieu, que descreve o pêndulo paramétrico na
aproximação de pequenas oscilações e na ausência de atrito, apresenta todo o es-
pectro de ressonâncias, exibindo oscilações de período tanto par quanto ímpar
[64, 65, 19, 20]. Além disso, para o pêndulo sujeito a torque externo [66] e para
o pêndulo excitado na direção horizontal [67], os mesmos autores encontram os-
cilações pares e ímpares. Em [30], Arneodo et al encontram numericamente uma
solução oscilatória de período-1 para o sistema, e em [32] Clifford e Bishop en-
contram, através do uso de dinâmica simbólica algumas oscilações de período
ímpar, mas em ambos os casos essas soluções são raras e dependem de ajuste fino
dos parâmetros de controle para serem encontradas. Fica evidente uma diferença
entre o comportamento de oscilações pares e ímpares para o pêndulo parametri-
camente excitado na vertical.
Para verificarmos esses resultados, computamos o espaço de parâmetros para
este sistema, através de integração direta das equações (3.20), com f = 0, utili-
zando o método de Runge-Kutta de 4aordem. Fixamos as condições iniciais em
qi = 0.55 e wi = 0 e variamos os parâmetros de controle P, no intervalo [0,2], e
Wp, no intervalo [1,4.5], cada um com passo 0.025. Cada ponto na Figura 3.5 foi
integrado por 1000 s, dos quais apenas os últimos 100 s foram analisados, garan-
tindo assim que a solução transiente fosse descartada. A periodicidade da solução
foi calculada a partir do mapa estroboscópico t⇤ = N ⇤Tp para a velocidade angu-
lar do pêndulo. O resultado está na Figura 3.5, onde FP significa que o pêndulo
não oscila, mantendo-se parado no ponto fixo q= w= 0; On significa que ele os-
cila periodicamente com período n, ou seja, período igual a n vezes o período da
perturbação; Rn significa que ele executa rotações periódicas de período n; IO
significa que ele oscila em torno da posição invertida; e CH significa que ele exe-
cuta o movimento que foi definido como tumbling chaos persistente, alternando
entre rotações em ambos os sentidos e oscilações em torno da posição de equilí-
brio, mesmo após descartarmos a solução transiente. As linhas de transição foram
obtidas através da técnica de continuação numérica com o software AUTO-07P
[8]. Note que fora das regiões de ressonância, o pêndulo não oscila, ou seja, a
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solução é o ponto fixo estável. Da direita para esquerda, a primeira linha de cor
preta é o locus da bifurcação sela-nó em que surge o atrator O4, e a segunda é
o locus da bifurcação pitchfork em que o ponto fixo perde estabilidade e surge
o atrator O2. De fato, não observamos oscilações de período ímpar em amplas
regiões do espaço de parâmetros. Em seguida temos as rotações R1 e R2, e então
as regiões de tumbling chaos persistente e transiente. A região 1 < Wp < 2.6 é
extensivamente discutida em [1], e o nosso resultado está de acordo com o que foi
reportado pelos autores.
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Figura 3.5: Espaço de parâmetros para o pêndulo parametricamente excitado na
direção vertical (f= 0). Note que aparecem apenas oscilações de período par em
regiões amplas do espaço de parâmetros.
Em seguida, computamos da mesma maneira o espaço de parâmetros para o
caso inclinado, integrando numericamente as equações (3.20), com f = p/8. O
método de integração, o tempo transiente, e o método para calcular a periodi-
cidade foram os mesmos do caso anterior. O resultado está na Figura 3.6. Da
direita para esquerda, as linhas de cor preta são os loci das bifurcações sela-nó em
que surgem os atratores O4, O3 e O5/2, em seguida temos o locus da bifurcação
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duplicação de período em que o atrator O1 perde estabilidade e surge o atrator
O2. Novamente, na sequência, temos as rotações R1 e R2, e então as regiões de
tumbling chaos persistente e transiente. Evidenciam-se três diferenças principais
em relação ao caso simétrico. A primeira delas é que fora das regiões de resso-
nância, o pêndulo passa a oscilar com o mesmo período da excitação, ao invés
de ficar parado. A segunda, é que não ocorre mais uma bifurcação do tipo pitch-
fork, e esta dá lugar à bifurcação do tipo duplicação de período. Essas mesmas
diferenças também foram observadas estudando-se os espaços de parâmetros do
pêndulo duplo parametricamente excitado ao longo da vertical e de uma direção
inclinada por Sartorelli et al. Por último, a principal diferença é que para o caso
não simétrico, obtemos todo o espectro de ressonâncias, de maneira que tanto as
oscilações pares, quanto as ímpares, se manifestam em amplas regiões do espaço
de parâmetros.
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Figura 3.6: Espaço de parâmetros para o pêndulo parametricamente excitado na
direção inclinada (f = p/8). Note que aparecem oscilações de período tanto par
quanto ímpar em regiões amplas do espaço de parâmetros.
Finalmente, vale observar que ainda podem existir outros atratores periódicos,
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que não estão representados nas Figuras 3.5 e 3.6, por não possuírem o ponto
inicial qi = 0.55, wi = 0 em sua bacia de atração. Este fato será discutido pos-
teriormente. A seguir, mostraremos os resultados experimentais comprovando a
ocorrência de oscilações ímpares estáveis para o nosso sistema.
3.5 Resultados experimentais
Nesta Seção, descrevemos como foram realizados os experimentos para com-
provar a ocorrência de oscilações ímpares para o pêndulo parametricamente exci-
tado inclinado. Primeiramente, computamos o diagrama de bifurcações h|w|i⇥ fp
numericamente, para termos uma referência durante a tomada de dados. O resul-
tado está na Figura 3.7. Fixamos a amplitude em A= 2 cm e variamos a frequên-
cia: (i) de 0.5 a 11.5 Hz (linha vermelha). (ii) de 11.5 a 0.5 Hz (linha azul). Desta
maneira, não encontramos nenhuma oscilação de período-n, para n > 2. Para
obtê-las, foi necessário partir de uma solução conhecida com o período desejado,
e a partir de então aumentar (linha magenta) e diminuir (linha ciano) a frequência.
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Figura 3.7: Diagrama de bifurcações h|w|i⇥ fp para A = 2.02 obtido numerica-
mente. Na linha vermelha a frequência da perturbação é crescente, e na linha azul,
decrescente. Neste diagrama, medimos oscilações de período-1/2, 1 e 2. Nenhuma
oscilação de período mais alto foi encontrada.
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A seguir, mostramos os diagramas de bifurcação obtidos experimentalmente.
Veremos que, de maneira análoga ao estudo numérico, para encontrar oscilações
com períodos altos, é essencial saber em que região de condições iniciais suas
bacias de atração se encontram. Por fim, mostramos algumas séries temporais e
mapas estroboscópicos para o pêndulo oscilando com período-2, 3, 4 e 5.
3.5.1 Diagramas de Bifurcação
As figuras a seguir são os diagramas de bifurcações h|w|i⇥ fp do nosso sis-
tema, em que mostramos como se comporta o valor médio do valore absoluto
módulo da velocidade angular do pêndulo à medida que variamos a frequência de
perturbação. A amplitude da pertubação é fixa e vale A= 2.02cm. Primeiramente,
partimos da situação em que o pêndulo está em repouso, ou seja, as condições ini-
ciais são (qi,wi = (0,0), e ligamos o motor. A linha em vermelho foi obtida
aumentando o valor da frequência da perturbação, no intervalo [0.5,11.5] Hz, e
a linha em azul, diminuindo a frequência da perturbação, no intervalo [11.5,0.5]
Hz. O resultado obtido está na Figura 3.8. Note que observamos apenas osci-
lações de período-1 e 2, nenhuma osilação de período mais alto foi encontrada.
Vamos seguir a linha vermelha. Quando ligamos o motor, o pêndulo começa a
oscilar, com aplitude pequena, com período igual aos período da perturbação, Tp,
e também com a mesma fase. Em fp = f0/2= 0.8 Hz, ocorre uma bifurcação sela-
nó e o pêndulo passa a oscilar com período T = Tp/2, e depois volta a oscilar com
período Tp. Em seguida, ocorre uma bifurcação sela-nó em fp = f0 = 1.6 Hz, e
o pêndulo continua oscilando com período Tp, porém nesta região ele oscila fora
de fase em relação à perturbação, e depois volta a acertar a fase. Em seguida, o
pêndulo tenta entrar no regime caótico, e nesse momento precisamos evitar que
ele comece a girar, porque quando isso acontece o ganho de energia é muito alto
e ele pode escapar. Passado isso, ele entra novamente em ressonância na região
fp ⇡ 2 f0 = 3.2 Hz, onde oscila com período T = 2Tp. Depois disso ele volta a
oscilar com amplitude pequena com período Tp, e segue assim até o final da to-
mada de dados. Seguindo a linha azul, observamos os mesmos fenômenos, e fica
clara a ocorrência de histerese para as ressonâncias f0 e 2 f0. É importante notar
que no caso em que a perturbação é vertical, o pêndulo não oscila fora das regiões
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de ressonância: ao invés disso, ele fica parado no ponto fixo estável q = w = 0.
Essa diferença também ocorre para o pêndulo duplo nos casos vertical e inclinado
[33, 34]. As outras ressonâncias, de período T = 3Tp, T = 4Tp e T = 5Tp não
aparecem neste diagrama de bifurcações porque ao passarmos pelas regiões de
ressonância fp ⇡ 3 f0, fp ⇡ 4 f0 e fp ⇡ 5 f0, o pêndulo oscila no regime de pe-
quenas oscilações, e conforme veremos, ângulos pequenos estão fora da bacia de
atração desses atratores.
oscilação período 1Tp
oscilacão período 2Tp
bifurcação period-doubling
região da ressonância 2f0=3.2Hz
o pêndulo tenta entrar
no regime caótico
oscilação período 1Tp
bifurcação sela-nó
oscilação período 1Tp, com inversão de fase
região da ressonância 1f0=1.6Hz
bifurcação sela-nó
oscilação período 0.5Tp
região da ressonância 0.5f0=0.8Hz
frequência aumentando
frequência diminuindo
Figura 3.8: Diagrama de bifurcações h|w|maxi⇥ fp para A = 2.02. Na linha ver-
melha a frequência da perturbação é crescente, e na linha azul, decrescente. Neste
diagrama, medimos oscilações de período-1/2, 1 e 2. Nenhuma oscilação de pe-
ríodo mais alto foi encontrada.
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Agora queremos encontrar oscilações de período-3. Analisando o espaço de
parâmetros 3.6, vemos que essas soluções se encontram na região fp⇡ 3 f0, e tam-
bém que a bacia de atração deste atrator contém o ponto (qi,wi = 0.55,0). Assim,
fazendo o motor oscilar perto desta frequência da ressonância, colocamos manu-
almente o pêndulo aproximadamente nesta posição. A partir do momento em que
achamos a solução de período-3, aumentamos (linha magenta) e diminuímos (li-
nha ciano) a frequência da perturbação. Veja a Figura 3.9. Note que o atrator de
soluções oscilatórias de período-3 coexiste com o de período-1 obtido anterior-
mente. Procedendo da mesma forma, encontramos as soluções de período-4 e 5.
Veja a Figura 3.10. Note inclusive que há uma região onde coexistem os atratores
de período T = Tp, T = 4Tp e T = 5Tp, no intervalo 7.85< fp < 8.05 Hz.
frequência aumentando
frequência diminuindo
oscilação período 3Tp
região da ressonância 3f0=4.8Hz
condição inicial = [0.55, 0]
colocada manualmente
Figura 3.9: Diagrama de Bifurcação h|w|maxi⇥ fp para A = 2.02. Na linha ver-
melha a frequência da perturbação é crescente, e na linha azul, decrescente. Na
região fp⇡ 3 f0 a oscilação de período Tp coexiste com a oscilação de período 3Tp,
representado pela linhas magenta, em que a frequência da perturbação é crescente,
e ciano, em que esta é decrescente.
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oscilação
período 3Tp
oscilação
período 4Tp
oscilação
período 5Tp
frequência 
aumentando
frequência
diminuindo
coexistência dos atratores
         Tp, 4Tp e 5Tp
Figura 3.10: Diagrama de Bifurcação h|w|maxi⇥ fp para A = 2.02. Na linha ver-
melha a frequência da perturbação é crescente, e na linha azul, decrescente. Na
região fp ⇡ 3 f0 a oscilação de período Tp coexiste com a oscilação de período
3Tp, na região fp ⇡ 4 f0 com o período 4Tp, e na região fp ⇡ 5 f0 com o período
5Tp. Sobre as linhas magenta, a frequência da perturbação é crescente, e ciano, é
decrescente.
Finalmente, mostramos na Figura 3.11 um resumo de todos os resultados en-
tão listados. Em (a), temos o diagrama de bifurcações obtido da maneira tradici-
onal, partindo de fp = 0.5 Hz e aumentando a frequência até fp = 11.5 Hz (linha
vermelha), e em seguida diminuindo de volta até fp = 0.5 Hz (linha azul). Verifi-
camos a ocorrência de ressonâncias em que o pêndulo oscila com período-1/2, 1 e
2. Em (b), somamos a este resultado as medidas das ressonâncias em que o pên-
dulo oscila com período-3, 4 e 5, obtidas ao colocarmos manualmente o pêndulo
para oscilar com amplitudes mais altas, e partir de então deixarmos a frequência
aumentar (linha magenta) e dimunuir (linha ciano).
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Figura 3.11: Diagramas de bifurcações h|w|maxi⇥ fp para A= 2.02 obtidos expe-
rimentalmente. Em (a) temos o diagrama obtido da maneira tradicional: na linha
vermelha a frequência da perturbação é crescente, e na linha azul, decrescente.
Em (b) temos o diagrama obtido colocando manualmente o pêndulo na bacia de
atração das oscilações de períodos mais altos: na linha magenta a frequência da
perturbação é crescente, e na linha ciano, decrescente.
3.5.2 Séries temporais e mapas estroboscópicos
A seguir, ilustramos as oscilações de período-2, 3, 4 e 5, exibindo uma série
temporal, com seu respectivo mapa estroboscópico, para cada uma dessas solu-
ções.
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Figura 3.12: Séries temporais ilustrando as oscilações de período-2, 3, 4 e 5 (à
esquerda), com os respectivos mapas estroboscópicos (à direita).
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3.6 Aplicação dos métodos de Melnikov
Vamos aplicar os métodos de Melnikov para o pêndulo simples parametrica-
mente excitado ao longo de uma direção inclinada para compreender melhor o
comportamento global deste sistema. Primeiramente, aplicamos o método acerca
da ocorrência de caos homoclínico para comparar o resultado com o conhecido
para o caso vertical [21, 1]. Em seguida, aplicamos o método acerca da persis-
tência das órbitas subharmônicas na tentativa de explicar as diferenças observadas
nos espaços de parâmetros para o caso vertical (ver Figura 3.5) e inclinado (ver
Figura 3.6).
Relembrando as equações do movimento (3.18), vemos que os campos ve-
toriais para a parte integrável do sistema, f (q,w), e para o termo perturbativo
g(q,w, t), que inclui o forçamento periódico e o atrito, podem ser escritos como
f (q,w) =
"
w
 sinq
#
,
g(q,w, t) =
"
0
 PW2p cos(Wpt)sin(q f) bw
#
,
de maneira que o produto vetorial f (q,w)⇥g(q,w, t) é dado por
f ⇥g= w · ⇥PW2p cos(Wpt)sin(q f)+bw⇤ . (3.21)
3.6.1 Ocorrência de caos homoclínico
Em [21], Koch e Leven calcularam o critério de Melnikov para a ocorrência
de caos homoclínico para o pêndulo simples parametricamente excitado na verti-
cal, e determinaram que este sistema apresenta, de fato, comportamento caótico.
A região do espaço de parâmetros em que o único atrator do sistema é um atra-
tor caótico é aquela que apresenta soluções do tipo tumbling chaos persistente,
conforme mostrado por Clifford e Bishop em [18], cuja fronteira está longe do
locus do critério para caos homoclínico determinado por Melnikov. Em [1], W.
Szemplin´ska-Stupnicka et al esclarecem que, devido ao surgimento dos atrarores
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de rotação à medida que variamos os parâmetros do sistema, são outras as bifurca-
ções globais que estão associadas a esta região. Segundo os autores, como a linha
determinada pelo critério de Melnikov é muito próxima ao locus das bifurcações
do tipo sela-nó onde surgem os atratores de rotação (veja as linhas snR e hom D0
na Figura 1.1), não se sabe se é possível observar experimentalmente os efeitos
esperados da bifurcação homoclínica de Melnikov. Nós vamos calcular o crité-
rio de Melnikov para pêndulo paramétrico com quebra de simetria para verificar
se este desempenha um papel mais relevante, ou possivelmente mensurável, em
relação ao comportamento global do sistema neste caso.
Para aplicar o Teorema 2.2 da Seção 2.3.1, precisamos calcular a integral de
Melnikov
M(t0) =
Z •
 •
f
 
q0(t)
 ⇥g q0(t), t+ t0 dt.
onde o produto vetorial do integrando é dado por (3.21). Assim, temos
Z •
 •
 wh(t)
h
PW2p cos(Wp(t+ t0))sin
⇣
qh(t) f
⌘
+bw
i
dt,
sendo q0(t) =
⇥
qh±,vh±
⇤
a órbita homoclínica do pêndulo simples definida por (3.7)
e (3.8). Podemos definir
siny= tanh(t), cosy= sech(t),
de maneira que
sinqh = sin(2y) = 2tanh(t)sech(t),
cosqh = cos(2y) = 2sech2(t) 1.
Assim, escrevemos a integralM(t0) como a soma de quatro termos,
M(t0) = I1+ I2+ I3+ I4.
A primeira integral é dada por
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I1 = 4Pcosf
Z •
 •
cos[Wp(t+ t0)] tanh(t)sech2(t)dt
= 8Pcosfsin(Wpt0)
Z •
0
sin(Wpt) tanh(t)sech2(t)dt,
e usando
Z •
0
sin(Wpt) tanh(t)sech2(t)dt =
p
4
W2p csch
✓
pWp
2
◆
,
ficamos com
I1 = 2pcosfPW2p csch
✓
pWp
2
◆
sin(Wpt0).
Para a segunda integral temos
I2 = 4Psinf
Z •
 •
cos[Wp(t+ t0)]sech3(t)dt =
= 8Psinfcos(Wpt0)
Z •
0
cos(Wpt)sech3(t)dt
Usando
Z •
0
cos(Wpt)sech3(t)dt =
p
4
(1+W2p)sech
✓
pWp
2
◆
,
ficamos com
I2 = 2psinfP(1+W2p)sech
✓
pWp
2
◆
cos(Wpt0).
Já para a terceira integral,
I3 = 2Psinf
Z •
 •
cos[Wp(t+ t0)]sech(t)dt =
= 4Psinfcos(Wpt0)
Z •
0
cos(Wpt)sech(w0t)dt,
e usando
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Z •
0
cos(Wpt)sech(t)dt =
p
2
sech
✓
pWp
2
◆
,
ficamos com
I3 = 2psinfPsech
✓
pWp
2
◆
cos(Wpt0).
Note que I3 cancela o segundo termo de I2, de maneira que
I2+ I3 = 2psinfPW2p sech
✓
pWp
2
◆
cos(Wpt0)
Ainda, para I4 temos
I4 = 4b
Z •
 •
sech2(t)dt = 8b.
Finalmente, juntando todos os termos,
M(t0)= 2pPW2p

cosfcsch
✓
pWp
2
◆
sin(Wpt0)+ sinfsech
✓
pWp
2
◆
cos(Wpt0)
 
 8b.
O termo entre colchetes na expressão acima pode ser escrito como
C sin(Wpt0+a) ,
onde
C 2 =

cos2fcsch2
✓
pWp
2
◆
+ sin2fsech2
✓
pWp
2
◆ 
.
Vemos assim que o mínimo valor de P (threshold) para o qual podem acontecer
intersecções homoclínicas é dado por
P= R0(Wp) =
4p
W2p
1
C (3.20)
Para reproduzirmos o resultado para o caso vertical, basta fazer f = 0. Veja
que assim temos I2 = I3 = 0, e temos [21]
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Pvert = R0vert(W) =
4
pW2p
sinh
✓
pWp
2
◆
(3.21)
Na Figura 3.13, exibimos as curvas P (em vermelho) e Pvert (em azul) em função
da frequência de excitação. Veja que apesar de as expressões (3.20) e (3.21) serem
razoavelmente diferentes, elas são numericamente muito próximas.
0
P
Ωp
0.5
1.0
1.5
1.0 2.0 4.03.0
vertical
inclinado
Figura 3.13: Critério de Melnikov para a ocorrência de caos homoclínico para o
pêndulo parametricamente excitado nos casos vertical (azul) e inclinado (verme-
lho). Note que as linhas são muito próximas.
Desta forma, concluímos que os thresholds para a ocorrência de caos homoclínico
em ambos os casos não são determinantes para a ocorrência de tumbling chaos no
sistema. Ainda, em ambos os casos, esses critérios são seguidos do surgimento
dos atratores de rotação, de maneira que os efeitos devido ao caos homoclínico
previsto pela teoria, muito provavelmente não são observáveis.
3.6.2 Persistência das órbitas subharmônicas
Em [21], Koch e Leven calcularam o critério de Melnikov para a persistência
das órbitas oscilatórias subharmônicas para o pêndulo simples parametricamente
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excitado na vertical, através do qual obtiveram uma condição acima da qual está
garantida a ocorrência de oscilações subharmônicas pares, nada se podendo afir-
mar em relação às ímpares. Uma questão que surge naturalmente é se as oscila-
ções ímpares ocorrem ou não. Em [31], Bryant e Miles relatam apenas a ocorrên-
cia de oscilações de período par para este sistema. Apesar de Arneodo et al [30]
e Clifford e Bishop [32] reportarem a ocorrência de oscilações de período ímpar,
fica evidente uma diferença de comportamento entre oscilações pares e ímpares
no caso vertical. Tendo isso em mente, nós estudamos o espaço de parâmetros
para os casos em que o pêndulo é excitado na vertical e ao longo de uma dire-
ção inclinada, e verificamos uma diferença essencial entre ambos: enquanto no
caso simétrico observamos apenas as ressonâncias pares - o que é surpreendente,
uma vez que a equação de Mathieu, que descreve o sistema na aproximação de
pequenas oscilações, apresenta todo o espectro de frequências, no caso inclinado
observamos ressonâncias tanto pares quanto ímpares. Para mais detalhes, veja
a Seção 3.4. Na tentativa de tentar explicar essa diferença, calculamos os crité-
rios de Melnikov acerca da persistência de órbitas subharmônicas para o caso não
simétrico.
Para aplicarmos o Teorema 2.11 da Seção 2.3.2, precisamos calcular a integral
de Melnikov (2.11)
Mm/n(t0) =
Z mT
0
f (qa(t))⇥g(qa(t), t+ t0)dt
Substituindo os campos vetoriais do nosso sistema dinâmico (3.21) na expressão
acima temos
Mm/n(t0) =
Z mTp
0
 wa(t) [Pcos(Wp(t+ t0))sin(qa(t) f)+bwa(t)]dt,
e substituindo as expressões para as soluções oscilatórias do sistema não pertur-
bado, (3.12) e (3.13), ficamos com
Mm/n(t0) = 4k2PcosfI1+2kPsinfI2 4k3PsinfI3 4k2bI4, (3.22)
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onde
I1 =
Z mTp
0
cos[Wp(t+ t0)]cn(t,k)sn(t,k)dn(t,k)dt,
I2 =
Z mTp
0
cos[Wp(t+ t0)]cn(t,k)dt,
I3 =
Z mTp
0
cos[Wp(t+ t0)]cn(t,k)sn2(t,k)dt,
I4 =
Z mTp
0
cn2(t,k)dt.
Para calcular as expressões I1, I2 and I3, expandimos as integrais elípticas de
Jacobi em série de Fourier e usamos as propriedades de ortogonalidade entre as
funções seno e cosseno. Começaremos calculando a integral I1. Sabemos que [63]
d[cn(t)] = sn(t)dn(t)dt,
de maneira que, após integração por partes, esta integral pode ser reescrita como
I1 = Wp2
Z mTp
0
sin[Wp(t+ t0)]cn2(t,k)dt. (3.23)
De [68, 69], temos
sn2(t,k) =
1
k2
✓
1  E(k)
K(k)
◆
  2p
2
k2K2(k)
•
Â
p=1
pqp
1 q2p cos

(2p)
pt
2K(k)
 
,
onde [68]
q= exp

 pK
0(k)
K(k)
 
, (3.24)
sendo K0(k) = K(k0) e k02 = 1 k2 o módulo complementar das funções elípticas.
Note que
qp
1 q2p =
1
2
csch

2p
pK0
2K
 
.
Usando a expressão acima e a condição de ressonância (3.15), ficamos com
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sn2(t,k) =
1
k2
✓
1  E(k)
K(k)
◆
  p
2
k2K2(k)
•
Â
p=1
pcsch
h
(2p)
n
m
WpK0(k)
i
cos
h
(2p)
n
m
Wpt
i
,
(3.25)
e finalmente, usando a relação [63],
cn2(t,k) = 1  sn2(t,k),
ficamos com
cn2(t,k) =   1
k2

k0 2  E(k)
K(k)
 
+ (3.26)
+
p2
k2K2(k)
•
Â
p=1
pcsch
h
(2p)
n
m
WpK0(k)
i
cos
h
(2p)
n
m
Wpt
i
,
Substituindo (3.26) na expressão para I1 em (3.23) temos
I1 = Wp2 [(I1)
i+(I1)ii],
onde
(I1)i =  1k2

k0 2  E(k)
K(k)
 Z mTp
0
sin[Wp(t+ t0)]dt = 0,
e
(I1)ii=
p2
k2K2(k)
•
Â
p=1
pcsch
h
(2p)
n
m
WpK0(k)
iZ mTp
0
sin[Wp(t+t0)]cos
h
(2p)
n
m
Wpt
i
dt.
Usando as relações de ortogonalidade entre as funções trigonométricas, temos
Z mTp
0
sin(Wpt)cos
h
(2p)
n
m
Wpt
i
dt = 0,
e
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Z mTp
0
cos(Wpt)cos
h
(2p)
n
m
Wpt
i
dt =
8<:
mTp
2 = 2K(k), se n= 1 e m= 2p,
0, outro caso,
onde usamos novamente a condição de ressonância (3.15). Assim, se m for ímpar
(I1)ii = 0, e portando I1 = 0, enquanto se m for par temos
I1 = p
W2p
k2
csch[WpK0(k)]sin(Wpt0), m par. (3.27)
Para calcularmos a integral I2, utilizaremos a expansão de cn(t,k) em série de
Fourier, dada por [68]
cn(t,k) =
2p
kK(k)
•
Â
p=0
qp+1/2
1+q2p+1
cos

(2p+1)
pt
2K(k)
 
,
e usando a definição (3.24) e a condição de ressonância (3.15), temos
cn(t,k) =
p
kK(k)
•
Â
p=0
sech
h
(2p+1)
n
m
WpK0(k)
i
cos
h
(2p+1)
n
m
Wpt
i
. (3.28)
Substituindo a série (3.28) e usando as relações de ortogonalidade entre as funções
trigonométricas,
Z mTp
0
sin(Wpt)cos
h
(2p+1)
n
m
Wpt
i
dt = 0,
e, usando novamente a condição de ressonância (3.15)
Z mTp
0
cos(Wpt)cos
h
(2p+1)
n
m
Wpt
i
dt =
8<:2K(k), se n= 1 e m= 2p+1,0, outro caso,
temos que se m for par, I2 = 0, enquanto se m for ímpar ficamos com
I2 =
2p
k
sech[WpK0(k)]cos(Wpt0), m ímpar (3.29)
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Agora, para calcularmos a integral I3, a partir da expansões em série de Forier
para sn2(t,k) (3.25) e cn(t,k) (3.28), vamos obter a expansão em série do produto
das funções de Jacobi sn2(t,k)cn(t,k)⌘ a+b, onde
a= 1
k2

1  E(k)
K(k)
 
cn(t,k),
e
b=
✓
p
kK(k)
◆3 •
Â
l=0
•
Â
p=1
sech
h
(2l+1)
n
m
WpK0(k)
i
csch
h
(2p)
n
m
WpK0(k)
i
⇥
cos
h
(2l+1)
n
m
Wpt
i
sin
h
(2p)
n
m
Wpt
i
.
Seja então
Ii3 =
Z mTp
0
cos[Wp(t+ t0)]adt,
e também
Iii3 =
Z mTp
0
cos[Wp(t+ t0)]bdt.
Veja que
Ii3 =
1
k2

1  E(k)
K(k)
 Z mTp
0
cos[Wp(t+ t0)]cn(t,k)dt =
1
k2

1  E(k)
K(k)
 
I2,
e da expressão (3.29) temos
Ii3 =
2p
k3

1  E(k)
K(k)
 
sech[WpK0(k)]cos(Wpt0) m ímpar (3.30)
O cálculo da expressão (3.33) exige cautela. Em primeiro lugar, note que
Z mTp
0
sin(Wpt)cos
h
(2l+1)
n
m
Wpt
i
cos
h
(2p)
n
m
Wpt
i
dt = 0,
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de maneira que
Iii3 =
✓
p
kK(k)
◆3 •
Â
l=0
•
Â
p=1
sech
h
(2l+1)
n
m
WpK0(k)
i
csch
h
(2p)
n
m
WpK0(k)
i
I cos(Wpt0),
(3.31)
onde
I =
Z mTp
0
cos(at)cos(bt)cos(ct)dt = 0 (3.32)
a=Wp, b= (2l+1)
n
m
Wp, c= (2p)
n
m
Wp.
A integral I da expressão (3.32) acima vale
I=
1
4
⇢
sin [(a b  c)t]
(a b  c) +
sin [(a+b  c)t]
(a+b  c) +
sin [(a b+ c)t]
(a b+ c) +
sin [(a+b+ c)t]
(a+b+ c)
     mTp=m2pWp
0
,
que se anula EXCETO se
• a = b + c ou, equivalentemente, 2p = m   (2l + 1), válido para
0 l  12(m 3);
• c = a + b ou, equivalentemente, 2p = (2l + 1)   m, válido para
1
2(m+1) l  0;
• b = a + c ou, equivalentemente, 2p = (2l + 1) + m, válido para
0 l  •;
onde usamos 1 p< •. Note que para que as condições acima possam ser satis-
feitas, m deve ser ímpar. Se a= b+ c, a integral (3.32) vale
I =
1
4

t+
sin(2bt)
2b
+
sin(2ct)
2c
+
sin [2(b+ c)t]
2(b+ c)
     mTp
0
=
t
4
   4K(k)
0
= K(k),
e procedendo de maneira análoga para os outros casos, temos
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I = K(k)

d
✓
p,
m  (2l+1)
2
◆
+d
✓
p,
(2l+1) m
2
◆
+d
✓
p,
(2l+1)+m
2
◆ 
onde devemos levar em conta os devidos limites de validade de cada função d.
Substituindo este resultado em (3.31), ficamos com
Iii3 = 
p3
k3K2(k)
Scos(Wpt0), m ímpar (3.33)
onde S é a soma dada por
S=
•
Â
l=0
a+(l)
2
csch

a+(l)
m
WpK0(k)
 
+ sech

b(l)
m
WpK0(k)
 
+
•
Â
l=0
l 6=m 12
a (l)
2
csch

a (l)
m
WpK0(k)
 
sech

b(l)
m
WpK0(k)
 
,
com a+(l) = 2l+1+m, a (l) = 2l+1 m e b(l) = 2l+1. Das expressões (3.30)
e (3.33) temos
I3 =
p
k3
⇢
2

1  E(k)
K(k)
 
sech(WpK0(k))  p
2S
K2(k)
 
cos(Wpt0) m ímpar
(3.34)
Por fim, para calcularmos a expressão I4, usamos a tabela de integrais em [63],
de onde temos a integral indefinida
Z
cn2(t,k)dt =
1
k2
⇥
E(t,k)  k0 2t⇤
onde k0 2 = 1  k2 é o módulo complementar. Desta maneira, usando E(0,k) = 0,
E(4K,k) = 4E(k) e a condição de ressonância (3.15), temos
I4 =
4
k2
⇥
E(k)  k0 2K(k)⇤ (3.35)
Substituindo as expressões (3.27), (3.29), (3.34) e (3.35) na integral de Melni-
kov (3.22), temos:
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(i) se n= 1 e m é par, então I2 = I3 = 0, e
Mm(t0) = 4pPcosfcsch(WpK0(k))sin(Wpt0) 16b[E(k)  k02K(k)]; (3.36)
(ii) se n= 1, e mé ímpar, então I1 = 0 e
Mm(t0) = 4pPsinf
⇢
p2S
K2(k)
 2

1  E(k)
K(k)
 
sech(WpK0(k))
 
cos(Wpt0)
 16b[E(k)  k02K(k)].
(3.37)
Fazendo f= 0, temos I2 = I3 = 0, e obtemos apenas a expressão (3.38). Neste
caso, nada se pode afirmar a respeito da existência de órbitas subharmônicas ím-
pares. Este resultado está de acordo com o obtido por Koch e Leven em [21].
Entretato, com a quebra de simetria da equação do movimento no caso inclinado,
temos a expressão (3.38) para m par, e (3.39) para m ímpar, o que indica que de-
vemos esperar todo o espectro de ressonâncias primárias no espaço de parâmetros
neste caso. Podemos determinar a curva onde temos os mínimos valores de P
a partir dos quais há ocorrência de uma órbita subharmônica de período mTp no
espaço de parâmetros como
P> Rmosc(Wp)
onde
Rmpar(Wp) =
4
pcosfW2p
[E(k)  k02K(k)]sinh(WpK0(k)), (3.38)
se m é par, e
Rmimpar(Wp) =
4b[E(k)  k02K(k)]
psinf
nh
2E(k)
K(k)  1
i
sech(WpK0(k))+ p
2S
K2(k)
o , (3.39)
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onde, novamente
S=
•
Â
l=0
a+(l)
2
csch

a+(l)
m
WpK0(k)
 
sech

b(l)
m
WpK0(k)
 
+
•
Â
l=0
l 6=m 12
a (l)
2
csch

a (l)
m
WpK0(k)
 
sech

b(l)
m
WpK0(k)
 
,
com a+(l) = 2l+1+m, a (l) = 2l+1 m e b(l) = 2l+1, se m é ímpar.
A comparação entre os loci das bifurcações do tipo sela-nó onde nascem os
atratores P3 e P4 obtidos numericamente através de continuação numérica [8] (ver
Figura 3.6) com os previstos pelo método de Melnikov para ocorrência de órbitas
subharmônicas pode ser vista na Figura 3.14. As linhas cheias azuis correspon-
dem às linhas SN3 e SN4 da Figura 3.6, e as linhas formadas por círculos magenta
representam as curvas R3impar e R
4
par determinadas por (3.39) e (3.38), respectiva-
mente. Observa-se que os resultados concordam muito bem para P< 0.5, o que é
esperado já que o método de Melnikov é um método perturbativo.
Figura 3.14: Loci das bifurcações do tipo sela-nó onde nascem os atratores P3 e P4
obtidos numericamente através de continuação numérica [8] (linhas cheias azuis,
denotadas por SN3 e SN4) e através do método de Melnikov (linhas formadas por
círculos magenta, denotadas por R3impar e R
4
par). Os resultados concordam muito
bem para valores pequenos de P (P< 0.5).
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Vemos assim que no caso inclinado a ocorrência de oscilações ímpares é es-
perada. Além disso, note que as integrais I2 e I3, que dão origem à expressão para
o threshold para a ocorrência de oscilações pares, são aquelas cujos integrandos
se devem ao torque extra que surge ao quebrarmos a simetria do sistema.
A não existência de uma condição de Melnikov que garanta a ocorrência de
oscilações ímpares no caso vertical não implica a sua não ocorrência. Entretanto,
temos aqui evidências de que, para este sistema, a sua não existência possivel-
mente trás alguma informação a respeito das bacias de atração dessas soluções.
Este fato deverá ser explorado brevemente em um trabalho futuro.
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Capítulo 4
Problema de Kepler anisotrópico
“We have the capacity to receive messages from the stars and the
songs of the night winds.”
– Ruth St. Denis
O problema de Kepler descreve o movimento de dois corpos sujeitos à ação
gravitacional mútua e é um exemplo clássico de um sistema (super) integrável em
Mecânica Clássica. O sistema pode ser reduzido ao problema de um único corpo
fixando-se o centro de massa. Neste caso as equações do movimento são escritas
em termos da massa reduzida e da coordenada relativa entre os dois corpos. Para
os propósitos gerais da astronomia e da astrofísica, podemos considerar que um
dos corpos possui massa bem menor que o outro (chamado de “corpo de teste”),
de maneira que a massa reduzida e a coordenada relativa são a massa e a posição
do corpo de teste em relação ao corpo que gera o campo gravitavional. A solução
analítica para a trajetória do corpo de teste é uma cônica cuja excentricidade, dada
por
e=
r
1+
2EL2
mk2
, (4.1)
depende do valor da energia total do sistema, E. Na expressão acima, m é a
massa do corpo de teste, L é o momento angular do sistema e k é uma constante
proporcional à constante de gravitação universal. Note que a órbita é hiperbólica
(aberta) se E > 0, e elíptica e periódica se E < 0. A separatriz entre os dois tipos
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de movimento, aberto e periódico, é a órbita parabólica, correspondente a E = 0.
No caso em que a órbita é periódica, além da energia, posição do centro de massa,
momento linear total e momento angular total, temos ainda a conservação do vetor
de Laplace-Runge-Lenz, que garante a não precessão da solução [54]. Para mais
detalhes, veja o Apêndice A.1. É interessante observar que isso não ocorre no
contexto da Relatividade Geral [70], de maneira que uma solução simples como
essa pode ser considerada decisiva diante da observação da precessão do periélio
de Mercúrio. Para ser mais preciso, cálculos clássicos perturbativos preveem uma
precessão do periélio de Mercúrio devido a interação gravitacional com outros
planetas [71], mas o valor previsto pela Relatividade Geral é o que concorda com
o valor observado, de 4300 por século.
Em situações mais realísticas, não devemos esperar que a densidade do corpo
que gera o campo gravitacional seja constante, mas sim que sua distribuição de
massa apresente inomogeneidades. Uma forma de tratar este problema é conside-
rar a aproximação de campo fraco, em que os desvios em relação à distribuição
de massa homogênea podem ser descritos através de expansão multipolar. Sabe-
mos que se acrescentarmos momento de dipolo a esta massa, o problema continua
sendo integrável [36–38], de maneira que a correção considerada mais simples
que pode levar ao surgimento de trajetórias caóticas é o termo de quadrupolo. O
potencial corrigido com o termo quadrupolar é dado por [39]
U(r,z) =  ap
r2+ z2
  q
2
2z2  r2
(r2+ z2)5/2
, (4.2)
onde a e q representam a intensidade do monopolo e do quadrupolo, respectiva-
mente. Dois casos qualitativamente distintos podem ser classificados: perturbação
oblata, se q< 0, como na Figura 4.1a, ou prolata, se q> 0 como na Figura 4.1b
(distribuição do tipo cigarro).
Segundo simulações numéricas em [39], no caso prolato (q > 0) o sistema
apresentaria órbitas caóticas, enquanto no caso oblato (q < 0) as trajetórias se-
riam integráveis. Já em [44], o caso oblato também apresentaria órbitas caóticas.
Neste trabalho, usando a técnica da integral de Melnikov, mostramos que o sis-
tema apresenta órbitas caóticas independentemente do valor de q.
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(a) q< 0. (b) q> 0
Figura 4.1: Distribuição de massa anisotrópica com correção quadrupolar do tipo:
(a) oblata; (b) prolata.
4.1 Problema de Kepler revisitado
Considere o problema de 2 corpos, de massas m1 e m2 e vetores posição r1
e r2, respectivamente. Podemos passar para o referencial do centro de massa do
sistema sem nenhuma perda de generalidade para a solução. Seja M = m1+m2 a
massa total do sistema e
R=
m1r1+m2r2
M
a posição do centro de massa. De acordo com a 3alei de Newton temos R¨= 0, ou
seja, o centro de massa se desloca com velocidade constante, sendo este portanto
um referencial inercial. Sejam também o vetor da posição relativa e a massa
reduzida
r= r1 r2, 1µ =
1
m1
+
1
m2
.
As equações do movimento podem ser reescritas como
µr¨=
Gm1m2
|r|2 r,
ou seja, o problema se torna equivalente ao problema de um único corpo de massa
µ e vetor posição r sujeito à força central F= f (r)rˆ, com f (r) =   kr2 . Podemos
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determinar r1 e r2 fazendo
r1(t) = R(t)+
m2
M
r(t)
r2(t) = R(t)  m1M r(t)
Vamos então para o referencial do centro de massa. A Lagrangiana de um
sistema dinâmico, formado por 1 único corpo, em coordenadas polares, é
L =
m
2
(r˙2+ r2j˙2) V (r).
Como j é uma coordenada cíclica (resultado válido no caso geral de forças cen-
trais), da equação de Euler-Lagrange para esta variável temos que o momento
canônico conjugado a ela se conserva, ou seja,
pj =
∂L
∂j
= mr2j˙⌘ L, (4.3)
onde L é o módulo do momento angular total do sistema. A conservação do
momento angular garante que o movimento se dá no plano definido por r⇥p.
Agora note que a área dA varrida quando o corpo realiza um deslocamento angular
dj é dada por dA= 12r(rdj), e de (4.3) temos
dA
dt
=
1
2
r2j˙= constante,
que é a Lei das Áreas de Kepler. Além disso, da equação de Euler-Lagrange para
a variável r, usando a expressão (4.3) temos
mr¨  L
2
mr3
= ∂V
∂r
. (4.4)
Como o sistema é autônomo, temos garantida também a conservação da energia,
ou seja,
E =
1
2
m(r˙2+ r2j˙2)+V (r) = constante. (4.5)
Reescrevendo (4.5) encontramos uma expressão para r˙. Mas como estamos inte-
4.1 Problema de Kepler revisitado 88
ressados em determinar a forma da órbita que é solução para o problema, vamos
usar (4.3) para obter a dependência entre dr e dj, e assim
dj= dr
r2
q
2m
L2 (E V )  1r2
.
Integrando ambos os lados e aplicando a mudança de variáveis u= 1r temos
j= j0 
Z duq
2mE
L2 +
2mku
L2  u2
,
e usando [72],
Z dxp
a+bx+ gx2
=
1p g arccos
 
  b+2gxp
b2 4ag
!
com a= 2mEL2 , b=
2mk
L2 e g= 1 obtemos uma expressão para j como função de
u. Invertendo e voltando para a variável r temos
1
r
=
mk
L2
"
1+
r
1+
2EL2
mk2
cos(j j0)
#
. (4.6)
Comparando com a expressão geral para uma cônica com um dos focos na ori-
gem [73], vemos que a solução para o problema de Kepler é uma cônica cuja
excentricidade é dada por
e=
r
1+
2EL2
mk2
. (4.7)
Este resultado é conhecido como a Lei das Órbitas de Kepler. Note que se
8>>>>>><>>>>>>:
e= 0, a solução é uma circunferência,
0< e< 1, a solução é uma elipse,
e= 1, a solução é uma parábola,
e> 1, a solução é uma hipérbole,
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de maneira que a órbita é aberta se E > 0 e periódica se E < 0. A órbita parabólica
é a separatriz entre esses dois tipos de movimento no espaço de fase.
4.2 Método de Melnikov
Nesta seção, aplicamos o método de Melnikov generalizado para o caso em
que órbita que faz o papel da órbita homoclínica é uma órbita aberta (ver Seção
2.3.3). Vimos que no caso do problema de Kepler, a órbita “homoclínica” é uma
parábola, correspondendo ao ponto crítico r = •, r˙ = 0 do potencial. A nossa
Hamiltoniana total, com o potencial corrigido dado por (4.2), fica
H =
1
2
(r˙2+ z˙2)+
L2
2r2
  1p
r2+ z2
 q 2z
2  r2
2(r2+ z2)5/2
. (4.8)
onde L é o momento angular total do sistema. Fazendo L = 0, o nosso resultado
reproduz o caso particular b= 3 da análise mais geral para perturbações anisotró-
picas realizada em [36]. Façamos uma mudança de coordenadas,
r = Rcosq,
z= Rsinq.
(4.9)
de maneira que a Hamiltoniana do sistema pode ser reescrita como
H = H0+qW1(R)+qW2(R,q),
onde H0 é a Hamiltoniana não perturbada (q= 0) eW1 eW2 são os termos pertur-
bativos. Temos
H0 =
1
2
✓
p2R+
p2q
R2
◆
+
L2z
2R2 cos2q
  a
R
, (4.10)
com p = R˙ e pq = R2q˙2. É importante observar que a Hamiltoniana (4.10) é
integrável, pois termos do tipo f (q)/r2 preservam a conservação da energia do
sistema [36]. Concluímos daí que correções vindas do termo de dipolo também
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mantém a integrabilidade do sistema. Já os termos perturbativos ficam
  q
R3
+
3qcos2q
2R3
⌘ qW1(R)+qW2(R,q). (4.11)
Para aplicar o método de Melnikov, precisamos saber quais são as grandezas
conservadas no nosso caso integrável. Sejam então
H0 =
R˙2
2
+
G2
2R2
  1
R
, (4.12a)
G2 = R4q˙2+ L
2
cos2q
. (4.12b)
Temos {G2,H0} = 0, de maneira que G é o nosso “momento angular generali-
zado” (para L = 0, G = pq). Além disso, obviamente {H0,H0} = 0. O próximo
passo é encontrar o equivalente à órbita homoclínica R(t) da nossa Hamiltoniana
integrável (4.10). Para os nossos propósitos, não precisamos determinar R= R(t),
basta conhecermos a expressão para R = R(q) e sua paridade. Das expressões
(4.12), fazendo H0 = h e G= g, temos
dRq
2
 
h+ 1R
   G2R2 =±dt, (4.13a)
1
R2
dRq
2
 
h+ 1R
   gR2 =
dqq
g2  L2cos2 q
, (4.13b)
onde, para a parábola, h= 0. Note que de (4.12)), vemos que o valor mínimo de
R para H0 = 0 satisfaz G2 = 2Rmin. Integrando as expressões (4.13) ficamos com
± t =
p
2
3
✓
R  Rmin
2
◆p
R Rmin+ const, (4.14a)
1
4A
ln
    A+ sinqA  sinq
    + const= arctanr RRmin  1. (4.14b)
onde A =
q
1  L2zG2 . De (4.12), vemos que 0 < A  1. Ajustando a constante em
(4.14b) de tal forma que R = Rmin para q = 0, econtramos a seguinte expressão
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para R(q)
R(q) = Rmin sec2

1
4A
ln
    A+ sinqA  sinq
      . (4.15)
De (4.15), fica claro que R(q) é uma função par, e que a órbita parabólica pode
ser parametrizada com  q⇤ < q< q⇤, onde R(q⇤) = •, o que nos leva a
sinq⇤ = A tanhAp. (4.16)
As condições de Melnikov para detectar a integrabilidade de um sistema Ha-
miltoniano como (4.8), correspondem à existência de zeros simples das quantida-
des [45]
M1(q0) =
Z •
 •
{H0,W2}dt, M2(q0) =
Z •
 •
{G,W2}dt, (4.17)
onde as integrais são avaliadas sobre a variedade de energia zero. Para cada valor
de A, esta é uma variedade bi-dimensional parametrizada por R = R(t   t0) e
J=Q(t  t0)+q0, com t0 e q0 arbitrários. ParaM1 temos:
M1(q0) = 
Z •
 •

R˙
∂W2
∂R
+ Q˙∂W2
∂q
 
dt = W2
    t=•
t= •
+
Z •
 •
∂W2
∂t
dt = 0,
e para M2 ficamos com
M2(q0) = 
Z •
 •
∂W2
∂q
∂G
∂pq
dt, (4.18)
onde
∂W2
∂q
=
3
2
sin(2J)
R3
,
∂G
∂pq
=
pq
G
=
R2Q˙
G
(4.19)
Substituindo as expressões (4.19) em (4.18), temos
M2(q0) =
3
2g
Z •
 •
sin[2(Q+q0)]
R
Q˙ dt
⌘ 3
2g
[I1 cos(2q0)+ I2 sin(2q0)] , (4.20)
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onde, mudando a variável de integração, temos
I1 =
Z •
 •
sin2Q
R
Q˙ dt, I2 =
Z •
 •
cos2Q
R
Q˙ dt. (4.21)
Note que I1 = 0, uma vez que a função R(q) é par. Finalmente, temos que a
contribuição não nula para a integral de Melnikov (4.20) vem da integral I2, dada
por
I2 =
1
Rmin
Z q⇤
 q⇤
cos(2q)cos2

1
4A
ln
    A+ sinqA  sinq
     dq, (4.22)
onde q⇤ é dado por (4.16). É suficiente mostrar que I2 6= 0 para algum valor de A
para concluir queM2(q0) dado por (4.20) possui uma quantidade infinita de zeros
simples, o que implicaria que o movimento é de fato caótico, independentemente
do valor de q. A Figura 4.2 mostra o resultado da integração numérica de (4.22)
como função do parâmetro A, e podemos verificar que I2 6= 0 para 0< A< 1.
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Figura 4.2: A integral (4.22) em função de A.
Usando o método da integral de Melnikov adaptado para órbitas parabólicas
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[45], nós provamos que o fluxo Hamiltoniano na variedade de energia zero do
problema de Kepler perturbado com correções do tipo quadrupolo, é de fato caó-
tico, independente da perturbação ser do tipo oblata ou prolata. Desta maneira,
nós resolvemos o conflito entre os resultados numéricos apresentados em [39] e
[44]. É importante ressaltar que I2 = 0 apenas para A= 0 e A= 1, sendo o último
o correspondente ao caso Lz = 0 e, portanto, b= 3, considerado em [36].
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Capítulo 5
Comentários finais
“The best routes are the ones you haven’t ridden. You could pedal
the same loops year after year. Many people do, literally or figurati-
vely. But to grow, you need new rides. Risks. Turn down lanes you’ve
long seen but never traveled. Get lost once or twice, then double back
to where you started and try again. Live like this and you come to see
unknown territory not as threatening, but as intriguing.”
– Mark Remy.
Neste trabalho, estudamos o efeito de pequenas perturbações em sistemas que
são exemplos de integrabilidade em Mecânica Clássica: o pêndulo simples e o
problema de Kepler. No pêndulo simples, estudamos o caso em que o pivô é para-
metricamente excitado ao longo de uma direção inclinada de um ângulo f= p/8
em relação à vertical. No problema de Kepler anisotrópico, consideramos o caso
em que a massa do corpo que gera o campo gravitacional é assimétrica, apresen-
tando momento de quadrupolo. Utilizamos para isso os métodos de Melnikov,
que são ferramentas de teoria de perturbações que fornecem critérios analíticos
para a ocorrência de caos homoclínico e a persistência de órbitas subharmônicas
ao perturbarmos sistemas dinâmicos inicialmente integráveis.
Para o pêndulo simples parametricamente excitado, nós buscamos sempre
comparar o comportamento do sistema no caso não simétrico, em que o pivô
oscila ao longo da direção inclinada, com o caso simétrico, em que este oscila
ao longo da direção vertical, determinando assim o que muda com a quebra de
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simetria do sistema. Nós primeiramente calculamos o critério para a ocorrência
de caos homoclínico no sistema e mostramos que, assim como no caso vertical,
os efeitos devido às intersecções transversais entre as variedades estável e instá-
vel associadas ao ponto de sela (±p,0) dificilmente podem ser observados, já que
muito próximo ao locus das bifurcações homoclínicas de Melnikov, estão os loci
das bifurcações sela-nó em que surgem os atratores de rotação, e a partir de então
outras bifurcações globais passam a ser determinantes na mudança de comporta-
mento do sistema. Além disso nós observamos, através de simulações numéricas,
que no caso vertical, o espaço de parâmetros apresenta apenas ressonâncias pa-
res, enquanto no caso inclinado, todo o espectro de ressonâncias está presente.
Oscilações subharmônicas de período ímpar são raramente encontradas no caso
vertical [31], o que justifica a surpresa ao encontrar ressonâncias ímpares para o
pêndulo paramétrico inclinado, surgindo como efeito da quebra de simetria do sis-
tema. Nós mostramos, através do método de Melnikov acerca da persistência de
soluções subharmônicas, que no caso inclinado oscilações ímpares, assim como
as pares, são, de fato, esperadas. No caso vertical, o método de Melnikov garante
apenas a ocorrência de oscilações subharmônicas pares, nada se podendo afirmar
a respeito das oscilações ímpares (já que se trata de uma condição suficiente, mas
não necessária) [21]. Apesar então de termos evidências da ocorrência de oscila-
ções ímpares para o pêndulo excitado na vertical [30, 32], ao que parece as bacias
de atração dessas soluções não são contínuas neste caso. A questão que fica em
aberto neste trabalho, é se a não existência de uma condição de Melnikov garan-
tindo a ocorrência de uma determinada solução trás alguma informação a respeito
da bacia de atração desta solução. Este tema deverá ser abordado em um trabalho
futuro.
Para o problema de Kepler anisotrópico, calculamos o critério de Melnikov
para a ocorrência de caos homoclínico para este sistema e mostramos que, inde-
pendentemente do tipo da deformação que a perturbação apresenta, o sistema pode
apresentar trajetórias caóticas. Resolvemos assim, uma inconsistência na litera-
tura, já que em [39] os autores afirmavam, baseados em evidências numéricas, que
apenas deformações prolatas poderiam provocar a ocorrência de caos no sistema,
enquanto em [44] mostra-se que ambos os casos podem apresentar caos. Para um
desenvolvimento futuro deste trabalho, pretendemos analisar a ocorrência de caos
96
homoclínico no modelo relativístico análogo a este para um estudo comparativo.
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Apêndice A
Vetor de Laplace-Runge-Lenz
É interessante notar que o problema de Kepler é um exemplo de um problema
super integrável. Além das 10 integrais primeiras necessárias para garantir a in-
tegrabilidade do sistema segundo Liouville [55], temos também a conservação do
vetor de Laplace-Runge-Lenz, que garante a não precessão das órbitas periódicas
[54]. Através de teoria de perturbações, é possível prever a precessão do periélio
de Mercúrio devido principalmente a suas interações com outros planetas, porém
o valor previsto não concorda com o valor medido [71]. A teoria da Relatividade
Geral prevê uma precessão de 4300 por século [70], e o resultado previsto, somado
aos demais efeitos, passa a concordar com o resultado observado experimental-
mete. Desta maneira, a precessão do periélio de Mercúrio serve como um teste
em favor desta teoria.
Neste Apêndice, mostramos a conservação do vetor de Laplace-Runge-Lenz
no problema de Kepler, evidenciando o quão singular é este fato. Considere o caso
geral de forças centrais, em que a força agindo sobre um corpo de teste é dada por
F= f (r)rˆ. Tomando o produto vetorial F⇥L temos
p˙⇥L= m f (r)
r
[r⇥ (r⇥ r˙)] = mf (r)
r
[r(rr˙)  r2r˙]
onde usamos a identidade vetorial a⇥ (b⇥ c) = b(a ·c)  c(a ·b). Usando que
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forças centrais conservam momento angular, temos
d
dt
(p⇥L) = m f (r)r2

r˙
r
  r˙
r2
r
 
= mf (r)r2 d
dt
⇣r
r
⌘
Veja que somente para o caso do problema de Kepler, em que f (r) = k/r2
 m f (r)r2 = mk = constante,
Assim, se definirmos
A= p⇥L mkr
r
, (A.1)
então de (A.1) temos
dA
dt
= 0. (A.2)
Note que
• A ·L= 0 ) A pertence ao plano do movimento.
• A ·r= Ar cosq= L2 mkr, se q for o ângulo entre A e r, de maneira que
1
r
=
mk
L2
✓
1+
A
mk
cosq
◆
, (A.3)
que é exatamente a solução (4.6) se tomarmos A= mke.
Assim concluímos que A é um vetor no plano da órbita de módulomke. Veja que a
conservação do vetor de Laplace-Runge-Lenz implica a não precessão do periélio.
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Figura A.1: Vetor de Laplace-Runge-Lenz para uma órbita elíptica, solução geral
do problema de dois corpos, em quatro pontos distintos. A conservação deste
vetor impede a precessão da órbita.
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