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ON INTEGRO-DIFFERENTIAL EQUATIONS OF PARABOLIC TYPE WITH FUNCTIONAL ARGUMENTS
In paper [6] some theorems were proved concerning the existence of solutions of the first Fourier problem in a bounded domain for a system of parabolic equations with a linear main part and with a non-linear operator depending on unknown functions.
In the present paper we obtain the same results under weaker assumptions concerning the non-linear parts of equations. These results involve a system of integro-differential equations with functional arguments as a particular case.
Differential equations containing operators
Let G be a bounded open domain of the Euclidean space E q+1 of the variables (x,t)=(x 1 ,... »x^t) whose boundary consists of two open domains lying oh the planes t=T 0 =const. 0 and t=T = const. > 0, and of a side surface S situated in the strip j(x,t)* T 0^ t < T}. We define G = sn {(x,t) t 0 s = sn (x,t)i 0 < t < r ^ = S r U (fin I (X) t) s t ^ oj) (0 <r < T),
where Q denotes the closure of Q. ( ver, if assumption (1.V) is satisfied with a sufficiently small ? i ' GT constant A^'\ then the norm |u| is bounded by a constant T M depending only on ^ (i=0,1,...,6),0 , fi and G , where Proof. We apply a method similar to that used in the proof of Theorem 1 of [6] . Let the function § be an extension of ip such that
2)
More precisely, the constant A^ is bounded by a sufficiently small constant depending only on A^A^.Aj, fi and G T .
r _ For the definition of these norms see the footnote 3 of paper 
IvlJ^
Now let as take the constant ^ so large that
Then, by (1.9) and (1.10), the coefficient at |v| on the right hand side of inequality (1.12) is less than or equal to 1/2. Thus, in virtue of (1.10), we get from (1.12) the inequality -111 -Now we discuss the existence of solutions of the problem considered. The following additional assumptions will be needed :
( , then there exists a solution u(x,t) of the problem (1.1), (1.2); moreover u e cOj+/) (G T )fiC2+£(G T ) for some t , 0<6<1.
We apply the method of Leray-Schauder. Let us denote by Q the set of all functions ve ciT
Obviously Q is a Banach space (as a subspace of C^+o((G)).
For v e Q and us [o_,l] let us consider the problem
where §e of 1 ^^ is aEL e3cfcensioi:i of 9. In view of Lemmas 1 and 2 of W there exists a unique solution w(x,t) s (w 1 (x,t),... .w^tx.t)) of this problem and, moreover, W6C®+^(g t ) 0C^+(.(g t ) for some 0 < t < 1. This enables us to define a transformation Z by formula Z(v,co) = w. Proceeding further like in the proof of Theorem 4-of [6] and using Remark 1 one can show the existence of a solution v(x,t) (which belongs to n for some £ » 0<£<1 ) of tlle Problem
Hence it immediately follows that the function u(x,t)= v(x,t) + $(x,t) is a solution of the problem (1.1), (1.2) and ), which was to be proved. Adding to assumptions of Theorem 2 the Lipschitz condition for operators B we obtain the existence and uniqueness of solutions of the problem in question. In the case when (1.15) does not hold we proceed like in the proof of Theorem 1. Therefore we only outline the further argumentation.
Let us put
and assume that
where the symbols p, ^ , i0, ^(t) retain their pre'vious meaning. Then it follows from (1.14) that For this purpose we state the following theorem.
The solution u(x,t) of (1.1), (1.2) is called a maximum (minimum) solution if for every solution v(x,t) of (1.1), (1.2) the inequalities w k (x,t) « u k (x,t) (w k (x,t) >u k (x,t)) hold in G T (k=1,...,N).
-115 - moreover, v,u e C^ (G T )n W^+ £ (G T ) for some t ,0 < t < 1.
As in paper [5] , one can obtain a theorem on weak inequalities which is a counterpart of Theorem 3 of 
Differential equations with, functional arguments
In this section we give examples of operators B for which theorems of the previous section hold true.For these examples we formulate the corollaries only from Theorems 2, 3 and 5» At first we will discuss the general case 
Gt = (x: ix,t) e G T \S T ) .
The following assumptions will be introduced: -119 -Since assumptions (2.Ill), (2.IV) imply (1.X), therefore from Theorem 3 we immediately obtain the following theorem. Theorem 7« ^et the assumptions of Theorem 6 and (2.Ill), (2.IV) with a sufficiently small product be satisfied. Then the conclusion of Theorem 3 holds true in the case (2.1). Now we shall consider the existence of a maximum solution and a minimum solution of the problem (1.1), (1.2) for operalr tors B given by formulas:
The following assumptions will be used: 
Under these assumptions we have u(xr,t) v(x,t) in G.
The method of proving this lemma is the same as that used to prove the theorem on strong differential inequalities (see [3] , p. 191).
At present we shall treat the case (2.1) with operators given by (2.2) (shortly the case (2.1), (2.2)). The following assumptions will be needed: -122 -m^(D) (m^CB)) being the (n+1)-dimensional (n-dimensional) Lebesgae measure of D. Lemma 2. Let >>(x,t;D) be a measure satisfying all the conditions imposed on tlie measures in assumption (2.X). Suppose that V is a continuous operator mapping the domain G into G. Under these assumptions if w(x,t) eC(G), then the function w(x,t) = / w(V(y,r))u(x,tjdy.dr) e* m belongs to C a (G ) . 1 m Proof. Let P(x,t), P'(x,t')eG . Without loss of generality we may assume that t » t'. Then A direct application of the definition of integral and condition 2° of (2.X) yields the estimate (2.7) |l2-I3|«M21 [w|£ V(G t ')[d(P,P')p.
Relations (2.5) -(2.7) imply the inequality 123 -|w(x,t)-w(x',t')| -tconst. [d(P,P')] 0 ' 1 t which completes the proof. Theorem 9-Let assumptions (1.I)-(1.III),(2.1)with N0=3N+hN, (2.IX), (2.X), (1.VIII) and (1.VII) (in the case (2.1), (2.2)) be satisfied and let the constant M^ (in (2.I))be sufficiently small. Then the assertion of Theorem 2 is true in the case (2.1), (2.2).
For the proof it suffices to observe that assumptions (2.IX), (2.X) imply, by Lemma 2 and Lemma 4 of [XI» the assumptions (2.VII), (2.VIII) and then to apply Theorem 6. Theorem 10. Let the assumptions of Theorem 9 be satisfied. Denote by M the bound of the norm |u|G® of solu-I + Od tion u of the problem (1.1), (1.2) in the case (2.1),(2.2).
HTT We assume that for any (x,t)e G and p^, p^ (i=1,2,3) such that |pi|,|pi|^(1+2M20)M there are fulfilled inequalities (2.3) with a sufficiently small constant M^g« Under these assumptions the conclusion of Theorem 3 is true in the case (2.1), (2.2) .
This theorem is a consequence of Theorem 7-Finally, in the case (2.4) with y defined by the formula (2.8) y k (u) =(^(u i (V^i(x,t))J, {/u i (vf L (y,t))/u ki (x,t;dy)},
we easily obtain, as a corollary from Theorem 8,the following theorem.
T h e o r e m 11. If assumptions (1.I)-(1.Ill), (2.V), (•2.VI) with N.=3N, (2.IX) for V^3' and (2.X) (with ^ ^ and ki ki ki replaced by <u 0 and t 0 , respectively) are satisfied, then the assertion of Theorem 5 remains valid in the case (2.4), (2.8).
-124 -
