Supersonic, Single-Mode and Dual-Mode Kelvin-Helmholtz Instability Experiments Driven by a Laser-Produced Shockwave by Wan, Willow
Supersonic, Single-Mode and Dual-Mode
Kelvin-Helmholtz Instability Experiments Driven
by a Laser-Produced Shockwave
by
Willow C. Wan
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Atmospheric, Oceanic, and Space Sciences)
in The University of Michigan
2017
Doctoral Committee:
Professor R. Paul Drake, Co-Chair
Associate Research Scientist Carolyn C. Kuranz, Co-Chair
Assistant Professor Jeremy Bassis
Professor Robert Krasny










Paul Drake and Carolyn Kuranz have my deepest gratitude for their continued
guidance over the past years. It is an understatement to say that I underestimated
both the emotional strain that I would endure in the pursuit of this thesis, and the
persistent patience, mentorship, and support that my advisors would grant me in my
academic and personal development.
I would like to thank Guy Malamud, Assaf Shimony, and Matt Trantham for their
computational and theoretical support. This thesis could not have happened without
their contributions and guidance. I deeply appreciate the time Carlos Di Stefano had
taken out of writing his thesis to train me as an experimentalist, and the ingenuity
of Sallee Klein and Rob Gillespie, for turning my drawings into a reality.
Logan Williams and Justin Perket kept me grounded during the most difficult
years of my life, and provided the emotional support I needed whenever things felt
overwhelming.
Finally, I am eternally grateful to my parents, Fayfay and Gary Wan, for raising
me and giving the countless opportunities that have brought me this far.
iii
TABLE OF CONTENTS
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . x
CHAPTER
I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Kelvin-Helmholtz instability (KHI) . . . . . . . . . . . . 3
1.2.1 Overview of the KHI . . . . . . . . . . . . . . . . . 3
1.2.2 Incompressible, linear KHI growth rate . . . . . . . 6
1.2.3 Effects of compressibility . . . . . . . . . . . . . . . 10
1.3 High-energy-density (HED) physics . . . . . . . . . . . . . . . 12
1.4 Selected examples of the KHI in a compressible flow . . . . . 13
1.4.1 KHI in inertial confinement fusion (ICF) experiments 13
1.4.2 KHI at the magnetopause . . . . . . . . . . . . . . . 15
1.5 History of hydrodynamic instability experiments . . . . . . . 17
1.5.1 Shock-tubes, wind tunnels, and tilt tables . . . . . . 17
1.5.2 High-energy-density (HED) experiments . . . . . . . 23
1.6 Individual contributions . . . . . . . . . . . . . . . . . . . . . 32
1.7 Summary of chapters . . . . . . . . . . . . . . . . . . . . . . 33
II. Experimental platform and platform development . . . . . . . 36
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Target design and methodology . . . . . . . . . . . . . . . . . 37
iv
2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 41
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
III. Single-mode experiment . . . . . . . . . . . . . . . . . . . . . . . 48
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Experimental design . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
IV. Dual-mode experiment . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Comparison to shear flow simulations, and a discussion of local
Mach number effects . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
V. Conclusions and future directions . . . . . . . . . . . . . . . . . 74
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78




3.1 Experimentally inferred parameters are compared to their predicted
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
C.1 Shot log for the first experiment (platform development). . . . . . . 91
D.1 Shot log for the second experiment (single-mode). . . . . . . . . . . 96




1.1 Evolution of a sinusoidal interface under the influence of the KHI. . 4
1.2 KHI observed in the clouds above Capitol Hill, Seattle. . . . . . . . 5
1.3 Vortex model by A. Rikanati showing single-vortex and dual-vortex
evolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Basic flow configuration of the KHI . . . . . . . . . . . . . . . . . . 9
1.5 Contour plot of the ratio of the compressible to incompressible growth
rate coefficients, γ/γic, in the Mc − A plane. . . . . . . . . . . . . . 10
1.6 Regimes of high-energy-density physics. . . . . . . . . . . . . . . . . 11
1.7 Schematic of a hohlraum used in indirect-drive ICF experiments. . . 14
1.8 KHI at magnetospheric boundaries . . . . . . . . . . . . . . . . . . 16
1.9 KHI vortices observed in the Brown and Roshko 1974 experiment . 20
1.10 KHI vortices observed in the McFarland et. al 2013 experiment . . . 22
1.11 KHI vortices observed in the Harding et. al 2009 experiment . . . . 25
1.12 Schematic of the OMEGA-EP laser bay. . . . . . . . . . . . . . . . 29
1.13 Photo of an expanding blast wave from the Trinity test explosion,
taken 0.025 seconds after detonation. . . . . . . . . . . . . . . . . . 30
2.1 Radiograph by J. Cowan (LANL) showing the transmission of Cu
x-rays through the different layers of the revised target. . . . . . . . 38
2.2 2D DAFNA simulation showing a density map of the experimental
system at t = 40 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Data comparison between the original target and the revised target 42
2.4 Density (a,c) and pressure (b,d) distance - time plots from 1D HYADES
simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5 Density (a,c) and pressure (b,d) cell-number - time plots from 1D
HYADES simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.1 Schematic view of the single-mode target . . . . . . . . . . . . . . . 49
3.2 Re-calibrated 2D DAFNA simulation showing log(density(g/cm3)) at
t = 65 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 Single-mode radiographic data at t = 65 ns . . . . . . . . . . . . . . 51
3.4 Normalized single-mode experimental data fit against theoretical pre-
dictions with (dashed red) and without (solid black) significant com-
pression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
vii
4.1 Schematic view of the dual-mode target. . . . . . . . . . . . . . . . 58
4.2 2D DAFNA simulation at t = 65 ns, with the 60:120 initial pertur-
bation from Eq. 4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Dual-mode radiographic data at t = 65 ns. . . . . . . . . . . . . . . 62
4.4 Normalized dual-mode experimental data fit against predictions from
numerical simulations, with peak-to-valley amplitude on the ordinate
and time on the abscissa. . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Long-term evolution of the peak-to-valley amplitude vs. time. . . . 66
4.6 Normalized experimental data fit against numerical simulation pre-
dictions, with vortex separation distance on the ordinate and time
on the abscissa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.7 Normalized experimental data fit against predictions from a steady,
shear flow model with (solid) and without (dashed) significant com-
pression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8 Velocity map showing the convective Mach number in a merging
vortex-pair. Simulation performed by A. Shimony. . . . . . . . . . . 72
A.1 Photo of Rayleigh-Taylor instability (RTI) structure in a soap dispenser 80
A.2 Schematic of the Richtmyer-Meshkov instability (RMI) evolving along
a shocked interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
B.1 Vector diagram for the velocity shear calculation . . . . . . . . . . . 86
C.1 Experiment 1, shot 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 91
C.2 Experiment 1, shot 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.3 Experiment 1, shot 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.4 Experiment 1, shot 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.5 Experiment 1, shot 5 . . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.6 Experiment 1, shot 6 . . . . . . . . . . . . . . . . . . . . . . . . . . 94
C.7 Experiment 1, shot 7 . . . . . . . . . . . . . . . . . . . . . . . . . . 94
D.1 Experiment 2, shot 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 96
D.2 Experiment 2, shot 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 97
D.3 Experiment 2, shot 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 98
D.4 Experiment 2, shot 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 99
D.5 Experiment 2, shot 5 . . . . . . . . . . . . . . . . . . . . . . . . . . 100
D.6 Experiment 2, shot 6 . . . . . . . . . . . . . . . . . . . . . . . . . . 101
D.7 Experiment 2, shot 7 . . . . . . . . . . . . . . . . . . . . . . . . . . 102
E.1 Experiment 3, shot 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 104
E.2 Experiment 3, shot 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 105
E.3 Experiment 3, shot 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 106
E.4 Experiment 3, shot 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 107
E.5 Experiment 3, shot 5 . . . . . . . . . . . . . . . . . . . . . . . . . . 108
E.6 Experiment 3, shot 6 . . . . . . . . . . . . . . . . . . . . . . . . . . 109
E.7 Experiment 3, shot 7 . . . . . . . . . . . . . . . . . . . . . . . . . . 110




A. The Rayleigh-Taylor instability (RTI) and Richtmyer-Meshkov insta-
bility (RMI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
B. Key calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
C. Target development data . . . . . . . . . . . . . . . . . . . . . . . . . 90
D. Single-mode data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
E. Dual-mode data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
F. Unsharp mask algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 112
ix
LIST OF ABBREVIATIONS




EOS equation of state
HED high-energy-density
HLLC Harten-Lax-van Leer-Contact
ICF inertial confinement fusion
KHI Kelvin-Helmholtz instability
LANL Los Alamos National Laboratory
LLE Laboratory for Laser Energetics
LLNL Lawrence Livermore National Laboratory
MHD magnetohydrodynamic





SRF shot request form
x
ABSTRACT
We developed a novel experimental platform that utilizes a laser-produced shock-
wave to study the evolution of hydrodynamic instabilities in a steady, supersonic
(compressible) flow, from precision-machined and well-characterized seed perturba-
tions. Hydrodynamic instabilities, such as the Kelvin-Helmholtz instability (KHI), are
mechanisms that allow a system of fluids to transition to a more stable state through
the transport of mass, momentum, and energy. The KHI occurs when a strong shear
layer develops between two fluids moving parallel to one another, with a sharp veloc-
ity gradient across the interface. When shear forces overcome restraining forces, any
disturbance along this interface rapidly grows, and then curls into a vortical struc-
ture. This process is ubiquitous in nature and engineering, and can be commonly
found in terrestrial systems such as cloud formations and ocean waves, astrophysical
systems such as supernovae and magnetospheric boundaries, and laboratory systems
such as fusion experiments. In past decades, limitations in our understanding of these
processes have led to discrepancies between predictions and observations, particularly
in high-energy-density (HED) systems.
This experimental platform was used to produce the first direct measurements of
the KHI evolving from single-mode and dual-mode seed perturbations in a compress-
ible flow. The data obtained from single-mode initial conditions provided the first
direct measurements of the growth rate and structure of the instability in a compress-
ible flow, while data obtained from the dual-mode initial conditions provided the first
direct measurements of the instability’s vortex merger rate. After fine-tuning the con-
vective mach number and polytropic index of the equation of state (EOS) to match
the observed shock timing and interface deflection, a hydrodynamic code was used
xi
to reproduce the observed structures at scales where they were well-resolved. These
data support an inhibition of the growth rate and vortex merger rate of the KHI in
a compressible flow.
These results have improved our understanding of the two basic elements of the
KHI, the behavior of individual modulations and how two vortices interact with
another. These data will contribute to the development of a comprehensive model
for the evolution of the KHI from broad-band, multi-mode initial conditions in a





“One could nominate hydrodynamic instabilities and turbulence for an award in
the category of area of physics in which the least fundamental progress has been made
during the last century.” -R P Drake, High Energy Density Physics (2006).
A physically unstable system is a system that, when disturbed, will evolve in a
manner that progressively departs from the initial, undisturbed state. For a classic
example taken from mechanics, one can imagine a ball resting upon the top of a hill.
Although the ball can remain at rest indefinitely if undisturbed, it will roll off the hill
as soon as any motion is imparted upon it. In hydrodynamics, disturbing an unstable
system of fluids will result in the formation of intricate structures that lead to the
intermixing and rearranging of those fluids. This process will continue until a more
stable state is achieved (like the ball coming to a rest at the bottom of a valley), or
until others factors disturb this process.
We are motivated to study these instabilities, in part, so that we can accurately
predict, account for, and mitigate their effects in engineering systems. A fusion reactor
operating by inertial confinement, for example, could theoretically provide a source
of clean, efficient, and safe energy. In practice, however, we have yet to produce a
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fusion reaction in the laboratory that has yielded a net energy gain (Zylstra et al.,
2014; Moody et al., 2014; Edwards et al., 2013; McCrory et al., 2008; Betti et al.,
2006). Hydrodynamic instabilities are one of the greatest contributors to performance
degradation (Pickworth et al., 2016; Robey et al., 2016), as slight asymmetries along
the surface of the fuel pellet or within the radiation source inevitably results in the cold
layers of the capsule’s shell displacing and diluting the hot fusion fuel. By improving
our understanding of these instabilities, we can plan for and alleviate these negative
effects.
The study of hydrodynamic instabilities also furthers fundamental science efforts.
The vast majority of the known universe exists in a fluid state that can be well-
described through adaptations of the Euler equations (§ 1.2.2). Hydrodynamic in-
stabilities, by extension, are found in systems that span all manner of size scales,
temperature and pressure regimes, magnetic field strength, and viscosities, to name
but a few of the countless parameters. Each of these parameters may contribute
to slight differences in the behavior of the instability, such that a model that accu-
rately describes their behavior and contributions in deep-ocean dynamics (van Haren
and Gostiaux , 2010) may easily over-predict or under-predict their influence at mag-
netospheric boundaries (Delamere et al., 2013), in planetary atmospheres (Fromang
et al., 2016), astrophysical jets (Gardner and Dwyer , 2009), stellar ejecta (Zhelyazkov ,
2015), or in supernova explosions (Feng et al., 2013; Guzman and Plewa, 2009). This
speaks to the ubiquitous presence of hydrodynamic instabilities, but also to the dif-
ficulties inherent to studying them.
While one might apply statistics to draw general conclusions about how various
parameters affect the evolution of the instability, this method is complicated by the
unsteady nature of uncontrolled systems; researchers typically lack thorough knowl-
edge of the initial conditions that seed the growth of the instabilities we observe in
nature, and these instabilities rarely reach advanced stages of evolution without being
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repeatedly disturbed by unsteady environmental conditions. Hydrodynamic instabil-
ities are also difficult to study computationally (Remington et al., 2017; Srinivasan
and Tang , 2014); although the early stages of hydrodynamic instability growth can
be well-described by simple equations and ample approximations (e.g. the Boussinesq
approximation for nearly incompressible fluids (§ 1.2.2)), a comprehensive model often
requires careful attention to the many nonlinear terms that affect the later stages of
evolution. The presence of these non-linear terms makes it computationally demand-
ing to run simulations at an adequate resolution to capture non-linear contributions to
late-time, large-scale dynamics. Thus, in order to develop a comprehensive model for
a given hydrodynamic instability, it becomes necessary to perform dedicated experi-
ments with well-controlled initial conditions that isolate the contribution of specific
parameters, and then apply this knowledge back to their respective systems.
This thesis presents my contributions to a series of experiments (Wan et al.,
2015, 2017a,b) that studied the effects of compressibility on the evolution of the
Kelvin-Helmholtz instability (KHI) (Choudhury , 1997; Shimony , 2016; Shimony et al.,
2016b). As the experimental lead, I was responsible for developing an experimen-
tal platform capable of producing the first observations of the KHI evolving from
precision-machined, well-characterized seed perturbations in a steady, supersonic flow,
and for processing, and analyzing the resulting data.
1.2 The Kelvin-Helmholtz instability (KHI)
1.2.1 Overview of the KHI
The Kelvin-Helmholtz instability (KHI) (Kelvin, 1871; Helmholtz , 1868) is an
iconic hydrodynamic instability that arises when two fluids move parallel to one an-
other at different velocities, with a sufficiently narrow transition region between the




Figure 1.1: Evolution of a sinusoidal interface under the influence of the KHI. The
density difference between the fluids is 0, and the velocity difference across the sheet
is Uo. Figure adapted from J. S. Turner, Buoyancy Effects in Fluids, 1973.
forces overcome restraining forces (such as viscosity and surface tension). The inter-
action between the velocity shear and the Reynolds stress (turbulent vertical advec-
tion) draws kinetic energy out of the main flow in order to feed the growth of vortical
structures (Kundu and Cohen, 2000). Figure 1.1 (Turner , 1973) demonstrates the
evolution of a sinusoidal interface under the influence of the KHI, whereas Fig. 1.2 is
an example of the KHI in nature.
The two basic components of KHI evolution are single-vortex growth and two-
vortex merger (Rikanati et al., 2003). The study of single-vortex behavior encom-
passes the growth rate and structure of an individual modulation evolving under the
influence of the KHI. The single-vortex growth can be simply-described during the
early, linear phase of evolution, but rapidly becomes complicated as non-linear terms
become significant (Chandrasekhar , 1961; Drake, 2006). Two-vortex merger describes
the interaction between two vortices. In a regime dominated by vortex-merger, larger
4
Figure 1.2: KHI observed in the clouds above Capitol Hill, Seattle. Photo credit:
Chat Noir Photographie, 2010.
vortices evolve faster and overtake their smaller neighbors, resulting in fewer but
larger vortices (Rikanati et al., 2003). The two-vortex-merger rate is still poorly
understood, and does not have a simple analytic solution. In order to develop a com-
prehensive model for the evolution of the KHI, it is necessary to achieve a thorough
understanding of these two components of KHI evolution. Chapter III will present
the results of our single-mode experiment (Wan et al., 2015), while Chapter IV will
present the results of our dual-mode experiment (Wan et al., 2017b).
Figure 1.3 (Rikanati et al., 2003) demonstrates these two aspects of KHI evolution
in frames a, b, and c. In these three frames, we can observe two small vortices merging
on the left, while one large vortex is far enough away to evolve independently on the
right. Given enough time, the large vortex will merge as well. Frame d is a plot
of amplitude vs. time for the merging vortices. There are three main stages to KHI
vortex merger: the initial, sharp surge in growth is the linear phase of evolution, in
which the behavior can be described with simple equations and ample approximations.
The second stage is the early non-linear phase, which is also referred to as the co-
existence phase. In this phase, the amplitude is relatively steady and oscillates about
an asymptotic value. In the final phase of evolution, one vortex is consumed, while







Figure 1.3: Vortex model by A. Rikanati showing single-vortex and dual-vortex evo-
lution. In frames a, b, and c, two small vortices are merging on the left, while one
larger vortex evolves independently on the right. In frame d, the height of the two
paired vortices are plotted against time. Figure adapted from A. Rikanati et al.,
Physics of Fluids, 2003.
1.2.2 Incompressible, linear KHI growth rate
The growth rate of hydrodynamic instabilities can be determined from the equa-
tions of motion. The simplest forms of the equations of motion are the Euler equations
for a polytropic gas, as expressed below (Kundu and Cohen, 2000; Drake, 2006):
∂ρ
∂t




+ u · ∇u) = −∇p Momentum equation (1.1b)
∂ρ
∂t
+ u · ∇p = −γp∇ · u Energy equation (1.1c)
In these equations, ρ is the mass density, u is the velocity, p is the pressure,
and γ is the adiabatic index (the ratio of the specific heats). These three equations
represent the conservation of mass, momentum, and energy respectively, and can be
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easily customized as necessary by adding situation specific source and loss terms to
the right side of the equations. Since the number of unknowns is greater than the
number of equations, information about the equation of state must be obtained in
order to close these equations.
It is worth noting that even the simplest of these equations is a nonlinear equation.
When working with these equations, it is common to make assumptions to reduce the
number of nonlinear terms. One such assumption is the Boussinesq approximation
(Kundu and Cohen, 2000), which assumes that fluids are nearly incompressible. This
approximation treats density, ρ, as a constant, and ignores any density differences
except when they are multiplied by large values. By applying the Boussinesq ap-
proximation, the continuity equation (Eq. 1.1a) can be reduced to: ∇ · u = 0.
This approximation greatly simplifies the analytic solution, and is generally valid for
liquids (but not gases) that we are likely to encounter in daily life. The Boussi-
nesq approximation breaks down in supersonic flows, because blast waves and shock
waves (§ 1.5.2.2) can lead to significant compression of the medium, and in HED sys-
tems (§ 1.3), in which the energy densities are large compared to the bulk modulus.
When the Boussinesq approximation is invalid, the nonlinear terms rapidly become
intractable, even for computer simulations. The nonlinear effects of compressibility
will be discussed further in the next subsection (§ 1.2.3).
Although growth rates obtained by linearizing and combining the equations of
motion (Chandrasekhar , 1961) break down at late times in the instability’s evolution
(once nonlinear terms become significant), they still provide valuable insight into the
nature and mechanics of the instability. While the amplitude h is small compared to




In this equation, the angular frequency is ω = 2πf , and the wavenumber of the
7
modulation is k = 2π/λ. When considering this equation, it is important to recall that
the angular frequency can be decomposed into a real and an imaginary component,
ω = ωr + ωi, and that it is the imaginary component of the angular frequency that
determines the physical growth of the modulation. We refer to this as the growth
rate coefficient, γ = −iωi. We can thus rewrite Eq. 1.2 as
h(t) = hoe
i(kx−ωrt)+γt. (1.3)
The growth rate coefficient, γ, can be determined from the dispersion relation
















The density of each fluid is denoted by ρ, the velocity of each fluid is denoted by
U , and the acceleration of fluid 1 (top) against fluid 2 (bottom) is g. This flow
configuration can be seen in Fig. 1.4 (Kundu and Cohen, 2012). The condition for
instability can thus be defined as:
g(ρ22 − ρ21)− kρ1ρ2(U1 − U2)2 < 0. (1.5)
The second term in Eq. 1.4 (and the first term in the instability condition, Eq.
1.5) describes the response of the interface to a downward acceleration. One might
recognize that this term is either a stabilizing effect when the bottom fluid is heavier
than the top fluid (ρ2 > ρ1, or g > 0), or a destabilizing effect that will contribute to
the growth of the KHI via the Rayleigh-Taylor instability (RTI) if the heavier fluid
is on top (ρ2 < ρ1, or g < 0). A discussion on the Rayleigh-Taylor instability (RTI)
and Richtmyer-Meshkov instability (RMI) can be found in Appendix A.




Figure 1.4: Basic flow configuration of the KHI. If U1 6= U2, then perturbations
along the interface will develop into intricate, vortical structures via the KHI. Figure
adapted from Kundu and Cohen, Fluid Mechanics 5e, 2012
1.5) describes the effect of the velocity shear, and provides the classical instability
condition for the KHI. For any U1 6= U2, there exists a sufficiently large k (i.e. a
small enough wavelenth) for the system to become unstable. (In various contexts,
other stabilizing factors that were neglected from the derivation, such as viscosity
and surface tension, can help to stabilize small-wavelength features, which is to say
when k  1).
In our experiment (ρ2 > ρ1) the acceleration of the interface, g, is designed to be
negligible (Malamud et al., 2013b). Experimental timescales are too short for gravity
as such to play a role in this experiment, and there is no measurable acceleration or
deacceleration of the shocked interface (Wan et al., 2017b). We can thus simplify Eq.
1.4 and rewrite the classical growth rate coefficient, γ, of the KHI in an incompressible












In this equation, the relative velocity across the interface is ∆u, and the Atwood





























Figure 1.5: Contour plot of the ratio of the compressible to incompressible growth
rate coefficients, γ/γic, in the Mc − A plane. The diamond at Mc = 0.85, A = 0.81
represents our experiment. Note that, because of the definition of Mc, the supersonic
regime corresponds to Mc > 0.5. Originally published in Wan et al., Physical Review
Letters 2015
1.2.3 Effects of compressibility
In a supersonic flow, effects of compressibility decrease the single-vortex growth








where the convective Mach number, Mc, is defined as Mc = ∆u/(c1 + c2), with c
being the speed of sound in the respective materials. Because of this definition,
the flow becomes supersonic at Mc & 0.5 in the frame of reference of either fluid.
One might notice that in the subsonic limit, Mc → 0, we are left with our classical
result, γ = γic. In the highly supersonic limit, Mc >
√
2, the compressible growth
rate turns imaginary; Eq. 1.7 therefore suggests that the KHI should be stabilized
above a convective Mach number of
√
2, though in practice, higher-order non-linear
terms become relevant in this regime. The following experiments (Wan et al., 2015,
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Figure 1.6: Regimes of high-energy-density physics. High-energy-density conditions
are common in astrophysical systems. Figure adapted from R.P. Drake, Physics Today
2010.
2017b) are designed such that Mach number effects are expected to dominate KHI
evolution (Malamud et al., 2013b). Figure 1.5 plots the ratio between the compressible
growth rate coefficient and the incompressible growth rate coefficient, γ/γic, with the
Atwood number, A, along the abscissa and the convective Mach number, Mc, along
the ordinate. We can see that our experiment, which is denoted by the magenta
diamond, has a convective Mach number Mc ∼ 0.85 and an Atwood number of
A ∼ 0.81 such that the growth rate is reduced by a factor of ∼2. These experiments
will be discussed further in Chapter II.
The two-vortex merger rate is more complicated, and there is no simple expression
for the effects of compressibility on the two-vortex KHI merger rate. The net effect
of compressibility that we will look for in the dual-mode experiment is an extended
vortex merger time, which we will elaborate on in Chapter IV.
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1.3 High-energy-density (HED) physics
Compressible flows can be studied in HED systems, which have been defined as
systems at or above one MBar of pressure (Drake, 2006). To better understand the
meaning of this, we can consider the bulk modulus, K. In everyday life, one ordinarily
considers gases to be compressible, but liquids and solids to be of a fixed density. At
a sufficient pressure, however, even solids can be compressed. We typically describe






, Bulk modulus (1.8)
where V is the volume, and P is the pressure (energy density). Here, we can see
that the fractional change in volume is proportional to the exerted pressure divided
by the material’s characteristic bulk modulus. A naive reading of this equation,
however, would suggest that applying pressures at or above the characteristic bulk
modulus would result in the formation of a singularity. Since this is inconsistent with
observations, we can infer that other physical considerations must become significant
as one approaches a pressure that is comparable to the bulk modulus. This regime,
where enough energy has been concentrated into a small enough space for materials
to behave unexpectedly, is what we refer to as HED physics. Figure 1.6 (Drake,
2010) shows the HED regime, with temperature and density on the two axes. The
conditions we encounter in daily life encompass only a very small subsection of the
blue region in the lower-left corner of the map. One MBar is chosen as the threshold
pressure for HED physics because it is a sufficient energy density for ordinary solid
materials break down into an ionized plasma state that is too dense (sometimes
reaching greater-than-solid densities) to be described by traditional plasma theories.
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1.4 Selected examples of the KHI in a compressible flow
1.4.1 KHI in ICF experiments
It is important to test the fundamental theory behind hydrodynamic instabilities
so that we can improve our ability to predict and mitigate their effect on engineering
systems such as ICF experiments (Pickworth et al., 2016; Robey et al., 2016). When
two hydrogen atoms are brought close together, the positive charges of their nuclei
will attempt to push these particles apart (Feynman et al., 1964). The goal of ICF
experiments is to compress a large number of these hydrogen atoms into a small
enough space for a long enough period of time such that a significant number of
collisions occur in which the short range nuclear forces overcome the weaker but
longer ranged repulsive electric forces (Betti and Hurricane, 2016; Pfalzner , 2006;
Gresh, 2009). If this can be done efficiently, it will yield a net energy gain. In order
to achieve this, the fusion fuel must be compressed at stagnation of a spherically
symmetric implosion with little to no pathways for mass and momentum to be lost.
In an ICF capsule, engineering components (such as the shell needed to contain
the hydrogen gas) create unstable interfaces that result in unwanted mixing; this
negatively impacts the temperature of the fusion hot spot and dilutes the fusion fuel,
resulting in diminished energy yield.
Laser-driven ICF experiments can be categorized as having either a “direct-drive”
or an “indirect-drive” configuration. In the direct-drive configuration, laser beams are
directly incident upon the surface of the fusion capsule (Craxton et al., 2015; Molvig
et al., 2016). Although this technique is popular around the world, imperfections in
the laser optics and within the ICF capsule make the direct-drive configuration prone
to asymmetric heating; this leads to an asymmetric radial acceleration, which in turn
makes the system susceptible to the development of hydrodynamic instabilities. In
the indirect-drive configuration, lasers are aimed at the inner walls of a cylindrical
13
Surface asymmetries seed 
the growth of the RTI
Asymmetries in the radiation source
seeds the growth of the KHI
sy etries in the radiation source
seed the growth of the KHI
Figure 1.7: Schematic of a hohlraum used in indirect-drive ICF experiments. Image
adapted from Lawrence Livermore National Laboratory (LLNL) facility documents.
metal tube, which we refer to as a “hohlraum,” instead of the surface of the capsule.
The irradiated inner walls would then emit x-rays, which produces a more symmetric
radiation source. Although this technique diminishes the severity of hydrodynamic
instabilities (Lindl , 1993; Yamanaka, 1999), they remain one of the most significant
sources of performance degradation (Pickworth et al., 2016; Robey et al., 2016).
Three hydrodynamic instabilities that commonly contribute to this performance
degradation are the RTI, the RMI, and the KHI. The RTI and the RMI are seeded by
asymmetries along the surface of the capsule (Smalyuk , 2012; Freeman et al., 1977).
These asymmetries can be caused by capsule surface roughness (Remington et al.,
2016), imprinting from the thin (∼15 nm) membrane that holds the capsule in place
(Nagel et al., 2015), or even the shadow of the fill tube (MacPhee et al.). A more
detailed discussion of the RTI and RMI can be found in Appendix A.
The KHI, on the other hand, is driven by asymmetries in the radiation source.
Although the use of hohlraums diminished the severity of surface asymmetries, these
indirect-drive experiments must now contend with producing a spherically symmetric
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radiation source within a cylindrical capsule, all while the capsule is deforming in
response to the lasers ablating material off of the inner walls (Li et al., 2012). The
net result is a time-dependent radiation source, that often starts hotter at the poles
but ends hotter around the equator (Town et al., 2014; Slutz et al., 2007). This
introduces a significant, non-radial component to the velocity, that increases over
time as the major-axis of the implosion shifts in response to the dynamic heating.
This non-radial velocity can lead to the onset of the KHI, which increases unwanted
mixing, while simultaneously decreasing the inward kinetic energy available to start
a fusion reaction.
1.4.2 KHI at the magnetopause
Although it is difficult to study the KHI in unsteady systems, doing so can pro-
vide tremendous insight into both natural systems and the instability itself. One such
example would be the dawn-dusk asymmetry of KHI signatures observed at the mag-
netospheric boundaries of planets such as Mercury, Saturn, and Jupiter, which defies
the conventional understanding of the instability (Paral and Rankin, 2013; Delamere
et al., 2013; Johnson et al., 2014). (Observations of this dawn-dusk asymmetry are
inconclusive around Earth. Mercury lacks an ionosphere, allowing for stronger growth
and easier observations of the KHI instability. Jupiter and Saturn have denser, co-
rotating plasmas in their magnetospheres, contributing to a consistent dawn-dusk
asymmetry in shear velocity. The previously cited papers discuss these conditions in
greater detail.)
Around many planets, you have a co-rotating plasma that acts as an extension
of the atmosphere (Gombosi , 1998). At the same time, you have plasma from the
stellar wind bombarding this atmosphere, and wrapping around it. This system is
illustrated in Fig. 1.8. Naively, one may assume from the classical description of the




Figure 1.8: KHI at magnetospheric boundaries. The solar wind wraps around a
planet’s magnetosphere, resulting in a dawn-dusk asymmetry in shear velocities. Ob-
servations of the KHI suggest that the KHI is stronger along the dusk side, where
the velocity shear is weaker. Image adapted from Istituto Nazionale di Geofisica e
Vulcanologia.
where the two plasmas are moving in opposite directions, thus maximizing the relative
velocity ∆u. Observations instead suggest that KHI is consistently stronger on the
dusk side, where the relative velocity is weaker.
The papers that reported these findings (Paral and Rankin, 2013; Delamere et al.,
2013) thoroughly discuss electromagnetic effects, but did not directly address the
contributions of compressibility to magnetohydrodynamic (MHD) plasmas (Miura
and Pritchett , 1982). This is perhaps because the full effects of compressibility are
still poorly understood, especially in a MHD regime. An inhibition of the KHI is
expected along the frequently supersonic dawn-side shear flow (Eq. 1.7), compared
to the frequently subsonic dusk-side (Eq. 1.6), but it is unknown to what extent
this behavior may change in a MHD system. Furthermore, since these are unsteady
systems, the velocities are in constant flux. This re-emphasizes the point that many
fascinating systems exist that can not be well-described by our current understanding
of hydrodynamic instabilities, but also can not be thoroughly understood merely
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from observations of unsteady, natural systems. To truly understand these systems,
it is necessary to perform dedicated experiments that examine the contributions of
individual parameters, such as the effects of compressibility, and then systematically
determine how these individual contributions interact with one another.
1.5 History of hydrodynamic instability experiments
The experimental platform we developed combined the strengths of several major
techniques previously used to study hydrodynamic instabilities. Shock-tubes, wind
tunnels, and tilt tables have been used to study sustained, supersonic flows (§ 1.5.1),
while HED experiments achieved well-characterized initial conditions (§ 1.5.2). Our
experiment required both of these conditions to be met.
1.5.1 Shock-tubes, wind tunnels, and tilt tables
Shock-tubes, wind tunnels, and tilt tables were the primary tools for studying
hydrodynamic instabilities in the 1900’s. Each of these were capable of sustaining a
relatively steady flow for an extended period of time, but could not produce a well-
defined seed perturbation along the fluid interfaces. The basic premise of a shock
tube is that it contains two or more chambers of pressurized gas that are separated
by a thin diaphragm. The experiment begins when the diaphragm is ruptured and
the gases are allowed to interact.
The first shock-tube was constructed in 1899 by the French scientist Paul Vieille,
though the term “shock-tube” was not used in literature until the 1940’s (Vieille,
1899; Henshall , 1957). Vieille’s shock-tube was 22 mm in diameter, 20 feet long, and
achieved gas pressures of 27 atm. With this setup, he was able to measure shock
velocities of M ∼ 2. After a lull in shock-tube research, the design was revisited
by Payman and Shepherd in 1946. Payman and Shepherd applied pressure to one
chamber of their shock tube until it was sufficient to rupture a copper diaphragm
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(Payman and Shepherd , 1946). Both of these early experiments were fairly simple,
and studied the propagation of shock waves and blast waves through air. Although
the pressure ratios and initial interfaces were poorly controlled, they set the standard
for future shock-tube experiments.
It is of interesting historical note that the first shock-tube was created at around
the same time as the first wind tunnel, and that they were generally considered to be
early rivals. Wind tunnels could sustain a steady flow for a much longer duration than
shock-tubes, but their early designs had a maximum airflow limit at Mach numbers
approaching unity (Kundu and Cohen, 2000). Thus, while both have useful applica-
tions to the study of hydrodynamic instabilities, shock-tubes struggled to achieve low
Mach number systems (Griffith, 1952), while wind tunnels struggled to achieve high
Mach number systems (Pope and Goin, 1978). Wind tunnels were used in early exper-
iments by Schubauer and Skramstad (Schubauer and Skramstad , 1947) to investigate
the transition of a laminar flow into a turbulent flow, as well as early experiments by
Liepmann and Laufer, who provided measurements of turbulent fluctuations and tur-
bulent shear (Liepmann and Laufer , 1947). A variant of a wind-tunnel was also used
by Freymuth, who obtained the first clear images of vortex-merger by photographing
smoke that was introduced into a stream of air (Freymuth, 1966).
Shock-tubes and wind tunnels both became popular for hydrodynamic instability
experiments around the 1970’s. At the end of the 1960’s, Meshkov used a shock-tube
to perform an experimental verification of the RMI, which was the first major ex-
periment to explicitly study hydrodynamic instabilities in decades, if not centuries
(Meshkov , 1969). Meanwhile, three notable experiments expanded upon the wind-
tunnel work by Liepmann and Laufer. Wygnanski and Fielder studied a 2D in-
compressible mixing layer in greater detail, by using anemometers and a conditional
sampling technique to measure and define turbulent and non-turbulent zone averages
(Wygnanski and Fiedler , 1970). Spencer and Jones measured the mixing layer be-
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tween two streams at variable shear velocities (Spencer and Jones , 1971). Brown and
Roshko’s experiment is perhaps the most notable of these three, in that it empha-
sized and established the role of coherent (KHI) structures in a system’s transition
to turbulence (Brown and Roshko, 1974). Brown and Roshko created a new ap-
paratus (Papamoschou and Roshko, 1988) based on the design of wind tunnels and
shock-tubes that produced two pressurized streams of gas with variable flow velocities
(Papamoschou and Roshko, 1988), as seen in Fig. 1.9. Although Brown and Roshko’s
experiments lacked a well-controlled interface, the data they produced continues, to
this day, to contribute to statistical analyses of incompressible KHI vortex-merger
models and the transition to turbulence (Rikanati et al., 1998, 2003; Shimony , 2016).
Brown and Roshko’s facility was also used for Konrad’s research into the Reynold’s
number effects on turbulent shear flows (Konrad., 1977), which was later expanded
upon by Dimotakis who studied the entrainment ratio and the growth of the turbulent
mixing layers (Dimotakis , 1986).
Concurrent with the shock-tube and wind tunnel experiments of the 1970’s was a
tilt table experiment by Winant and Browand (Winant and Browand , 1974). Whereas
the previous work had studied the behavior of gases, Winant and Browand studied
the flow between two streams of water and produced large-scale vortical structures.
Like Brown and Roshko (Brown and Roshko, 1974), Winant and Browand produced
quantitative measurements of vortex merger, but they did so at much lower Reynolds
numbers. The Reynolds number is a dimensionless ratio of inertial forces to viscous
forces, and helps to predict the transition to a turbulent flow (Kundu and Cohen,
2000). It is defined as Re = uL/ν, where u is the velocity of the fluid, L is the
characteristic length scale, and ν is the kinematic viscosity of the fluid. While the
shock-tube and wind tunnel experiments discussed above had Reynolds numbers of
103 to 106 (a regime in which viscosity is negligible), Winant and Browand’s experi-




Figure 1.9: KHI vortices observed in the Brown and Roshko 1974 experiment. Shad-
owgraphs are taken at random times during experiment. The gases (Nitrogen and
Helium) are introduced from the left. Over time, they merge into fewer but larger
vortices. Figure adapted from Brown and Roshko, Journal of Fluid Mechanics 1974.
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reference, our own experiment had a Reynolds number of ∼ 106 (Malamud et al.,
2013b)). The experiments performed by Winant and Browand inspired a significant
amount of computational and theoretical work, including studies of the instability and
merger of isolated vortices (Overman II and Zabusky , 1982), the relaxation of ellip-
tical vortices to an axisymmetric state (Melander et al., 1987a,b), two-vortex merger
(Melander et al., 1988) (§ 1.2.1), and the stabilization of a vortex strip (Dritschel ,
1989).
Over the next several decades, many groups continued to use tilt tables to study
the KHI in a mid-to-low Reynolds number regime (in which viscosity is relevant).
Some of the more notable among these experiments include Shyh and Munson’s in-
vestigation into the stability of a high-viscosity oscillating shear layer (Shyh and Mun-
son, 1985), Couder and Badevant’s use of thin liquid films to study the vortex merger
process in 2D flows (Couder and Basdevant , 1986), Thorpe and Holt’s investigation
into the influence of shallow upper and lower boundaries on the KHI (Thorpe and
Holt , 1995; Holt , 1998), and Yoshikawa and Wesfreid’s study of oscillatory behavior
in a viscous shear flow (Yoshikawa and Wesfreid , 2011a,b). Although these papers
contributed to our understanding of the KHI, their direct relevance to our experi-
ment is limited, since our experiment is in a high-Reynolds number regime (negligible
viscosity) and studies the evolution of a well-controlled seed interface.
At the turn of the millennium, Slessor expanded upon Brown and Roshko’s work
by using wind tunnels to study the evolution of the KHI in a compressible flow
(Slessor , 1998; Slessor et al., 2000). Slessor produced supersonic flows that merged
over wedges, and observed an inhibition of the growth rate of the KHI, which was
a significant milestone in the study of compressibility on the KHI. A commonality
between this experiment and Brown and Roshko’s, however, is that while wind-tunnel
experiments proved effective for studying turbulent flows and the transition to tur-
bulence, they still generated uncontrolled, multimode initial conditions.
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KHI vortices
Figure 1.10: KHI vortices observed in the McFarland et. al 2013 experiment. The data
was produced in an inclined shock-tube, with an unknown initial interface, to study
the RMI in a reshocked system. Figure adapted from J. McFarland, Experiments in
Fluids 2013.
Incremental progress has continued to be made on the KHI with shock-tube exper-
iments, largely through secondary observations of the instability. These shock-tube
experiments often focused on other instabilities such as the RMI and RTI, or on the
evolution of highly turbulent systems (McFarland et al., 2013; Chapman and Jacobs ,
2006; Bouzgarrou et al., 2012; Titus et al., 2013), for which the geometry of shock
tubes is well suited. The shock-tube platform developed a rudimentary capability to
seed a perturbation by vibrating the diaphragm at a harmonic frequency, but this
standing wave along the interface is imprecise, and the diaphragm that separates the
fluids is prone to diffusion. The wind tunnel and shock-tube platforms were able to
produce sustained, supersonic flows, but were never able to establish a technique for
studying the evolution of well-characterized single-mode or dual-mode interfaces in a
shear flow. In Fig. 1.10, we can see KHI vortices that were unintentionally produced
during McFarland’s 2013 shock tube experiment studying the effects of a reshock on
the RMI (McFarland et al., 2013). The shock-tube is inclined, reminiscent of tilt ta-
ble experiments. The high-resolution diagnostics, long experimental timescales, and
large-scale features allow us to resolve KHI vortices evolving along the surface of
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larger KHI vortices, but the unknown and unsteady initial interface makes it difficult
to perform a quantitative analysis of these structures.
1.5.2 High-energy-density (HED) experiments
One might consider the first demonstration of ICF to be the detonation of the hy-
drogen bomb in 1952, which was driven by several smaller fission reactions. Following
this success, Edward Teller called a meeting in 1957 to review peaceful applications
of nuclear detonations, such as excavation and construction (Beck et al., 2011a,b,c).
Collaborative discussions during this meeting inspired John Nuckolls to consider scal-
ing down the fusion reaction to milligram scales in order to evaluate the feasibility of
commercial fusion power (Nuckolls , 1998). Nuckolls played a prominent role in devel-
oping the simulations and theory capabilities of the United States’ indirect-drive ICF
program throughout the 1950’s and 1960’s (though his work was classified at the time
(Nuckolls et al., 1972)), while Ray Kidder worked on the development of the direct-
drive approach (Nuckolls , 1998). The laser was invented in 1960 at Hughes Research
Laboratories (Hänsch, 2010), and subsequently incorporated into the United States’
ICF program in 1962 as a promising driver mechanism (Nuckolls , 1998). At the same
time, Nikolai Basov of the USSR proposed the idea of achieving thermonuclear fusion
by laser irradiation to the Presidium of the Soviet Academy of Sciences (Velarde,
2002), though again, much of this was classified.
Kip Siegel from the University of Michigan founded KMS Fusion in 1967 in order to
investigate laser-driven ICF, and then performed the first successful demonstration of
laser-driven ICF in 1974 (Siegel , 1974). Although KMS Fusion shut down shortly af-
terwards, these experiments contributed to the modern direct-drive and indirect-drive
fusion efforts that are currently being pursued at institutions such as the Laboratory
for Laser Energetics (LLE), Lawrence Livermore National Laboratory (LLNL) and
Los Alamos National Laboratory (LANL). As discussed in (§ 1.4.1), hydrodynamic
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instabilities greatly diminished the energy yield of these experiments, and provided
motivation for a new era of hydrodynamic instability research.
The majority of recent HED hydrodynamic instability experiments have been
performed at laser facilities (§ 1.5.2.1). Laser-driven experiments can deposit a large
amount of energy onto initially solid targets with precision-machined seed interfaces.
The tremendous energy densities (§ 1.3) allow solid materials to break down into an
ionized plasma state, which can then be described by the equations of motion for
a fluid (§ 1.2.2). This allows laser-driven hydrodynamic instability experiments to
produce plasmas with well-characterized initial interfaces, which are not attainable
in wind-tunnel, shock-tube, or tilt table experiments.
The first laser-driven hydrodynamic instability experiments were performed by
Cole et al., who studied the growth of the RTI by irradiating aluminum foils at the
Science and Engineering Research Council’s Central Laser Facility (Cole et al., 1982).
This work was expanded upon in various direct-drive and indirect-drive configurations
(Whitlock et al., 1984; Wark et al., 1986; Grun et al., 1987; Nishimura et al., 1988;
Desselberger et al., 1990; Kilkenny , 1990; Remington et al., 1992; Marinak et al., 1995;
Budil et al., 1996) to better understand the role of the RTI in fusion experiments
(Freeman et al., 1977). In 1997, Kane et al. used the Nova laser to perform the
first hydrodynamic instability experiment that was specifically scaled to core-collapse
supernovae (Kane et al., 1997; Remington et al., 1997; Kane et al., 2000), following
observations that implied that the RTI played a prominent role in the dynamics of SN
1987A (Itoh et al., 1987; Ebisuzaki et al., 1989). Around this time, Peyser et al. and
Dimonte et al. also used the Nova laser to perform the first HED RMI experiments
(Peyser et al., 1995; Dimonte et al., 1996; Dimonte and Schneider , 1997). Laser
facilities continue to be extensively utilized for RTI and RMI experiments to this day,
to improve our understanding of ICF implosions and astrophysical environments.
Laser-driven KHI experiments took longer to develop. The first of these exper-
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Figure 1.11: KHI vortices observed in the Harding et. al 2009 experiment. Data from
the first HED KHI experiment (Harding et al., 2009) are compared to 2D simulated
radiographs. A laser-produced blast wave was driven over a 400 µm wavelength, 30
µm amplitude seed perturbation. Figure adapted from E.M. Rutter, High Energy
Density Physics, 2013.
iments was performed by Hammel (Hammel et al., 1994), but the data were incon-
clusive and KHI growth was not observed. Another inconclusive experiment was
performed by Harding on the NIKE laser, which was intended to study the growth
of the KHI from a well-characterized single-mode seed perturbation (Harding et al.,
2010a,b; Harding , 2010). Experimental timescales were insufficient to observe KHI
structure, and the structures that were produced were disturbed by shockwaves within
the system. It is also possible that effects of compressibility inhibited the growth of
the instability.
Following this, Harding and Hurricane et al. used the OMEGA-60 facility to
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produce the first definitive HED KHI experiment, and analyzed them against 2D and
3D simulations (Harding et al., 2009; Hurricane, 2008; Hurricane et al., 2009, 2010,
2011, 2012; Raman et al., 2012; Rutter et al., 2013). A comparison of their data to
2D simulated radiographs (Rutter et al., 2013) produced by the CRASH code (van
der Holst et al., 2011) can be seen in Fig. 1.11. Unlike the experiments presented
in this thesis, Harding and Hurricane’s KHI experiment was driven by a blast wave.
Blast waves are produced from unsustained depositions of energy, and rapidly decay
to subsonic velocities (§ 1.5.2.2). Blast waves also drive the instability growth with
a baroclinic deposition of vorticity (Hurricane, 2008), which is a different different
mechanism than the classic shear-dominated KHI system featured in the experiments
presented in this dissertation. The resulting plasma achieved a flow velocity that was
initially higher than the experiments described in this dissertation, yet sustained for
a much shorter period of time.
The Harding and Hurricane experiments were expanded upon by Smalyuk and Di
Stefano, who used the propagation of subsonic blast waves over a roughened interface
to produce the first quantitative measurements of turbulent mixing in a HED plasma
(Smalyuk et al., 2012, 2013; Di Stefano et al., 2014; Shimony et al., 2016a). Although
this experiment was initially driven by a blast wave, the roughened (low-amplitude,
multi-mode) interface meant that the features were of sufficiently small wavelength
for the KHI growth to be dominated by steady subsonic shear instead of the baroclinic
deposition of vorticity (Di Stefano et al., 2014).
A series of experiments were performed concurrently with our own (Welser-Sherrill
et al., 2013; Doss et al., 2013a,b, 2015, 2016; Merritt et al., 2015; Flippo et al., 2016)
that sustained supersonic, counter-streaming flows over uncontrolled, multi-mode
seed perturbations, in order to study the growth of a turbulent mixing layer. Al-
though this supersonic, shear-flow platform had some similarities to our own (Mala-
mud et al., 2013b), these experiments had different initial conditions and studied
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different physics.
Our experiments (Wan et al., 2017a, 2015, 2017b; Malamud et al., 2013b), which
will be described in the following chapters, expand upon these laser-driven experi-
ments by utilizing the unique capabilities of the OMEGA-EP facility (Maywar et al.,
2008) to sustain a steady, supersonic flow over a precision-machined interface for
unprecedented durations. This platform was first tested by Di Stefano et al., who
utilized a different geometry to study the evolution of the RMI (Di Stefano et al.,
2015b,a; Malamud et al., 2013a). This platform combines the well-characterized seed
perturbations used in the Harding and Hurricane experiment (Harding et al., 2009;
Hurricane, 2008), with the sustained, shockwave-driven, supersonic flows found in
experiments by Doss et al. (Doss et al., 2013b, 2016) and in shock-tube experiments.
Since the experiments performed in this dissertation, the experimental platform
has also been fielded in different geometries. In these new geometries, an oblique shock
is used to study the interaction between the KHI, RMI, and RTI. These results will be
published by Kuranz et al. and Rasmus et al. in upcoming manuscripts. Currently in
development is another experimental platform, related to our own, in which a steady
shear flow will be generated by irradiating the inner walls of a hohlraum (§ 1.4.1) to
create a long-lived source of x-rays (Capelli et al., 2016).
Other HED experiments relevant to the KHI include Horton and Perez’s measure-
ments of vorticity in a magnetized plasma (Horton et al., 2005), and investigations
into a magnetized shear flow on the Nevada Terawatt Facility (Martinez et al., 2009;
Wright et al., 2009). If this platform is developed further, it might be used to explore
the effects of a magnetic field on the KHI, or perhaps measure self-generated fields.
1.5.2.1 HED facilities
Achieving HED conditions requires the use of special facilities. Many HED exper-
iments are performed at laser facilities, which are capable of delivering large amounts
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of energy into a small space over a short period of time. The most well-known of
these laser facilities are the OMEGA-60 facility at the University of Rochester, and
the National Ignition Facility (NIF) at LLNL. These two laser facilities are capa-
ble of delivering kJs (OMEGA-60) to MJs (NIF) of energy into mm-scale objects by
splitting a single laser into multiple beams, and then irradiating a target from all di-
rections. OMEGA-60 has 60 beams arranged in a near-spherical geometry, while the
NIF has 192 beams arranged into four circular rings, optimized for use with cylindri-
cal hohlraums (§ 1.4.1). The high laser energies and the geometry of the beams make
the OMEGA-60 facility and the NIF ideal candidates for ICF experiments, but these
facilities have also been used in different configurations for various hydrodynamic
instability experiments (§ 1.5.2).
Other lasers, such as the Titan laser at the Jupiter Laser Facility or the Hercules
laser at the University of Michigan, are smaller lasers that deliver less energy per shot
(typically on the order of several hundred Js), but can achieve much higher power and
intensity (by depositing the energy in a shorter period of time). These facilities can
be used to study physics in a different regime, such as relativistic particle acceleration
(Ledingham and Galster , 2010).
Our experiment, which requires a large deposition of energy and a sustained source
of pressure, is currently only possible to achieve on the OMEGA-EP system, and
potentially at the NIF (Capelli et al., 2016). A schematic of the OMEGA-EP facility is
shown in Fig. 1.12. Whereas OMEGA-60 and the NIF split a single laser into multiple
beams, OMEGA-EP is unique for having four independent, highly-energetic lasers,
that are arranged along one hemisphere of the chamber. This unique configuration
allows OMEGA-EP to fire its beams sequentially to create a high-power, long-lived
source of laser energy, thereby creating and sustaining supersonic, HED conditions for
unprecedented durations. This facility, and the experimental platform we developed




Figure 1.12: Schematic of the OMEGA-EP laser bay. Four independent lasers are am-
plified and then directed into the vacuum chamber, which contains the experimental
target. Figure adapted from LLE facility documents.
1.5.2.2 Blast waves and shock waves
Our experiments are different from those of Harding and Di Stefano (§ 1.5.2)
because they drive the growth of the KHI with a shock wave instead of a blast wave.
In the context of these experiments, a shock wave is distinguished from a blast wave
primarily by its velocity profile as a function of time. At a very basic level, a shock
wave is an abrupt change in pressure, density, and temperature. It occurs when a
fluid is forced to carry an energy density that exceeds the characteristic energy flux
of the medium. The characteristic energy flux of a medium is determined by its
characteristic sound speed, cs. This limits the largest pressure modulation that a
sound wave can carry to be of order ρc2s, and thus the limit of the energy flux of
sound waves is of order ρc3s (Drake, 2006). When a fluid carries a greater energy than
this, the wave fronts begin to pile upon one another and a shock wave forms. A shock
wave is considered to be steady and sustained until this pileup is solved. That is to
say, in the frame of reference of the laboratory, the shock wave travels through the
medium at a constant velocity.
A shock wave can be found at the leading edge of a blast wave, but a blast
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Figure 1.13: Photo of an expanding blast wave from the Trinity test explosion, taken
0.025 seconds after detonation. Image credit: U.S. Department of Defense, July 16,
1945.
wave is the result of an unsustained deposition of energy. As such, blast wave-driven
hydrodynamic instability experiments can initially achieve similar conditions to our
shock wave driven experiment, but these conditions are not maintained throughout
the experiment. We can illustrate this difference with a historical example.
The first atomic bomb was detonated during the Trinity test in New Mexico in
1945, and can be seen in Fig. 1.13. Several years later, the U.S. government released
a few photos of the test, each containing a timestamp and a spatial scale. From this,
British physicist G. I. Taylor estimated the explosive yield of the bomb with sufficient
accuracy to cause great concern over the potential leak of classified information. In
truth, he used a rather simple estimate (Taylor , 1950b,c).
We can assume first that the blast wave is driven by a single, instantaneous depo-
sition of energy, E. For simplicity, we can also assume that the blast wave expands
outwards as a uniform, self-similar sphere. We are given radius of the blast wave,
rbw, and time, t, with which to work with, and we can also safely assume that the
evolution of the explosion will in some way relate to the density, ρ, of the medium
through which it propagates. Putting this all together gives us:
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r(t)bw ∝ Eαρβtγ (1.9)
By applying the Buckingham-π theorem (Buckingham, 1914, 1915), we can see
that the coefficients α, β, and γ needed to balance the units of this equation are α =
















This equation is technically incomplete, and breaks down at very early and very
late times. However, it still provides a reasonable estimate for the velocity decay of
a blast wave. The time-dependent nature of blast waves puts a comparatively low
limit on the timescales of blast wave-driven hydrodynamic instability experiments,
and complicates the analysis of the instability. A shock wave-driven experiment,
meanwhile, allows instabilities to be studied under steady conditions, and makes it
easier to draw meaningful conclusions about late-time observations.
In the context of HED experiments, the time scale over which a shock wave can
be sustained is dependent upon the duration of the energy source. When the pres-
sure source ends, a rarefaction (expansion) wave propagates forward and overtakes
the initial shockwave, causing it to continuously decay as a blast wave. Thus, while
a blast wave-driven hydrodynamic instability experiment can produce a supersonic
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flow for short durations, it is necessary to continuously drive the system with a sus-
tained pressure in order to study the effects of compressibility on the evolution of the
instability.
1.6 Individual contributions
My role in this project was to lead the experiments. This meant that I was
responsible for developing an experimental platform, with simulation and design sup-
port from G. Malamud and A. Shimony (Malamud et al., 2013b; Shimony et al.,
2016b; Shimony , 2016), that was capable of sustaining a steady, supersonic flow over
a well-characterized seed perturbation. These responsibilities included designing an
experimental target that could be affordably and reliably reproduced by our target
fabrication team, yet was still within the facility safety requirements, determining
the appropriate diagnostics and diagnostic settings to optimize the quality of our
data, establishing the orientation and alignment procedure of the target within the
target chamber, performing pre-shot metrology to evaluate the quality of the targets
after they have been built, diagnosing and addressing any undesired consequences of
targets that are built out of specifications, and determining the priorities of the cam-
paign to maximize the amount of useful data that we can obtain within a given day
of experiments. Once the initial data were obtained, I was responsible for processing
and analyzing these data by writing an image-processing algorithm, comparing the
results to design simulations, creating my own simulations to diagnose any problems
that may have occurred, designing new targets that could address these issues, and
publishing the results of these experiments (Wan et al., 2015, 2017a,b).
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1.7 Summary of chapters
This introduction has provided a summary of the KHI, and how its behavior is
expected to change in a supersonic flow. The summary begins with a qualitative
overview of the hydrodynamic instability, and then discusses the growth rate coeffi-
cients of the instability during the initial, linear stage of its evolution. Following this,
we describe some of the experiments that predated our own, and then highlight some
of the factors that make our experiment unique. Finally, this chapter introduces the
concept of HED physics, and gives an overview of some of the most notable facilities
used to produce HED systems in the laboratory.
Chapter II provides more information about the experimental platform. It con-
tains excerpts from “Impact of ablator thickness and laser drive duration on a platform
for supersonic, shockwave-driven hydrodynamic instability experiments” (Wan et al.,
2017a), which has been published in High Energy Density Physics. This manuscript
gives an overview of the laser drive conditions, primary diagnostic, and experimen-
tal target. The manuscript also discusses some design issues that I discovered and
addressed during the development stage of the experimental platform. Most notable
among these issues was the presence of an unanticipated secondary shockwave, which
I refer to as a “reshock.” I present the results of simulations I performed to diagnose
the problem and improve the design (Malamud et al., 2013b) of the experimental
target.
Chapter III presents the results of our single-mode experiment. It contains ex-
cerpts from “Observation of single-mode, Kelvin-Helmholtz instability in a supersonic
flow,” which has been published in Physical Review Letters (Wan et al., 2015). The
single-mode experiment seeds the growth of the instability with a sinusoidal interface,
in order to observe the effects of compressibility on the growth rate and structure of
the instability. The results shown here are the first observations and measurements
of the KHI evolving from well-characterized single-mode initial conditions in a super-
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sonic flow. 2D simulations were calibrated with these data, and overlaid upon the
images. The calibrated simulations agreed with data within the diagnostic resolution
limit, and the data support the anticipated inhibition of the KHI’s growth rate in a
compressible flow.
Chapter IV presents the results of our dual-mode experiment. It contains excerpts
from “Observation of dual-mode, Kelvin-Helmholtz instability vortex merger in a
compressible flow,” which is an invited article that has been published in Physics of
Plasmas (Wan et al., 2017b). The dual-mode experiment seeds the growth of the
instability with an interface created by superimposing two sine waves with different
wavelengths. The data supplements measurements of the inhibition of the instability’s
growth rate due to effects of compressibility (Wan et al., 2015), and provides the first
measurements of the instability’s vortex merger rate. Again, we present a comparison
of the data to 2D simulations, and demonstrate that the data and simulations agree
within the diagnostic resolution limit.
In Chapter IV, I also present an unpublished figure that compares the vortex-
merger data to simulations of the KHI evolving in a pure shear flow, similar to the
analysis presented in Chapter III. Using this figure, we examine the reliability of
measurements for both the dominant and consumed vortices that exist at the edge
of the KH-relevant zone. We also examine local Mach number effects, and discuss
their influence on the evolution of the system. This analysis provides a more thor-
ough evaluation of the effects of compressibility on a dual-mode system, and better
demonstrates that the calibrated simulations achieve good agreement with data until
the system is disturbed.
Chapter V concludes the thesis. In this chapter, I summarize the content of the
previous chapters and present ideas for future experiments. Following the conclusion,
I have a series of appendices that expand upon various topics. In Appendix A, I dis-
cuss the RTI and RMI. These two instabilities are common in many of the systems
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that motivated our research into the KHI, and will be discussed further in upcoming
papers by Kuranz et. al and Rasmus et. al, who performed experiments with adap-
tations of the platform presented here. Additionally, the full data-sets produced from
these experiments can be found in Appendices C, D, and E. Appendix F contains the




Experimental platform and platform development
2.1 Introduction
In order to study the effects of compressibility on the KHI, we needed to establish
an experimental platform capable of sustaining a steady, supersonic flow over a well-
characterized seed perturbation. This manuscript, titled “Impact of ablator thickness
and laser drive duration on a platform for supersonic, shockwave-driven hydrodynamic
instability experiments,” was published in High Energy Density Physics (Wan et al.,
2017a), and describes the experimental target, laser conditions, and some of the
considerations that contributed to the final target design.
In our first experiment, we used a thinner “ablator” (explained below in § 2.2)
and reserved one of the laser beams for a backup diagnostic. This configuration is
believed to have generated an unintended secondary shockwave, which we refer to as
a “reshock.” This reshock disturbed the observed KHI structure and contributed to
inconsistent results, which will be discussed further in section § 2.3. This explanation
is supported by 1D simulations that I performed with the HYADES (Larsen and
Lane, 1994) code. I addressed the reshock by reallocating the laser beam from the
backup diagnostic, and using it to extend the laser-drive duration. This improved
the quality and consistency of the results for the second experiment. This improved
experimental design produced high-quality single-mode (Chapter III) and dual-mode
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(Chapter IV data, and has provided a basis for additional experiments exploring the
interaction between the Kelvin-Helmholtz instability (KHI) with the RTI and RMI.
2.2 Target design and methodology
This experimental platform utilized the OMEGA-EP facility to produce a steady,
supersonic flow across a well-controlled and well-characterized seed perturbation. The
OMEGA-EP facility is unique in the world for having four independently operated,
highly energetic lasers (Maywar et al., 2008). For the purpose of these experiments,
the target is irradiated with two to three lasers at a wavelength of 351 nm. SG8
distributed phase plates (Craxton, 1995) were used to smooth their spatial profiles.
Each of these beams contained ∼4 kJ of energy in a 10 ns square pulse, except for a 1
ns transitioning ramp as one laser pulse ends and another, overlapping pulse begins.
This 1 ns transition period mitigates any potential problems from laser timing errors,
and results in a nominally 19-28 ns square pulse (with a 300 ps rise time), over a 1.1
mm diameter spot size (at full-width, half-maximum), with an average intensity ∼
4x1013 W/cm2. Currently, OMEGA-EP and the NIF are the only facilities capable of
producing this combination of high-energies and long pulse durations. The extended
laser pulse maintains pressure on the drive surface in order to sustain a strong, steady
shock through the system at maximum compression. This results in a system that
can seed instability growth with tightly controlled initial perturbations in a nominally
time-invariant supersonic flow.
Figure 2.1 shows a pre-experimental x-ray radiograph of a sample target. Starting
from the left, we have a polycarbonate (PC) (C16H14O3, ρ = 1.1 g/cm
3) ablator. The
lasers are incident upon this layer, and generate the initial shockwave. In the original
experiment, the ablator was 185 µm thick and irradiated with a 19 ns laser drive. In
the subsequent experiment (Wan et al., 2015), the ablator was increased to 500 µm










Figure 2.1: Radiograph by J. Cowan (LANL) showing the transmission of Cu x-rays
through the different layers of the revised target. The thickness of the PC ablator
has been increased from 185 µm to 500 µm.
of a reshock, which we will discuss shortly (§ 2.3). The PC ablator is followed by a
100 µm thick layer of brominated polystyrene (CHBr) (C50H48Br2, ρ = 1.2 g/cm
3)
thermal insulator, which acts as a heat shield to prevent preheating of the materials
that follow. The remainder of the target can be described as the “physics package,”
and can be divided into a top half and a bottom half.
The top layer of the physics package is carbonized-resorcinol-formaldehyde (CRF)
(C1000O48H65, ρ = 0.10 g/cm
3), which acts as our low-density fluid. Beneath it is an
iodinated polystyrene (CHI) (C50H47I3, ρ = 1.4 g/cm
3) tracer strip embedded into a
density-matched polyamide-imide (PAI) (C22H14O4N2,ρ = 1.4 g/cm
3), which together
act as our high-density fluid. The iodinated plastic provides a narrow image plane
that absorbs the majority of the Cu x-rays, while the surrounding polyamide-imide
is highly transmissive to the Cu x-rays; this mitigates potential smearing of small-
scale structure due to misalignment or edge effects. A 100 µm wavelength, 5 µm
amplitude single-mode sinusoidal perturbation is machined into the surface of this
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plastic. The ∼ 0.63 Mbar pressure in the shocked foam drove a shock wave into this
plastic material, converting it to plasma and deflecting the foam-plastic interface. We
refer to the angle between the unshocked interface and the deflected interface as the
deflection angle. Finally, a gold block rests between the thermal insulator and the
heavier fluid, which slows down the lower half of the incoming shockwave such that it
does not reach the plastic behind it on experimental timescales. This shock blocker
maximizes our relative velocity and provides a clean start to the experiment, when
the supersonic shear flow is first introduced over the machined perturbation.
The “physics-package” is 1100 µm thick in the span-wise dimension (along the
diagnostic axis). In the initial experiment, the CHI tracer was 190 µm thick in
the span-wise dimension; this was subsequently reduced to 100 µm in the experi-
ments discussed in Chapter III and Chapter IV in order to improve contrast between
the shocked and unshocked plastic, and to create a more narrow image plane. The
“physics package” was encased in 200 µm thick beryllium walls, in order to provide
additional structural support.
The system reaches an Atwood number of ∼ 0.8 and a convective Mach number
of ∼ 0.85 (Malamud et al., 2013b). The convective Mach number, Mc, is defined as
∆u/(c1 +c2), where ∆u is the relative velocity, and c is the speed of sound. From this
definition, in the frame of reference of either fluid, the flow is said to be supersonic at
Mc & 0.5. The pressure of the shocked foam was experimentally inferred to be 0.63
± 0.08 Mbar (Wan et al., 2015).
Figure 2.2 is a 2D design simulation of the anticipated system 40 ns after the laser
drive begins (Malamud et al., 2013b). This simulation was produced in DAFNA, a
multi-material, Harten-Lax-van Leer-Contact (HLLC)-based Eulerian hydrodynamics
code with interface tracking and Adaptive Mesh Refinement (AMR) capabilities. The
simulation is initialized with a 1D Lagrangian radiation hydrodynamics code called










Figure 2.2: 2D DAFNA simulation showing a density map of the experimental system
at t = 40 ns. A 20 ns laser pulse is incident on a 200 µm thick PC ablator and 100 µm
thick CHBr thermal insulator. A shockwave is driven through the foam, producing a
strong, supersonic shear over a sinusoidal foam-plastic interface.
an adjustable adiabatic index; in this simulation, the adiabatic index was 1.67 for the
CRF foam, and 2.1 for the PC ablator, CHBr insulator, and PAI plastic.
In Fig. 2.2, the shock is moving from the left to the right. As the shock propagates
through the foam, a transmitted shock deflects the foam-plastic interface downwards.
Along this deflected interface, the modulations begin evolving after the initial shock
passes, and the steady, supersonic conditions cease once the thermal insulator that is
entrained in the flow disturbs them. As such, the Kelvin-Helmholtz relevant region
is defined as the region that is downstream of the shockwave, yet upstream of the
entrained material from the insulator and ablator. Modulations that are immediately
behind the shock are in the early stages of evolution, whereas those at the downstream
edge have been evolving for several times the characteristic evolutionary timescale of
the instability (Frisch, 1995; Malamud et al., 2013b).
One final laser beam is used to irradiate a 1 mm diameter, 20 µm thick copper
foil with 850 J of 1053 nm wavelength laser light, focused to a 200 µm diameter spot
size in a 10 ps pulse, to generate x-rays for a spherical crystal imager diagnostic. The
spherical crystal imager was used as an x-ray radiography diagnostic; x-rays propagate
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through the target to a bent crystal, designed to select out the transmission of Cu Kα
radiation (8.0 keV) at a ∼10 to 15 µm spatial resolution (Stoeckl et al., 2012), and
are then imaged onto a FujiTM MS image plate.
2.3 Results and discussion
The platform successfully produced the first data of hydrodynamic instability
evolution in a steady, supersonic flow from well-characterized initial conditions (Wan
et al., 2015). However, changes needed to be made to the initial target design to
improve the quality and consistency of this data. Figure 2.3 provides an example
of data taken from two different Kelvin-Helmholtz instability campaigns. The first
campaign, shown on the left, had a 185 µm thick PC ablator and 19 ns laser drive,
compared to the 500 µm thick PC ablator and 28 ns drive in the revised experiment
on the right. The images on top are raw radiographs, and the cutouts are samples of
the data after they have been processed through a contrast-enhancing unsharp mask
algorithm (Di Stefano et al., 2015a; Malamud et al., 2013b; Wan et al., 2015). This
algorithm creates a copy of the image, smeared at the diagnostic spatial resolution,
and then subtracts this blurred image from the original to locate edges. This infor-
mation is then combined with the original image to enhance the visibility of those
edge features.
One can see from Fig. 2.3a that while the amplitude of the modulations does
change in the original campaign, the modulations do not develop the small-scale
rollup structures characteristic to the Kelvin-Helmholtz instability, as seen in the
simulation in Fig. 2 (Malamud et al., 2013b). One contributing factor is that the
Kelvin-Helmholtz relevant region was smaller than anticipated, resulting in modu-
lations that were disturbed by the entrained insulator and ablator material before
they had adequate time to fully develop. This could be due to the foam reaching a
higher compression limit than anticipated; in the simulations, the adiabatic index is
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Figure 2.3: Data comparison between the original target and the revised target. Left:
First experimental campaign with a 185 µm thick ablator and 19 ns drive. Right:
Second experimental campaign with a 500 µm thick ablator and 28 ns drive. Top:
Raw radiographic data. Bottom: Contrast-enhanced data.
assumed to be 1.67 for the CRF, resulting in a maximum of a 4x compression. First-
order estimates of the experimentally observed foam compression, taken by dividing
the distance the shock has traveled through the foam by the length of the Kelvin-
Helmholtz relevant zone, suggests that the foam reached a compression of ∼5x ± 1.5
(Wan et al., 2015).
The evolution may also have been disturbed by the presence of an unintended
secondary shock, which we refer to as a reshock. When the shockwave passes from
the thermal insulator into the lower density foam, a rarefaction wave is launched back
towards the direction of the drive surface. If this expansion wave reaches the critical
surface before the laser drive shuts off, then the large pressure gradient is enough to
launch a secondary shockwave through the system that can overtake the initial shock
and disturb the evolution of the modulations (Drake, 2006). This reshock can be
mitigated or prevented by thickening the ablator package, so as to delay the returning











Figure 2.4: Density (a,c) and pressure (b,d) distance - time plots from 1D HYADES
simulations. Left: 150 µm thick PC ablator. Right: 220 µm thick PC ablator.
with a pair of 1D radiation hydrodynamic simulations performed with the HYADES
code. This code uses the same laser parameters as Fig. 2.2, but adjusts the initial
thicknesses of the PC ablator. Additionally, the PC ablator and CHBr insulator now
use polystyrene SESAME equation of state tables instead of an ideal gas model, and
the foam uses a carbon foam equation of state table. Various other combinations of
equation of state tables or ideal gas adiabatic indices, ranging from 1.4 to 1.75, were
also explored.
Figure 2.4 shows density (Fig. 2.4a, 2.4c) and pressure (Fig. 2.4b, 2.4d) changing
with time, with time along the abscissa and distance along the ordinate. In Fig.
2.4a and 2.4c, the initial thickness of the PC ablator is 150 µm (35 µm below the
nominal experimental thickness (§ 2.2)), whereas in Fig. 2.4b and 2.4d, the initial
thickness of the PC ablator is 220 µm (35 µm greater than the nominal experimental
thickness). Both are followed by 100 µm of CHBr thermal insulator and 1500 µm
of CRF foam, and have identical laser conditions. In Fig. 2.4a and 2.4c, we can
observe the reshock overtaking the initial, driving shockwave, which has the potential
43


















































































Figure 2.5: Density (a,c) and pressure (b,d) cell-number - time plots from 1D
HYADES simulations. Each cell contains an equal mass of the specified material.
Left: 150 µm thick PC ablator. Right: 220 µm thick PC ablator.
to disturb the evolution and fine structure of the shear instability. In Fig. 2.4b and
2.4d, the ablator is thick enough to mitigate this secondary shockwave.
The ± 35 µm uncertainty in Fig. 2.4 were chosen for two reasons. First and fore-
most, a reshock always occurred in these simulations when the ablator thickness was
reduced to 35 µm below the nominal experimental thickness for all tested combina-
tions of equation of state tables and adiabatic indices, while 35 µm above the nominal
experimental thickness was always observed to be free of a reshock. As a secondary
reason, the metrology station we used to perform our pre-experimental evaluation of
our target had a ∼ ±35 µm uncertainty.
Figure 2.5 presents an alternate view of the same data, with cell number instead
of distance along the ordinate. Each cell represents an equivalent mass of the given
material, and the transition between materials occurs at pre-defined cell numbers.
Again, the reshock can be seen overtaking the original shockwave in Fig. 2.5a and
2.5c, but is not present in Fig. 2.5b and 2.5d.
Depending on which equation of state table or what value adiabatic index is chosen
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for the various materials, the thickness of the original ablator package may or may
not have reached the threshold thickness required to prevent this reshock. When
we further factor in the variability of individual targets (each layer had a thickness
tolerance of ± 15 µm), it is left ambiguous whether or not this reshock may have
occurred within the original experiment, and if so, how much of an influence it would
have had on the development of the instability.
Both concerns, the insufficient size of the Kelvin-Helmholtz relevant zone and the
possibility of a reshock, were addressed in a subsequent campaign by thickening the
ablator package and extending the laser pulse length from 19 ns to 28 ns. Extending
the duration of the laser pulse extends the maximum duration of the experiment
by increasing the length of time over which the shockwave is supported by ablation
pressure. This, in turn, provides more time for the primary shockwave to outpace
the material that has become entrained in the flow, increasing our instability-relevant
region. The ablator thickness was increased to 500 µm to compensate for the longer
drive duration; this was the thinnest piece that could be ordered from our supplier that
still exceeded the threshold thickness needed to eliminate the reshock for all tested
combinations of equation of state tables and adiabatic indices. After this change,
data and simulation consistently achieved good agreement for large and medium-
scale structures (Wan et al., 2015).
Due to limitations in time and experimental resources, we were unable to perform
an experiment in which we changed only the ablator thickness or the laser drive
duration exclusively. This remains a topic of interest that can be explored in future
experiments. This experiment could also explore the extent to which different types
of hydrodynamic instabilities are affected by the reshock (e.g. whether the Rayleigh-
Taylor and Kelvin-Helmholtz instabilities are affected to the same degree by the
presence of a reshock).
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2.4 Conclusion
An experimental platform was developed for OMEGA-EP to study the evolution
of hydrodynamic instabilities in a steady, supersonic flow. An extended laser pulse
was used to drive a shockwave over a well-characterized material interface. After
analyzing the data from an initial Kelvin-Helmholtz instability experiment, it was
determined that we needed more consistent results and a larger Kelvin-Helmholtz
relevant zone. We achieved this by increasing the duration of the laser drive, and
then taking our radiographic data at a later time. This change required a thicker
ablator, which also addressed the possibility of a reshock that didn’t come through in
the design stage. This may have been due to the manner in which data was imported
from a radiation-hydrodynamics code (HYADES) into a purely hydrodynamic code
(DAFNA). When a laser deposits energy into a material, it produces a pressure-profile
that is non-uniform with depth, and which changes in shape when the laser shuts off.
The DAFNA code, which does not have a radiation package, may have incorrectly
simulated the release of pressure due to the laser shutting off, which would affect the
simulation’s ability to model a reshock (Malamud et al., 2013b).
After these changes, the quality and consistency of the experimental data was sig-
nificantly improved, and the results were well-reproduced with 2D simulations (Wan
et al., 2015). The revised platform produced the first measurements of the growth
rate and vortex merger rate of the Kelvin-Helmholtz instability in a supersonic flow
from well-characterized seed perturbations. The results of the revised single-mode
experiment as the subsequent dual-mode experiment will be discussed in Chapter III
and Chapter IV respectively.
In future work, the data obtained from these experiments will contribute to the
development of a comprehensive model for compressible Kelvin-Helmholtz instabil-
ity (KHI) behavior. This model can be tested by applying a multi-mode seed per-
turbation to the revised experimental platform. Other researchers have recently used
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adaptations of this experimental platform to explore other hydrodynamic instabili-
ties (e.g. the Rayleigh-Taylor instability or the Richtmyer-Meshkov instability), or





After establishing an experimental platform capable of sustaining a steady, su-
personic flow over a well-characterized interface (Chapter II), I applied this platform
to a single-vortex experiment to evaluate the effects of compressibility on the growth
rate and structure of the KHI. This manuscript, titled “Observation of single-mode,
Kelvin-Helmholtz instability in a supersonic flow,” was published in Physical Review
Letters (Wan et al., 2015). In this experiment, we seeded the growth of the KHI
with a single-mode sine wave that can be described by the equation: 0.05λ sin(2π
λ
x),
where λ = 100 µm. (Several calibration shots were also taken using a nominally
flat interface, to more easily infer parameters such as shock velocity or the deflection
angle of the shocked interface). The data obtained from this experiment were the
first observations and measurements of the KHI evolving from a single-mode seed
perturbation in a steady, supersonic flow.
These data were processed with a contrast-enhancing unsharp mask algorithm (Di
Stefano et al., 2015a). The same processing method was then used on a simulated
radiograph (Malamud et al., 2013b) to extract a contour representing the unstable
interface. The simulated interface was overlaid upon the data, and we find good
agreement within the diagnostic resolution limit. The measurements support an in-
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Figure 3.1: Schematic view of the single-mode target. The ablator is a 500 µm thick
layer of polycarbonate (PC) (C16H14O3, ρ = 1.08 g/cm
3). The insulator is a 150
µm thick layer of brominated polystyrene (CHBr) (C50H48Br2, ρ = 1.17 g/cm
3). The
low-density layer is carbonized-resorcinol-formaldehyde (CRF) (C1000O48H65, ρ = 0.10
g/cm3) foam. The high-Z shock blocker is a 350 µm thick layer of Sn (7.3 g/cm3).
The plastic block consists of a high-density polyamide-imide (PAI) (C22H14O4N2, ρ
= 1.40 g/cm3), containing a 190 µm wide iodinated polystyrene (CHI) (C50H47I3, ρ
= 1.44 g/cm3) tracer strip of nominally equal density.
hibition of instability’s growth rate that matches or exceeds the inhibition predicted
from simulations. Several parameters are measured and compared to predictions, in-
cluding shock velocity and the spacing of the compressed modulations. The results
of this experiment set the groundwork for the dual-mode experiment presented in the
next chapter.
3.2 Experimental design
This experiment utilized the modified target design presented in Chapter II, and
summarized in Fig. 3.1. The longer drive duration sustained drive pressure for ∼70
ns, where t = 0 corresponds to the time of initiation of the first laser pulse. The
thickness of the CHBr thermal insulator was increased from 100 µm (Wan et al.,
2017a) to 150 µm due to time and manufacturing constraints from our supplier. The
increased thickness further mitigates the possibility of a reshock (Chapter II), at the
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Figure 3.2: Re-calibrated 2D DAFNA simulation showing log(density[g/cm3]) at t
= 65 ns. The sustained drive pressure produces a steady post-shock velocity in the
foam to drive KH growth. The part of the system relevant here is the shocked foam,
where the ablator and insulator material do not interfere with the dynamics. The
re-calibrated simulations suggest that data must be taken later in time to achieve a
KH-relevant zone comparable to the one predicted in Fig. 2.2.
cost of slightly diminishing the length of time available to observe KHI growth.
Figure 3.2 shows the anticipated experimental system after the shock wave has
propagated about 1 mm through the foam. The design simulations (Malamud et al.,
2013b) used the DAFNA code in 2D, initialized with a shock-Hugoniot condition
based on 1D radiation hydrodynamic modeling using Hyades (Larsen and Lane, 1994)
and treating the foam as an ideal gas with an adjustable adiabatic index. The ex-
periment was designed so that the vorticity produced by baroclinic effects was small
compared to that driven by the steady, shear flow. Unfortunately, this experimental
approach does not enable one to vary Mc significantly.
3.3 Results and discussion
We measured the interface structure with x-ray radiography. The measurement
used a spherical crystal imager (Stoeckl et al., 2012) to image Cu Kα x-rays, produced
by irradiating a 1 mm dia. Cu foil with 850 J of laser light of 1053 nm wavelength,
focused to a 200 µm-dia. spot, in a 10 ps pulse, at a selected time of interest. These
x-rays propagated through the target and to the crystal, which imaged them onto a
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Figure 3.3: Single-mode radiographic data at t = 65 ns. (a) Raw radiographic image
at t = 65 ns. (b) Contrast-enhanced data (c) Interface extracted from the DAFNA
simulated radiograph (red lines) overlaid on the processed experimental data.
FujiTM MS image plate (Maddox et al., 2011). The modulated plastic layer included
the tracer strip shown in Figure 3.1, which localized the x-ray opacity in the central
portion of the target so that the structure seen in the image is not complicated by
effects from the edges of the target along the line of sight. We obtained images from
40 to 65 ns. Figure 3.3a shows an example of the resulting data, in which the growing
modulations can be clearly seen.
We processed the radiographic data using an unsharp-mask algorithm (Di Stefano
et al., 2014; Malamud et al., 2013b) to obtain the interface location, and analyzed
the results to infer several quantities of interest, shown in Table 3.1. We determined
the shock location for each radiograph by locating the position where the surface
of the plastic was deflected downward, and inferred the shock velocity from these
observations at various times. We obtained the compression by fitting the motion of
the shock wave and the thermal insulator, and inferred the shear velocity using the
basic shock equations. Note also that shock compression causes the spacing of the
rollups to be smaller than the initial imposed wavelength (Malamud et al., 2013b).
In the table, we also show the same quantities from the simulation of Figure 3.2. The
simulation used the actual experimental dimensions and was the result of fine-tuning
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the Mach number and the adiabatic index of the foam, in order to match the observed
shock timing and interface deflection. We can see that other parameters found by the
calibrated simulation match those inferred from the data to within the experimental
uncertainties. The calculations for these values are presented in Appendix B.
Parameter Experiment Simulation
Shock velocity us (µm/ns) 28 ± 2 29
Deflection angle (◦) 7.7 ± 1.2 8.3
Foam compression 5.0 ± 1.5 4
Shocked foam pressure (Mbar) 0.63 ± 0.08 0.59
Shear velocity ∆u (µm/ns) 22 ± 3 20
Rollup spacing λ (µm) 77 ± 6 80
Table 3.1: Experimentally inferred parameters are compared to their predicted values.
These parameters can be used to estimate the rate at which the system could
transition to turbulence. The modulations curl into vortical structures with a char-
acteristic large-eddy timescale for turbulent evolution given as τ = λ/∆u (Frisch,
1995). Classically, this value is used to approximate the time it takes for a modu-
lation to curl around itself once in an incompressible shear flow with homogeneous
turbulence. The parameters listed in Table 3.1 imply that the oldest undisturbed
modulations have been allowed to evolve for two to three τ , long enough to have
plausibly developed a turbulent interior, despite effects of compressibility and inho-
mogeneity (Malamud et al., 2013b). Here, we define medium-scale structures to be
on the order of 10 to 15 µm, which is at the edge of our diagnostic resolution (Stoeckl
et al., 2012). An example of medium-scale structure is the curled tip that arises
as a modulation evolves, whereas the peak-to-valley amplitude of the vortices is an
example of large-scale structure.
Figure 3.3c compares the results of DAFNA simulations with the data by over-
plotting the interface location found from a simulated radiograph (including realistic
noise) upon the contrast-enhanced data of Figure 3.3b. One would expect the simu-
lations to become less accurate at progressively smaller relative scales. One can see
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that the code reproduces the large-scale structures very well, as one would expect.
It reproduces the medium-scale structures fairly well, and one cannot readily deter-
mine whether the apparent differences reflect a real difference or just experimental
uncertainty. One can also infer that differences in small-scale structure between the
simulation and the experiment did not in this case affect the large-scale structures
significantly. Improvements to the experiment, using the platform demonstrated here,
could proceed to explore such scales including the mixing of material into the interior
of the rollups.
In order to assess the importance of compressible effects on large-scale behavior, we
also performed simulations of pure shear flow. The simulations used the experimental
densities and shear velocities. One of them simulated a compressible case, using
a pressure (and hence sound speed) taken from the DAFNA simulations so that
Mc = 0.85 as in the experiment. The other simulated a nearly incompressible case,
by using a higher pressure (and hence sound speed), so that Mc = 0.1. To interpret
the results, it is helpful to recall that single vortices eventually reach a (full) saturated
amplitude of 0.56 times their spacing, after which their amplitudes oscillate (Rikanati
et al., 2003; Patnaik et al., 1976; Pozrikidis and Higdon, 1985). As a result, the impact
of a smaller growth rate is to delay the growth but not ultimately to change the
saturated amplitude. Figure 3.4 shows a comparison of the data and the simulations
using pure shear flow. The abscissa is the dimensionless evolution time appropriate
to shear-driven flow, ∆uts/λ, where ts is the time since the passage of the shock; i.e.,
the time for which the KH has been developing. In addition, the period before which
the passage of the insulator material alters the dynamics extends to ∆uts/λ ∼ 4, so
that data beyond this value may exhibit altered behavior.
Comparisons of the data and the simulations using pure shear flow support the
conclusion that compressibility affects KH evolution. Figure 3.4 plots the modulation
amplitude from the two simulations against the measured experimental amplitude.
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Figure 3.4: Normalized single-mode experimental data fit against theoretical pre-
dictions with (dashed red) and without (solid black) significant compression. The
dashed magenta lines at ∆uts/λ ∼ 4 represent the location of the CHBr insulator
layer, which disturbs the evolving modulations.
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To do so, we found the experimental amplitude by rotating the image so that an
interface deflected by 7.7 degrees (the measured average) would be horizontal, using
the shock front to define ts = 0. The height is calculated as the difference between
how far a given central peak of the heavy fluid has penetrated into the lighter fluid,
and the average of how far the lighter fluid has penetrated into the heavy fluid on
either side of the central peak. The vertical error bars are determined from the
resolution limit of the diagnostic. We found the corresponding amplitude from the
simulations, with respect to the location of the interface in a simulation without a
seed perturbation (Malamud et al., 2013b). One sees that the dashed curve, from the
simulation having Mc = 0.85, matches the growth of the modulations while the curve
from the Mc = 0.10 simulation does not. We can see that across all the data, until
∆uts/λ ∼ 4, the amplitude from the simulation of the compressible case is reasonably
consistent with the data and that, in contrast, the amplitude from simulation of the
incompressible case is not, over most of the relevant period.
3.4 Conclusion
In summary, we have reported the first observations of the evolution of single-mode
modulations under the influence of the Kelvin-Helmholtz instability in a supersonic
flow. We obtained these data by using a novel experimental system to produce a
steady shock wave of unprecedented duration, and using the shocked, flowing material
to create a shear layer between two plasmas at high energy density. Our data can
be used to benchmark hydrodynamic models or nonlinear theories. Future work can





The KHI has two core components to its behavior: single-vortex evolution, and
two-vortex merger. The previous chapter provides the first observations of the first
component, single-vortex evolution, from well-characterized single-mode initial con-
ditions in a steady, supersonic flow. In this chapter, we present the first observations
from dual-mode initial conditions, which provides the first measurements of KHI vor-
tex merger from a well-defined seed interface, and supplements our measurements
of the inhibition of the KHI growth rate in a compressible flow. This manuscript
is titled “Observation of dual-mode, Kelvin-Helmholtz instability vortex merger in
a compressible flow.” It is an invited article that has been published in Physics of
Plasmas (Wan et al., 2017b).
Two-vortex merger describes the interaction between two vortices. One of the
leading approaches for modeling multi-vortex KH evolution is the statistical model
first introduced by Rikanati et al. (Rikanati et al., 2003) following the works of Alon
et al. (Alon et al., 1994, 1995; Oron et al., 1999; Shvarts et al., 2000; Oron et al.,
2001; Kartoon et al., 2003; Rikanati et al., 1998), which yielded new scaling laws in
the incompressible limit for the Rayleigh-Taylor (RT) and Richtmyer-Meshkov (RM)
instabilities. In these models, small perturbations on the initial interface develop into
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an array of bubbles and spikes (in the RT and RM cases) or vortices (in the KH case).
The vortex front of hydrodynamically unstable systems is found to be dominated
by the growth and competition of vortices, where large vortices evolve faster and
overtake their smaller neighbors. The surviving vortices at the front continually
grow in an inverse cascade process. This description was first pioneered for the RT
case by Sharp and Wheeler (Sharp, 1984) and later on extended by Glimm and
Sharp (Glimm and Sharp, 1990). These statistical models, which are based on single
structure evolution and the 2-structure merger process, were verified experimentally
for RT and RM in a 2D-RM shock tube experiment (Sadot et al., 1998), 3D-RT laser
driven experiment (Sadot et al., 2005; Smalyuk et al., 2009), by the analysis of 3D-
RM shock-tube experiments (Malamud et al., 2014), and by the analysis of 2D-KH
experiments (Brown and Roshko, 1974; Rikanati et al., 2003). The statistical model
of Rikanati et al. (Rikanati et al., 2003) was recently extended by Shimony et al.
(Shimony et al., 2016a; Shimony , 2016; Shimony et al., 2016b) to account for the
effect of compressibility and a general density ratio, but KHI vortex-merger is still
poorly understood and does not have a simple analytic solution.
The two-vortex experiment followed the same basic setup as the single-vortex
experiment described in the previous chapter. This time, however, the seed perturba-







wavelengths, discussed below, have a 1:2 wavelength ratio. The data and simulations
are once again in good agreement within the diagnostic resolution limit (Stoeckl et al.,
2012). The larger vortex, which controls the vortex-merger process, demonstrates an
inhibition in its growth rate that is in good agreement with simulations. The con-













Figure 4.1: Schematic view of the dual-mode target. The lasers are incident upon
the PC ablator, and generate a shockwave which propagates in the direction of the
CRF foam and PAI plastic. One of several varieties of seeded interfaces, created by
superimposing two predetermined sine waves, is machined into the surface of the PAI
plastic and CHI tracer.
4.2 Experimental setup
This experiment used the target design described in the previous chapters (as
summarized in Fig. 4.1), except that the thickness of the CHBr thermal insulator
was further increased from 150 µm (Wan et al., 2017a) to 170 µm due to time and
manufacturing constraints from our supplier. Otherwise, the only notable change to








In the data analyzed here, we utilized dual-mode seed perturbations such that
λ2 = 2λ1. Two such varieties of initial conditions are discussed: λ1 = 60 µm, λ2 =
120 µm, which we refer to as 60:120, and λ1 = 70 µm, λ2 = 140 µm, which we refer
to as 70:140. This gives us an initial amplitude of 10.6 µm and 2.2 µm for the larger
and smaller modulations respectively in the 60:120 seed perturbation, and an initial
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Figure 4.2: 2D DAFNA simulation at t = 65 ns, with the 60:120 initial perturbation
from Eq. 4.1. The Kelvin-Helmholtz-relevant region is enlarged.
amplitude of 12.3 and 2.6 µm respectively for the 70:140 seed perturbation. These
values were chosen such that the features would be large enough to be diagnosed
throughout their evolution, yet small enough that multiple modulations could be
observed at different stages of evolution and merger within each individual piece of
data.
Figure 4.2 shows a 2D density map of a DAFNA simulation 65 ns after the laser
has turned on, with a 60:120 seed perturbation. The simulations are described in
Chapter II, and the design paper written by Malamud et al. (Malamud et al., 2013b).
Figure 4.2 shows the shock, which moves from left to right. As the shock prop-
agates over the foam-plastic interface, the base of the shock is transmitted down-
wards into the PAI plastic. Along this deflected interface, the modulations begin to
evolve within a steady, supersonic, shear-dominated flow. This process continues un-
til the modulations are disturbed by material from the ablator and insulator, which
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have become entrained in the flow. This region, which is downstream of the initial
shockwave yet upstream of the entrained ablator and insulator, is referred to as our
Kelvin-Helmholtz relevant region. Modulations that are near the shockwave on the
upstream edge of the Kelvin-Helmholtz relevant region are in the early stages of their
evolution. Modulations near the downstream edge have been evolving for several
times their characteristic evolutionary timescale (Frisch, 1995), and are in advanced
stages of vortex merger.
At this point, it is worth returning to the dispersion relation (Eq. 1.4) to discuss
the potential contribution of shallow-fluid effects. Eq. 1.4 is the dispersion relation
of the Kelvin-Helmholtz instability for infinitely deep fluids. In a shallow fluid, the
















The inclusion of the hyperbolic cotangent represents the interaction between mod-
ulations at the density interface with an impenetrable, motionless boundary at depth
D away from the bottom interface (subscript 2). In our experiment, the depth of the
plastic is increasing with time. The boundary is thus neither the stationary wall de-
scribed by Eq. 4.2, nor is it the infinitely deep fluid described by Eq. 1.4. Instead, the
dispersion relation is non-trivial, and considered to be in between these two limiting
cases.
From Fig. 4.2, we can see that the transmitted shock has penetrated roughly
70 µm into the unshocked plastic by the edge of the KH relevant zone, meaning
that D/λ ∼ 0.5 in our experiment. Recalling that the wavenumber, k = 2π/λ, we
note that coth(kD) = coth(2πD/λ) ∼ 1.004. Shallow-fluid effects are expected to
introduce cumulative error of roughly 0.2%, and are thus considered to be negligible.
More complicated shallow-fluid effects might be found in the RM instability. The
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RM instability occurs when vorticity is impulsively deposited upon a density interface,
and may contribute to the growth of the KH instability as the transmitted shock
passes over the perturbed interface and into the PAI plastic. The growth of the RM
amplitude is described by (Mikaelian, 1994):
h(t) = ho(1 + ∆vkAt), (4.3)
where ∆v is the change in the vertical velocity due to an instantaneous acceleration.
It is important to note here that the growth rate of the RM instability is linear in
time, not exponential. This is because unlike the RT and KH instability, the RM
instability does not have an energy source (e.g. gravity) to increase the rate of RM
growth. The design of this experiment (Malamud et al., 2013b) allows the exponential
growth rate of the KH instability to rapidly overtake the linear growth rate of the RM
instability, rendering the contributions of the RM instability to be negligible. Thus,
though complex interactions may occur that further inhibit the RM instability in the
proximity of a shock (Glendinning et al., 2003), these are considered to be second-
order effects that do not significantly impact our results. Future publications by
Kuranz et al. and Rasmus et al. will discuss adaptations of this experimental platform
(Malamud et al., 2013b) in which the RM and RT instabilities play a significant role
in the evolution of the interface.
The final laser beam at the facility is used to generate x-rays for a spherical
crystal imager. This beam is incident upon a 1 mm diameter, 20 µm thick copper
foil, delivering 850 J of 1053 nm laser light over a 10 ps pulse, focused to a 200 µm
spot size. This generates Cu x-rays, which propagate through the target towards a
spherically bent crystal. The crystal selectively images the Cu Kα radiation (8.0 keV)
at a ∼ 10 to 15 µm spatial resolution (Stoeckl et al., 2012), and directs it towards








Figure 4.3: Dual-mode radiographic data at t = 65 ns. Left: Raw data. Top right:
Contrast-enhanced data. Bottom right: Interface extracted from DAFNA simulated
radiograph (red lines) overlaid upon the processed experimental data. The data is
taken 65 ns after the start of the laser drive, with a 60:120 initial perturbation.
verified this resolution in unpublished data [J.D. Hager, personal communication, 21
May 2014]. Our fiducial grid, however, is located 300 µm outside of the image plane;
the resulting spatial resolution of the fiducial grid featured in Fig. 4.3 is ∼20 to 25
µm, which is not indicative of the resolution of the vortices along the density interface.
Further analysis of the diagnostic resolution would be beneficial, and will be possible
in future experiments.
4.3 Experimental results
Figure 4.3 provides a sample of the data. These data were taken 65 ns after the
start of the laser drive, with a 60:120 initial perturbation. The image on the left
displays the raw x-ray radiograph. On the upper right, a section of the image has
been processed with an contrast-enhancing unsharp mask algorithm (Malamud et al.,
2013b; Wan et al., 2015; Di Stefano et al., 2015a), cropped, then rotated such that
the deflected interface is horizontal. On the lower right, a contour has been extracted





























Figure 4.4: Normalized dual-mode experimental data fit against predictions from
numerical simulations, with peak-to-valley amplitude on the ordinate and time on the
abscissa. The blue and red data points represent the dominant and consumed vortices
respectively evolving from a 70:140 initial perturbation. The green and magenta data
points represent the dominant and consumed vortices respectively evolving from a
60:120 initial perturbation. The points representing predictions are described in the
text.
and overlaid in red upon the data. One can see that the code does a good job of
reproducing features above the diagnostic resolution limit of 10-15 µm.
Figure 4.4 plots the normalized peak-to-valley amplitude against the dimensionless
evolution time for the numerical simulation predictions and experimental data. The
ordinate is normalized by dividing the amplitude measurement by the compressed
wavelength of the larger, dominant vortex λ (Takaki and Kovasznay , 1978). This
value is defined as the averaged rollup spacing for the larger-wavelength vortex, and
is consistent with measurements taken from earlier single-mode experiments λ/λo =
(77 ± 6)/100 (Wan et al., 2015), where λo is the original, unshocked wavelength of
the dominant vortex. The abscissa is the dimensionless evolution time, where ts is
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the time since the shock has passed over the modulation.
The black squares represent numerical simulation predictions taken from Fig. 4.2
of the larger, dominant vortex, while the black diamonds represent numerical simu-
lation predictions of the smaller, consumed vortex.
The blue and green experimental data points represent the dominant vortices of
the 70:140 and 60:120 initial conditions respectively. The red and magenta data
points represent the consumed vortices of the 70:140 and 60:120 initial conditions
respectively. These measurements of peak-to-valley amplitude are obtained by rotat-
ing the data such that the deflected interface would be horizontal, then taking the
difference between how far the central peak of the heavy fluid has penetrated into
the lighter fluid, then how far the lighter fluid has penetrated into the heavy fluid on
either the downstream side for the dominant modulation, or the upstream side for
the consumed modulation. This is in contrast to how the peak-to-valley amplitude
was defined in the single-mode experiment, in which the distance the lighter fluid
had penetrated into the heavier fluid was taken as the average of both the upstream
and downstream values (Wan et al., 2015). This difference in how the peak-to-valley
amplitude is defined is to mitigate misleading measurements that result from the gap
between the dominant and consumed vortex filling up with the heavier fluid during
vortex merger, as seen in Fig. 4.2 and 4.3. Although this method has the poten-
tial to overestimate the peak-to-valley amplitude of the dominant modulations and
underestimate the peak-to-valley amplitude of the consumed modulations, this error
was below the diagnostic resolution limit (Stoeckl et al., 2012), and typically small
compared to other sources of uncertainty.
The uncertainty was taken to be the root mean square of a modulation-specific un-
certainty and any procedural uncertainties (i.e. ∆x =
√
(∆xm)2 + ((∆xp1)2 + (∆xp2)2...
...+ (∆xpn)2), where ∆xm is the uncertainty of the individual measurement, and ∆xpn
are uncertainties that arise from our techniques). The dominant procedural uncer-
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tainty in time, on the abscissa, is derived from a spatial uncertainty of ∆xp1 = ± 20
µm in locating the shock position, ts = 0, from where the transmitted shock meets
the unshocked interface. This was determined from the deflection angle and the un-
certainty in zeroing the y-axis to ± one resolution element, which is of the same order
as the initial amplitude of the minor vortex (i.e. ∆xp1 = 2.6 µm / tan(7.7
◦ ± 1.2◦)
∼ 20 µm) (Wan et al., 2015).
The dominant procedural uncertainty in the amplitude, on the ordinate, is taken
to be ∆hp1 = ±5 µm, which corresponds to the spatial resolution of our diagnostic
(and, in turn, the radius used in our unsharp mask algorithm). The unsharp mask
improves acutance without affecting the actual resolution. It does this by adding
an overshoot to the start and end of a signal gradient in order to create a sharper
gradient in between the overshoot regions (Di Stefano et al., 2015a). This improves
the visibility of the interface, without improving or diminishing the quality of the
data.
In a compressible flow, the dominant vortex has an inhibited growth rate, and
requires more time to reach its full, saturated amplitude. The consumed vortex be-
gins growing at a similar rate, but the vortex merger process begins to dominate
before the growth inhibition is distinguishable with our current diagnostic resolu-
tion limit. Instead, the consumed vortex ceases to significantly increase in amplitude
by ∆uts/λ ∼ 0.7, and then merges completely with the dominant vortex by either
∆uts/λ ∼ 1.1 in the incompressible case, or ∆uts/λ ∼ 1.6 in the compressible case.
The experimental data verifies both the anticipated growth inhibition and the pro-
longed vortex merger time of the compressible simulation. The initial perturbation
has no noticeable effect on the normalized results. A future manuscript will explore
this topic more thoroughly using simulations of pure, KH evolution in a steady, shear
flow.






















Dominant vortex, edge of KH-relevant zone
Consumed vortex, edge of KH-relevant zone
Dominant vortex, within KH-relevant zone
Consumed vortex, within KH-relevant zone
Single-vortex asymptotic amplitude
Figure 4.5: Long-term evolution of the peak-to-valley amplitude vs. time. The
green and magenta data points are the measurements of the dominant and secondary
vortices within the KH-relevant zone, and shown in Fig. 4.4. The blue and red data
points are measurements of the dominant and secondary vortices at the downstream
edge of the KH-relevant zone.
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The green and magenta data points are the previously discussed measurements for
the dominant and consumed vortices respectively within the KH-relevant zone, which
were shown in Fig. 4.4. The blue and red data points are measurements of the domi-
nant and consumed vortices respectively at the downstream edge of the KH-relevant
zone. Entrained material from the passing thermal insulator has begun to disturb
the vortices at the edge of the KH-relevant zone. The smaller, consumed vortices
are minimally affected by the motion of the thermal insulator. These measurements
support the extended vortex merger time expected of a compressible flow.
The dominant vortices are strongly affected by the entrained insulator, and thus
may not be well-described by preliminary simulations of pure, KH evolution in a
steady, shear flow (Wan et al., 2015). Although these data points are less reliable, they
can still contribute to observations of KH vortex merger. Several of these modulations
exceed the predicted asymptotic amplitude of single-vortex KH evolution; when two
KH vortices merge, they can achieve a new peak-to-valley asymptotic amplitude of ∼
0.56 (λ1+λ2) (Rikanati et al., 2003). The increased amplitude of the dominant vortex,
which coincides with the extinction of the consumed vortex, may be an observation
of the secondary surge of growth that follows the merger of two independent vortices.
Figure 4.6 plots the separation distance for each pair of modulations. The separa-
tion distance is defined as the difference between the position of the dominant vortex
and the position of the consumed vortex, using an averaged value of their dimen-
sionless evolution time. One important distinction that must be made between the
experimental measurements and the numerical simulation predictions is that while
the predictions define separation distance as the distance between the center of the
vortices, the experimental measurements calculate the separation distance from the
position of the peaks measured for and defined in Figure 4.4. This value is easier to
measure from the experimental data, but will not necessarily capture the small-scale
























Data (70:140 initial conditions)
Data (60:120 initial conditions)
Predictions from simulations
Figure 4.6: Normalized experimental data fit against numerical simulation predic-
tions, with vortex separation distance on the ordinate and time on the abscissa. The
red data points evolved from a 70:140 seed perturbation, while the blue data points
evolved from a 60:120 seed perturbation. The solid black line is taken from a 2D
hydrodynamic simulation performed in DAFNA of the instability evolving in a com-
pressible shear flow.
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The red and blue data points represent measurements taken from 70:140 and
60:120 initial conditions respectively. The solid black line represents numerical sim-
ulation predictions for the separation distance, taken from 2D DAFNA simulations
of the initial perturbations evolving in steady, shear flow. Once again, the ordinate
has been normalized with the compressed wavelength λ, while the abscissa represents
the dimensionless evolution time. One can see that experimental observations and
numerical simulation predictions are in reasonable agreement, and suggest a vortex
merger time of ∆uts/λ ∼ 1.6 in a steady, supersonic flow with an Atwood number of
A ∼ 0.8 and a convective Mach number of Mc ∼ 0.85.
4.4 Comparison to shear flow simulations, and a discussion
of local Mach number effects
In this section, we will compare the data to shear-flow simulations, and we will
briefly examine the complex nature of local Mach number effects. These results did
not make it into the publication for the dual-mode experiment (Wan et al., 2017b),
but can be considered to be an expanded discussion of the data analysis presented
earlier in this chapter. The dual-mode data were analyzed against simulations of the
KHI evolving in a steady, shear flow, based on the techniques utilized in Chapter III
(Wan et al., 2015). The shear flow model is not a perfect representation of the system,
as it lacks certain complexities found in the experiment (such as the disruptive effects
of the entrained insulator and ablator materials). It does, however, allow us to adjust
the pressure and hence sound speed of the materials, to control the convective Mach
number of the system without changing the flow velocity (Shimony , 2016; Wan et al.,
2015). This effectively allows us to create a compressible and an incompressible
comparison case.
Fig. 4.7 plots the normalized peak-to-valley amplitude against the dimension-
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Dominant vortex, within KH-relevant zone
Consumed vortex, within KH-relevant zone
Dominant vortex, edge of KH-relevant zone




Figure 4.7: Normalized experimental data fit against predictions from a steady, shear
flow model with (solid) and without (dashed) significant compression. The blue and
red lines represent the dominant and consumed vortices respectively. The blue and red
data points are measurements of the dominant and consumed vortices respectively.
The cyan and magenta data points are measurements of the dominant and consumed
vortices at the edge of the KH-relevant zone.
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less evolution time for the theoretical predictions and experimental data, using the
same data set as in Fig. 4.5,. The ordinate is normalized by dividing the ampli-
tude measurement by the compressed wavelength of the larger, dominant mode λ
(Takaki and Kovasznay , 1978). This value is defined as the averaged rollup spacing
for the larger-wavelength vortex, and is consistent with measurements taken from
earlier single-mode experiments λ/λo = (77 ± 6)/100 (Wan et al., 2015), where λo
is the original, unshocked wavelength of the dominant mode. The abscissa is the
dimensionless evolution time, where ts is the time since the shock has passed over the
modulation.
The solid lines are the theoretical predictions taken from the compressible case
of the shear flow simulation (Mc= 0.85), while the dashed lines are the theoretical
predictions taken from the nearly incompressible shear flow simulation (Mc= 0.10).
The blue lines represent the dominant, larger wavelength vortex, while the red lines
represent the secondary, shorter wavelength vortex.
The blue and red data points are the dominant and consumed vortex respectively,
for modulations within the KH-relevant zone. The cyan and magenta data points are
of the dominant and consumed vortex respectively for modulations at the edge of the
KH-relevant zone.
One can see that in the compressible case, the dominant vortex has an inhibited
growth rate, and requires more time to reach its full, saturated amplitude. The con-
sumed vortex begins growing at a similar rate, but the vortex merger process begins
to dominate before the growth inhibition is distinguishable with our current diagnos-
tic resolution limit. Instead, the consumed vortex ceases to significantly increase in
amplitude by ∆uts/λ ∼ 0.7, and then merges completely with the dominant vortex by
either ∆uts/λ ∼ 1.1 in the incompressible case, or ∆uts/λ ∼ 1.7 in the compressible
case. This is partly due to the complex nature of local Mach number effects.







Figure 4.8: Velocity map showing the convective Mach number in a merging vortex-
pair. Simulation performed by A. Shimony.
flow through the interaction between the velocity shear and the Reynold’s stress
(Kundu and Cohen, 2000) to feed the growth of the KHI’s vortical structures. In a
supersonic flow, this effect is very pronounced, and results in inconsistent regions of
high or low local Mach numbers (Shimony , 2016; Shimony et al., 2016b), as seen in
Fig. 4.8. The tips of the consumed vortex consistently have a lower local Mach number
than their surroundings, diminishing our ability to resolve an inhibition of the KHI
growth rate for the consumed vortex. This system is further complicated by internal
shockwaves, which impede the merger process. The full nuances and complexities
of the compressible KHI vortex-merger process remain poorly understood and are
beyond the scope of this thesis, but the net result is that we will be looking for an
extended vortex-merger time instead of a significant inhibition of the growth rate to
evaluate the effects of compressibility on the consumed vortex.
The experimental measurements of the dominant vortex agree with the predicted
growth inhibition until they are disturbed by the entrained insulator at the edge of
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the KH-relevant zone. Measurements of the dominant vortex at the edge of the KH-
relevant zone can not be well-described by any of these models. They do, however,
exhibit a second surge in growth beyond the single-vortex asymptotic amplitude that
coincides with the extinction of the consumed vortex. This may, tenuously, be an
observation of the secondary surge in growth that is expected after the merger of two
independent vortices (Rikanati et al., 2003).
The consumed vortex is partially sheltered by the dominant vortex, and thus
remains undisturbed for a longer period of time. Measurements of the consumed
vortex at the edge of the KH-relevant zone continue to support an extended vortex
merger time.
4.5 Conclusion
We have presented the first experimental observations of the Kelvin-Helmholtz
instability evolving from well-characterized dual-mode initial conditions in a steady,
supersonic flow. The results were obtained by using a novel experimental platform to
sustain a steady, supersonic shear flow over a precision-machined interface, produc-
ing a shear layer between two high-energy-density plasmas. The anticipated vortex
merger rates, growth inhibition, and structure were reproduced with 2D hydrody-
namic simulations, validating the simulations, and also confirming the theoretical
understanding of compressibility effects. This result opens a route to a comprehen-
sive model for compressible KH in the vortex-merger-dominated regime. Future work
will explore broadband multimode behavior.
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Chapter V
Conclusions and future directions
5.1 Conclusion
In this thesis, I have presented a series of experiments I led. Their purpose was to
study the evolution of the Kelvin-Helmholtz instability from precision-machined, well-
characterized single-mode and dual-mode seed perturbations in a steady, supersonic,
shockwave-driven shear flow. This work is heavily motivated by engineering efforts
such as ICF research. The KHI occurs in fusion capsules due to asymmetries in
the radiation source and asymmetries along the surface of the fuel capsule. These
asymmetries impart a non-radial component to the velocity that gives rise to the
KHI. The KHI decreases the available inward kinetic energy and causes unwanted
mixing that dilutes the fusion fuel. By studying the KHI, we can increase capability
to anticipate, assess, and mitigate its effects in engineering.
Experimental studies into the KHI also further fundamental science. The KHI is
commonly observed in all manner of terrestrial and astrophysical systems, including
cloud formations, ocean dynamics, atmospheric mixing, and stellar plasmas. These
systems are difficult to study through observations due to the uncertain initial condi-
tions, and difficult to study through simulations due to the computationally demand-
ing nature of the many nonlinear components of hydrodynamic instabilities. These
KHI experiments provide a higher level of validation for predictions of small-scale
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turbulent structures, and may provide improved insight into observations of natural
systems.
In order to study the effects of compressibility on the KHI, we needed to establish
a new experimental platform. Improvements needed to be made to the initial target
design to eliminate the presence of an unanticipated reshock that disturbed the del-
icate KHI structures. I diagnosed and addressed these issues through the use of 1D
simulations. The initial experiment also revealed that the carbon foam we used has
a complicated EOS that is not well-described by assuming an adiabatic index of 5/3.
The single-mode experiment successfully produced the first measurements of a
single-mode seed perturbation evolving in a steady, supersonic flow. Once the simu-
lations were re-calibrated so as to accurately reproduce the large-scale hydrodynamics,
good agreement was achieved between data and simulations. The data support an
inhibition of the instability’s growth rate due to effects of compressibility.
The dual-mode experiment successfully produced the first measurements of the
KHI vortex-merger rate from well-characterized seed perturbations. These results
demonstrate an inhibition of the vortex merger rate, and supplement our measure-
ments of the ithe instability’s reduced growth rate under supersonic conditions. The
data and simulations are in good agreement until the evolution of the modulations is
disturbed, as anticipated.
The data obtained from these single-mode and dual-mode experiments is an es-
sential first step in developing a comprehensive model for the evolution of the com-
pressible KHI in a regime dominated by vortex merger.
5.2 Future work
Hydrodynamic instabilities are already difficult to study computationally and an-
alytically due to their highly nonlinear nature. Additional effects, such as those found
in a compressible flow, quickly make the problem intractable. As such, it would be
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a worthwhile goal for future students to continue studying the compressible case of
the KHI once diagnostic resolution and machining precision have improved, in or-
der to determine whether good agreement can still be found for small-scale features.
The vortex-merger process has been particularly difficult to analyze and, despite the
results of this thesis, remains poorly-understood.
The experimental platform could be significantly improved by increasing the size
of the Kelvin-Helmholtz relevant zone. This would allow us to observe the modu-
lations further into their evolutionary process, and thus allow us to study late-time
structure and the transition to turbulence. The easiest way to achieve this is to ex-
tend the duration of the laser pulse, such that it maintains drive pressure for a longer
duration. With some development, the OMEGA-EP facility could theoretically add
these capabilities. The indirect-drive technique that’s currently being designed for
the NIF might also be able to achieve these conditions (Capelli et al., 2016).
Adaptations of this experiment have recently been performed with different ini-
tial interfaces, and will be presented in future manuscripts. Among these campaigns
was an experiment by Kuranz et. al that measured KHI growth from broadband,
multi-mode initial conditions, which can be used to validate a statistical model (Shi-
mony , 2016; Shimony et al., 2016b) developed from the single-vortex growth and
two-vortex-merger measurements produced from the experiments (Wan et al., 2015,
2017b) presented in this dissertation. Other experiments by Kuranz et. al and Ras-
mus et. al changed the angle of the foam-plastic interface, in order to study the
interaction between the KHI, RTI, and RMI.
Future experiments can repeat this work at different Mach numbers. The flow
velocity has a weak relationship to the laser intensity, so a comparable system with
a different Mach number cannot be easily achieved merely by adjusting the intensity
of the laser. Instead, a method must be developed to change the speed of sound
of the medium. An equivalent flow velocity in a higher temperature medium would
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allow us to compare the effects of compressibility at different Mach numbers. Un-
fortunately, existing techniques for pre-heating the medium risks deformation of the
seed perturbation.
If a technique can not be developed to significantly vary the Mach number in a
laser-driven experiment, then an incompressible comparison case can be pursued with
a shock-tube, wind tunnel, or tilt table experiment. To do this, a technique would
need to be devised to seed a well-controlled perturbation along the interface, and care
must be taken to produce an experiment with a similar Atwood number and Reynolds
number in order to compare the data.
The compressible KHI could also be studied in a magnetic field, though we do not
currently have the technological capability to impose a strong enough magnetic field,
or to reliably diagnose the weak self-generated magnetic fields that may exist in such a
system (studying these effects would require the development of a new diagnostic that
could produce quantitative measurements at 10-15 µm resolution or better without
interfering with the evolution of the system). The presence of a strong magnetic
field can contribute to the stabilization or destabilization of the linear phase of the
KHI, depending on the structure of the magnetic field (Sharma and Srivastava, 1968;
Keppens et al., 1999). These ideas can be pursued in the future once more advanced
experimental techniques have been developed.
Obtaining these data was the first step towards producing a comprehensive statis-
tical model for broadband, multi-vortex KHI evolution in a compressible flow. Addi-
tional experiments, paired with further theoretical analysis and improved diagnostic
capabilities, will improve our ability to simulate fine-scale hydrodynamic instability
structure and the transition to turbulence, better predict and model hydrodynamic
instabilities in nature (e.g. at magnetospheric boundaries (§ 1.4.2), and help us de-






The Rayleigh-Taylor instability (RTI) and
Richtmyer-Meshkov instability (RMI)
In this appendix, we provide an overview of the Rayleigh-Taylor instability (RTI)
and Richtmyer-Meshkov instability (RMI). The RTI and RMI arise when the direc-
tion of motion is perpendicular to a density interface, and are common in many of
the systems that motivate our research into the KHI (Freeman et al., 1977; Ebisuzaki
et al., 1989; Oron et al., 1999; Smalyuk , 2012). The RMI and RTI have compli-
cated interactions with the KHI (Mikaelian, 1994) that will be explored in future
manuscripts by Kuranz et al. and Rasmus et al.
A.1 The Rayleigh-Taylor instability (RTI)
The Rayleigh-Taylor instability (RTI) (Rayleigh, 1882; Taylor , 1950a) is perhaps
the most intuitive of the hydrodynamic instabilities. The RTI is driven by buoyancy,
and occurs when a heavy fluid is accelerated against a lighter fluid. To picture this,
one might consider a soap dispenser that has been topped off with a heavier soap, as
seen in Fig. A.1. In this example, gravity provides a downward acceleration. Since
this is a hydrodynamically unstable interface, any perturbation along the interface
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Figure A.1: Photo of Rayleigh-Taylor instability (RTI) structure in a soap dispenser.
A soap dispenser has been refilled with a heavier soap. The heavier soap is in the
process of settling to the bottom of the dispenser. RTI structures can be seen along
the interface. Image adapted from a photo uploaded to Reddit by Thermoskanne.
will rapidly grow. Whereas the KHI results in the formation of vortical structures
that resemble ocean waves breaking along a shallow beach, the RTI results in fingers
of the heavier fluid penetrating into the lighter fluid, while bubbles of the lighter fluid
rise to the top. If left undisturbed, the instability will allow the system of fluids to
rearrange itself into a more stable state, with the heavier fluid eventually settling to
the bottom.
From section § 1.2.2, Eq. 1.1, we recall that the Euler equations are given as:
∂ρ
∂t




+ u · ∇u) = −∇p Momentum equation (A.1b)
∂ρ
∂t
+ u · ∇p = −γp∇ · u Energy equation (A.1c)
The growth rate of the RTI is derived by linearizing and combining these flow
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equations (Chandrasekhar , 1961; Drake, 2006; Kundu and Cohen, 2000), and results
in exponential growth of small-amplitude perturbations,
h(t) = hoe
i(kx−ωrt)+γt. (A.2)

















We can simplify this equation to obtain the two classic cases of both the KHI and
the RTI. The simplest case of the KHI can be obtained by assuming the acceleration
of the interface is negligible (g = 0), and results in Eq. 1.6 (discussed in § 1.2.2). The
simplest case of the RTI can be obtained by assuming that the shear velocity is zero










Recalling that the growth rate coefficient is obtained from the imaginary com-










where the A is the Atwood number, defined as A = (ρ2 − ρ1)/(ρ2 + ρ1).
We can consider the three elements of this dispersion relation. When the accel-
eration g, is increased, then the force acting upon the fluids is stronger, and the
structures are able to grow more rapidly. The wavenumber, k, is inversely propor-
tional to the size of the modulation. Based on the conservation of momentum, it takes
more energy to accelerate large amounts of mass, so the instability grows more slowly
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for modulations with a large wavelength (and thus, small k). The Atwood number,
A, is a dimensionless expression of the density ratio. When the two fluids have very
different densities (A → 1), then the lighter fluid provides very little resistance, and
the structures can grow relatively unimpeded. When the two fluids have the same
densities (A→ 0), then the system is stable, the growth rate is zero, and modulations
do not grow under the influence of the RTI. In the case that ρ2 > ρ1 (the heavier
fluid is already resting on the bottom), then this mechanism helps keep the system
stable (e.g. gravity keeps the heavier fluid on the bottom).
A.2 The Richtmyer-Meshkov instability (RMI)
Of the KHI, RTI, and RMI, the RMI is the most difficult to derive analytically,
and generally the most poorly understood. The Richtmyer-Meshkov instability (RMI)
(Richtmyer , 1960; Meshkov , 1969) was originally thought to be an impulsive limit to
the RTI. To this end, the growth rate of the instability is often derived by using a
Dirac delta function in the acceleration, and integrating over an infinitesimal time
interval (Mikaelian, 1994; Brouillette, 2002). Unlike the RTI, however, the RMI can
occur regardless of whether the heavier fluid is accelerated lighter fluid, or whether
the lighter fluid is accelerated against the heavier fluid. Perhaps most importantly,
the RMI is not considered to be a true hydrodynamic instability, as it lacks an energy
source to create a feedback mechanism to support continued growth.
Whereas the KHI and RTI have exponential growth rates, the growth rate of the
RMI is linear, and can be given as:
h(t) = ho(1 + ∆vkAt). (A.6)
In this equation, ∆v is the change in the vertical velocity due to an instantaneous





Figure A.2: Schematic of the Richtmyer-Meshkov instability (RMI) evolving along a
shocked interface. (a) A shock approaches a non-planar interface. (b) The shock has
partially entered the perturbed interface, resulting in a forward-propagating trans-
mitted shock, and a backwards propagating reflected shock. The shock is subject to
a localized change in velocity. (c) The deposition of vorticity causes the perturbation
to grow. (d) Late time RMI structure. Figure adapted from J. Grove, Los Alamos
National Laboratory Report LA-UR 99-3985, 1999.
have different densities, even if the direction (heavy to light vs. light to heavy) is
irrelevant. To understand why this is important, we can consider a planar, impulsive
acceleration (e.g. a shockwave) passing over a non-planar interface (e.g. a sinusoidal
seed perturbation). This system can be seen in Fig. A.2 (Grove, 1999). As the
shockwave crosses into the perturbed interface, the shockwave will temporarily exist
in multiple mediums at the same time. The difference in densities at the interface
results in differences in local velocity, which introduces torque and vorticity along the
interface. This vorticity remains even after the shock has passed, and can result in




This appendix covers key calculations that went into the results presented in
Table 3.1 of Chapter III. These calculations show how we calculated the foam com-
pression, shocked foam pressure, and shear velocity.
B.1 Foam compression
The foam compression was calculated with a 1D estimate, where ρinitial/ρcompressed ≈
xshock/xKH−relevant. In other words, we calculated the compression of the foam as the
distance the shock has propagated into the foam divided by the KH relevant zone (the
size of the compressed foam along the shock propagation axis). This was our largest
source of uncertainty in subsequent calculations, and fails to take into account 3D
effects such as the curvature of the shock. Our estimate suggests a foam compression
of ∼ 5.0 ± 1.5.
B.2 Shocked foam pressure
The foam pressure can be estimated using the estimated foam compression, the
measured shock velocity, and the Rankine-Hugoniot conditions.
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B.2.1 Rankine-Hugoniot equation for the conservation of mass (lab frame)









Foam calculations in the lab frame.
us = 28± 2 µm/ns shock velocity
ρ1 = 0.10± 0.00 g/cm3 unshocked foam density
ρ2 = 0.50± 0.15 g/cm3 shocked foam density
u2 = (28± 2 µm/ns) * (1− 15.0±1.5) = 22.4 ± 1.7 µm/ns
p1 ∼ 0 Mbar... assume negligible initial pressure (p2  p1)
B.2.3 Rankine-Hugoniot equation for the conservation of momentum
p2 − p1 = ρ1usu2




p2 − p1 = u22(
ρ1ρ2
ρ2−ρ1 )
p2 = 0.63± 0.08 Mbar
B.3 Shear velocity
The shear velocity is the most complicated calculation, and requires us to first
calculate the velocity of the shocked foam and the shocked plastic from measurable
quantities (such as the foam compression and the shock velocity). Multiple vectors are
defined and multiple coordinate transformations are performed, as shown in Fig. B.1.
Subscript (a) denotes the shocked foam, subscript (b) denotes the unshocked foam,































Figure B.1: Vector diagram for the velocity shear calculation. Subscript (a) denotes
the shocked foam, subscript (b) denotes the unshocked foam, subscript (c) denotes
the unshocked plastic, and subscript (d) denotes the shocked plastic.
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plastic. The “contact surface” refers to the interface between the shocked foam and
unshocked plastic.
B.4 Foam velocity














us = -(28 ± 2 µm/ns) x̂ + 0 ŷ shock velocity
ρa
ρb
= (5.0± 1.5) foam compression
α = 8± 2◦ interface deflection angle
B.4.3 Calculations




tan[α + (90− β)] = ρa
ρb
tan[(90− β)]
β = (88.0± 1.3◦), φ1 = (2.0± 1.3◦)
B.4.4 Coordinate transform
ĝ = cos(β)x̂+ sin(β)ŷ
ĥ = −sin(β)x̂+ cos(β)ŷ
ua · ĝ = ub · ĝ = uscos(β) = −(1.0± 0.6)µm/ns
ub · ĥ = −ussin(β) = (28.0± 2.0)µm/ns
ua · ĥ = ρbρaub · ĥ = (5.6± 1.7)µm/ns
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B.4.5 Lab coordinates
ub · x̂ = −(28± 2)µm/ns
ub · ŷ = −(0)µm/ns
ua · x̂ = −(5.6± 1.7)µm/ns
ua · ŷ = −(0.8± 0.6)µm/ns
B.5 Plastic velocity
B.5.1 Measured quantities
uc = ub = (28± 2)x̂+ 0ŷ
B.5.2 Coordinate transform
ud · x̂ = udcos(α)
ud · ŷ = udsin(α)
n̂ = −sin(θ)x̂+ cos(θ)ŷ
ŝ = −cos(θ)x̂− sin(θ)ŷ
B.5.3 Calculations
uc · ŝ = −(uc · x̂)cos(θ)
ud · ŝ = ud[−cos(α)cos(θ)− sin(α)sin(θ)]
ud · n̂ = ρcρd (uc · x̂)sin(θ)
ud · n̂ = ud[−cos(α)sin(θ) + sin(α)cos(θ)]
us · x̂ = ud[−cos(α)cos(θ)−sin(α)sin(θ)−cos(θ) ]
us · x̂ = ud(ρdρc )[
−cos(α)sin(θ)+sin(α)cos(θ)
−sin(θ) ]
θ = 10.7± 2.7◦
ud = −27.5± 2.0µm/ns
ud · x̂ = udcos(α) = −27.3± 2.0µm/ns
88
ud · ŷ = udsin(α) = −3.8± 1.0µm/s
B.6 Shear velocity
B.6.1 Calculated values
ua = (−5.6± 1.7)x̂+ (−0.8± 0.6)ŷ
ub = uc = (−28± 2)x̂+ 0ŷ
ud = (−27.1± 2.0)x̂+ (−3.8± 1.0)ŷ
B.6.2 Coordinate transformation
ĵ = cos(α)x̂+ sin(α)ŷ
k̂ = −sin(α)x̂+ cos(α)ŷ
un · ĵ = (un · x̂)cos(α) + (un · ŷ)sin(α)
un · k̂ = (un · x̂)(−sin(α)) + (un · ŷ)cos(α)
ua = (−5.7± 1.7)ĵ + (0.0± 0.7)k̂
ub = uc = (−27.7± 2.0)ĵ + (3.9± 1.0)k̂
B.6.3 Foam velocity, lab frame
ua · ĵ − ub · ĵ = 22.0± 2.6µm/ns
B.6.4 Shear velocity




In this appendix, I present the x-ray radiographic images obtained from the first
experiment, discussed in Chapter II. The behavior of the shockwave and ablator was
inconsistent throughout this experiment, due to the presence of an unanticipated
reshock (Wan et al., 2017a). The foam was also determined to reach a higher com-
pression than what was predicted from simulations. This experiment had a 19 ns laser
drive, with a 185 µm thick ablator, detailed in Chapter II. The seed perturbation is
described by the equation: 0.05λ sin(2π
λ
x), where λ is either 50 µm or 100 µm. One
target was also fielded with a nominally flat interface.
Also included is a table containing the facility’s shot number for each piece of
data, the shot request form (SRF) RID number (which can be used to look up the
experimental setup and data for each shot), the time (after the start of the first laser)
at which the radiographic image was taken, measurements of the thickness of the PC
ablator, CHBr insulator, and high-Z block in the direction of the flow, and the total
laser energy delivered to the target.
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Table C.1: Shot log for the first experiment (platform development).
Shot Facility shot SRF Time PC width CHBr width Au width Total energy
number number RID [ns] [µm] [µm] [µm] [kJ]
1 15947 44172 35 185 101 353 8.77
2 15948 45105 35 183 103 349 8.53
3 15950 45125 35 177 107 354 8.53
4 15952 45126 35 186 112 348 8.98
5 15953 45127 35 174 108 362 8.97
6 15956 45128 40 183 103 364 8.97
7 15957 45129 40 173 117 349 8.73
Figure C.1: Experiment 1, shot 1. x-ray radiograph taken at t = 35 ns with a flat
initial interface. Backlighter at half energy. The blast shield (filter) in front of the
image plate consisted of 50 µm of aluminized mylar.
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Figure C.2: [Experiment 1, shot 2. x-ray radiograph taken at t = 35 ns with a 100
µm wavelength seed perturbation. The blast shield (filter) in front of the image plate
consisted of 50 µm of aluminized mylar.
Figure C.3: Experiment 1, shot 3. x-ray radiograph taken at t = 35 ns with a 50
µm wavelength seed perturbation. The blast shield (filter) in front of the image plate
consisted of 50 µm of aluminized mylar.
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Figure C.4: Experiment 1, shot 4. x-ray radiograph taken at t = 35 ns with a 50
µm wavelength seed perturbation. The blast shield (filter) in front of the image plate
consisted of 50 µm of aluminized mylar.
Figure C.5: Experiment 1, shot 5. x-ray radiograph taken at t = 35 ns with a 100
µm wavelength seed perturbation. The blast shield (filter) in front of the image plate
consisted of 50 µm of aluminized mylar.
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Figure C.6: Experiment 1, shot 6. x-ray radiograph taken at t = 40 ns with a 100
µm wavelength seed perturbation. The blast shield (filter) in front of the image plate
consisted of 50 µm of aluminized mylar.
Figure C.7: Experiment 1, shot 7. x-ray radiograph taken at t = 40 ns with a 50
µm wavelength seed perturbation. The blast shield (filter) in front of the image plate




In this appendix, I present the x-ray radiographic images obtained from the single-
mode experiment, discussed in Chapter III. The quality and consistency of the data
was significantly improved (Wan et al., 2015) by increasing the laser drive duration
and the ablator thickness (Wan et al., 2017a; Malamud et al., 2013b). We successfully
produced the first observations of the KHI evolving from single-mode initial conditions
in a steady, supersonic flow. This was achieved, in part, by extending the laser drive
duration to 28 ns and increasing the ablator thickness to 500 µm, as detailed in
Chapter III. In this data, all modulations evolved from a 100 µm wavelength, 5 µm
amplitude sinusoidal seed perturbation, as discussed in Chapter III.
Also included is a table containing the facility’s shot number for each piece of
data, the shot request form (SRF) RID number (which can be used to look up the
experimental setup and data for each shot), the time (after the start of the first laser)
at which the radiographic image was taken, measurements of the thickness of the PC
ablator, CHBr insulator, and high-Z block in the direction of the flow, and the total
laser energy delivered to the target.
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Table D.1: Shot log for the second experiment (single-mode).
Shot Facility shot SRF Time PC width CHBr width Au width Total energy
number number RID [ns] [µm] [µm] [µm] [kJ]
1 17399 46650 45 510 138 359 11.15
2 17400 47209 45 509 128 359 11.85
3 17401 47210 50 511 156 342 12.34
4 17402 47211 40 508 147 349 12.52
5 17403 47218 60 510 130 367 12.65
6 17405 47220 65 514 150 371 12.36
7 17406 47219 65 501 145 337 12.46
Figure D.1: Experiment 2, shot 1. x-ray radiograph taken at t = 45 ns. Backlighter
at half energy. The blast shield (filter) in front of the image plate consisted of a
stainless steel mesh and 40 mil of Be.
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Figure D.2: Experiment 2, shot 2. x-ray radiograph taken at t = 45 ns. The blast
shield (filter) in front of the image plate consisted of 40 mil of Be.
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Figure D.3: Experiment 2, shot 3. x-ray radiograph taken at t = 50 ns. The blast
shield (filter) in front of the image plate consisted of 40 mil of Be.
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Figure D.4: Experiment 2, shot 4. x-ray radiograph taken at t = 40 ns. The blast
shield (filter) in front of the image plate consisted of 30 mil of Be.
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Figure D.5: Experiment 2, shot 5. x-ray radiograph taken at t = 60 ns. The blast
shield (filter) in front of the image plate consisted of 30 mil of Be.
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Figure D.6: Experiment 2, shot 6. x-ray radiograph taken at t = 65 ns. The blast
shield (filter) in front of the image plate consisted of 30 mil of Be.
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Figure D.7: Experiment 2, shot 7. x-ray radiograph taken at t = 65 ns. The blast




In this appendix, I present the x-ray radiographic images obtained from the vortex-
merger experiment, discussed in Chapter IV. The are three perturbation styles, as
described by Eq. 4.1. The first two perturbation styles, which we refer to as 60:120
(λ1 = 60 µm, λ2 = 120 µm) and 70:140 (λ1 = 70 µm, λ2 = 140 µm), produced the
first observations for KHI vortex merger from well-characterized dual-mode initial
conditions. The remaining perturbation style, referred to as 80:120 (λ1 = 80 µm, λ2
= 120 µm), can be considered a three-mode perturbation that produced inconclusive
results. This perturbation style can be re-examined one diagnostic capabilities have
been improved.
Also included is a table containing the facility’s shot number for each piece of
data, the shot request form (SRF) RID number (which can be used to look up the
experimental setup and data for each shot), the time (after the start of the first laser)
at which the radiographic image was taken, measurements of the thickness of the PC
ablator, CHBr insulator, and high-Z block in the direction of the flow, and the total
laser energy delivered to the target.
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Table E.1: Shot log for the third experiment (dual-mode).
Shot Facility shot SRF Time PC width CHBr width Au width Total energy
number number RID [ns] [µm] [µm] [µm] [kJ]
1 21062 51548 45 511 186 343 12.55
2 21063 53437 65 516 183 347 13.03
3 21064 53438 65 520 174 350 12.56
4 21065 53439 65 510 165 329 13.00
5 21066 53440 68 509 158 350 12.62
6 21067 53441 68 510 158 359 12.67
7 21068 53442 68 512 176 345 12.51
8 21069 53489 68 506 182 338 12.50
Figure E.1: Experiment 3, shot 1. x-ray radiograph taken at t = 45 ns with an 80:120
seed perturbation. Backlighter at half energy. The blast shield (filter) in front of the
image plate consisted of a stainless steel mesh and 40 mil of Be.
104
Figure E.2: Experiment 3, shot 2. x-ray radiograph taken at t = 65 ns with an 70:140
seed perturbation. The blast shield (filter) in front of the image plate consisted of a
stainless steel mesh and 30 mil of Be.
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Figure E.3: Experiment 3, shot 3. x-ray radiograph taken at t = 65 ns with an 60:120
seed perturbation. The blast shield (filter) in front of the image plate consisted of 30
mil of Be.
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Figure E.4: Experiment 3, shot 4. x-ray radiograph taken at t = 65 ns with an 80:120
seed perturbation. The blast shield (filter) in front of the image plate consisted of 30
mil of Be.
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Figure E.5: Experiment 3, shot 5. x-ray radiograph taken at t = 68 ns with an 80:120
seed perturbation. The blast shield (filter) in front of the image plate consisted of 30
mil of Be.
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Figure E.6: Experiment 3, shot 6. x-ray radiograph taken at t = 68 ns with an 60:120
seed perturbation. The blast shield (filter) in front of the image plate consisted of 30
mil of Be.
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Figure E.7: Experiment 3, shot 7. x-ray radiograph taken at t = 68 ns with an 70:140
seed perturbation. The blast shield (filter) in front of the image plate consisted of 30
mil of Be.
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Figure E.8: Experiment 3, shot 8. x-ray radiograph taken at t = 68 ns with an 80:120





This appendix contains the unsharp mask algorithm. The script
was written for Matlab, and is used to enhance the contrast of our
data.
function[sUN]=Unsharp(data,kernel,dx,stdev)
%s = data to manipulate
%kernel = kernel size in pixels to blur out
%dx = gaussian parameter, see equation
%stdev = gaussian parameter, see equation
kernel = fspecial(’average’, 3); %feature size to blur out, in pixels
N = imfilter(data,kernel);
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dy = dx; %one of the Gaussian coefficients... symmetric in 2D
ConvE = 0; %boolean for whether or not we’ve converged
NPix = 25; %the function loops until we converge on ~1. This affects
%how quickly the size of the matrix grows. Larger will
%make the function converge quicker, but
hh = 0; %index
%This uses a boolean to check whether or not there are any values in the





%This creates an appropriately sized gaussian kernel for convolution
while (ConvE==0)% & NPix<200)
%Loops until the kernel size is sufficiently close to converging, or
%until the kernel size is too large
hh=hh+1; %This increments each time the kernel size increases
NPix=NPix+25; %Every time this loops, we increase the size
%of the kernel
icen=NPix; %Determines the size of the kernel. The matrix is of
%size 1+2(icen), centered around zero, and counting up
113
%by 1. i.e. if icen = 2, then aa = [2 1 0 1 2]
jcen=NPix; %Same as icen for a square kernel
aa=abs([icen:-1:-icen]); %Creates a temporary vector that acts as the
%initial column of the first temporary matrix
bb=aa’*ones(1,length(aa));
%Copies aa to each subsequent column.
%i.e. if aa = [1 0 1], then bb = 1 1 1
% 0 0 0
% 1 1 1
ggi=(bb*dx).^2; %If dx = 1, then squares components of bb.
cc=abs([jcen:-1:-jcen]); %Functionally the same as aa, if icen = jcen
% (square kernel)
dd=ones(length(cc),1)*cc; %Copies cc downwards as rows
%i.e. if cc = [1 0 1], then dd = 1 0 1
% 1 0 1
% 1 0 1
ggj=(dd*dy).^2; %If dy = dx (square kernel), then this squares
%the components of temporary matrix dd
gg=1/stdev/stdev/pi*dx*dy*exp(-(ggi+ggj)/stdev/stdev); %Combines gg1
%and gg2 into a gaussian
if (abs(sum(sum(gg)))-1<1e-11) %boolean: If the gaussian is sufficiently
ConvE=1; %close to 1, then set ConvE = 1 and end.
end %If not, then increase size and try again
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if (NPix>200) %If the gaussian requires too large of a kernel
error(’not converging’); %before converging, then end w/error message
end
sConv=conv2(N,gg,’same’); %perform a 2D convolution using
% the Gaussian we created
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