In this paper, the results of an international collaborative test case relative to the production of a Direct Numerical Simulation and Lagrangian Particle Tracking database for turbulent particle dispersion in channel flow at low Reynolds number are presented. The objective of this test case is to establish a homogeneous source of data relevant to the general problem of particle dispersion in wall-bounded turbulence. Different numerical approaches and computational codes have been used to simulate the particle-laden flow and calculations have been carried on long enough to achieve a statistically-steady condition for particle distribution. In such stationary regime, a comprehensive database including both post-processed statistics and raw data for the fluid and for the particles has been obtained. The complete datasets can be downloaded from the web at
INTRODUCTION
Turbulent particle dispersion in wall-bounded flows is a fundamental issue in a number of industrial and environmental applications. Direct Numerical Simulation (DNS) and Lagrangian Particle Tracking (LPT) may be a useful tool to provide physical insights, new modeling ideas and benchmark cases (Moin & Mahesh, 1998; Yeung, 2002) . Despite the large number of published work, however, it is extremely difficult to gather a uniform and complete source of data that could be used to perform a phenomenological study of some, still not well-established features of particle transport in turbulent flows or to assess the effectiveness of computer simulation models on the accuracy of predicted particle deposition rates (Sergeev et al., 2002; Tian and Ahmadi, 2007) .
Lack of uniformity and of completeness in the available numerical data is connected to several reasons (associated with the intrinsic complexity of turbulent transfer phenomena) and is accompanied to uncertainty in methodologies, mostly due to the large number of physical and computational parameters involved and to the unclear influence of several of them. The main physical parameters that will influence the simulation results are the particle Stokes number, which quantifies the response of the dispersed phase to the perturbations produced by the underlying turbulence, and the flow Reynolds number. Other important parameters are related to modeling of fluid-particle interaction (one-way/two-way coupling); particle-particle interaction (collision models); particle-wall interaction (reflecting or absorbing wall, wall effects); particle rotation and modeling of forces acting on particles (e.g. the lift force). On the computational side, the treatment of discrete particles in DNS fields poses open or partly open questions on the assessment of the performance of flow solvers that use different numerical methods and on the accuracy of the interpolation scheme used to obtain the fluid velocity at the instantaneous particle location. In this context, the proper choice of parameters such as the grid resolution and the time step size required for advancement of the governing balance equations becomes extremely important. This paper is the result of the first necessary step towards a rigorous, systematic analysis of these issues. Specifically, the objectives of this analysis are to have a large number of people working independently on the same test case problem (DNS of particle dispersion in turbulent channel flow) and to establish a large validated database including (i) reliable and accurate velocity statistics for the fluid, for the particles and for the fluid at the particle position (mean and rms velocities, skewness and flatness, Reynolds stresses and quadrant analysis); (ii) particle concentration profiles and deposition rates; (iii) one-particle statistics (particle velocity auto-correlations, particle turbulent diffusivity, particle mean-square displacements, Lagrangian integral time scales); (iv) two-particle statistics (rms particle dispersion). Datasets come from five independent simulations and include not only the post-processed statistics just listed but also the corresponding raw data providing the evolution of the fluid velocity field and the time behavior of the particle position and velocity components: these data are made available to users who need to compute specific statistics other than those included in the database. Besides providing a homogeneous source of data on DNS and LPT not previously available, the database can be used as benchmark either to compare directly different numerical approaches or to validate engineering models for particle dispersion (e.g. two-fluid Eulerian models). The need for this type of data could be extended also to commercial softwares for computational fluid dynamics: these softwares, even though usually exploited for high-Reynolds-number flows in complex geometries, fail predictions of multiphase flows due to the lack of appropriate physical models for particle dispersion, resuspension and deposition. Arcen and A. Tanière (Group HPU hereinafter), 4) G. Goldensoph and K. Squires (Group ASU hereinafter), 5) M.F. Cargnelutti and L.M. Portela (Group TUD hereinafter). As starting point of the test case, a DNS of dilute particle-laden turbulent channel flow at low Reynolds number has been performed by all groups following the base guidelines. Aim of this benchmark calculation is to build a thorough statistical framework including both statistically-developing and statistically-steady conditions for the distribution of the dispersed phase. To quantify the collaborative effort required by the test case, it should be noted that the simulation time taken for each group to achieve a statistically-steady condition for the particle distribution was of the order of eight to ten months, mostly depending on the availability of computational resources. This is equivalent to an overall simulation time of about four years on standard production machines.
The present paper is organized as follows: first the physical problem and the numerical methodology adopted by each group are briefly outlined, then the performance of the different numerical approaches is benchmarked through direct comparison of the most relevant statistics for both phases are discussed. In the final section, conclusions and implications for future developments of the test case are drawn.
PHYSICAL PROBLEM AND NUMERICAL METHODOLOGY

Particle-laden turbulent channel flow
The flow into which particles are introduced is a turbulent channel flow of gas. In the present study, we consider air (assumed to be incompressible and Newtonian) with density ρ = 1.3 kg m −3 and kinematic viscosity ν = 15.7×10 −6 m 2 s −1 . The governing balance equations for the fluid (in dimensionless form) read as:
where u i is the i th component of the dimensionless velocity vector, p is the fluctuating kinematic pressure, δ 1,i is the mean dimensionless pressure gradient that drives the flow and
Re τ = u τ h/ν is the shear Reynolds number based on the shear (or friction) velocity, u τ , and on the half channel height, h. The shear velocity is defined as u τ = (τ w /ρ) 1/2 , where τ w is the mean shear stress at the wall. In this benchmark calculation, the shear Reynolds number is Re τ = 150; the corresponding bulk Reynolds number is Re b = u b h/ν = 2100 based on the bulk velocity u b = 1.65 m s −1 . All variables considered in this study are reported in dimensionless form, represented by the superscript + 1 and expressed in wall units. Wall units are obtained combining u τ , ν and ρ.
The reference geometry consists of two infinite flat parallel walls: the origin of the coordinate system is located at the center of the channel and the x−, y− and z− axes point in the streamwise, spanwise and wall-normal directions respectively (see Fig. 1 ). Periodic boundary conditions are imposed on the fluid velocity field in x and y, no-slip boundary conditions are imposed at the walls. The calculations were performed on a computational domain of size 4πh × 2πh × 2h, corresponding to 1885 × 942 × 300 wall units in x, y and z respectively. For ease of reading, details on the Eulerian grid used to discretize the flow domain and on the time step size, ∆t + , employed by each group are given in Section 2.2.
Here, we just mention that the base simulation requirements prescribe a minimum number of grid points in each direction to ensure that the grid spacing is always smaller than the smallest flow scale 2 and that the limitations imposed by the point-particle approach are satisfied.
Particles with density ρ p = 1000 kg m −3 are injected into the flow at concentration low enough to consider dilute system conditions (particle-particle interactions are neglected).
1 The superscript + has been dropped from Eqns. (1) and (2) for ease of reading. Furthermore, particles are assumed to be pointwise, rigid and spherical. The motion of particles is described by a set of ordinary differential equations for particle velocity and position at each time step. For particles much heavier than the fluid (ρ p /ρ ≫ 1) Elghobashi and Truesdell (1992) have shown that the only significant forces are Stokes drag and buoyancy and that Basset force can be neglected being an order of magnitude smaller. In the base simulation, the aim is to minimize the number of degrees of freedom by keeping the simulation setting as simplified as possible; thus the effect of gravity has also been neglected.
With the above assumptions the following Lagrangian equation for the particle velocity is obtained:
where u p and u are the particle and fluid velocity vectors, d p is the particle diameter and C D is the drag coefficient given by (Rowe and Enwood, 1962) :
where Re p is the particle Reynolds number (Re p = d p |u p − u|/ν). The correction for C D is necessary because Re p does not necessarily remain small, in particular for depositing particles.
For the simulations presented here, three particle sets were considered, characterized by different relaxation times, defined as
where µ is the fluid dynamic viscosity. The particle relaxation time is made dimensionless using wall variables and the Stokes number for each particle set is obtained as St = τ Table I shows all the parameters of the particles injected into the flow field. To build the database, the "one-way coupling" approximation (under which particles do not feedback on the flow field) was considered. At the beginning of the Lagrangian tracking, particles were distributed randomly over the computational domain and their initial velocity was set equal to that of the fluid at the particle initial position. We remark here that the process of particle dispersion will not be sensitive to this initial condition if the long-term features of the motion are investigated. Regarding the boundary conditions of the dispersed phase, perfectly-elastic collisions at the smooth wall were assumed when the particle center was at a distance from the wall lower than one particle radius. Further, particles moving outside of the computational domain in the streamwise and/or spanwise directions were reintroduced via periodicity.
Further details on the Lagrangian tracking (e.g. the numerosity of particle sets, the fluid velocity interpolation scheme, etc.) are given for each group in Section 2.2.
DNS methodology and computational resources
In this Section, the different numerical approaches and computational codes are briefly outlined. They are also summarized in Table II for the particles, this latter value being larger than those adopted by the other groups (see Table II ). Simulations were performed running a serial version of the code on a standard production machine with Pentium IV 2.6GHz CPU and 1Gb RAM. Further details about the numerical methodology of this group can be found in Marchioli and
Soldati (2002).
• Group TUE: the computational flow solver is based on the Fourier-Galerkin method in the streamwise and spanwise directions, whereas a Chebyshev-collocation method is used in the wall-normal direction. Non-linear terms are calculated in a pseudo- • Group HPU: a 2nd-order finite-difference DNS solver, based on the model proposed by Orlandi (2000) , was used for the flow: time discretization is semi-implicit, i.e. the non-linear terms are written explicitly with a third-order Runge-Kutta scheme and the viscous terms are written implicitly using a Crank-Nicolson scheme. Computations were run with imposed flow rate corresponding to a bulk Reynolds number Re b = 2280 based on the bulk velocity and the channel half-width. The shear Reynolds number obtained at steady state is Re τ = 155, slightly higher than that simulated by the other groups. To initialize position and velocity of the particle phase, the flow domain was divided into 128 slices along the wall-normal direction, the thickness of each slice being equal to the wall-normal grid spacing. Samples of 5000 solid particles were distributed homogeneously within each slice. The total number of particles tracked is thus 6.4·10 5 .
The computational time step in wall units is t + = 0.05 for both phases. Simulations were performed running a serial version of the code on a standard production machine with Pentium IV 3.4Ghz CPU and 3Gb RAM. Further details about the numerical methodology of this group can be found in Arcen et al. (2006) .
• Group ASU: a fractional-step method is used to solve for the NS equations. Spatial derivatives are evaluated using 2 nd -order centered differences. Time integration of fluid is performed using a 2 nd -order Adams-Bashforth scheme for the non-linear terms and an implicit Crank-Nicolson scheme for the viscous terms. A 2 nd -order AdamsBashforth scheme is also used for time integration of particle equation of motion, and • Group TUD: a standard fine-volume code based on a predictor-corrector solver is used to solve for the NS equations on a staggered grid. Time integration of fluid is performed using a 2 nd -order Adams-Bashforth scheme. A 2 nd -order Runge-Kutta scheme is also used for time integration of particle equation of motion, and tri-linear interpolation is used to calculate the fluid velocity at the particle position. The total number of particles tracked is around 9.5 · 10 5 . The computational time step for the fluid is roughly t + = 0.026 in wall units, the exact size being determined adaptively.
The time step size for the particles is always equal to or smaller than the fluid time step since it is chosen such that a particle can not travel more that half grid cell per iteration. Simulations were performed running a serial version of the code, partially on a standard production machine with AMD Athlon 2133 MHz dual processor CPU and 2 GB RAM, and partially on one node of a SGI Altix 3700 system consisting of 416 CPUs (Intel Itanium 2, 1.3 GHz each) and 832 GB total RAM. Further details about the numerical methodology of this group can be found in Portela and Oliemans (2003).
RESULTS
In this Section some of the most relevant statistics for the fluid phase and for the particle phase are presented and discussed vis-à-vis to benchmark the performance of the different numerical approaches. It is important to remind the reader that all particle statistics shown in this paper refer to a steady state for particle distribution. Particle statistics were com- For sake of brevity, we will limit our analysis to the first-and second-order moments of both phases (namely the mean streamwise velocity and the rms values of the three velocity components), to the Reynolds stresses and to the particle concentration profiles. Higher order statistics as well as two-particle statistics will not be presented here since they would not add to the discussion. The reader is referred to the raw data repository for further statistical exploration. These differences in modeling the flow field will add to differences in modeling the particle motion and will show up also in the statistical moments for the particle velocity. particularly if one considers that the profile of Group HPU, which does not overlap perfectly around the negative peak value and near the centerline, was obtained for a slightly higher value of the shear Reynolds number and thus goes to zero at z + = 155 rather than z + = 150.
Particle statistics
When computing particle statistics, it is of particular importance to define precisely the computational procedure to ensure reproducibility of the results. In this study, particle statistics were computed by averaging over N s = 193 wall-parallel fluid slabs distributed non-uniformly along the wall-normal direction. The thickness of the s th slab, ∆z + (s), was obtained by means of hyperbolic-tangent binning with stretching factor γ = 1.7:
The smallest thickness is at the wall (∆z + min = 0.361) whereas the largest thickness is at the channel centerline (∆z + max = 2.84). Despite the large particle concentration gradients expected near the walls, ∆z + min was chosen slightly larger than the wall-normal grid spacing of the numerical simulation, the minimum thickness allowed at the wall being limited by the St = 25 particle radius (see Table I ). A particle belongs to a slab if its center is located inside the slab.
Since the aim of the benchmark simulation is to reach a statistically-steady state for the particle distribution, the process of accumulation was followed over time starting from an initial condition of randomly-distributed particles. Fig. 5 shows the time evolution of the maximum value of particle number density near the wall, n max p , for each particle set as obtained by the Group UUD (profiles obtained by the other groups are not shown as they provide qualitatively similar results and would not add to the discussion) up to t + = 21150.
The rationale for monitoring this quantity lies in the fact that the concentration close to the wall is the one that takes longer to reach its steady state. After an initial large change covering a time span of about 1000 wall time units and a slow asymptotic convergence towards a mean value (represented by the horizontal dashed lines in Fig. 5) , this state appears to be achieved at t + ≃ 20000. Since the non-dimensional bulk velocity in the channel is roughly equal to U + x = 15, this time threshold corresponds to a developing-length of roughly 1000 channel heights. This number shows the difficulties, both numerical and experimental, of obtaining information on fully developed particle-laden channel flows: the particle developing-length can be much larger than the hydrodynamic developing-length, requiring extremely long computational times in numerical simulations, and extremely long channels (or pipes) in physical experiments. Particle concentration has been obtained as follows: first, the flow domain is divided into slabs according to the above-mentioned binning procedure; second, at each time step the number of particles within each slab is determined and divided by the volume of that slab to obtain the local concentration C = C(s); finally, C is normalized by its initial value, C 0 .
According to this procedure, the ratio C/C 0 is in fact a particle number density distribution and will be larger than unity in the flow regions were particles tend to preferentially distribute and smaller than unity in the regions depleted of particles.
From Differences are still present for the higher inertia particles (St = 25), yet they become less evident in proportion. Unfortunately, for the St = 1 particles, it was not possible to include data from Group ASU due to their unavailability. Discrepancies in the quantification of local particle concentration arise not only because of the diverse numerical schemes and grid discretizations adopted by each group but also, if not mainly, because of the numerical errors associated (i) with the different interpolation techniques used to obtain the fluid velocity at particle position and (ii) with the choice of the time step size used to integrate the equation of motion for the particles. These numerical errors sum up over time and give the accumulated profile deviations observed in Fig. 6 . It should be noted, however, that concentration profiles start to deviate significantly from each other only very close to the wall (roughly within one wall unit from the wall, a thickness that could be considered negligible from a pragmatic engineering perspective) and that deviations are magnified by the log-lin scale chosen to visualize the profiles. Also, we remark that the presence of discrepancies does not imply that only one of the profiles shown is correct while the others are wrong; rather, it implies that there might be a best prediction for a given statistical quantity which, however, is not known a priori. In other words, with the current data available it is not possible to conclude which is, if any, the best dataset. However, we can observe that the range of wall concentration predictions can be accepted as a good measure of particle wall concentration under the modelling assumptions used in this work.
The influence of making different choices in modeling the two phases is also apparent from particle velocity statistics. In Fig. 7 the mean streamwise velocity profiles, V + x , for the St = 1 particles (Fig. 7a) , for the St = 5 particles (Fig. 7b ) and for St = 25 particles (Fig. 7c) are shown. A close-up view has been included in the diagrams to highlight the behavior of V + x in the outer layer of the channel. As observed for the fluid velocity, the agreement among mean quantities is quite satisfactory except for a velocity deficit in the log-law region. The profiles of the mean wall-normal velocity are not shown as they are equal to zero at steady state. In the database, however, the cross-stream profiles for the mean relative wall-normal velocity are provided. This velocity, computed as particle velocity minus fluid velocity seen by the particles, can be used to quantify the drift of particles to the wall when the simulation is not yet fully settled. The rms of the particle velocity, V + i,rms , in the streamwise, spanwise and wall-normal direction are shown in Fig. 8, Fig. 9 and in Fig. 10, respectively. From Fig. 8 , it is apparent that the behavior of V + x,rms near the centerline is well predicted by all groups, regardless of the Stokes number. Near the wall, however, the uncertainty associated with the calculation of the peak value is higher (even though the peak location is rather well predicted) and increases with St. In the spanwise (Fig. 9 ) and in the wall-normal direction (Fig. 10) , the best agreement between the different groups is found in the near-wall region, whereas the rms profiles start to deviate from each other as we move towards the core region of the flow outside the buffer layer.
Analysis of the mean and rms values of particle velocity seems to indicate that singlepoint particle velocity statistics are not much affected by the different predictions of particle concentration. To corroborate this conclusion, in Fig. 11 we show the (V
nent of the Reynolds stress tensor for the particles. Detailed knowledge of the elements of this tensor is crucial to validate theoretical models of particle deposition in wall-bounded turbulent flows that try to reproduce the convective wallward drift of particles by assuming local equilibrium between the particles and the fluid turbulence (see the deposition model by Young and Leeming (1997), for instance). The trend we can observe from Fig. 11 is similar to that observed for the rms of the particle velocities: there is a good agreement for the smaller particles and an increasing uncertainty associated with the calculation of the peak value for the larger particles. In particular, the profile of Group HPU is characterized by a smaller absolute value of the peak for both the St = 5 and the St = 25 particles which is likely related to an underprediction of the particle velocity fluctuations in the near-wall region as compared with the other groups. In Fig. 11 (and in Figs. 8 to 10 as well) some profiles appear to be a little bit ragged due to smaller intervals chosen for time averaging.
The length of the averaging interval was one of the parameters that could be chosen by the participants. Here, a longer time span would have certainly smoothed out the profiles but it would have not changed their relative position within the chart.
One interesting aspect of the test case is that it gives the chance to single out the effect of each possible source of error on the observed results through a well-aimed parametric study.
This study is not currently available (as it is beyond the scope of the benchmark calculation) but can be definitely regarded as a possible extension to the base simulation.
CONCLUSIONS
The dispersion of particles with finite inertia in wall-bounded turbulent flows is of fundamental importance for numerous applications in industry and environment. The dispersion process, however, is characterized by complex phenomena such as non-homogeneous distribution, large-scale clustering and preferential concentration in the near-wall region due to the inertial bias between the denser particles and the lighter surrounding fluid (Marchioli and Soldati, 2002; Eaton and Fessler, 1994) . Direct Numerical Simulation, even at moderate Reynolds number, coupled with Lagrangian Particle Tracking has been widely used to study these macroscopic phenomena, for instance in vertical turbulent pipe (Vreman, 2007; Uijttewaal and Oliemans, 1996) and channel flows (Li et al., 2001; McLaughlin, 1989) , and represents a useful tool to provide physical insights, new modeling ideas and benchmark cases (Moin & Mahesh, 1998; Yeung, 2002) .
In this paper, we have presented the main results produced by an international collabora- On the basis of the results discussed in this paper, the conclusions listed below can be drawn.
• The database represents a homogeneous source of data on DNS and LPT not previously available that can be used as a benchmark to test the performance of new numerical methods or as a tool to validate theoretical models for the gas-solid interactions in channel flow (for instance, models including a-posteriori Large-Eddy Simulations).
• Direct comparison of the statistics allows clearcut observation of (i) how different codes perform when applied to the same problem with a well-defined simulation setting and of ( • parametric studies performed apart from the base simulations are required to single out the effect of changing one simulation parameter (or more) from the macroscopic particle behavior.
The test case calculations can be regarded as a challenge to approach more complex problems in two-phase flow predictions and will hopefully stimulate further improvements and developments of numerical methods and models. To this aim, test case calculations will be continued by extending the base simulation presented here. Specifically, all participant groups will include one or more additional simulation parameters. To compare results more easily, the choice will be restricted to parameters dealing with the physical modeling of the flow, such as fluid-particle two-way coupling, inter-particle collisions, lift force models and sub-grid scale effects on particle motion in Large-Eddy Simulation fields. Further parameter analysis will be planned at a later stage and other statistical quantities will be made available as they are extracted from the simulations.
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