A novel quickest detection model is proposed which can be seen as a generalization of the Bayesian changepoint setup. Suppose {(X i , Y i )} i≥1 is a sequence of pairs of random variables, and that S is a stopping time with respect to {X i } i≥1 . The problem is to find a stopping time T with respect to {Y i } i≥1 that optimally tracks S, in the sense that T minimizes the expected reaction time E(T − S) + , while keeps the false-alarm probability P(T < S) below a given threshold α ∈ [0, 1]. Interestingly, this problem formulation applies in several areas, such as in detection, forecasting, quality control, and communication.
I. PROBLEM STATEMENT AND EXAMPLES
The tracking stopping time (TST) problem is defined as follows. Let {(X i , Y i )} i≥1 be a sequence of pairs of random variables. Alice observes X 1 , X 2 , . . . and chooses a stopping time (s.t.) S with respect to that sequence -an integer-valued random variable S is called a s.t. with respect to a sequence of random variables {X i } i≥1 if P(S < ∞) = 1 and if, conditioned on {X i } n i=1 , the event {S = n} is independent of {X i } ∞ i=n+1 for all n ≥ 1. Knowing the distribution of {(X i , Y i )} i≥1 and the stopping rule S, but having access only to the Y i 's, Bob wishes to find a time T that stops as closely as possible to S. Specifically, Bob aims to find a s.t. T minimizing the expected delay E(T − S) + E max{0, T − S}, while keeping the false-alarm probability P(T < S) below a certain threshold α ∈ [0, 1]. We now illustrate the TST problem formulation with examples.
Example 1. Monitoring
Let X i be the distance of an object from a barrier at time i, and let S be the first time the object hits the barrier, i.e., S inf{i ≥ 1 : X i = 0}. Assume we have access to the X i only through noisy measurements Y i , and that we aim to raise an alarm as soon as the object hits the barrier. This problem can be formulated as one of finding a s.t. T , with respect to the Y i 's, that minimizes the expected reaction time E(T − S) + , while keeps the false-alarm probability P(T < S) small enough. ♦ Example 2. Forecasting One of the goals of an advertising campaign prior to the launch of a new product is to raise customer awareness and the product image until the launch time T of the product. Let D be the (fixed) length of the advertising campaign, i.e., at time T − D the company starts to publicize the new product and the launch date T . Buratto and Viscolani [3] investigated the problem of optimally choosing (with respect to some cost function) the length D as well as finding corresponding optimal advertising policies.
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Suppose we now found an optimal value of D. How should we choose the launch date T ? Ideally it should coincide with the end date S of the manufacturing process of the product. Indeed, if T < S customers may want to purchase a product that is still not available. On the other hand, if the advertising campaign ends after time S (i.e., T > S), the company will not be able to sell the finished product for T − S days, incurring potential storage costs.
We may model the above setup as a TST problem as follows. Let X i denote the number of products manufactured by the company up to day i. Say sales can start the first day S that X i exceeds a certain threshold. Since the advertising campaign lasts D days, the launch date T ≥ D can only be decided on the basis of a (possibly randomized) function of
. By Defining Y i to be equal to X i−D if i > D and else equal to zero, the launch date T is now a s.t. with respect to {Y i } i≥1 , and we can formulate the requirement on T as aiming to minimize E(T − S)
+ while keeping P(T < S) below a certain threshold.
♦ Another example where the TST problem naturally applies is in information theory, specifically, in the setup of communication over channels with feedback (see, e.g., Cover and Thomas [5] ). Most of the studies related to feedback communication assume perfect feedback, i.e., the transmitter is fully aware of the output of the channel as observed by the receiver. Without this assumption (i.e., if the feedback link is noisy) a synchronization problem may arise between the transmitter and the receiver which can be formulated as a TST problem. For a related study we refer the reader to Niesen et al. [9] .
In the following subsection we discuss the relationship between the TST problem and the Bayesian change-point problem.
Bayesian change-point detection as a TST problem
The Bayesian change-point problem can be formulated as follows. Let θ be a random variable taking values over the positive integers. Let {Y i } i≥1 be a sequence of random variables such that, given the value of θ, the conditional probability of Y n given Y n−1 is P 0 (·|Y n−1 ) for n < θ and is P 1 (·|Y n−1 ) for n ≥ θ. We are interested in a s.t. T with respect to the Y i 's minimizing the change-point reaction delay E(T − θ)
+ while keeping the false-alarm probability P(T < θ) below a certain threshold α ∈ [0, 1]. Shiryaev [10, Chapter 4.3] considered the Lagrangian formulation of the above problem and aimed to minimize
among all s.t.'s T for fixed λ ≥ 0. Assuming a geometric prior on the change-point θ and that before and after θ the observations are independent with common density function f 0 for t < θ and f 1 for t ≥ θ, Shiryaev showed that the optimal T stops as soon as the posterior probability that a change occurred exceeds a certain fixed threshold. Later Yakir [11] generalized Shiryaev's result by considering finitestate Markov chains. For more general prior distributions on θ the problem is known to become difficult to handle. However, in the limit α → 0, Lai [7] derived asymptotic optimal detection policies for the Bayesian change-point problem under general assumptions on the distributions on the change-point and on the observed process. To see that the Bayesian change-point problem can be formulated as a TST problem, it suffices to define the sequence of binary random variables {X i } i≥1 such that X i = 0 if i < θ and X i = 1 if i ≥ θ, and to let S inf{i : X i = 1} (i.e., S = θ). However the TST problem cannot, in general, be formulated as a Bayesian change-point problem. Indeed, the Bayesian change-point problem yields for any k > n
break-points d(α) since P(Y n = y n |θ = k) = P(Y n = y n |θ > n). Hence, conditioned on the event {θ > n}, the first n observations Y n are independent of θ. Therefore, given that no change occurred up to time n, the observations y n are useless in predicting the value of the change point θ. In contrast, for the TST problem, in general we have
because
. This paper is organized as follows. Section II formally introduces the TST optimization problem and Section III provides an algorithmic solution to it. In Section IV we provide conditions under which the algorithm has low complexity and illustrate this in Section V with examples.
II. THE OPTIMIZATION PROBLEM Let {(X i , Y i )} i≥1 be a discrete-time process where the X i 's and Y i 's take value in some finite alphabets X and Y, respectively, and let S be a s.t. with respect to {X i } i≥1 . Given some fixed integer κ ≥ 1 we aim to find for any α such that
where the minimization is over all -possibly randomized -s.t.'s with respect to {Y i } i≥1 . (Recall that a s.t. T is non-randomized if P(T = n|Y n = y n ) ∈ {0, 1} for all y n ∈ Y n and n ≥ 1. In contrast a s.t. T is randomized if P(T = n|Y n = y n ) ∈ [0, 1] for all y n ∈ Y n and n ≥ 1.) The mild constraint T ≤ κ is motivated below. Now, the extreme points of the set of all s.t.'s over {Y i } i≥1 are non-randomized s.t.'s (Baxter and Chacon [1] , Edgar et al. [6] ). This means that any randomized s.t. T ≤ κ can be written as a finite convex combination of non-randomized s.t.'s {T m }, i.e.
for any integer k, where a m ≥ 0 and m a m = 1. This implies that
i.e., P(T < S) and E(T − S) + are linear with respect to T . Therefore the epigraph of d(α) is convex, and its extreme points are achieved by the non-randomized s.t.'s. Since there are only a finite number of non-randomized s.t.'s bounded by κ, the function d(α) is piecewise linear. The typical shape of d(α) is depicted in Figure 1 , where the break-points are achieved by non-randomized s.t.'s.
Using Lagrange duality yields
where
Without loss of optimality, we may restrict the minimization in (4) to be over the set of s.t.'s that represent the extreme points of the epigraph of d(α), i.e., the non-randomized s.t.'s bounded by κ. The restriction T ≤ κ in the minimization (3) is motivated as follows. Let T * be the s.t. that minimizes E(T − S)
+ subject to P(T < S) ≤ α, but not necessarily bounded by κ. Assume first S ≤ κ for some integer κ ≥ 1. In this case the restriction T ≤ κ in (3) is without loss of optimality since T * ≤ κ. Second, assume that S is unbounded but still satisfies P(S < ∞) = 1. Let us choose κ such that P(S ≥ κ) ≤ δ, and set T min{T * , κ}. Note first that E( T − S) + ≤ E(T * − S) + . For the false-alarm probability, we have
Therefore the bounded s.t. T yields the same expected reaction delay as T * while having only a slightly higher false alarm probability. From now on, and unless stated otherwise, we assume S to be bounded by some κ ≥ 1.
III. AN ALGORITHM FOR COMPUTING d(α)
We first establish a few preliminary results later used to evaluate min T J λ (T ). Emphasis is put on the finite tree representation of bounded s.t.'s with respect to finite alphabet processes.
Let us introduce a few notational conventions. The set Y * represents the set of all finite sequences over Y. An element in Y * is denoted either by y or by y n , depending on whether or not we want to emphasize its length. To any non-randomized s.t. T , we associate a unique |Y|-ary tree T -i.e., all the nodes of T have either zero or exactly |Y| children -having each node specified by some y ∈ Y * , where ρy represents the vertex path from the root ρ to the node y. The depth of a node y n ∈ T is denoted by l(y n ) n. The tree consisting only of the root is the trivial tree. A node y n ∈ T is a leaf if P(T = n|Y n = y n ) = 1. We denote by L(T ) the leaves of T and by I(T ) the intermediate (or non-terminal) nodes of T . The notation T (T ) is used to denote the s.t. T induced by the tree T . Given a node y in T , let T y be the subtree of T rooted in y. Finally, let D(T y ) denote the descendants of y in T . The next example illustrates these notations. Below, we describe and algorithm that, for a given s.t. S, constructs a sequence of s.
and Lagrange multipliers {λ m } M m=0 with the following two properties. First, the T m 's and λ m 's are ordered in the sense that
(Here the symbol ⊂ denotes inclusion, not necessarily strict.) Second, for any m ∈ {0, . . . , M} and λ ∈ (λ m , λ m−1 ] the tree
) among all non-randomized s.t.'s. The algorithm builds upon ideas from the CART algorithm for the construction of classification and regression trees (Breiman et al. [2] ). The remainder of this section adapts the arguments in Breiman et al. [2, Chapter 10] to the problem at hand.
Before we state the algorithm, we need to introduce a few quantities. Given a s.t. T represented by its |Y|-ary tree T , we write the Lagrangian J λ (T ) as
We extend the definition of J λ (·) to subtrees of T by setting
In words, among all subtrees of T yielding a minimal cost for a given λ, the tree T (λ) is the smallest. As we shall see in the next Lemma, such a smallest subtree always exists, and hence T (λ) is well defined. Remark: Note that T y (λ) is different from (T (λ)) y . Indeed T y (λ) refers to the optimal subtree of T y with respect to λ, whereas (T (λ)) y refers to subtree rooted in y of the optimal tree T (λ).
Given λ ≥ 0, a |Y|-ary tree T , and λ ≥ 0, the following lemma shows that T (λ) always exists and characterizes T (λ) and J λ (T (λ)). The reader may recognize the finite-horizon backward induction algorithm and find a proof of this lemma in standard textbooks, e.g., Chow et al. [4, Chapter 3 and 4] . Lemma 1. Given a |Y|-ary tree T and λ ≥ 0, starting with the root node recursively compute
and recursively construct
The optimal tree T (λ) and the corresponding cost J λ (T (λ)) are given by J λ (T y (λ)) and T y (λ) evaluated at y = ρ.
Proof. By induction on the depth of the tree starting from the root.
From the structure of the cost function J λ (·), the larger the value of λ, the higher the penalty on the error probability. Therefore one expects that the larger the λ the "later" the optimal tree T (λ) will stop. Indeed, Lemma 2 states that the tree corresponding to the optimal s.t. of a smaller λ is a subtree of the tree corresponding to the optimal s.t. of a larger λ. In other words, if λ ≤λ, in order to find T (λ), we can restrict our search to subtrees of T (λ).
Lemma 2. Given a tree T , if λ ≤λ then T (λ) ⊂ T (λ).
Proof. We have
Similarly one shows that
and thus
But since a(T y ) ≤ a(y), b(T y ) ≥ b(y), and λ ≤λ, this implies
which contradicts the definition of T (λ) by Lemma 1.
The next theorem represents a key result. Given a tree T , it characterizes the smallest value λ can take for which T (λ) = T .
Theorem 3. For a non-trivial tree T , define for any y
We have
Proof. Let T be a non-trivial tree. We have
By (5) a(T y ) ≤ a(y), and hence the following implications hold:
for all y ∈ I(T ).
We first show by induction that if max
Consider first a subtree of T having depth one and rooted in y, say. Since by (7) J λ (y) > J λ (T y ), we have T y (λ) = T y by Lemma 1. Now consider a subtree of T with depth k, rooted in a different y, and assume the assertion to be true for all subtrees of T with depth up to k − 1. In order to find T y (λ), we use Lemma 1 and compare J λ (y) with γ∈Y J λ (T yγ (λ)). Since T yγ is a subtree of T with depth less than k, we have T yγ (λ) = T yγ by the induction hypothesis. Therefore
and since J λ (T y ) < J λ (y) by (7), we have T y (λ) = T y by Lemma 1, which concludes the induction step. Hence we proved that if
In this case there exists y ∈ I T such that J λ T y = J λ (y). We consider the cases when T yγ (λ) and T yγ are the same for all γ ∈ Y and when they differ for at least one γ ∈ Y.
and thus T (λ) = T by Lemma 1. If T yγ (λ) = T yγ for at least one γ ∈ Y then T (λ) = T again by Lemma 1. Finally, when max
then T (λ) = T follows from the previous case and Lemma 2.
Let T 0 denote the complete tree of depth κ. Starting with λ 0 = ∞, for m = {1, . . . , M} recursively define
where M is the smallest integer such that T M = {ρ}, and with λ 1 ∞ if the set over which the infimum is taken is empty. Hence, for two consecutive transition points λ m and λ m+1 , we have T (λ) = T (λ m ) for all λ ∈ (λ m+1 , λ m ] as shown in Figure 3 .
The following corollary is a consequence of Lemma 2 and Theorem 3. 
are the break-points of d(α).
Proof. Let From Corollary 4, we deduce the algorithm below that fully characterizes d(α) by computing its set of break-points.
Algorithm: Compute the break-points
As a |Y|-ary tree has less than |Y| κ non-terminal nodes, the algorithm terminates after at most that many iterations. Further, one may check that each iteration has a running time that is exp(O(κ)). Therefore, the worst case running time of the algorithm is exp (O(κ) ). This is to be compared, for instance, with exhaustive search that has a Ω(exp exp(κ)) running time. This is because all break-points of d(α) are achieved by non-randomized s.t.'s and there are already 2 |Y| κ−1 |Y|-ary trees having leaves at either depth κ or κ − 1.
In Sections IV and V we will see that, under certain conditions on {(X i , Y i )} i≥1 and S, the running time of the algorithm is only polynomial in κ.
A. A lower bound on the reaction delay
From Corollary 4 we may also deduce a lower bound on d(α). Since δ(α) is piecewise linear, we can 
Note that the above bound is tight for α ≤ α 1 with α 1 > 0 when λ 1 < ∞ and is tight for α ≤ α 2 with α 2 > 0 when λ 1 = ∞. The following example illustrates this bound.
Example 4.
Let {X i } i≥1 be i.i.d. Bernoulli(1/2) and let the Y i 's be correlated to the X i 's according to
with p ∈ (0, 1/2). Consider the s.t. S defined as
For κ = 2, the tree corresponding to this s.t. is depicted in Figure 2 . Since p ∈ (0, 1/2), it is clear that whenever T is not the complete tree of depth κ, we have P(T (T ) < S) > 0, hence
An easy computation using Corollary 4 yields
and, using (9), we get
Let us comment on (10). Consider any two correlated sequences {X i } i≥1 and {Y i } i≥1 and a s.t. S with respect to the X i 's. Intuition tells us that there are two factors that affect d(α). The first is the correlation between the X i 's and Y i 's, in the above example given by p. The lower the correlation, the higher d(α) will be. The second factor is the "variability" of S, and might be characterized by the difference in terms of depth among the leaves having large probability to be reached. In the above example the "variability" might be captured by κ − 1, since with probability 1/2 a leaf of depth 1 is reached, and with probability 1/2 a leaf with depth κ is attained. ♦ IV. PERMUTATION INVARIANT STOPPING TIMES Here we consider a special class of s.t.'s and processes {(X i , Y i )} i≥1 for which the optimal tradeoff curve d(α) and the associated optimal s.t.'s can be computed in polynomial time in κ.
We say that a s.t. S with respect to {X i } i≥1 is permutation invariant if
for all permutations π : X n → X n , all x n ∈ X n and n ∈ {1, . . . , κ}. Examples of permutation invariant s.t.'s are inf{i : X i > c} or inf{i : i k=1 X k > c} for some constant c and assuming the X ′ i s to be positive. The notion of a permutation invariant s.t. is closely related to (and in fact slightly stronger than) that of an exchangeable s.t. as defined in [8] .
The following theorem represents a key result, from which the running time of one iteration of the algorithm can be deduced.
and S be a permutation invariant s.t. with respect to
{X i } i≥1 . If T (
T ) is non-randomized and permutation invariant then
for all y ∈ I(T ) and all permutations π.
We first establish two lemmas that will be used in the proof of Theorem 5.
Lemma 6. Let {Y i } i≥1 be i.i.d., T be a non-randomized s.t. with respect to {Y i } i≥1 and T the corresponding tree. Then T is permutation invariant if and only if for all y ∈ I(T ) and permutations π, π(y) ∈ I(T ).
Proof. Assume T is permutation invariant and let y n ∈ I(T ). Then
and hence π(y n ) ∈ I(T ). Conversely assume that, for all y ∈ I(T ) and permutations π, we have π(y) ∈ I(T ). Now pick an arbitrary y n . First, if P(T ≤ n|Y n = y n ) = 0, then y n ∈ I(T ), and by assumption also π(y n ) ∈ I(T ). Thus P(T ≤ n|Y n = π(y n )) = 0. Second, if P(T ≤ n|Y n = y n ) = 1, then y n / ∈ I(T ), and by assumption also π(y n ) / ∈ I(T ). Thus P(T ≤ n|Y n = π(y n )) = 1.
and S be a permutation invariant s.t. with respect to {X i } i≥1 . Then S is a permutation invariant s.t. with respect to {Y
Proof. One can easily check that S is a s.t. with respect to {Y i } i≥1 . It remains to show that it is permutation invariant. For any permutation π :
where the second last equality follows by the permutation invariance of S and the fact that the
Proof of Theorem 5. We show that
for all y ∈ I(T ). We prove that the numerator and the denominator in (11) remain unchanged if we replace y by π(y). Fix some y = y n ∈ I(T ). For the denominator, we obtain from Lemma 7
A consequence of Lemma 6 is that the set of all γ such that y n γ ∈ L(T y n ) is identical to the set of all γ such that π(y n )γ ∈ L(T π(y n ) ). Hence by (12)
For the numerator in (11), we have
Combining this with (13) and using Lemma 6 as before, we get
concluding the proof.
We now show that one iteration of the algorithm has only polynomial running time in κ. Specifically we evaluate the running time to compute T m+1 from T m given that S and T (T m ) are permutation invariant and that the (X i , Y i )'s are i.i.d. To that aim we assume the input of the algorithm to be of the form of a list of the probabilities P(S ≤ n|X n = x n ) for all x n ∈ X n and n ∈ {1, . . . , κ} -specifying Sand a list of P(X = x, Y = y) for all x ∈ X and y ∈ Y -characterizing the distribution of the process {(X i , Y i )} i≥1 . Note that as S is permutation invariant, we only have to specify P(S ≤ n|X n = x n ) for each composition (or type) of x n . Since the number of compositions of length at most κ is upper bounded by (κ + 1)
1+|X | -any element x ∈ X appears at most k times in a string of length k -the list of these probabilities has only polynomial size in κ. Given x n , the element P(S ≤ n|X n = x n ) in the list can be accessed in O(κ) time. The proof of the following theorem is deferred to the Appendix. are not permutation invariant, one may still be able to derive a lower bound on d(α) in polynomial time in κ, using (9) . Indeed, the tree T 0 is permutation invariant since it is complete and, by Theorem 8, if {(X i , Y i )} i≥1 are i.i.d. and S is permutation invariant, then the first subtree T 1 can be computed in polynomial time in κ. Therefore the bound
t.'s with respect to
can be evaluated in polynomial time in κ when the (X i , Y i )'s are i.i.d. and S is permutation invariant. Note that this bound is in general weaker than the one derived in Section III-A. However, when λ 1 < ∞ the bound (14) is tight for α ∈ [0, α 1 ] for some α 1 > 0. It can be checked that the condition
In the next section, we present two examples for which the conditions of Corollary 9 are satisfied, and hence for which the algorithm has a polynomial running time in κ. First, we consider a TST problem that indeed can be formulated as a Bayesian change-point problem. Second, we consider the case of a pure TST problem, i.e., one that cannot be formulated as a Bayesian change-point problem. For both examples we provide an analytical solution of the Lagrange minimization problem min T ≤κ J λ (T ).
V. ONE-STEP LOOKAHEAD STOPPING TIMES
In this section, we show that under certain conditions the s.t. that minimizes the Lagrangian J λ (T ) can be found in closed form.
Define
and let
In words, T * λ stops whenever the current cost E((n − S)
is less than the expected cost at time n + 1, i.e., E(((n + 1) − S) + |y n ) + λP(S > n + 1|y n ) .
Recall that T 0 denotes the complete tree of depth κ and that T (λ) denotes the minimal subtree of T whose corresponding s.t. minimizes the Lagrangian J λ (T ) (see paragraph before Lemma 1). For (X i , Y i )'s i.i.d., Theorem 10 provides a sufficient condition on S for which T (T 0 (λ)) = T * λ . In words, the s.t. T * λ minimizes J λ (T ) among all s.t.'s bounded by κ. Furthermore, among all stopping times minimizing J λ (T ), the s.t. T
for all n ∈ {2, . . . , κ}, then T (T 0 (λ)) = T * λ . Note that, unlike the algorithm, Theorem 10 provides an analytical solution only to the inner minimization problem in (4) . To find the reaction delay d(α) one still needs to maximize over the Lagrange multipliers λ.
Using Theorems 9 and 10, we now give two examples of process {X i , Y i } i≥1 and s.t. S for which the algorithm has only polynomial running time in κ.
with the X i 's taking values in {0, 1}. Consider the s.t. S inf{i : X i = 1}. We have for n ≥ 2
hence Theorem 10 yields that the one-step lookahead stopping time T * λ defined in (15) To that aim we first show that T * λ is permutation invariant. By Lemma 6 we equivalently show that, for all y n and permutations π, if y n / ∈ A n then π(y n ) / ∈ A n . By (21) we have
and therefore T * λ is permutation invariant. Since T (T 0 (λ)) = T * λ by Theorem 10, all {T m } M m=0 are permutation invariant. Finally, because S is permutation invariant, applying Corollary 9 we conclude that the algorithm has indeed polynomial running time in κ.
The problem considered in this example is actually a Bayesian change-point problem, as defined at the end of Section I. Here the change-point Θ S has distribution P(Θ = n) = p(1 − p) n−1 , where
Note that, unlike the case considered by Shiryaev (see end of Section I), the distribution of the process at the change-point differs from the ones before and after it. ♦
We now give an example that cannot be formulated as a change-point problem and for which the one-step lookahead s.t. minimizes the Lagrangian J λ (T ). 
then Theorem 10 applies, showing that the one-step lookahead stopping time T * λ defined in (15) satisfies T (T 0 (λ)) = T * λ . Furthermore, since S is permutation invariant, (17) shows that T * λ is permutation invariant. Applying 9 one deduces that the algorithm has polynomial running time in κ in this case as well.
The problem considered here is not a change-point problem since, for k > n P(S = k|Y n = y n , S > n) = P(S = k|S > n), and therefore (1) does not hold. ♦ VI. CONCLUSION Tracking a stopping time through noisy observations finds applications in several areas, such as detection, forecasting, and communication, and represent a natural generalization of the Bayesian change-point problem. In our study we considered the case of processes over finite alphabets and exploited the finite tree structure of bounded stopping times to derive an algorithm that solves the TST problem. Extensions of this case, such as continuous time processes over infinite alphabets, might be considered for future research.
APPENDIX I PROOF OF THEOREM 8
In the following we write T for T m . From Theorem 5, to find the y ∈ I(T m ) maximizing g(y, T m ), we only have to compute g(y, T m−1 ) for all possible compositions of y. The number of such compositions is O ((κ + 1) 1+|Y| ). We now show that g(y, T m−1 ) can be computed in polynomial time in κ. From the proof of Theorem 5, we have to show that P(S ≤ n|Y n = y n ) can be computed in polynomial time, and that the sums in (12) and (13) can be computed in polynomial time.
Each term in the summation on the right hand side depends only on the composition of (x n , y n ), and hence P(S ≤ n|Y n = y n ) can be computed in polynomial time in κ. Consider now the sum over all y n γ ∈ L(T y n ) in (12). Define
and note that c(y) = c(π(y)) for any permutation π. With this, the sum in (12) becomes
By Lemma 6, y nγ γ ∈ L(T y n ) if and only if y n π(γ)γ ∈ L(T y n ) for all permutations π. And as c(y nγ γ) = c(y n π(γ)γ), we can compute (18) in polynomial time in κ. Consider next the sum over all y n γ ∈ L(T y n ) in (13). Using Lemma 7
Applying Lemma 6 as before, we conclude that (19) can be computed in polynomial time in κ. It remains to prove that α m+1 and d m+1 can be computed in polynomial time in κ from α m and d m . This follows from the same argument, as it suffices to compute the differences b(T y * ) − b(y * ) and a(y * ) − a(T y * ) for all y * maximizing g(y, T ).
APPENDIX II PROOF OF THEOREM 10 Fix some λ ≥ 0. Let us write J λ (T ) as E(c(Y T )) where c(Y n ) E((n − S) + |Y n ) + λP(S > n|Y n ) .
We say that the {A n } are nested if, for any n ≥ 1 and γ ∈ Y, we have that y n ∈ A n implies y n γ ∈ A n+1 . We show that (16) implies that the {A n } are nested, and that this in turn implies that the one-step lookahead stopping rule is optimal. The second part of the proof is well known in the theory of optimal stopping and is referred as the monotone case (see, e.g., Chow et al. [4, Chapter 3] ). Here we provide an alternative proof that emphasizes the tree structure of stopping times.
Note that y n ∈ A n if and only if E(c(Y n+1 )|y n ) ≥ c(y n ). We now show that 
from which one deduces (20). Next, we prove that the {A n } are nested. By (20) this is equivalent to showing that, whenever for some y n P(S ≤ n|y n ) ≥ λP(S = n + 1|y n ) ,
we also have P(S ≤ n + 1|y n , y n+1 ) ≥ λP(S = n + 2|y n , y n+1 )
for any y n+1 ∈ Y. Suppose that (22) holds for some y n . Using the fact that S is a s.t. with respect to the Y i 's (Lemma 7) together with the hypothesis of the theorem yields for any y n+1 P(S ≤ n + 1|y n , y n+1 ) − λP(S = n + 2|y n , y n+1 ) ≥ P(S ≤ n|y n ) − λ(S = n + 2|y n , y n+1 ) ≥ λ P(S = n + 1|y n ) − P(S = n + 2|y n , y n+1 ) ≥ 0, and therefore (23) holds. Hence the {A n } are nested. Let T * be the tree corresponding to T * λ . The final step is to show that if the {A n } are nested then T 0 (λ) = T * . To that aim we show that I(T * ) ⊂ I(T 0 (λ)) and (I(T * )) c ⊂ (I(T 0 (λ))) c . Pick an arbitrary y ∈ I(T 0 ). Using Lemma 1, we compare J λ (y) with γ J λ (T 0 yγ (λ)). We distinguish two cases. First suppose that y ∈ I(T * ), i.e., J λ (y) > γ J λ (yγ). Then
and hence y / ∈ L(T 0 (λ)). But since the {A n } are nested, no prefix of y can be an element of L(T 0 (λ)) and hence y ∈ I(T 0 (λ)).
Second assume y / ∈ I(T * ). If l(y) = κ, then clearly y / ∈ I(T 0 (λ)). If l(y) < κ, then J λ (y) ≤ γ J λ (yγ) and we now show by induction that this implies that T 0 y (λ) = {y}. Note first that as the {A n } are nested, we have for anyỹ ∈ I(T 0 y ) (i.e., for anyỹ with prefix y) 
