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PROJECTIVELY RELATED METRICS, WEYL NULLITY, AND METRIC
PROJECTIVELY INVARIANT EQUATIONS
A. ROD GOVER AND VLADIMIR S. MATVEEV
Abstract. A metric projective structure is a manifold equipped with the unparametrised
geodesics of some pseudo-Riemannian metric. We make a comprehensive treatment of such
structures in the case that there is a certain (well-motivated) algebraic restriction on the pro-
jective Weyl curvature, a nullity condition. The analysis is simplified by a fundamental and
canonical 2-tensor invariant that we discover. It leads to a new canonical tractor connection for
these geometries which is defined on a rank (n+1)-bundle. We show this connection is linked to
the metrisability equations that govern the existence of metrics compatible with the structure.
The fundamental 2-tensor also leads to a new class of invariant linear differential operators that
are canonically associated to these geometries; included is a third order equation studied by
Gallot et al. and via the new connection we show its equivalence (on suitable geometries and
classes of solutions) to the first order metrisability equation.
We apply the results to study the metrisability equation, in the nullity setting described.
We obtain strong local and global results on the nature of solutions and also on the nature
of the geometries admitting such solutions, obtaining classification results in some cases. We
show that closed Sasakian and Ka¨hler manifold do not admit nontrivial solutions. We also
prove that, on a closed manifold, two nontrivially projectively equivalent metrics cannot have
the same tracefree Ricci tensor. We show that on a closed manifold a metric having a nontrivial
solution of the metrisablity equation cannot have a two dimensional nullity space at every point.
In these statements the meaning of trivial solution is dependent on the context.
There is a function B naturally appearing if a metric projective structure has nullity. We
analyse in detail the case when this is not a constant, and describe all nontrivially projectively
equivalent Riemannian metrics on closed manifolds with nonconstant B.
1. Introduction
Affine connections ∇ and ∇¯ are said to be projectively equivalent if each ∇-geodesic is, after
reparametrisation, a ∇¯-geodesic. Two connections differing only by torsion evidently have the
same geodesics, and so, within this article, we shall say that a projective structure on a manifold is
an equivalence class p = [∇] of all torsion free connections projectively equivalent to some given
torsion-free affine connection ∇.
A generic projective structure p does not contain the Levi-Civita connection of any metric.
However on a manifold M , any metric g (of arbitrary signature) canonically determines a torsion-
free connection ∇g that preserves g; this is the Levi-Civita connection. Thus g determines a
projective structure p = [∇g]. Within this equivalence class there is a distinguished non-empty
subset of connections, namely the subset characterised by property that each connection contained
therein is the Levi-Civita connection of some metric.
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In the (pseudo-)Riemannian setting it is typically most convenient to work directly with metrics.
So we say two metrics g and g¯ of arbitrary signature are projectively equivalent if they share the
same geodesics up to re-parametrisation, that is if their Levi-Civita connections ∇g and ∇g¯ are
projectively equivalent; we say further that g and g¯ are affinely projectively equivalent if∇g = ∇g¯.
Projective equivalence is an equivalence relation on metrics and we make the following definition.
Definition 1.1. On a manifold M , a metric projective structure m = JgK is an equivalence class
of projectively related metrics.
For a generic metric, its projective class determines the metric, up to multiplication by con-
stants, so this distinquished subset of connections contains only one representative up to dilation,
see e.g. [50]. In this case questions regarding the geometry of the metric projective structure m
can be reduced to questions concering the metric. On the other hand, there exist non-proportional
metrics g and g¯ that have the same Levi-Civita connection, i.e. are affinely equivalent. In the
Riemannian case (i.e. g positive definite) this situation is well covered by the classical literature
[26, 23]. However there also exist examples of projectively equivalent metrics that are not affinely
equivalent. The investigation of such non-affinely projectively equivalent metrics is also a classical
topic in differential geometry, and was studied by Beltrami, Levi-Civita, Painleve, Weyl, Eisen-
hart, and Thomas, for example, see [27]. In fact this topic was one of the main topics in Japan in
the period of the 1950s through to the 1960s, and also in the former USSR over the period from
1960s through to the 1990s, see [51]. Presently there is a strong revival of interest in this area
owing to new ideas entering from the directions of integrable systems and parabolic geometries
and via this some of the earlier open questions have been resolved [11, 24, 47, 68].
Thus we are motivated to study the geometry of a manifoldM equipped with a metric projective
structure m, and we will call (M,m) a metric projective geometry. Evidently this uniquely
determines a projective structure p on M , but there is of course more information in m. Metric
projective geometry is an analogue of the idea of a conformal geometry where one considers a
manifold equipped with a conformal equivalence class of metrics. However it is important to
emphasize that, in the detail, there are significant differences. For example for a given metric
projective geometry (M,m) it can be that, as mentioned above, up to constant dilation, there is
only one metric in the equivalence class, and a generic metric has this property. Alternatively for
a different metric projective structure m there can be metrics g and g¯ in m that have different
signatures. A key focus of the current article is to understand metric projective geometries (M,m)
where m includes metrics that are not affinely equivalent.
Associated to any projective geometry (M,p) is a tensor invariantW ijkℓ known as the projective
Weyl tensor, see (2.1) below. A rather interesting algebraic condition that we can impose on this
is that it is has nullity, meaning that there exists a nonzero vector field v ∈ Γ(TM) such that
(1.1) W ijkℓv
j = 0.
The projective Weyl tensor is a natural invariant of metric projective structures (M,m), since
these have a canonical projective structure. We will show that in this setting the Weyl nullity
condition is extremely important and leads to subtle and unexpected phenomema.
In dimension 2, the projective Weyl curvature vanishes identically and so all structures trivially
have nullity. However in dimension ≥ 3, the projective Weyl curvature of a generic metric does
not have projective Weyl nullity. Even if a metric non-affinely admits a projectively equivalent
metric then generically the Weyl tensor does not necessarily have nullity. For example, for a
generic choice of functions X1(x
1), X2(x
2), and X3(x
3) of the indicated variables, the following
3-dimensional metric from [43]
(X1(x
1) −X2(x
2))(X1(x
1) −X3(x
3))(dx1)2 +(X1(x
1) −X2(x
2))(X2(x
1) −X3(x
3))(dx2)2
+(X1(x
1) −X3(x
2))(X2(x
1) −X3(x
3))(dx3)2
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is projectively equivalent to
(X1(x
1)−X2(x
2))(X1(x
1)−X3(x
3))
X1(x1)2X2(x2)X3(x3)
(dx1)2 + (X1(x
1)−X2(x
2))(X2(x
1)−X3(x
3))
X1(x1)X2(x2)2X3(x3)
(dx2)2
+ (X1(x
1)−X3(x
2))(X2(x
1)−X3(x
3))
X1(x1)X2(x2)X3(x3)2
(dx3)2
.
If at least one of the functions Xi is not constant, the two displayed metrics are not affinely
equivalent. It can be shown that for such metrics the existence of projective Weyl nullity is
equivalent to the property that the metrics have constant curvature, which is clearly not the case
for a generic choice of functions Xi. (A direct way to see this it is to calculate the Weyl curvature
and check; an equivalent calculation was done by Fubini and Bolsinov et al. in [7, 32].) Note
that the metrics are defined if at all points (x1, x2, x3) the values of the functions X1, X2, X3 are
distinct and are different from zero, which is of course a generic condition. The example can be
generalized for all dimensions n ≥ 3.
Although such examples exist, we will show that Weyl nullity is necessarily present for a very
broad class of geometries and cases of interest in the literature; interestingly in these studies
this link to the Weyl tensor has previously gone unnoticed. Indeed in Theorem 3.3, we will
show that, for metric projective geometries, the nullity condition on the projective Weyl tensor
naturally generalises the so-called curvature constancy condition from [57, 36], which in turn
was a generalisation of the curvature nullity condition suggested by Chern et al. in [21]. This
condition was extensively studied in the literature, under different names (for example K-nullity
in [63, 59, 60, 53], or simply nullity in [31]), and without the realisation of the connection to nullity
of the projective Weyl tensor that we establish here in Theorem 3.3 (and see Remark 3.4). The
difference between the curvature constancy condition of Otsuki and Gray and the Weyl nullity
(as above) is the following: at a point they coincide but most authors have studied curvature
constancy assuming that the object that we call B in Section 3 is a constant, while for us it may
be any function.
That the non-trivial Weyl nullity appears naturally in many other well-known geometric struc-
tures and constructions is seen by combining our Theorem 3.3 with the existing literature. For
example, a warped product metric ±dt2 + f(t)2h(x)ijdxidxj always has projective Weyl nullity
(and in this case the function B of Proposition 3.1 is generically not a constant). In particular
cone metrics, which are warped product metrics with f(t) = t2 have nullity (and in this case
B = 0). Sasakian metrics also always have Weyl nullity (and B = 1). Moreover, the existence
of sufficiently many solutions of certain geometric PDE implies nullity. For example any of the
following conditions implies Weyl nullity: the existence of a non-trivial special conformal Killing
vector field, see [29] and [22]; or a non-trivial concircular vector field (see e.g. [64]); or two non-
proportional Einstein metrics in the same conformal class, or two projectively equivalent metrics
which are not affinely equivalent such that one of them is Einstein (see e.g. [38]); or three point-
wise linearly independent projectively equivalent metrics that are not affinely equivalent (see e.g.
[7]); or two projectively, but not affinely, equivalent metrics with the same stress-energy tensor
[40].
A key observation is that Weyl nullity as in (1.1) allows a completely different approach to
metric projective geometry. Our first main focus is the development and application of this as a
conceptual and calculationally effective framework. The first main result is Theorem 3.7 which
constructs a new fundamental invariant of such manifolds. This invariant is a symmetric two-
tensor φab and is of direct interest because it is determined by the metric projective geometry
(M,m) (with Weyl nullity) but is not in general the restriction of a pseudo-Riemannian or pro-
jective geometry invariant. Importantly it also yields remarkable simplifications to the equations
governing many of the natural problems. One might hope that the φ-invariant is usefully available
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on some class of metric projective geometries that do not have Weyl nullity. However this is not
the case, as we show in Theorem 4.37.
As an immediate application of the φ-invariant, we show in Section 3.2 that this immediately
leads to new linear differential operators that are canonical and invariant on metric projective
structures with nullity but which are not in general the restriction of projective or (pseudo-
)Riemannian invariant operators. In two examples these are shown to provide a bridge between
so called first BGG equations, of current interest in parabolic geometry (see e.g. [17]), and certain
classically studied equations including the Gallot-Obata-Tanno equation (3.11), see in particular
Theorem 3.13.
The next direction of application is in the treatment of Einstein metrics. The φ-invariant leads
to extremely simple proofs of the Beltrami Theorem (see Corollary 3.16) and the result that if g is
an Einstein metric, then any projectively related metric is also Einstein (in the presence of Weyl
nullity), see Corollary 3.17. Proposition 3.19 explains that the explicit mention of Weyl nullity
may be dropped if we require that the metrics are non-affinely equivalent.
On projective manifolds there is a canonical invariant calculus associated to the Cartan connec-
tion. An early version of this is due to Thomas [65], while the modern treatment was founded in
[3]. This tractor calculus is based around an invariant linear connection on a natural rank (n+1)
vector bundle that extends (a density twisting of) the tangent bundle, see Section 2.3. Returning
to the development of theory, in Section 3.4 we show that, on metric projective geometries, projec-
tive Weyl nullity leads to a 1-parameter family of alternative canonical tractor connections and a
distinguished connection ∇T1 within this family; see Proposition 3.21 and the subsequent discus-
sion. This distinguished connection turns out to be useful for the problem of treating non-affinely
projectively related metrics, as we explain in later sections. As a more immediate application,
we explain in Theorem 3.24 that sections of S2T ∗ (where T ∗ is the dual tractor bundle) that are
parallel for this connection are equivalent to solutions of the Gallot-Obata-Tanno equation (3.11).
The final Section in the first part of the paper, Section 4, is concerned with analyzing Sinjukov’s
metrisability equation (4.1) and its consequences; this is the projectively invariant equation gov-
erning the existence of a Levi-Civita in a projective class, and is an instance of a first BGG
equation in the sense of [16]. The first main result there begins with the prolongation tractor
connection found by Eastwood et al [25] (and recalled in Theorem 4.2) and shows that, on metric
projective structures with Weyl nullity, this leads to a simpler prolonged system that is canonical
and invariant on metric projective structures with Weyl nullity. In the case of B constant this
agrees precisely with the connection ∇T1 (of Proposition 3.21) on S2T , while for B not constant
it is a simple (and generalising) modification of this, see Theorem 4.12 and Theorem 4.20. There
are immediate applications of these results. For example in Corollary 4.13 we show that suitably
generic solutions of the Gallot-Obata-Tanno equation (3.11) are the same as similarly generic so-
lutions of the metrisability equation on metric projective manifolds with Weyl nullity and a metric
with B constant. In fact using the full information at hand more general results are available, see
Proposition 4.15 and Proposition 4.16. Next in Section 4.4 we apply the machinery mentioned to
obtain strong results for solutions of the metrisability equation: In Theorem 4.24 we show that if
B is constant (or non-constant) for one metric in m then it is constant (resp. non-constant) for
all metrics in m. In Theorem 4.25 we describe a severe constraint of the form of solutions, in the
case that B is not constant.
Part of the local analysis for the development in Section 4.3 of the simpler prolonged system,
and tractor connection on S2T , relies on Theorem 4.19; the proof of this requires some non-
trivial linear algebra, and so is deferred to Section 4.5. The technical tools developed in Section
4.5 and the earlier sections are then used to establish some immediate consequences: Theorem
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4.37 has been mentioned already while Theorem 4.36 shows that on a metric projective manifold
(M,m) with Weyl nullity, there can only be strictly non-proportional metrics (as defined above
the Theorem) in m if each has constant curvature.
Sections 5 and 6 are concerned with describing, on closed manifolds, the nature of the metric for
metric projective structures with nullity, and where there is also another solution of the metris-
ability equation 4.1. Section 5 assumes that B is not constant; under this assumption we describe
such metrics g locally. As a consequence, Theorem 5.3 classifies such metric projective struc-
tures on closed manifolds under the additional assumption that one of the metrics is Riemannian.
Section 6 considers the case of closed manifolds, B constant, and two non-affinely projectively
related metrics. The result is Theorem 6.1 which states that in this case any metric m is, up to
dilation with a possibly negative coefficient, the Riemannian metric of constant positive sectional
curvature +1. We apply this result to show that closed Sasakian manifolds of nonconstant cur-
vature do not admit projectively but non-affinely equivalent metrics, see Corollary 6.2. We also
show that if a Ka¨hler metric admits a projectively but non-affinely equivalent metric then it has
a nullity with B = 0; this implies that on a closed manifold any metric projectively equivalent
to a Ka¨hler metric is affinely equivalent to it. In Section 6.3 we show in Corollary 6.6 that if
a metric projective structure m, on a closed manifold M , contains two non-affinely equivalent
metrics that have the same trace-free part of the Ricci tensor, then all metrics in this projective
metrics structure have constant sectional curvature. In Section 6.4 we show, in Corollary 6.10,
that if a metric projective structurem on a closed manifold M is such that, first, the Weyl nullity
is at least two-dimensional at every point and, second, it contains two non-affinely equivalent
metrics, then all metrics in this metric projective structure have constant sectional curvature.
1.1. Some conventions. Throughout any manifold M will be assumed smooth, connected, and
of dimension n ≥ 2. Similarly the standard structures on this (such as metrics) will be assumed
smooth. The term smooth here and throughout means C∞. Unless otherwise stated indices
on tensors and bundle will be abstract indices in sense of Penrose. For example the tangent
bundle TM will often be denoted Ea. Then its symmetric tensor power S2TM is denoted E(ab).
Connections on the tangent bundle its dual and tensor powers will be torsion-free. Statements
will be said to hold almost everywhere if they are true on an open dense set.
2. Background
Let (M,∇) be a special affine manifold (of dimension n ≥ 2), meaning here that ∇ is a torsion-
free affine connection and that locally everywhere this preserves a volume density; we do not
assume that M is oriented. The curvature Rjiℓk of the connection ∇ is given by
[∇ℓ,∇k]vj = Rjiℓkvi.
The Ricci curvature is defined by Rjk = R
a
jak and this is symmetric.
The projective Weyl tensor is
(2.1) W ijkℓ := R
i
jkℓ +
1
n−1
(
δiℓRjk − δikRjℓ
)
= Rijkℓ +
(
δiℓ Pjk − δik Pjℓ
)
,
where Pjk =
1
n−1Rjk is called the projective Schouten tensor. The Weyl tensor is the trace-free
part of the curvature Rijℓk; any contraction of the index i (of W
i
jkℓ) with a lower index results
in 0. It is easily verified that in dimension 2 the Weyl tensor is identically zero.
From the differential Bianchi identity we obtain the identity
∇cW cdab = (n− 2)Cdab,
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where
(2.2) Ccab := ∇aPbc −∇bPac
is called the projective Cotton tensor.
2.1. The conformal Weyl tensor and Einstein metrics. On a pseudo-Riemannian manifold
(M, g) the conformal Weyl tensor Cabcd is the completely metric trace-free part of the curvature
Rabcd of the Levi-Civita connection. So C
a
bad = 0 and also C
a
bcdg
bc = 0. We may compare this
with the projective Weyl tensor:
Proposition 2.1. [25, Proposition 5.5] On a pseudo-Riemannian manifold (M, g) one has
(2.3) (n− 2)W ijkl = (n− 2)Cijkl + (δikP˚lj − δil P˚kj) + (n− 1)(˚P
i
kgjl − P˚
i
lgjk)
where P˚kl is the trace-free part of the Projective Schouten tensor.
Recall that in the case of dimension n ≥ 3, we say a pseudo-Riemannian metric g is Einstein
if its Ricci tensor, or equivalently projective Schouten tensor Pab, is proportional to the metric:
Pab = λgab. It then follows from the contracted Bianchi identity that the function λ is constant.
In the case of dimension n = 2 we take Pab = λgab with λ constant to be the definition of an
Einstein metric.
With these definitions we have the following consequences of Proposition 2.1 (cf. [35, 54] ):
Corollary 2.2. On an Einstein pseudo-Riemannian manifold (M, g) the conformal and projective
Weyl tensors agree, that is
W ijkl = C
i
jkl.
If n ≥ 3 then, conversely, agreement of the two pseudo-Riemannian Weyl tensors implies the
metric is Einstein.
Proof. In dimension 2 the first statement is true trivially. In other dimensions both statements
are immediate from (2.3), as Einstein is equivalent to P˚ab = 0. 
2.2. Projective geometry. Recall the notion of projective structure was introduced in Section
1, as follows. A projective structure (Mn,p), n ≥ 2, is a smooth manifold equipped with an
equivalence class p of torsion-free affine connections. The class is characterised by the fact that
two connections ∇ and ∇̂ in p have the same geodesics up to parametrisation. Explicitly the
transformation relating these connections on TM and T ∗M are given by
(2.4) ∇̂aY b = ∇aY b +ΥaY b +ΥcY cδba, and ∇̂aub = ∇aub −Υaub −Υbua,
where Υ is some smooth section of T ∗M . In the setting of a projective structure (M,p) any
connection ∇ ∈ p is called a Weyl connection or Weyl structure on M . In the following we shall
consider only special affine connections from p, in which case the corresponding Weyl structure is
often called a choice of scale. If ∇ and ∇̂ are special affine connections then Υb is exact, meaning
Υb = ∇bf for some function f (see e.g. [35]).
Under a projective transformation of connection, as in (2.4), it is easily verified (and well known)
that the projective Weyl curvature W abcd is unchanged. Thus it is an invariant of the projective
structure (M,p). In dimension 2 the Cotton tensor Cabc is projectively invariant. These are
the complete obstructions to projective flatness: in dimensions n ≥ 3 there is a flat connection
∇ ∈ p if and only if W abcd = 0 everywhere. In the dimension 2 the same statement is true with
W abcd replaced by the Cotton tensor Cabc. Thus, via Corollary 2.2, there is another immediate
consequence of Theorem 2.3:
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Corollary 2.3. In dimensions 2 and 3 Einstein manifolds are projectively flat.
Proof. For dimension 2 this is immediate from the definition of the Cotton tensor and the meaning
of Einstein. In the case of dimension 3 it follows from the fact that in dimension three the
conformal Weyl tensor is identically zero. 
The Schouten tensor Pab plays an important role in projective differential geometry, even though
it is far from invariant under projective transformations. Under the transformations (2.4) we have,
(2.5) P∇̂ab = P
∇
ab −∇aΥb +ΥaΥb .
As is usual in projective geometry, we write E(1) for the positive (2n+2)nd root of the oriented
bundle (ΛnTM)2. Observe that any connection ∇ ∈ p determines a connection on E(1) as well
as its real powers E(w), w ∈ R; we call E(w) the bundle of projective densities of weight w. Given
any bundle B we shall write B(w) as a shorthand notation for B ⊗ E(w).
2.3. The projective tractor bundle and connection. By the definition of a projective geom-
etry (M,p), there is no distinguished connection on TM . However there is a canonical connection
(due to Cartan and Thomas [20, 65]) on a closely related rank (n+ 1) natural bundle. This con-
nection, now known as the tractor connection, enables an invariant calculus [3]. Since the details
of this will be important for us, we recall briefly the definition and construction of this connection
following [3, 18] (and see [14] for recovering from this the equivalent Cartan bundle and connection
[20]).
Canonically associated to the projective density bundle E(1) is its first jet prolongation J1E(1)→
M . By definition, its fiber over x ∈ M consists of all one–jets j1xσ of local smooth sections
σ ∈ Γ(E(1)) defined in a neighborhood of x. Mapping j1xσ to σ(x) defines a surjective bundle map
J1E(1)→ E(1), called the jet projection. If j1xσ lies in the kernel of this projection, so σ(x) = 0,
then the value ∇σ(x) ∈ T ∗xM⊗Ex(1) is the same for all linear connections ∇ on the vector bundle
E(1). This identifies the kernel of the jet projection with the bundle T ∗M⊗E(1). (See for example
[58] for a general development of jet bundles.)
We will write T ∗, or EA in abstract index notation, for J1E(1) and T , or EA in abstract index
notation, for the dual vector bundle. Then observe that the jet projection is a canonical section
XA of the bundle EA ⊗E(1) = EA(1). Similarly, the inclusion of the kernel of this projection can
be viewed as a canonical bundle map Ea(1)→ EA, which we denote by ZAa. In this notation we
have a canonical sequence
(2.6) 0→ Ea(1) ZA
a
→ EA X
A
→ E(1)→ 0,
which is the well-known jet exact sequence (at 1-jets) for the bundle E(1).
We write EA = E(1) +
✞
✝ Ea(1) to summarise the composition structure in (2.6). As mentioned
earlier, any connection ∇ ∈ p determines a connection on E(1). On the other hand a linear
connection on E(1) is the same as a splitting the 1-jet sequence (2.6). Thus given such a choice
∇ ∈ p we have the direct sum decomposition EA ∇= E(1)⊕ Ea(1) with respect to which we define
a connection by
(2.7) ∇T ∗a
(
σ
µb
)
:=
( ∇aσ − µa
∇aµb + Pabσ
)
,
where, recall, Pab denotes the projective Schouten tensor of ∇. An easy calculation shows that
the connection (2.7) is independent of the choice ∇ ∈ p, and so ∇T ∗ is determined canonically by
the projective structure p. This is the cotractor connection of [3], and is the normal connection,
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i.e. it is equivalent to the normal tractor Cartan connection [14]. Thus we call T ∗ = EA the
cotractor bundle, and we note the dual tractor bundle T = EA has canonically the dual tractor
connection. In terms of a splitting dual to that above this is given by
(2.8) ∇Ta
(
νb
ρ
)
=
( ∇aνb + ρδba
∇aρ− Pabνb
)
.
Now consider E(BC) = S2T . It follows immediately that this has the composition series
E(bc)(−2) +✞✝ Eb(−2) +✞✝ E(−2),
and the normal tractor connection is given on S2T by
(2.9) ∇Ta

 σbcµb
ρ

 =

 ∇aσbc + δbaµc + δcaµb∇aµb + δbaρ− Pacσbc
∇aρ− 2Pabµb

 .
This connection on S2T will be important to us below. It closely linked to the geometry of metric
projective structures. For example a parallel section of S2T with σ non-degenerate (as a bilinear
tractor form on T ∗M) determines and, is equivalent to, an Einstein metric g such that ∇g ∈ p,
see [2, 18, 35].
2.4. Weyl nullity. We shall say that the projective Weyl tensor
W ijkℓ := R
i
jkℓ − 1n−1
(
δiℓRjk − δik Rjℓ
)
has nullity at a point x, if there exists a nonzero v ∈ TxM such that
W ijkℓv
j = 0 at x.
Note that since the Weyl curvature is an invariant of projective manifolds (i.e. it is unchanged
by the projective transformation (2.4)) Weyl nullity is a property of the projective structure; it is
not dependent on the choice of any connection from the projective class. It is detected precisely
by the projective invariant
m
W :=W ia1kp · · ·W jamℓq m ∈ {1, · · · ,m}
where the sequentially labelled indices a1 · · · an are skewed over. For example a projective struc-
ture has Weyl nullity at x if and only if for m = n this invariant vanishes at x. The Weyl nullity
space has dimension at least 2 if and only if the invariant with m = n− 1 vanishes, and so forth.
Remark 2.4. Note that if v is in the nullity of the projective Weyl curvature at x then
vjCjkl
is projectively invariant at x. This is because under the projective transformation ∇ 7→ ∇̂ as
in (2.4) the projective transformation of Cjkl is by the addition of ΥiW
i
jkl (up to a constant
multiple).
This observation only has significance in dimensions n ≥ 3: Any projective manifold (M,p) of
dimension 2 has Weyl nullity trivially, since the projective Weyl tensor is identically zero in this
case. On the other hand, as mentioned earlier, in dimension 2 the projective Cotton tensor is
projectively invariant.
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2.5. Projective differential equations and Weyl nullity. It is natural to ask what pro-
jectively invariant differential equations have solutions implying Weyl nullity. One easy case is
available. If
V B
∇
=
(
νb
ρ
)
, ∇ ∈ p,
is a section of T that is parallel for the standard tractor connection then clearly V B is annihilated
by the tractor curvature. But then using the formula for the latter, as in e.g. [3] it follows that
νb is everywhere in the Weyl nullity.
Now V B parallel implies that
∇aνb + ρδba = 0;
and this is by definition a (projective geometry) first BGG equation in the sense of [16, 17].
Conversely if νb solves the displayed equation then ρ = − 1n∇aνa and two facts follow. First,
differentiating the display, one easily shows that ∇aρ = Pabνb. So V B := (νb, ρ) is parallel for
the (normal) standard tractor connection. This exactly means all solutions of this first BGG
equation are normal, again in the sense of [16, 17]. Second if V B is parallel and non-trivial then
νb must be non-zero on an open dense set, since V B is part of the data of the 1-jet of νb. By
continuity, it follows there is Weyl nullity everywhere. Thus we have the following result.
Proposition 2.5. On a connected projective manifold (M,p), a non-trivial solution of the pro-
jectively invariant system
(2.10) ∇aνb + ρδba = 0
implies Weyl nullity everywhere, and W abcdν
b = 0 everywhere.
Remark 2.6. Solutions of the equation (2.10) are sometimes called concircular vector fields (at
least in the pseudo-Riemannian setting) [64]. Using the curvature formula from [3], one also sees
that Cdabν
d = 0 for any solution of (2.10).
3. Weyl nullity on a pseudo-Riemannian manifold
Note that the Levi-Civita connection of a metric is obviously a special affine connection, since it
preserves the volume density of the metric. Here we work on a metric projective structure (M,m)
of dimension n ≥ 2, with no restriction on the signature of possible metrics in m. We wish to
understand the implications of projective Weyl nullity in this setting.
Proposition 3.1. Suppose that (M,m) has a projective Weyl nullity at a point x, i.e., assume
there exists a vector v ∈ TxM \ {0} such that
W ijkℓv
j = 0 at x.
Then, for any metric g ∈m, v is an eigenvector for the projective Schouten tensor Pij of g. That
is
(3.1) Pijv
j = Bvi at x,
for some B ∈ R, where P ij = gikPkj .
Proof. Consider the curvature decomposition (2.1) as calculated in the scale of the Levi-Civita
connection ∇ of g. Working at the point x, we contract (2.1) with vj and vi. The term vjviW ijkℓ
from the right hand side vanishes because of the assumption of Weyl nullity. On the other hand
the term vjviR
i
jkℓ vanishes because of the symmetries of the Riemann curvature tensor so we
end up with the equality
vℓ Pjkv
j = vk Pjℓv
j .
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This equality implies that Pjℓv
j is proportional to vℓ. So v is an eigenvector of P
i
j as claimed
(and we denote the eigenvalue by B, so yielding (3.1)). 
Remark 3.2. From the Proposition (and with the assumptions there) we have that
Bviv
i = Pijv
ivj at x.
We can replace vx by a parallel vector vˆ of length ±1, then B = Pij vˆivˆj , at x ∈M .
Weyl nullity is equivalent to an interesting condition on the curvature, as follows.
Theorem 3.3. Let (M,m) be a metric projective geometry. Suppose that this has projective Weyl
nullity at a point x, and v 6= 0 is a vector in the nullity subspace of TxM . Then, for the curvature
Rijkℓ of any metric g ∈m we have
(3.2) Rijkℓv
j = −B · vjKijkℓ, at x,
where B ∈ R is determined by (3.1) and Kijkℓ is the ‘constant curvature tensor’
(3.3) Kijkℓ := δ
i
ℓgjk − δikgjℓ.
Conversely, if (3.2) holds, for some g ∈m and number B, then v is in the Weyl nullity at x.
Proof. Suppose that (M,m) has a projective Weyl nullity. We contract the equation (2.1) with
vj . The left hand side of the result vanishes, so we obtain
vjRijkℓ = −

δiℓ vjPjk︸ ︷︷ ︸
(3.1)
−δik vjPjℓ︸ ︷︷ ︸
(3.1)

 = −B (δiℓ vk − δik vℓ) = −B · vjKijkℓ
as claimed.
For the converse we suppose that (3.2) holds for g ∈ m. The result is deduced from (2.1) in
two steps. Assuming that (3.2) holds, the trace obtained by contracting with δℓi shows that v is
an eigenvector of the Schouten tensor as in (3.1). Then using this with (3.2) establishes that v is
in the Weyl nullity at x. 
Remark 3.4. On a pseudo-Riemannian manifold (M, g) the condition (3.2) can be equivalently
written as
(3.4) Zijkmv
j = 0, where Zijkm := R
i
jkm +B ·Kijkm.
Note that Z has the same algebraic symmetries as the Riemann curvature tensor.
As mentioned in the introduction, for the case of B constant this condition has been studied
in the literature under different names, but to the best of our knowledge the link to Weyl nullity
was not made.
On a metric projective structure it can be that the Weyl nullity subspace of TxM has dimension
greater than 1. We next observe that the eigenvalue B arising (3.1) is independent of the choice
of vector v in the nullity subspace.
Proposition 3.5. On a metric projective manifold (M,m), let g ∈m. Suppose that u, v are two
non-zero vectors in the Weyl nullity at x, then they belong to the same eigenspace of Pij, at x,
where Pij is the projective Schouten tensor of g.
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Proof. Let u, v be two non-zero vectors in the Weyl nullity at x. Then by Theorem 3.2, and the
symmetries of R and K, we have
Rijkℓv
j = −Bv · vjKijkℓ, and Rijkℓuk = −Bu · ukKijkℓ
at x. Here Bu indicates the eigenvalue determined by (g, u) according to Proposition 3.1, while
Bv is the eigenvalue similarly determined by (g, v).
Now the Riemannian curvature Rijkℓ is alternating on its first two indices, and Rijkℓ = Rkℓij .
Thus considering vjukRijkm we have:
vjukRijkm = −Bv
(
vkukδ
i
m − uivm
)
= −Bu
(
vkukδ
i
m − uivm
)
implying that Bu = Bv, since u 6= 0 6= v and n ≥ 2. 
Proposition 3.6. Suppose that a metric projective structure (M,m) has Weyl nullity at all
x ∈ M . Then any metric g ∈ m determines a canonical function B : M → R via (3.1).
Furthermore, the function B is smooth on any open set U where the dimension of nullity space
of the Weyl curvature is constant.
Proof. The first statement follows immediately from Theorem 3.1 and Proposition 3.5. Next since
the geometry is smooth, the Weyl curvature is smooth. Using this, it is easily shown that about
each point x in U , there an open neighbourhood V on which there is a nowhere zero smooth
vector field v that is everywhere in the Weyl nullity. Thus since Pab is smooth (on M and hence)
on V it follows from (3.1) that B is smooth on V . From this and Proposition 3.5, we conclude
that B is smooth on U . 
In the remainder of the article we will say a metric projective geometry (M,m) has Weyl nullity
to mean that (M,m) has Weyl nullity (in the sense of Proposition 3.1) at all x ∈M .
It is possible that on a metric projective structure (M,m) with Weyl nullity the field B is
necessarily smooth everywhere, in this case the results of Proposition 3.6 could be strengthened.
However whether this is true or not is unclear at this point. At various stages in the following we
will investigate the consequences of having B smooth.
3.1. The fundamental projectively invariant 2-tensor. We observe here that if the projec-
tive Weyl tensor has nullity then there is a fundamental 2-tensor that is an invariant of the metric
projective structure.
Theorem 3.7. Suppose that (M,m) is a metric projective structure with Weyl nullity at x ∈M .
Let g, g¯ be two metrics in the equivalence class m. Write Pab, P¯ab for the respective Schouten
tensors and B, B¯ for the respective B-scalars (at x). Then
(3.5) φab(x) := Pab −Bgab = P¯ab − B¯g¯ab at x.
Thus φab(x) is canonically determined by the metric projective structure (M,m).
If v ∈ TxM is in the Weyl nullity at x ∈M , then vaφab = 0 at x.
The tensor field φab is smooth on any open set where B is smooth. In particular if the Weyl tensor
has constant nullity on an open set U , then φab is a smooth tensor field on U . If the dimension
n = 2 then φ = 0, and
Pab = Bgab,
with B smooth everywhere.
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Proof. We calculate at x ∈M and in the scale of g. Let v 6= 0 be a vector in the Weyl nullity at
x. From (2.1), (3.1), and (3.2), we have
(3.6) vℓW ijkℓ = (Pjk −Bgjk)vi
where indices have been lowered using gjk. But the left-hand-side is independent of the metric
from the equivalence class m. So we similarly have
vℓW ijkℓ = (P¯jk − B¯g¯jk)vi.
The next claim follows from (3.1) or by contracting both sides of (3.6) with vk and using that
the projective Weyl tensor is skew on its last index pair.
The statements in final paragraph of the Theorem now follow immediately from (3.6), (3.1),
and Proposition 3.6. 
Another important invariant is the tensor Zijkℓ introduced earlier.
Proposition 3.8. Let (M,m) be a metric projective geometry of dimension n ≥ 2 with Weyl
nullity. The tensor Zijkℓ defined in (3.4) of Remark 3.4 is independent of v and is an invariant
of the geometry (M,m). It is smooth where B is smooth.
Proof. It is easily verified that
Zijkℓ =W
i
jkℓ −
(
δiℓ φjk − δik φjℓ
)
,
(cf. (2.1)) and thus the result is immediate from Theorem 3.7. 
One consequence of the Theorem 3.7 is that as we move between metrics in the equivalence
class m, Bgab “transforms like a Schouten tensor”. To be more precise we elaborate as follows:
Proposition 3.9. Let (M,m) be a metric projective structure with projective Weyl nullity. Let
Υa be the exact 1-form relating the Levi-Civita connections for metrics g and g¯ in m. Then
(3.7) B¯g¯ab = Bgab −∇aΥb +ΥaΥb.
Proof. From (2.5) and the invariance of φ (3.5) we have
Pab −Bgab = P¯ab − B¯g¯ab = Pab −∇aΥb +ΥaΥb − B¯g¯ab.

Remark 3.10. Throughout the remainder of the article we will often assume a metric projective
structure (M,m) with Weyl nullity. In fact many of the results then obtained hold in the ap-
parently more general setting where one does not assume Weyl nullity but just the existence on
(M,m) of an invariant 2-tensor φab satisfying (3.5) for all metrics in m (and for certain B that
depend on the metric). However assuming such a structure is certainly “close to” assuming Weyl
nullity, see Theorem 4.37 below.
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3.2. Invariant differential operators on metric projective structures. We work here on a
metric projective manifold (M,m) of dimension n ≥ 2 with projective Weyl nullity. Furthermore
we shall assume, in this subsection, that the field B is smooth.
We show here that Theorem 3.7, or equivalently, Proposition (3.9) leads to new linear differen-
tial operators that are canonically determined by metric projective manifolds with Weyl nullity.
An important point being that these are not the restriction to metric projective geometries of
projectively invariant linear differential operators. While it is straightforward to see that there is
a large class of such operators our aim here is to highlight the idea with two simple but important
cases.
Proposition 3.11. On (M,m) there are canonical invariant linear differential operators
Eab : E(1)→ E(ab)(1) and Sabc : E(2)→ E(ab)(2)
with,in a scale g ∈m, Eab(σ) given by
∇a∇bσ +Bgabσ
and Sabc(τ) given by
(3.8) ∇(a∇b∇c)τ + 4Bg(ab∇c)τ + 2g(ab
(∇c)B)τ.
Proof. There are canonical sequences of invariant linear differential operators on projective man-
ifolds (and more generally parabolic geometries) known as BGG sequences, see e.g. [4, 19, 12].
The first operators in such sequences are often called first BGG operators and form an important
class of invariant overdetermined operators. Among the most well known (see e.g. [16, Section
3]) in this class are operators on E(1) and E(2) given (in a scale) respectively by
(3.9) σ 7→ ∇a∇bσ + Pabσ
and
(3.10) τ 7→ ∇(a∇b∇c)τ + 4P(ab∇c)τ + 2
(∇(aPbc))τ.
These are are canonically determined on any projective manifold, and so also invariant and canon-
ical upon restriction to metric projective manifolds (M,m).
The invariance of Eab follows at once from the formula (3.9) and that, according to Theorem
3.7, φab is invariant and so ∇a∇bσ + σ(Pab − φab) is invariant on (M,m).
Similarly the invariance of Sabc is immediate from the formulae (3.10) and the fact that for
τ ∈ ΓE(2)
τ∇(aφbc) + 2φ(ab∇c)τ
is invariant on (M,m). The latter follows easily from the transformation formulae (2.4): If g¯ and
g are metrics in m, and ∇¯ and ∇ denote their respective Levi-Civita connections, then
∇¯aφbc = ∇aφbc − 2Υaφbc −Υbφac −Υcφba
for some exact 1-form Υ. On the other hand
∇¯aτ = ∇aτ + 2Υaτ.

Remark 3.12. On projective manifolds (M,p) the equations (3.9) and (3.10) have important
geometric interpretations linked to the Einstein equations, [15, 16, 18]. For example a nowhere
zero solution of (3.9) is equivalent to the existence of a Ricci-flat affine connection in the projective
class p. Similarly a special class of solutions to (3.10) (solutions which are normal and suitably
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non-degenerate) is in 1-1 correspondence with non-Ricci flat Einstein metrics with Levi-Civita in
the projective class p.
All of the invariant linear differential operators on projective manifolds (M,p) (between irre-
ducible weighted tensor bundles) can be given in a scale by universal formulae involving only
the affine connection ∇ of the scale and the corresponding Schouten tensor and its ∇ derivatives
[13]. In fact, as pointed out in [13], essentially the same formulae govern a huge class of so-called
standard operators on other parabolic differential geometries; the formulae were first found in
conformal geometry [34]. It seems likely that for each projectively invariant linear differential
operator between irreducible weighted tensor bundles there is on metric projective structures,
with Weyl nullity and B smooth, a corresponding invariant operator constructed using only a
metric g ∈m, its Levi-Civita connection ∇ and the field B determined by g.
Finally here we note that the operator Sabc is nicely linked to the Gallot-Obata-Tanno equation
which, on a pseudo-Riemannian manifold (M, g), may be written in the form
(3.11) ∇a∇b∇cf +B◦ · (2gbc∇af + gab∇cf + gca∇bf) = 0,
where B◦ is constant, f is a function and ∇ is the Levi-Civita connection for g. If this equation
holds then
0 = [∇a,∇b]∇cf +B◦(τgcb∇af − gca∇bf) = −Rdcab∇df + B◦(gcb∇af − gca∇bf),
as follows by skewing (3.11) over the index pair “ab”. (Here [·, ·] is the commutator bracket.) So
(3.12) Rdcab∇df = B◦(gcb∇af − gca∇bf)
which means that df is in the projective Weyl nullity, according to Theorem 3.3. Even more
simply a function f satisfying (3.11) obviously also satisfies (3.8) with B set to the same constant
B◦. In the converse direction if, on a pseudo-Riemannian manifold (M, g), a function f satisfies
S
g
abc(f) = 0 and that g
ab∇af it is in the Weyl nullity then, if B is constant, f also satisfies the
Gallot-Obata-Tanno equation. More than this we see that the nullity condition and the equation
of Sgabc, with B constant and compatible, are each equivalent to irreducible parts of the Gallot-
Obata-Tanno equation. Note that the metric determines a volume density and hence, by taking
a root of this (noting the bundle of volume densities is oriented), a canonical non-zero section of
E(2) that is parallel for the Levi-Civita connection (cf. the discussion below surrounding (4.3)).
Thus by multiplying or dividing by this we see that f is canonically related to an equivalent
projective density of weight 2 that we might denote τf . In summary:
Theorem 3.13. Let (M, g) be a pseudo-Riemannian manifold (M, g) of dimension n ≥ 2. Then
a function f is a solution of the Gallot-Obata-Tanno equation (3.11) if and only if: (i) gradf is
in the projective Weyl nullity; (ii) Bg is constant with Bg = B◦ on any open set where gradf is
non-zero; and (iii) τf satisfies (3.8) with B := B◦.
The equation (3.11) appeared and has been studied in different a priori unrelated branches of
differential geometry. The motivation of Gallot and Tanno to study this equation came from the
spectral geometry: it is well-known (see for example [33]) that, on the standard sphere Sn ⊂ Rn+1
of dimension n > 1, all eigenfunctions corresponding to the second biggest eigenvalue (namely
−n) of the Laplacian satisfy the equation
(3.13) ∇a∇bf + gabf = 0.
The eigenfunctions corresponding to the third biggest eigenvalue −2(n + 1) satisfy (3.11) with
B◦ = 1.
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Obata has shown [56, Theorem A] that, on closed Riemannian manifolds, the existence of a
nonconstant solution of (3.13) implies that the metric has constant curvature 1. Later, he [55],
and, according to Gallot [33], Lichnerowicz, asked the question whether the same holds for the
equation (3.11) (assuming c = 1). The affirmative answer was given in [33, 63].
The equation (3.11) naturally appears in the study of the geometry of the metric cones, see
Gallot [33] or Alekseevsky et al [1]. This equation also appears in the context of projective
equivalence. In particular, Tanno has shown that, for any solution f , the vector field gradf is a
non-trivial projective vector field provided B 6= 0.
3.3. Einstein and related conditions. The Einstein condition was defined in Section 2.1. We
investigate here some consequences of the incidence of this with projective Weyl nullity (cf. [18, 35]
where different aspects are treated). First we observe that for Einstein metrics this incidence is
not restrictive in the lowest dimensions. If n = 2 then, in any case, the Weyl curvature is zero.
While for next dimension we have the following.
Proposition 3.14. Let (M,m) be a metric projective structure of dimension 3. If g ∈ m is
Einstein then (M,m) is projectively flat, i.e. W abcd = 0.
Proof. This is immediate from Corollary 2.2, as the conformal Weyl tensor Cabcd is identically
zero on 3-manifolds. 
In the following Rg := gijRij is the scalar curvature determined by a metric g ∈m.
Proposition 3.15. Suppose that (M,m) is a metric projective structure with Weyl nullity at
x ∈M . If g ∈m is Einstein then
Bg =
1
n
gijP
g
ij =
1
2n(n− 1)R
g at x.
Proof. This is immediate from (3.1) and definition of Einstein. 
Given a metric g in the projective classm, let us write J := gabPab. Note that contracting (3.5)
with gab gives
(3.14) gabφab = J− nB.
So, in general, the metric trace of φ measures the failure of (n×) B to agree with the metric trace
of Schouten. Now
φab = Pab −Bgab = P˚ab + 1
n
Jgab −Bgab = P˚ab + 1
n
(gcdφcd)gab,
and so
(3.15) φ˚ab = P˚ab,
or equivalently
(3.16) φ˚ab =
1
n
W acbdg
cd.
There are some obvious consequences of Theorem 3.7. First it provides an easy route to the
well known Beltrami Theorem:
Corollary 3.16. Let M be a smooth manifold of dimension n ≥ 2 and let g be a pseudo-
Riemannian metric on M such that the projective structure determined by g is locally projectively
flat. Then g has constant sectional curvature.
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Proof. Since W ijkℓ = 0 on M we have (Weyl nullity and) that φjk = 0, equivalently Pjk = Bgjk,
from (3.6). So, if n ≥ 3, g is Einstein and B is constant. In dimension 2, (3.6) implies Pjk−Bgjk,
so the vanishing of the Cotton tensor is equivalent to B constant. 
Partly generalising this, we have the following:
Corollary 3.17. Let (M,m) be a smooth metric projective geometry with Weyl nullity. If the
dimension of M satisfies n ≥ 3 then there is an Einstein metric g ∈m if and only if φab = 0. If
n ≥ 2 and g ∈m is Einstein, then any metric g¯ ∈m is Einstein.
Proof. Suppose that n ≥ 3 and g ∈m is Einstein. Using (3.15) we see that φ˚ab = 0. On the other
hand from (3.14) and Proposition (3.15) we see that the trace part of φ is also zero, gabφab = 0.
So if g ∈m is Einstein then φab = 0.
For the converse, observe that if φab = 0 then for any g ∈m we have P˚ab = 0 from (3.15). Thus
if n ≥ 3 we have immediately that g is Einstein, and this also proves the last statement.
It remains to treat the last statement in the case that n = 2. Assume that n = 2 and g is
Einstein. Then by Theorem (3.7), and our definition of Einstein in dimension 2, the corresponding
B is constant. Since Pab = Bgab the Cotton tensor vanishes. But the Cotton tensor is independent
of the metric in m. Calculating in the scale of any other metric g¯ ∈ m we see that Cotton zero
and P¯ab = B¯g¯ab implies that B¯ is constant. 
Remark 3.18. In dimensions 2 and 3 the last statement of Corollary 3.17 holds with the explicit
assumption of Weyl nullity. In dimension 2 this is obvious, while for dimension 3 it follows from
Proposition 3.14. In either case we are then in the setting of Corollary 3.16.
In fact, on any metric projective manifold (M,m), if m contains two non-affinely equivalent
metrics g and g¯ and one is Einstein then (M,m) has nullity in the sense of (3.2), see [38], and
hence Weyl nullity by Theorem 3.3. Thus from Corollary 3.17 we recover a simpler proof of the
following result from [38]:
Proposition 3.19. Let (M,m) be a smooth metric projective geometry of dimension n ≥ 2 and
suppose that g, g¯ ∈ m with g Einstein and g¯ not affinely equivalent to g. Then any metric in m
is Einstein.
Remark 3.20. Let (M,m) be a metric projective structure of dimension 4 with projective Weyl
nullity everywhere. If there is a Riemannian signature Einstein metric g ∈ m then the structure
is projectively flat (and so again we are in the setting of Corollary 3.16). This result arises as
follows. If v is in the projective Weyl nullity at x then from Corollary 2.2 we have
Cabcdv
b = 0,
But in dimension 4 we have 4CabcdCebcd = δ
a
e |C|2, where |C|2 := CabcdCabcd.
We can drop the Riemannian signature requirement if we insist that the nullity vector field is
almost everywhere non-null, since there are no non-trivial algebraic Weyl tensors in dimension 3.
3.4. Tractor connections on metric projective structures with nullity. On a metric pro-
jective structure with Weyl nullity there is a family of canonical tractor connections parametrised
by t ∈ R. We see this as follows. In this subsection we assume that the field B is smooth.
Suppose that any projective manifold is equipped with a fixed smooth (0, 2)-tensor field φab.
Then we canonically obtain a corresponding projectively invariant 1-form taking values in the
bundle of tractor endomorphisms EndT by forming
(3.17) ΦCBa := X
CZB
bφab.
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Thus for each t ∈ R we may modify the tractor connection ∇T to
∇T + tΦ.
This notation means that, for a tractor field V C , its covariant derivative by this connection is
∇Ta V C + tV BΦCBa.
Thus by Theorem 3.7 a metric projective manifold admitting Weyl nullity has a family of such
connections. We summarise:
Proposition 3.21. Let (M,m) be a smooth metric projective manifold of dimension n ≥ 2 with
Weyl nullity and B smooth. Then there is a 1-parameter family of canonical tractor connections
∇Tt := ∇T + tΦ
via (3.17), where φab is the fundamental 2-tensor of Theorem 3.7.
For reasons that will shortly be clear, we are especially interested in the case that t = 1 is
chosen. In this case the explicit appearance of P is replaced altogether in the tractor connection:
(3.18) ∇T1a
(
νb
ρ
)
g
=
( ∇aνb + ρδba
∇aρ−Bgabνb
)
,
where g ∈m.
On S2T this tractor connection is given by
(3.19) ∇T1a

 σbcµb
ρ

 g=

 ∇aσbc + δbaµc + δcaµb∇aµb + δbaρ−Bgacσbc
∇aρ− 2Bgabµb

 .
which will be useful for our later developments.
Proposition 3.22. Let (M,m) be a smooth metric projective manifold of dimension n ≥ 2 with
Weyl nullity and B smooth. Then there is an invariant differential splitting operator
Lφ : S2TM(−2)→ S2T ,
given by
(3.20) σab 7→ Lφ(σ) : g=

 σbc− 1n+1∇bσba
1
n (∇b∇cσbc +Bgbcσbc)

 ,
in any scale g ∈ m. Any section of S2T that, on an open set U , is parallel for ∇T1 is in the
image of Lφ.
Proof. In the fixed scale g the last statement is easily verified. Then the invariance of Lφ follows
from that of the connection. 
Remark 3.23. Let (M,m) be a metric projective manifold of dimension n ≥ 2 and let us calculate
with respect to some g ∈m. Suppose that if νb is a solution of the projectively invariant system
(2.10), so V B = (νb, ρ) is parallel for the normal tractor connection. Then by Proposition 2.5 νb
is in the Weyl nullity. Thus Pabν
b = Bνa. So V
B is parallel also for the connection ∇T1 . (In fact
V B is parallel for ∇Tt for any t ∈ R, as νbφab = 0.)
Conversely if V B = (νb, ρ) is a section parallel for a connection of the form ∇T1 then there
is Weyl nullity everywhere, νb is in the Weyl nullity and V B is parallel for the normal tractor
connection.
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Next, consider ∇T1 on the symmetric power of the dual tractor bundle S2T ∗. In a scale g this
is given by
(3.21) ∇T1a

 τµb
ρbc

 g=

 ∇aτ − 2µa∇aµb +Bgabτ − ρab
∇aρbc + 2Bga(bµc)

 ,
from which an analogue of Proposition 3.22 is evident. In particular, calculating with respect to
a metric g ∈ m: Any section (τ, µc, ρbc) of S2T ∗ that is parallel for ∇T1 has µc = 12∇cτ , and
ρbc =
1
2∇b∇cτ + Bgbcτ . Furthermore the differential operator L¯φ : E(2) → S2T ∗ given (in the
scale g) by
(3.22) Γ(E(2)) ∋ τ 7→ (τ, 1
2
∇cτ, 1
2
∇b∇cτ +Bgbcτ) ∈ Γ(S2T ∗)
is metric projectively invariant. Then using the explicit formula (3.21), and the the map between
functions f on pseudo-Riemannian manifolds and corresponding projective densities τ = τf ∈
Γ(E(2)), as described for Theorem 3.13, one easily verifies the following result.
Theorem 3.24. On a pseudo-Riemannian manifold (M, g) solutions of the Gallot-Obata-Tanno
equation (3.11) are equivalent to solutions of the system on the right-hand-side of (3.21) with
B = B◦ constant. On any open set where ∇aτ is nowhere zero, it lies in the Weyl nullity and
Bg = B◦.
In particular, on a pseudo-Riemannian manifold (M, g) with Weyl nullity and Bg constant, so-
lutions of the Gallot-Obata-Tanno equation (3.11) are in one-to-one correspondence with sections
of S2T ∗ that are parallel for ∇T1 .
Proof. The first statement is just the observation that the right-hand-side of (3.21) coincides with
equation (3.11) rewritten as a linear first order system. Then the statement that ∇aτ annihilates
the Weyl curvature follows from Theorem 3.13. The final result uses the discussion above the
Theorem here. 
In particular we have the standard first consequence of such results:
Corollary 3.25. If f is a non-zero solution of the Gallot-Obata-Tanno equation (3.11) then f is
non-zero on an open dense set.
Proof. Recall we assume M is connected. Suppose f is a solution of the Gallot-Obata-Tanno
equation. Let τ = τf be the section of E(2) corresponding to f , as discussed above Theorem
3.13. From the splitting operator τ 7→ L¯(τ) := (τ, 12∇cτ, 12∇b∇cτ + B◦gbcτ) it follows that if
τ = 0 in an open neighbourhood then L(τ)=0 on the same neighbourhood. Since L¯(τ) is parallel,
for the connection given by the right-hand-side of (3.21) with B = B◦, it follows that it is zero
everywhere, and hence τ = 0 (and so also f = 0) everywhere on M . 
By a very similar argument we can also show the following stronger result:
Theorem 3.26. Suppose a function f satisfies the Gallot-Obata-Tanno equation (3.11). If the
differential of the function f is not zero at a point, then it is not zero at each point of a certain
everywhere dense open subset of M . Thus a pseudo-Riemannian manifold (M, g) with a non-
constant solution of the equation (3.11) has Weyl nullity and Bg = B◦ (and so, in particular, B
g
constant) everywhere.
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Proof. Recall that we assume M connected. Consider the equation
(3.23) ∇(a∇buc) + 4B◦g(abuc) = 0,
on a 1-form field ub. This is an overdetermined linear homogeneous geometric PDE of finite type.
Thus by the general prolongation theory in [5], solutions correspond to parallel sections for a linear
tractor-type connection and the solutions, if not trivial, can only vanish on a closed nowhere dense
set. This implies the first claim immediately, as we may view the view the Gallot-Obata-Tanno
equation (3.11) as the combined system consisting of ua = ∇af , (3.23), and the nullity equation
Rdcabud = B◦(gcbua − gcaub) from (3.12). The second claim then follows from Theorem 3.13 and
continuity. 
Remark 3.27. Concerning the Theorem 3.26 here, note that there is an simpler argument in
the case that B◦ = 0. Indeed, for B◦ = 0 the Gallot-Tanno-Obata equation can be rewritten as
∇a
(∇b∇cf) = 0, so the (0,2) tensor field ∇b∇cf is parallel. If it is not zero at a point, then it
is not zero at every point and we are done. If it zero everywhere, then ∇b
(∇cf) is parallel, so if
df = ∇cf is not zero at a point, then it is not zero at every point.
4. The prolonged system for a second metric
Here we first review the prolonged system corresponding to the existence of a Levi-Civita
connection in the projective class. Then we find the simplifications that are available when we
restrict to the metric projective setting with nullity. This reveals a nice link with the connection
∇T1 found earlier.
4.1. The prolonged system for the metrisability equation. We work first in the setting of
a general projective manifold (M,p) and let ∇ ∈ p. Consider the differential operator
Da : E(bc)(−2)→ (Ea(bc))0(−2), given by σbc 7→ trace-free
(∇aσbc) .
It is an easy exercise to verify that D is a projectively invariant differential operator, meaning
that it is independent of the choice ∇ ∈ p. Part of the importance of D derives from the following
result due to Sinjukov [61].
Theorem 4.1. Suppose that n ≥ 2 and ∇ is a special torsion-free connection on M . Then ∇ is
projectively equivalent to a Levi-Civita connection if and only if there is a non-degenerate solution
σ to the equation
(4.1) Dσ = 0.
Here σ non-degenerate means that it is non-degenerate as a bilinear form on T ∗M(1). Our
presentation of the Theorem here follows the treatment [25]. In view of the Theorem we shall
call (4.1) the metrisability equation; note that the trace terms can be included into a new variable
µa ∈ Γ(Ea) and so this equation can be written
(4.2) ∇aσbc + δbaµc + δcaµb = 0.
To simplify the discussion we assume in this section thatM is oriented. Let us write ǫa1a2···an for
the canonical section of ΛnT ∗M(n+1) which gives the tautological bundle map ΛnTM → E(n+1).
Observe that each section σab in E(ab)(−2) canonically determines a section τσ ∈ E(2), by taking
its determinant using ǫ:
(4.3) σab 7→ τσ := σa1b1 · · ·σanbnǫa1···anǫb1···bn
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For simplicity in the following we fix σ and write simply τ = τσ . We may form
(4.4) τσab
and in the case that σab is non-degenerate taking the inverse of this yields a metric that we shall
denote gσab. This construction is clearly invertible and a metric gab determines a non-degenerate
section σab ∈ E(ab)(−2). We are interested in the metric gσ when σ is a solution to (4.1). Indeed,
the Levi-Civita connection mentioned in the Theorem is the Levi-Civita connection for gσ.
By differentiating the equation (4.1) and computing the consequences of solutions we find that
solutions to (4.1) prolong to distinguished sections of S2T as summarised in the following theorem
of [25] (given here with the conventions of Section 2.3 above).
Theorem 4.2. The solutions to (4.1) are in one-to-one correspondence with solutions of the
following system:
(4.5) ∇a

 σbcµb
ρ

+ 1
n

 0W bdacσcd
−2Ccabσbc

 = 0.
Note the left-hand side of (4.5) may be considered as the formula for a connection on S2T . For
convenience we shall call this the prolongation connection.
For a solution σbc of the metrisability equation (4.9) ∇aσbc + δbaµc + δcaµb = 0 we have that
the variable µa satisfies µa = − 1n+1∇bσba and from (2.9) nρ = σbcPbc − ∇aµa, since W abcd is
trace-free. These formulae determine a differential splitting operator
(4.6) σab 7→ L(σ) :=

 σbc− 1n+1∇bσba
1
n (∇b∇cσbc + Pbcσbc)

 ,
and, upon restriction to solutions, this is the 1-1 mapping taking solutions of (4.1) to tractors
satisfying (4.5). By standard theory (see [18]), and it is easily verified directly, this differential
splitting operator is projectively invariant as a linear operator L : E(ab)(−2)→ E(AB). Using this
we have an immediate corollary of Theorem 4.2:
Corollary 4.3. If σ is a non-trivial solution of (4.1) then L(σ) is nowhere zero, and in particular
σ is non-zero on an open dense set.
Note the contrapositive statement, to that here, is also useful: If σ is a solution of the metrisability
equation (4.1) such that L(σ) = 0 at some x ∈M then σ is zero everywhere.
Remark 4.4. It is natural to ask what is the meaning of the system (4.5) if the second term
is omitted; that is if tractor field (σbc, µb, ρ) (in S2T ) is required to be parallel for the normal
tractor connection (2.9). By definition, σbc is then a normal solution of the metrisability equation.
This is treated in [18]. It is shown there that σbc, if non-degenerate, is equivalent to an Einstein
metric. Furthermore the converse is also true. See also [35] where this equivalence with the
Einstein condition is derived in different way, and [2] where a slightly weaker result was given.
4.2. Metric projective structures, prolongation and tractor connections. Here we first
show that, in the case of nullity on a metric projective structure, (4.1) implies the following:
Proposition 4.5. Let σ be a solution of (4.1) on a metric projective manifold (M,m) with
projective Weyl nullity. Then, in the notation above, and in a scale of g ∈m, we have
trace-free(∇aµb − σbcgacB) = 0.
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Proof. We fix a choice of g ∈ m and calculate in that scale; so ∇ denotes the Levi-Civita con-
nection of g. From Theorem 4.2 and the formula (2.9) for the normal tractor connection we
have
∇aµb + δbaρ− τ−1g¯bcPac +
1
n
τ−1W bdacg¯
cd = 0,
where we have used g¯ab := τσab. So using (3.16) we have
∇aµb + δbaρ− τ−1g¯bc(Pac − ˚¯φac) = 0,
where ˚¯φac := φac − 1n g¯acg¯bdφbd. (Note that φ = φ¯.) Using the last display with the identity
Pac − φac = Bgac, of (3.5), we have
(4.7) ∇aµb − σbcgacB + δba(ρ−
1
n
σcdφcd) = 0
as required. 
We now have an immediate consequence of this, using also Corollary 4.3.
Corollary 4.6. Let (M,m) be a metric projective manifold with projective Weyl nullity. If
g, g¯ ∈ m, and these two metrics are such that at x ∈ M they are non-proportional, then there is
no open set of M on which g and g¯ agree up to constant dilation. Furthermore there is an open
dense set U ⊆M on which Bg (and hence Bg′ for all g′ ∈m) is smooth.
Proof. The metrics g and g¯ each determine solutions, respectively σ˜ and σ, of the metrisability
equation (4.1). If the metrics agree up to constant dilation on any set then there is a constant c
such that the difference σ˜ − c · σ vanishes on the same set. In particular if the set is open then,
by Corollary 4.3, it must be that σ˜ − c · σ vanishes everywhere and so g = c¯g¯, everywhere on M ,
for some constant c¯.
The final statement then follows from (4.7) since the trace-free part of σbcgac is smooth and
vanishes on an open set if and only if σbc is conformal to gbc. But, by a classical result of Weyl
[69], see also [39, Lemma 4], on an open set, conformally related metrics can only lie in the same
projective class m only if they are related by constant dilation. 
Remark 4.7. For a solution σbc of the metrisability equation (4.9) ∇aσbc + δbaµc + δcaµb = 0 we
have that the variable µa satisfies µa = − 1n+1∇bσba. But on a metric projective manifold (M,m)
and calculating in the scale of a metric g ∈m (so ∇ is the Levi-Civita connection for g) we have
(4.8) µa := gabµ
b = −1
2
∇a(gbcσbc),
from (4.2), and so µa ∈ Γ(Ea(−2)) is a gradient.
The result (4.7) suggests that we define a change of variable
ρ′ := ρ− 1
n
σcdφcd.
Note that ρ′ transforms in the same way as ρ (see e.g. [15] for the latter), under the projective
transformation associated with a change of background metric from m, since φbc is an invariant
of (M,m). Thus we have the following:
Lemma 4.8. On a metric projective structure (M,m) with Weyl nullity, there is a well-defined
and canonical bundle isomorphism
S2T → S2T
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given in any scale g ∈m by
(σab, µb, ρ) 7→ (σab, µb, ρ− 1
n
σcdφcd).
This is smooth on any open set where B is smooth.
Now for metric projective structures (M,m) with nullity we want to construct a new and
simple connection on tractors fields in S2T with solutions that are in agreement with those for
the prolongation connection of Theorem 4.2 (or at least this should be the case for non-degenerate
solutions). This is linked to three equations that together give the parallel transport. The first
equation we take from the normal tractor connection (2.9):
(4.9) ∇aσbc + δbaµc + δcaµb = 0.
This is the metrisability equation Dσ = 0 of Theorem 4.1, see (4.2). The second is the equation
(4.7)
(4.10) ∇aµb − σbcgacB + δbaρ′ = 0,
where we retain the notation ρ′ to record manifestly a distinction from the variable ρ.
It remains to treat the last equation. Here we assume that B is smooth. From the prolongation
connection we have
∇aρ− 2Pabµb − 2
n
Cbadσ
bd = 0,
where have continued our notation from above and used (2.9) and (4.5). Now Pab = Bgab + φab,
so we come to
∇aρ− 2Bµa − 2φabµb − 2
n
Cbadσ
bd = 0.
Now using that ρ′ = ρ− 1nσabφab, and assuming σab solves (4.1), we have ∇aρ = ∇aρ′− 2nφabµb+
1
nσ
bc∇aφbc and so the display is equivalent to
∇aρ′ − 2Bµa + 1
n
σbc∇aφbc − 2n+ 1
n
φabµ
b − 2
n
Cbadσ
bd = 0.
Thus we have the following result.
Proposition 4.9. On a metric projective structure (M,m), with Weyl nullity, the solutions to
(4.1) are in one-to-one correspondence with solutions of the following system on S2T :
(4.11) ∇T1a

 σbcµb
ρ′

+ 1
n

 00
σbc∇aφbc − 2(n+ 1)φabµb − 2Ccabσbc

 = 0,
where we calculate in a scale g ∈ m and ∇T1 is the t = 1 connection given in Proposition 3.21
(i.e. (3.19)). For solutions the section of S2T is in the image of the invariant operator Lφ of
Proposition 3.22.
Proof. The first statement is proved above for solutions where σab is non-degenerate, but from this
and linearity the main result follows. The final statement is immediate from formula (4.11). 
Remark 4.10. Since the connection ∇T1 is invariant on (M,m) it is evident that
σbc∇aφbc − 2(n+ 1)φabµb − 2Ccabσbc
is also invariant for solutions.
Remark 4.11. Since the second term of (4.11) is linear in the variables (σ, µ, ρ) it follows that
the (total) system on the left-hand-side of (4.11) defines a linear connection on S2T .
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4.3. A simpler connection. We shall use further integrability conditions of solutions to improve
(4.11) to a simpler and more elegant system. Again we assume that B is smooth here, and until
Section 4.5.
Differentiating (4.7) yields
∇a∇bµc + δcb∇aρ′ − σcb∇aB +Bδcaµb +Bgabµc = 0,
and hence
(4.12) µdRcdab + δ
c
b(∇aρ′ −Bµa)− δca(∇bρ′ −Bµb) = σcb∇aB − σca∇bB.
This contains key algebraic data for our system.
Contracting (4.12) with µc annihilates the first term on the left-hand-side (since the Riemannian
curvature is alternating on its first arguments) and what remains is the identity
(4.13) ρ′[aµb] = B[aµ˜b].
Here, for the clarity of algebraic manipulations, we have introduced the shorthand notations:
ρ′a := ∇aρ′, Ba := ∇aB, and µ˜b := σcbµc. Now this implies
(4.14) ρ′a = αµa + βBa, and µ˜b = βµb + γBb
for some functions α, β, and γ.
We now divide our discussion into the cases of B constant or not.
4.3.1. B constant. If ∇aB = 0 then (4.13), equivalently (4.14), simplify further and we obtain
∇aρ′ = αµa.
Inserting this in (4.12), and noticing that the right-hand-side of this is zero by dint of ∇aB = 0,
we obtain
µdRcdab + δ
c
b(α−B)µa − δca(α−B)µb = 0.
So by Theorem 3.3 µd is in the Weyl nullity, and then by Proposition 3.5 we conclude that
α = 2B, at least on the open set where µa is non-zero. So by Proposition 4.9 this implies that
σbc∇aφbc − 2(n+ 1)φabµb − 2Ccabσbc = 0 on the same set. Now, Theorem 3.26 implies that the
set where µa is not zero is an open dense set in M .
In summary then, we have the following result.
Theorem 4.12. Suppose that (M,m) is a metric projective structure with Weyl nullity and B
constant. Then the solutions to (4.1) are in one-to-one correspondence with solutions of the
system:
(4.15) ∇T1a

 σbcµb
ρ′

 = 0.
Note that not only does the system here invariantly describe solutions to (4.1), but recall (from
Proposition 3.21) that the connection ∇T1 itself is invariant on any metric projective structure
(M,m) with Weyl nullity.
As an immediate application let us pause to observe that Theorem 3.24 and Theorem 4.12
enable us to efficiently relate solutions of the Gallot-Obata-Tanno equation (3.11) to solutions
of the metrisability equation (4.1). Let us say that solutions of (3.11) (respectively (4.1)) are
algebraically generic if the corresponding section of S2T ∗ (resp. S2T ) is everywhere of rank
(n+ 1). Then we have the following result:
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Corollary 4.13. On a metric projective manifold (M,m) with Weyl nullity and g ∈ m such
that Bg is constant, algebraically generic solutions of the Gallot-Obata-Tanno equation (3.11) are
equivalent to algebraically generic solutions of the metrisability equation 4.1.
Proof. Given a section H of S2T ∗ which is parallel and of maximal rank, its inverse H−1 is a
section of S2T ∗ which is parallel and of maximal rank. The converse is also true. 
The proof and result here follows a similar idea for [18, Theorem 4.3].
Consider the splitting operator Lφ of (3.20) taking solutions of the the metrisability equation to
the corresponding section of S2T (which is parallel in the setting B =constant, of the Corollary
above). If σ is the solution corresponding to the metric g then ∇σ = 0, and we have Lφ(σ) =
(σbc, 0, 1nBgbcσ
bc). Thus we see the following:
Proposition 4.14. On a metric projective manifold (M,m) with Weyl nullity and g ∈m, let σ
be the corresponding solution of the metrisability equation. Then rank(Lφ(σ)) = n+1 if and only
if Bg 6= 0.
From this and the Corollary 4.13 it follows that, on a manifold (M, g), if f is an algebraically
generic solution of the Gallot-Obata-Tanno equation then the constant Bg is not zero. However
the converse is false. For example on the standard sphere we have B = 1, but for each solution
f of (3.13) it follows that f2 is a solution of the Gallot-Obata-Tanno equation such that L¯(τf
2
)
has rank 1.
Corollary 4.13 above gives a non-linear map equating certain solutions of the Gallot-Obata-
Tanno equation to corresponding solutions of the metrisability equation. This uses the existence
of g ∈ m such that Bg is constant, but does not otherwise directly use g. However is we allow
the metric g to be used directly then a stronger result is available as follows:
Proposition 4.15. Consider a metric projective manifold (M,m) with Weyl nullity and g ∈ m
such that Bg 6= 0 is constant. Then solutions of the metrisability equation (4.1) are in 1-1
correspondence with solutions of the Gallot-Obata-Tanno equation.
Furthermore in the scale of the fixed metric g ∈m, a solution σab of the metrisability equation
(4.1) with µax not zero, at a given point x ∈M , is equivalent to a solution f of the Gallot-Obata-
Tanno equation (3.11) with dfx not zero.
Proof. Since Bg 6= 0 and constant, it follows from Theorem 4.12 and Proposition 4.14 that there is
a non-degenerate metric H−1 on the bundle S2T ∗ that is parallel for ∇T1 (namely H−1 = Lφ(σg)
where σg is the solution of (4.1) corresponding to g). This and its inverse enable us to identify
T with its dual T ∗ in a way that preserves ∇T1 . Applying this to tensor powers we see that, in
particular, we can identify parallel sections of S2T ∗ with parallel sections of S2T . Thus the the
first result follows immediately from Theorem 3.24 and Theorem 4.12.
In the scale g the tractor metric H and its inverse are block diagonal. Thus the final claim
follows from the formulae (3.20) for Lφ(σ) and L¯φ(τf ) The latter is the “matrix composition”’
HLφ(σ)H , so one is not block diagonal, then neither is the other. 
In one direction, the last result extends to the case that Bg = 0. See Proposition 4.15 below.
Proposition 4.16. Consider a metric projective manifold (M,m) with Weyl nullity and g ∈
m such that Bg = 0. Then non-parallel (with respect to the Levi-Civita ∇g) solutions of the
metrisability equation (4.1) determine non-constant solutions of the Gallot-Obata-Tanno equation
(3.11).
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Proof. Recall that, the equation (4.1) is given explicitly by (4.2),
∇aσbc + δbaµc + δcaµb = 0,
in the scale g, and we work in this scale now. As shown above µa satisfies equation 4.10, which
with Bg = 0 simplifies to
(4.16) ∇aµb + δbaρ′ = 0.
This is given in the scale g, and we work in this scale. From (4.15) and Bg = 0, we have ∇ρ′ = 0.
So
∇a∇bµc = 0, and, in particular ∇(a∇bµc) = 0.
But µc is a gradient, and, trivialising densities using τg, we have
(4.17) µc = ∇cf
where f := − 12gbcσbc. Then f is a solution of the equation (3.11) as claimed. Moreover the last
claim is immediate from (4.17). 
Theorem 4.17. Consider a metric projective manifold (M,m) with Weyl nullity and g ∈m such
that Bg is constant. Let σab denote a solution of the metrisability equation equation (4.2)
∇aσbc + δbaµc + δcaµb = 0, in the scale g.
Then either µa is zero on M , or µa is non-zero on an open dense set.
Proof. This follows immediately from the corresponding result Theorem 3.26 for the Gallot-Tanno-
Obata equation, given Proposition 4.15 and Proposition 4.16. 
Remark 4.18. In part Theorem 4.17 can be seen more directly. For example in the case of
Bg = 0 it follows easily from the form of equation 4.16. This is an overdetermined finite type
PDE among the variety considered in [5], thus non-trivial solutions µa cannot vanish on an open
set.
4.3.2. Further refinements. We next want to understand the case where B is not constant. Here
we observe that na¨ıve considerations reveal considerable information.
Suppose that va is a vector field in the Weyl nullity. Contracting vc := gcav
a into µdRcdab we
have
vcµ
dRcdab = −µdvcRdcab = µdB(δdb va − δdavb) = B(µbva − µavb).
So contracting vc into (4.12) yields:
B(µbva − µavb) + vb(ρ′a −Bµa)− va(ρ′b −Bµb) = v˜bBa − v˜aBb,
where v˜a := σa
bvb. That is
(4.18) vb(ρ
′
a − 2Bµa)− va(ρ′b − 2Bµb) = v˜bBa − v˜aBb.
When B is constant we have from above (e.g. Theorem 4.15) that ρ′a − 2Bµa = 0, and so the
display gives no restriction on va. Otherwise, if Ba is not zero, we may substitute from (4.14) to
find the strong constraint
(α − 2B)v[bµa] = v˜[bBa] − βv[bBa].
Thus we have v˜a = β
′µb + γ
′Bb. Furthermore if β = 0 then, using (4.14) and arguing as in
Section 4.3.1, we again conclude that (4.15) holds. Otherwise if β 6= 0, va = α′µa+ δ′Ba for some
functions α′, β′, γ′ and δ′. Thus, where Ba 6= 0, the possibilities for vectors in the nullity are
seriously restricted.
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Next observe that
vbRcdab = v
bRab
c
d = −B(vcgad − vdδca).
So µdvbRcdab = −Bvcµa +Bvbµbδca and contracting vb into (4.12) gives
(4.19) δca(2Bv
bµb − vbρ′b) + vc(ρ′a − 2Bµa) = v˜cBa − σcavbBb.
This shows that if Bcv
c is non-zero at a point x then, at x, σca is necessarily a low rank adjustment
of a (density) multiple of δca.
Contracting the last display with v˜a gives
v˜c(2Bvbµb − vbρ′b)− vc(2Bv˜bµb − v˜bρ′b) = v˜c(v˜bBb)− vc(vbBb),
or equivalently
v˜c(2Bvbµb − vbρ′b − v˜bBb) = vc(2Bv˜bµb − v˜bρ′b − vbBb)
Now, by working locally if required, let us suppose that va is nowhere zero. The last display
shows that, at a point x, either
(4.20) 2Bvbµb − vbρ′b − v˜bBb = 0
or
v˜a = fxv
a for some number fx.
Let us first assume that (4.20) does not vanish at some point and hence in an open neighbourhood,
and work in that neighbourhood. We have there v˜a = fva for some function f , and putting this
into (4.19) we see that
δca(v
bρ′b − 2Bvbµb) + vc(2Bµa − fBa − ρ′a) = σca(vbBb).
By symmetry we have that
(4.21) 2Bµa − fBa − ρ′a = κ˜vc,
for some function κ˜ and, by our assumption on (4.20), κ˜ 6= 0 at x. It follows that vbBb 6= 0 at x,
and we have that
(4.22) σca = νδ
c
a + κv
cva,
in a neighbourhood of x, for some functions ν and κ. Thus we see that with the assumption that
(4.20) is non-vanishing we have a very strong restriction (4.22). In fact we will see below that we
can strengthen this result.
4.3.3. B non-constant. We derived (4.7) assuming that the metric projective structure (M,m)
has nullity. We saw in Section 4.3.1 above that in this case and if B is constant then the vector
field µa lies in the nullity. In fact the later holds without the assumption that B is constant: The
following result is critical for our subsequent discussion.
Theorem 4.19. Suppose that (M,m) is a metric projective structure with Weyl nullity at every
point and that the metrisability equation (4.9) holds:
∇aσbc + δbaµc + δcaµb = 0.
Then, the vector field µa satisfies
(4.23) µbW abcd = 0
at every point.
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This result is critical for our subsequent discussion but to obtain it in this generality takes some
work, so we postpone the proof of this until the next section (see Theorem 4.26). Let us first
observe some useful consequences. First we use it to compute an alternative formula for ∇aρ′
that yields a variant of the result in Theorem 4.15.
Using that µd lies in the nullity we have
µdRcdab = Bδ
c
aµb −Bδcbµa,
and so (4.12) simplifies to
(4.24) δcb(∇aρ′ − 2Bµa)− δca(∇bρ′ − 2Bµb) = σcb∇aB − σca∇bB.
Contracting with δbc we obtain
∇aρ′ − 2Bµa + 1n−1σbc(gab∇cB − gbc∇aB) = 0.
In summary:
Theorem 4.20. On a metric projective structure (M,m) with Weyl nullity almost everywhere and
B smooth, the solutions to (4.1) are in one-to-one correspondence with solutions of the following
system:
(4.25) ∇T1a

 σbcµb
ρ′

+ 1
n− 1

 00
σbc(gab∇cB − gbc∇aB)

 = 0.
Remark 4.21. Note that we derived the system (4.25) assuming that B was not constant, but
the result in any case generalises the B constant case. So the system (4.25) applies without any
assumptions on the constancy of B.
Remark 4.22. Observe that since the second term of (4.25) is linear in the variables (σ, µ, ρ),
(depending on just σ thereof) it follows that the total system defines a linear connection on S2T .
By construction this is invariant on solutions of the metrisability equation on (M,m): It is derived
from the projectively invariant system (4.5) using only that σ is a solution of the projectively
invariant equation (4.1), in the case that g is a metric in m. It is therefore expected, that this
linear connection is metric projectively invariant, or, which is the same, that the (0,3)-tensor field
Labc := gab∇cB−gbc∇aB is metric projectively invariant: if we take another metric g¯ in the same
projective class and the corresponding B¯ := Bg¯, then L¯abc := g¯ab∇cB¯ − gbc∇aB¯ = Labc.
We claim here, and explain the proof of this claim in Remark 6.7, that this expectation is
true, i.e., Labc is indeed a metric projective invariant. Of course it exists on metric projective
manifolds with nullity only. For the case of dimension 2 (where we always have nullity so this
tensor is always defined), this projectively invariant tensor is very well known, is essentially due
to [44] and is often called the Liouville invariant, see e.g. [10], or the projective Cotton tensor
(see 2.2). It is the obstruction for a two-dimensional projective structure to be flat and in fact it
can be constructed for any, not necessary metric, projective structure. For higher dimensions, it
seems to be new, though of course it exists only if the projective structure is metric and has Weyl
nullity.
Remark 4.23. Since µa everywhere lies in the Weyl nullity we also have that µaφab = 0. Thus
putting together (4.11) and (4.25) we conclude that for solutions of (4.1) (on a manifold (M,m)
with Weyl nullity) we have the identity
nσbc(gab∇cB − gbc∇aB) = (n− 1)(σbc∇aφbc − 2Ccabσbc).
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4.4. Consequences for the solution σ. First we observe an immediate implication of the
Theorem 4.20.
Theorem 4.24. On a metric projective geometry (M,m), if B is constant for one metric in m
then it is constant for all metrics in m.
Proof. First observe that for both of the systems, (4.15) and (4.25), a solution (σ, µ, ρ′) must be
in the image of Lφ, of (3.20).
Now let g ∈ m and suppose that in the scale g we have that ∇aB 6= 0 at some point x ∈ M .
The metric g is equivalent to a solution, that we will denote σ, of the equation (4.1). Thus by
Theorem 4.20 the prolongation of σ given by Lφ solves (4.25). But for this solution it is evident
that the second term in the display (4.25) is not zero at x. Thus ∇T1Lφ(σ) 6= 0. The result
now follows immediately from Theorem 4.12, as the result ∇T1Lφ(σ) 6= 0 is not dependent on the
choice of any metric from m. 
At this point we rather easily obtain consequences for the nature of the solution σ of (4.1).
Theorem 4.25. Suppose that (M, [g]) is a metric projective structure with nullity almost every-
where and B non-constant almost everywhere. Then, locally,
σab = νδ
a
b + ǫB
aBb
for suitable densities ν and ǫ, and where Ba := ∇aB.
Proof. If ∇aB 6= 0 at some point, equivalently in a neighbourhood, then (4.24) implies that
pointwise σcb is a linear combination of δ
a
b and B
aBb. 
4.5. The vector µj lies in the nullity of W ijkℓ. We will work on a metric projective manifold
(M,m). We take a metric g ∈m and assume that there exists a solution σij of the metrisability
equation. For convenience we will work in the scale of the metric g, using this also to trivialise
density bundles via the volume density it determines. We then write aij for the unweighted (2, 0)
symmetric tensor equivalent to σij in the given trivialisation; for convenience we shall then write
the metrisability equation on a as
(4.26) aij,k = λ
iδ
j
k + λ
jδik.
so that the (unweighted) vector field λi corresponds (using the given trivialisation of density
bundles) to −µi above. The choice of sign is to make our discussion in this section closely
compatible with some of the related existing literature (see e.g. [38, 39, 51]).
Recall from (4.8) of Remark 4.7 that µi is a gradient, so we have the same for λi, it is the
gradient of a function λ:
(4.27) λ := 12gpqa
pq = 12 trace(a
i
j),
and λi = ∇iλ. In particular, the covariant derivative of λi is symmetric: λi,j = λj,i. Here, as
usual indices are raised and lowered using the metric.
The main goal of this section is to prove Theorem 4.19 above, which we repeat here for conve-
nience, in our current notation.
Theorem 4.26. Assume the projective Weyl tensor of g has a nullity at every point. Then, the
vector λi satisfies
(4.28) λsW isjk = 0
at every point.
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Since λi is a smooth section of TM it follows that if (4.28) holds at every generic point, then it
holds everywhere. (Generic here means that the multiplicities of all eigenvalues of A are locally
constant.) Thus we will work in the neighborhood of a generic point, and this will suffice.
The proof of Theorem 4.26 will require additional technical results which we formulate as
separate statements. Most of these do not use Weyl nullity. So until further notice we will not
assume that there is (non-trivial) Weyl nullity.
Without loss of generality we may assume that, in a small neighborhood that we are working
in, the eigenfunctions of aij are smooth (possibly complex-valued) functions, and the rank of a
i
j
is constant. In the places below where we use index-free notations, we will denote the (1,1)-tensor
aij by A and view it as a tensor field of endomorphisms of TM .
We consider the (point dependent) eigenvalue ρ of A, and assume first that it is real-valued.
We consider (smooth) vector fields
1
ξ,
2
ξ,...,
m
ξ from the generalized eigenspace of ρ such that
(4.29) g(
α
ξ,
β
ξ) =
{
ε if α+ β = m+ 1
0 otherwise,
and A
α
ξ = ρ
α
ξ +
α−1
ξ ,
where
0
ξ := 0, and ε is plus or minus one (and is the same for all α, β = 1, ...,m). The existence
of such vector fields is well-known, see for example [42, Theorem 12.2]. We now consider a basis
such that the first m vectors are
α≥1
ξ , in their given order, and the remainder are chosen to be
orthogonal to these. In this basis the first (m×m)-blocks of g and of A are given by

ε
ε
. .
.
ε
ε

 ,


ρ 1
ρ
. . .
. . . 1
ρ

 .
Remark 4.27. The choice of the vector fields
α
ξ is not unique. More precisely, if the eigenfunc-
tion ρ has geometric multiplicity equal to 1, then the vector fields are unique up to a sign (in a
small connected simply-connected neighborhood). But if aij has a bigger ρ-eigenspace, for each
eigenvector v there exists a number m and the vectors
1
ξ, ...,
m
ξ satisfying (4.29) such that
1
ξ is
proportional to v. For ρ-eigenvectors v and u that are non-proportional, at some point, the corre-
sponding linear spaces generated by
1
ξv, ...,
mv
ξv︸ ︷︷ ︸
constructed by v
and by
1
ξu, ...,
mu
ξu︸ ︷︷ ︸
constructed by u
have trivial intersection.
An analogous statement is also true for the vectors
1
ξ, ...,
m
ξ satisfying (4.33) and (4.34) below.
We will need two technical statements. These are Lemma 4.28 and Lemma 4.29.
Lemma 4.28. In the notation above, the gradient ρ,
i of ρ is, at each point, a linear combination
of the vectors
1
ξ, ...,
m
ξ .
Proof. Consider the defined equation A
α
ξ = ρ
α
ξ +
α−1
ξ , which in the tensor notation reads
aji
α
ξi − ρ
α
ξj −
α−1
ξ j = 0,
differentiate it covariantly and substitute the derivatives of aij given by (4.26) to obtain
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(4.30)
α
ξkλj + gjk
α
ξiλi − ρ,k
α
ξj + (aij − ρgij)
α
ξi ,k −
α−1
ξ j,k = 0.
We now contract
β
ξj into this equation; in view of
β
ξj(aij − ρgij) =
β−1
ξ i we obtain
(4.31)
α
ξk
β
ξjλj +
β
ξk
α
ξiλi︸ ︷︷ ︸
(A)
− ρ,k
β
ξj
α
ξj︸ ︷︷ ︸
(B)
+
β−1
ξj
α
ξj,k −
β
ξj
α−1
ξj,k︸ ︷︷ ︸
(C)
= 0.
Now we denote the left hand side of (4.31) by
(α,β)
T and consider the sum
(4.32)
∑
α+ β = m+ 1
1 ≤ α ≤ m
(α,β)
T .
This sum is of course 0 since each
(α,β)
T is zero.
From the other side, the sum of the (C)-terms of (4.32) is zero. In order to see this observe
that the sums ∑
α+ β = m+ 1
1 ≤ α ≤ m− 1
β−1
ξj
α
ξj,k and
∑
α+ β = m+ 1
2 ≤ α ≤ m
β
ξj
α−1
ξj,k
are equal and, since they come with different signs, cancel each other. The two remaining terms
are
0
ξj
m
ξj,k and
m
ξj
0
ξj,k and vanish because
0
ξj = 0.
The sum of the (A) terms is
∑
α+ β = m+ 1
1 ≤ α ≤ m
α
ξk
β
ξjλj +
β
ξk
α
ξiλi
and is manifestly a linear combination of the vectors
1
ξ, ...,
m
ξ . The sum of the remaining (B)-terms
∑
α+ β = m+ 1
1 ≤ α ≤ m
ρ,k
β
ξj
α
ξj
is equal, in view of condition (4.29), to mερ,k. Putting these results together we obtain that ρ,k
is a linear combinations of
α
ξk and
β
ξk which was our goal. Lemma 4.28 is proved.

Let us now assume that the eigenvalue is complex-valued: ρ = a+ ib, where a, b are real-valued
functions and i is the imaginary unit and b 6= 0 at some point, and hence in a neighbourhood
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that we now work in. We consider real vector fields
α
x,
α
y, α = 1, ...,m such that
(4.33) g(
α
x,
β
x) = 0, g(
α
y,
β
y) = 0, g(
α
x,
β
y) =
{
1 if α+ β = m+ 1
0 if α+ β 6= m+ 1
and such that for the complex-valued vectors
α
ξ :=
α
x+ i
α
y we have
(4.34) A
α
ξ = ρ
α
ξ +
α−1
ξ where
0
ξ := 0.
This is the natural complex analogue of the condition (4.29). The existence of such vector fields
follows again from [42, Theorem 12.2]. It is easy to check, by repeating the arguments from the
proof for the real eigenvalue, that the equations (4.30) and (4.32) holds: the fact that ρ and
α
ξ are
complex-valued changes nothing. We again consider the sum∑
α+ β = m+ 1
1 ≤ α ≤ m
(α,β)
T
which is zero.
The sum of (A) terms with a raised index is a linear combination of the (possibly complex-
valued) vectors from the generalized eigenspace of ρ with possibly complex-valued coefficients.
For example, the first term of
(α,β)
T is proportional to the (complex valued)
α
ξk with the coefficient
β
ξjλj , which is a complex function.
The sum of the (C) terms is zero by the same argument as when the eigenvalue was real. Now,
the sum of the (B)-terms is, in view of
α
ξj
β
ξj = g(
α
x+ i
α
y,
β
x+ i
β
y) = g(
α
x,
β
x) + ig(
α
x,
β
y) + ig(
α
y,
β
x)− g(αy, βy) α+ β = m + 1= 2 i
equal to 2m iρ,k as we want. Thus, the following analog of Lemma 4.28 for complex-valued ρ is
proved:
Lemma 4.29. In the notation above, the gradient ρ,
i (which is now a complex-valued vector) of
ρ = a+ ib is, pointwise, a linear combination of the vectors
1
ξ, ...,
m
ξ .
Lemma 4.30. At a generic point, dρ = 0 for eigenvalues ρ of A with geometric multiplicity ≥ 2.
Proof. We work at a generic point of M . Suppose an eigenvalue ρ has geometric multiplicity ≥ 2.
Then, one finds two nonproportional ρ-eigenvectors v, u. Combining Lemma (4.28) (resp. Lemma
(4.29), if ρ is a complex-valued) with Remark 4.27, we see that the gradient ρ,
i lies in each of two
eigenspaces whose intersection is trivial; thus, as claimed, dρ = 0 for eigenvalues ρ of geometric
multiplicity ≥ 2. 
Corollary 4.31. Suppose that on a pseudo-Riemannian manifold (M, g) the metrisability equa-
tion (4.26) holds. Then, at a generic point, λi lies in the direct sum of the generalized eigenspaces
whose geometric multiplicity is one.
Proof. We work at a generic point of M . Since, as we explained at the beginning of this section,
λi is the gradient of the function λ = traceA, λi is therefore a linear combination of the gradients
of nonconstant eigenvalues of A, which by Lemmas 4.28, 4.29 and 4.30 lie in the direct sum of
the generalized eigenspaces whose geometric multiplicity is one. Corollary 4.31 is proved. 
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We need one further result that does not use Weyl nullity. Namely we want integrability
conditions for the equation (4.26). One obtains these by substituting the derivatives of aij , given
by (4.26), into the Ricci identity aij,ℓk − aij,kℓ = aipRjpkℓ + apjRipkℓ (which of course holds for
every (2, 0)−tensor aij) to obtain:
(4.35) aipRjpkℓ + a
pjRipkℓ = λ
i
,ℓδ
j
k + λ
j
,ℓδ
i
k − λi,kδjℓ − λj,kδiℓ.
The integrability condition in this form was obtained by Sinjukov [61]; in an equivalent form, it
was known to Solodovnikov [62].
Now let again consider the situation of possible Weyl nullity and the proof of Theorem 4.26. It
will be convenient to actually prove that
(4.36) λjZijkm = 0,
where Z is given by (3.4); as we explained in Remark 3.4 this condition is equivalent to the
condition λsW isjk = 0.
First let us observe that using (4.35) we recover Proposition 4.5: If we contract (4.35) with any
nowhere zero vector vk in the Weyl nullity then, using the symmetries of the curvature tensor,
we obtain
(4.37) (λi,ℓ +Ba
i
ℓ)v
j + (λj,ℓ +Ba
j
ℓ)v
i = U iδjℓ + U
jδiℓ
for U i = 1n+1 (λ
i
,kv
k +Baikvk). Now, the equation (4.37) immediately implies that the trace-free
part of (λi,ℓ+Ba
i
ℓ) is zero, so we have recovered Proposition 4.5. This implies that the covariant
derivative λi,j satisfies the equation
(4.38) λi,j = ρ
′δij −Baij ,
for some function ρ′ that absorbs the trace terms.
Remark 4.32. The equation (4.38) is the essential result that we need from the Weyl nullity.
First yields the critical algebraic equation (4.39) below, but more than this where λi is nowhere
zero it implies Weyl nullity, see Proposition 4.34 below.
Now substituting (4.38) in (4.35), we see that all terms with B vanish and obtain
(4.39) aipZjpkℓ + a
pjZipkℓ = 0.
We will now establish the following linear algebraic result:
Lemma 4.33. For x ∈M , suppose that A ∈ End(TxM) satisfies (4.39), for Zjpkℓ at x, and that
vi is a vector from a generalised eigenspace of A corresponding to an eigenvalue ρ of geometric
multiplicity one. Then vsZisjk = 0.
Proof. For simplicity we assume that the eigenvalue ρ is real, the proof for complex-valued eigen-
values is essentially the same and will be left to the reader. We take a point x ∈ M . Without
loss of generality we may assume that the eigenvalue ρ is actually equal to 0 at x, since adding a
constant multiple of δij to A = a
i
j does affect (4.39). Let m be the dimension of the generalized
eigenspace corresponding to the eigenvalue 0, and let us denote this generalized eigenspace by
V ⊆ TxM . We consider a basis {
1
ξ,
2
ξ,...,
m
ξ } in V such that
(4.40) g(
α
ξ,
β
ξ) =
{
ε, if α+ β = m+ 1
0, otherwise
and A
α
ξ =
α−1
ξ ,
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where ε is plus or minus one (and is the same for all α, β = 1, ...,m), and
0
ξ := 0. The existence
of such a basis follows again from [42, Theorem 12.2] in view of the condition that the geometric
multiplicity of the eigenvalue 0 is one.
Consider now two arbitrary vectors X,Y ∈ TxM and the endomorphism
Z˜ := ZijkℓX
kY ℓ : TxM → TxM.
Let us note first that (4.39) implies that Z˜ commutes with A, i.e.,
AZ˜ = Z˜A.
Now, from the definition of Z we see that Z˜ is g-skew symmetric, in the sense that the bilinear
form g(Z˜·, ·) is skew-symmetric. Then, for any integer r ≥ 0, we have
g(ArZ˜·, ·) = g(Z˜·, Ar·) = −g(·, Z˜Ar·) = −g(·, ArZ˜·),
so the bilinear form g(ArZ˜·, ·) is skew symmetric and in particular
g(ArZ˜U, U) = 0 for any U ∈ TxM.
Then, for every α and β ∈ {1, ...,m} such that α 6= m and β ≥ α, we have
g(Z˜
α
ξ,
β
ξ) = g(Z˜A
α+1
ξ ,
β
ξ) = g(Z˜Aβ−α
β
ξ,
β
ξ) = 0.
On the other hand, for any vector η ∈ TxM orthogonal to V , we have
g(Z˜
α
ξ, η) = 0,
since Z˜
α
ξ ∈ V because Z˜ and A commute. Thus, the 1-form g(Z˜ξ, ·) vanishes for any ξ ∈ V , which
implies that any vector v = vi of V lies in the nullity of Z, as we claimed.
In summary, we have shown that every vector vi from a generalized eigenspace of A such that
the geometric multiplicity is one satisfies vsZisjk = 0, so we are done. 
We are now ready to prove the main theorem from this section:
Proof of Theorem 4.26. From Lemma 4.31 we have that λi is a linear combination of vectors from
generalized eigenspaces of A of geometric multiplicity 1. Thus from Lemma 4.33 λsZisjk = 0,
and Theorem 4.26 is proved. 
To close this part let us observe some consequences of the equation (4.38) (i.e. (4.10)),
λi,j = ρ
′δij −Baij .
First, near the points where g is not proportional to (its projectively equivalent) g¯ we have that
δij and a
i
j are linearly independent, at each point x ∈M . Thus the coefficients B and ρ evidently
are smoothly point dependent (which we did not assume a priori) as λi is smooth and B, ρ are
the coefficients of two smooth tensor fields which are linearly independent at each point.
Finally here we note that the equation (4.38) is intimately related to Weyl nullity. It was
obtained by assuming that on a metric projective manifold with Weyl nullity there is a solution
aij to metrisability equation. On the other hand there is also a converse:
Proposition 4.34. On a pseudo-Riemannian manifold (M, g), suppose that (4.26) holds, that is
a
ij
,k = λ
iδ
j
k + λ
jδik,
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and that the λi here satisfies (4.38). Then
λpW ipjk = 0, at x.
So if λi(x) 6= 0, for some x ∈M , then there is projective Weyl nullity at x.
Proof. This follows at once from the proof of Theorem 4.26 above, as in that proof Weyl nullity
was only used to obtain (4.38). 
Remark 4.35. The tensor Z = Zijkℓ played important role in this section. Let us explain
its geometric sense. Consider the projectively invariant connection ∇T1 (e.g. from (3.18)). Its
curvature, naturally projected to the manifold, is precisely the tensor Z. For example, if our
metric has constant sectional curvature, then ∇T1 is flat, so its curvature vanishes which implies
that Z vanishes – which of course follows trivially from the definition of Z.
4.6. Strictly nonproportional projectively equivalent metrics with Weyl nullity have
constant curvature. As a byproduct of the technical results obtained in section 4.5 we obtain
the following result. We say two metrics g and g¯ strictly non-proportional at a point, if the minimal
polynomial of the (1, 1)-tensor gisg¯sj has degree n = dimM , at the given point. In the case that
one of g or g¯ has Riemannian signature, strict non-proportionality of g and g¯ is equivalent to the
existence of n different eigenvalues of gisg¯sj . In any signature, it is equivalent to the property of
each eigenvalue to have geometric multiplicity one.
Theorem 4.36. On an connected manifold metric projective structure (M,m) of dimension
n ≥ 3, suppose that g, g¯ ∈ m are strictly non-proportional, at least at one point. If m has Weyl
nullity, then g and g¯ have constant curvature.
Proof. By [9, Proposition 2.1], the metrics are strictly non-proportional at almost every point.
Let us work in the scale g and let the tensor aij (satisfying (4.26)) correspond to the metric g¯.
As proved in Section 4.5, the existence of a nullity implies that the tensor aij satisfies (4.39).
Furthermore, by the assumptions of the Theorem, at almost every point each eigenvalue of A =
(aij) has geometric multiplicity one. It then follows easily from Lemma 4.33 that the tensor Z
i
jkℓ
vanishes identically. Thus, the curvature tensor of g is constant. Theorem 4.36 is proved.
4.7. If φ is the same for two non-affinely projectively equivalent metrics, then there
exists Weyl nullity. In Theorem 3.7 we have proved that if a metric projective structure (M,m)
has Weyl nullity, then the tensor φij is an invariant of (M,m). In particular, for two projectively
equivalent metrics g and g¯ we have
(4.41) Pij −Bgij = P¯ij − B¯g¯ij ,
in the setting of Weyl nullity. The goal of this section is to prove the converse (assuming smooth-
ness of B and that the projective equivalence is non-affine).
Theorem 4.37. Suppose g and g¯ are projectively equivalent metrics on a manifold Mn of di-
mension n ≥ 2. If (4.41) holds (for a smooth function B), then (4.28) holds, that is,
λsW isjk = 0
where, in local coordinates,
λs = −e2Υg¯si ∂
∂xi
Υ, Υ =
1
2(n+ 1)
log
(∣∣∣∣det(g¯)det(g)
∣∣∣∣
)
.
If, in particular, the metrics are non-affinely projectively related then there is Weyl nullity on the
open set where Υ is non-constant.
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In the Theorem here, and below, det(g) denotes the determinant of the metric component matrix
(gij), in the given coordinates. Note that the ratio of determinants
det(g¯)
det(g) is coordinate indepen-
dent.
For the purposes of our calculations here we will calculate in the scale of the metric g which
we will regard as the background metric and denote by “comma” the covariant differentiation
with respect to the Levi-Civita connection of g. As preparation for proving Theorem 4.37 let
us describe an equation the covariant derivative g¯ij,k satisfies, and also identify the objects of
equation 4.26 in our current terms.
As we recalled in section 2.2, if two affine connections ∇ and ∇¯ are projectively equivalent, then
they are related by (2.4). In terms of the connection coefficients Γijk := dx
i(∇ ∂
∂xk
∂
∂xj ) this reads
(4.42) Γ¯ijk = Γ
i
jk + δ
i
kΥj + δ
i
jΥk.
If ∇ and ∇¯ are Levi-Civita connections of metrics g and g¯ respectively, then one can find
explicitly (following Levi-Civita [43]) a function Υ on the manifold such that its differential Υ,i
coincides with the (0, 1)-tensor Υi: indeed, contracting (4.42) with respect to i and j, we obtain
Γ¯ssi = Γ
s
si + (n + 1)Υi. From the other side, for the Levi-Civita connection Γ of a metric g we
have Γssk =
1
2
∂ log(| det(g)|)
∂xk
. Thus,
(4.43) Υi = Υ,i
for the function Υ :M → R given by
(4.44) Υ :=
1
2(n+ 1)
log
(∣∣∣∣det(g¯)det(g)
∣∣∣∣
)
.
In particular, the derivative of Υi is symmetric, i.e., Υi,j = Υj,i.
We can now use this to characterise projectively equivalent metrics: The formula (4.42) implies
that two metrics g and g¯ are geodesically equivalent if and only if for Υi, the differential of Υ
given in (4.44), we have
(4.45) g¯ij,k − 2g¯ijΥk − g¯ikΥj − g¯jkΥi = 0.
Next, note that the function Υ and the determinant of the (1,1)-tensor aij constructed by g
and g¯ by the formula
(4.46) aij := e
2Υg¯sqgsigqj
are closely related, namely exp(−2Υ) = det(aij). Differentiating (4.46) and using (4.45), we
obtain (4.26), with
(4.47) λi = −Υsasi = −e2ΥΥsg¯spgpi.
We are now ready to prove the Theorem.
Proof of Theorem 4.37. Combining (4.41) with (3.7), we note that
(4.48) Υi,j −ΥiΥj = Bgij − B¯g¯ij .
Now we first covariantly differentiate (4.47), then we use the expression (4.45) for g¯ij,k, and
finally we substitute (4.48) to obtain
(4.49)
λi,j = −2e2ΥΥjΥsg¯spgpi − e2ΥΥs,j g¯spgpi + e2ΥΥsg¯sq g¯qℓ,j g¯ℓpgpi
(4.45)
= −e2Υg¯spgpi(Υs,j −ΥsΥj) + e2ΥΥsΥpg¯spgij
(4.48)
= −e2Υg¯spgpi
(
Bgsj − B¯g¯sj
)
+ e2ΥΥsΥpg¯
spgij ,
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Finally we use (4.46) to re-express this as
(4.50) λi,j = ρ
′gij −Baij
where ρ′ = e2Υ(B¯ +ΥsΥpg¯
sp), is smooth. This is clearly equivalent to (4.10) and (4.38).
Now, by Proposition 4.34, we have (4.28). Theorem 4.37 is proved. 
5. Local and global structure for B non-constant
In this section we consider metric projective structures (M,m). We assume that the manifold
M is connected, and that n = dimM ≥ 3 (though some results trivially hold for n = 2). We also
assume the existence of metrics g, g¯ ∈m which are not affinely equivalent; as we know, from the
previous section, this corresponds to the existence of a solution σab of the metrisability equation
such that it is not parallel w.r.t. the Levi-Civita connection of g.
Our goal is to describe such (M,m) locally (i.e. in an neighborhood of almost every point)
and globally (assuming the manifold is closed, i.e., compact and without boundary) assuming
the existence of a nullity of the Weyl tensor such that B (constructed by g) is not constant.
We will see that near almost every point in a certain coordinate system the metric g (up to a
multiplication by a constant) has the warped product form
(5.1) g = (dt)2 + f(t)
n−1∑
i,j=1
h(x1, ..., xn−1)ijdx
idxj .
We will also obtain a description, up to an isometry, of all possible metrics g (Riemannian, with
nullity, admitting a nonparallel solution of the metrisability equation, with nonconstant B) on
closed manifolds (of dimension ≥ 3).
5.1. Local theory if B 6= const. We will work on the scale of the metric g and use the Levi-
Civita connection of g for covariant differentiation; then the equation (4.24) reads
(5.2) δik(ρ
′
,j + 2Bλj)− δij(ρ′,k + 2Bλk) = aijB,k − aikBj .
Here we, as usually, denote by aij the tensor obtained when we multiply σab by the weight
parallel w.r.t. the volume form of g (so aij satisfies (4.26)), and by λi the tensor obtained when
we multiply µa by the weight parallel w.r.t. the volume form of g. We keep the notation ρ′ but
now it is a function and is not a weight.
At the points such that B,a 6= 0, the equation (5.2) immediately implies
(5.3) aij = νδ
i
j + εB,
iB,j
for certain ν and ε which are now functions (and not weights). We will assume later that ε 6= 0;
this is a generic condition, since if ε ≡ 0 in a neighborhood then aij is proportional to gij in this
neighborhood which implies that it is proportional to gij on the whole manifold, which we assume
to be connected. Then, the tensor aij has (at most) two eigenvalues at every point. One of these
eigenvalues is ν, it has geometric multiplicity n − 1. Indeed, any vector orthogonal to B,i is an
eigenvector of aij .
Let us now observe that the case when B i, is lightlike and nonzero on some open nonempty
subset is not possible. Indeed, in this case ν is an eigenvalue whose geometric multiplicity is
n − 1 and algebraic multiplicity is n. Then, by [9, Proposition 2.1], the function ν is constant.
Moreover, at every point of the manifold the constant ν is an eigenvalue of aij of geometric
multiplicity at least two. Then, the trace of aij is constant which implies that a
i
j is parallel. But
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then λi,j in (4.38) equals to zero which implies that a
i
j is proportional to δ
i
j which contradicts
(5.3) (assuming ε 6= 0).
Now, at the points where B,
sB,s 6= 0 we have that B i, is an eigenvector with eigenvalue
ν + εB,
sB,s of algebraic and geometric multiplicity 1.
The case when B,
sB,s 6= 0 was considered in [40]. By [40, Lemma 2] the metric g has (in a
certain local coordinate system defined almost everywhere) the warped form (5.1) and the solution
aij is given by the diagonal matrix
(5.4) diag
(
const · f(x1) + ν, ν, ..., ν︸ ︷︷ ︸
n−1
)
.
Note that in the Riemannian case B,
sB,s 6= 0 for B i, 6= 0 so the (1,1)-tensor aij has precisely
two eigenvalues in our neighborhood: 0 of multiplicity n−1, and ν+εB,sB,s of multiplicity 1. By
[47, Corollary 1], the metric has two eigenvalues (one of multiplicity 1 and another of multiplicity
n − 1) at almost every point, which implies that the metric has warped product structure at
almost every point, which implies that it has nullity at almost every point and hence at every
point. Actually, this observation holds for metrics of arbitrary signature, but we do not prove it
here.
Remark 5.1. Combining (5.3), the condition that ν is a constant, (5.1) and (5.4) we see that
the differentials dB and df are linearly dependent.
5.2. Global theory if B 6= const. We again assume that B is not constant in a neighborhood
of M which is now assumed to be closed, and we will work in the notation of the previous section.
Our goal is to describe all closed Riemannian manifolds admitting simultaneously both nonaffine
projective equivalence and Weyl nullity with nonconstant B. We begin by constructing two large
classes of such Riemannian manifolds.
Take any n − 1-dimensional Riemannian manifold (N, h) equipped with a positive function f
on R, periodic with period 1, and consider the product R×N with the warped product metric
(5.5) dt2 + f(t)
n−1∑
i,j=1
hijdx
idxj
(where x1, ..., xn−1 denote local coordinates on N and t is the standard coordinate on R). Next,
take an isometry I : N → N and consider the action of the group Z generated by the isometry
(t, x) 7→ (t + 1, I(x)). The quotient will be denoted by M , it is clearly a closed manifold. For
example, one can take I = Id; in this case the manifold M is topologically the direct product
S1 × N . Since the group Z acts by isometries, the metric (5.5) induces a metric on M which
we denote by g. The metric g has Weyl nullity at every point and admits non-trivial projective
equivalence. Note that if f 6= const, there must exist a neighborhood such that Bi 6= 0.
Let us now construct the next class of examples. Take the standard polar coordinates on
the standard sphere. This coordinate system has two singularities that are traditionally called
the north and south poles; the standard sphere metric has the warped product structure dt2 +
sin2(t)
∑n−1
i,j=1 hijdx
idxj , where h is the standard metric of the n − 1-dimensional sphere and
t ∈ [0, π] is the altitudinal polar coordinate. Now, replace the function ‘sin’ in this formula by any
other smooth function f(t) such that it is positive outside of 0, π, vanishes at 0, π, and such that
its derivative at 0 is 1 and at π equals −1, i.e., consider the metric dt2 + f(t)2∑n−1i,j=1 hijdxidxj .
It is a smooth Riemannian metric on the sphere which is a warped product metric everywhere,
except possibly at the poles.
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Remark 5.2. Note that, if f 6= const, the degree of mobility (i.e. the dimension of the space of
metrics projectively equivalent metrics) of the metric on (R×N)/Z constructed above is precisely
two, so any solution aij of the metrisability equation has the form (5.4) is this coordinate system.
The degree of mobility of the metric on the sphere Sn constructed above is also precisely two if
the function f(t) is not equal to sin(t) (which would imply that the metric has constant sectional
curvature), and any solution aij of the metrisability equation has the form (5.4) is this coordinate
system.
The next theorem shows that the two classes of examples above effectively capture all cases:
Theorem 5.3. Suppose g is a Riemannian metric on a closed connected manifold M . Assume
g has Weyl nullity in all points of a certain neighborhood, and assume that B is not constant.
Suppose there exists a metric g¯ that is projectively equivalent to g and is not proportional to g.
Then, for a certain positive constant C, a finite (at most, double) cover of M equipped with a
metric that is C times the lift of g is isometric to one of the examples above.
Proof. We consider the solution aij of (4.26) corresponding to the metric g¯. Since the metric gij
itself satisfies (4.26), for some constant ν we can subtract ν · δij from aij so that, without loss of
generality, at every point of the manifold the solution aij has, in a certain basis, the form
(5.6) diag
(
f, 0, ..., 0︸ ︷︷ ︸
n−1
)
for some function f which is nonzero almost everywhere. This uses Theorem 4.25. Moreover, if
the manifold is closed, the function f is either non-positive everywhere or nonnegative everywhere
by [47, Corollary 1] and we may assume without loss of generality that it is nonnegative almost
everywhere.
Let us show that one can construct, at least on the 2-cover of the manifold, a smooth vector
field vi such that
aij = vivj .
This vector field is defined up to sign and vanishes at the points where f = 0.
Near the points where f 6= 0, the existence of such a vector field is evident: at every point
we take an f -eigenvector of aij normalized such that its length is
√
f . There are precisely two
choices for it; it is clear that, lifting to a 2-cover if required, one can make the choices so that the
resulting vector field is smooth near every point where f 6= 0.
In order to understand that one can extend the vector field to all the manifold, let us first
explain that the points such that f = 0 are isolated. We call such points singular points, and
denote the set of such points by Sing.
We will use that for every t the function
(5.7) It : TM → R, I(ξ) = g(comatrix(A− t Id)ξ, ξ),
where we denote by A the (1,1)-tensor aij viewed as endomorphism, is an integral of the geodesic
flow of g, see [47, Theorem 4] and the references inside (the fact is actually due to [45] but is
written in other notation there). Recall that a function I on the tangent bundle is an integral of
the geodesic flow, if for any geodesic γ(s) the function t 7→ I(γ′(s)) does not depend on s.
Clearly, the family of the functions It is polynomial in t of degree n− 1. Then, the function
I˜ = 1(n−2)!
dn−2
dtn−2 |t=0
It : TM → R
is also an integral.
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In an orthonormal basis such that A is given by (5.6), the values of the functions It and I˜ on a
tangent vector ξ = (ξ1, ..., ξn), are given by
It(ξ) = t
n−1(ξ1)2 + (f − t)tn−2((ξ2)2 + ...+ (ξn)2), I˜(ξ) = f · ((ξ2)2 + ...+ (ξn)2).
We see that at the points such that f = 0, the function I˜ vanishes for all tangent vectors. We
also see that at the points such that f 6= 0, the vanishing of the function on a vector ξ implies
that ξ2 = ... = ξn = 0 implying that the vector ξ is an f -eigenvector of A.
Then, the existence of two points x1, x2 ∈ Sing in a small neighborhood implies the following
contradiction: if we take a generic point x of this neighborhood (such that f(x) 6= 0 and such
that this point does not lie on the geodesic connecting x1 and x2) and connect it by a geodesic γ1
with x1 and γ2 with x2, then the value of the integral I˜ on the velocity vectors of these geodesics
is zero because the geodesics contain points such that f = 0. Then, at the point x, the velocity
vectors of these geodesics are f -eigenvectors of A which is impossible since by assumption they
are not proportional and the f -eigenspace of A is one-dimensional.
The contradiction shows that the points such that f = 0 are isolated.
Remark 5.4. As a byproduct we obtained, that for geodesics passing through a singular point,
the velocity vector is an f -eigenvector of aij .
Since the dimension of our manifold is at least 3, the compliment M \ Sing is locally simply-
connected, and in a sufficiently small neighborhood U of every point there are precisely two
possibilities for the choice of vector fields vi on U \ Sing such that vivj = aij . Then, at least on
the 2-cover of the manifold we can construct a smooth vector field vi on the compliment to the
singular set. We will think that the vector field is constructed already on the M \Sing, and show
that the manifold (M, g) is as in examples above.
First let us show that the vector field vi can be smoothly extended to the points of Sing.
Of course, there is no problem at all to extend it to Sing continuously, in order to do it we
simply define vi = 0 at the points of Sing, but we would like to have a smooth and not a merely
continuous vector field vi, so our goal to show that this continuous extension is actually smooth.
In order to do it, let us first observe that in the coordinate system where the metric has the
form (5.1) and aij has the form (5.6), the vector field v
i is given, up to sign, by
√
f ∂∂t . Then, the
orthogonal distribution to vi is integrable and the function f is constant along it.
We consider now a singular point p, the geodesics passing through the point, and spheres of small
radii (in the distance function corresponding to the metric g) around this point. These spheres
are orthogonal to these geodesics. But by Remark 5.4, the velocity vectors of such geodesics are
proportional to vi. So the function f is constant on the sphere. Thus, in a neighborhood of p, f
is a function of the distance to the point p, which we denote by t, i.e., f = f(t). This notation
is compatible with (5.1), since in the the exponential polar coordinates (r, x1, ..., xn−1) ( where
x1, ..., xn−1 are local coordinates on the unit sphere in TpM) the metric has the warped product
form (5.1). Then, the function f(t) is a an smooth function of t ≥ 0 and since it is nonnegative
and vanishes only at t = 0 (at least, for small t), it follows that the vector field
√
f(t) ∂∂t is a
smooth vector field as we claimed.
Let us now find out an equation the vector field satisfies. In order to do it, we observe that the
covariant derivative of aij = vivj is equal to
(5.8) (vivj),k = v
i
,kv
j + vj,kv
i
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but should, in view of (4.26), be equal to λjδik + λ
iδ
j
k for some vector field λ
i. Comparing this
with (5.8), we see that vi,k is proportional to δ
i
k: there exists a smooth function η such that
vi,j = ηδ
i
j ,(5.9)
i.e. it satisfies the equation studied in Section 2.5. The vector fields satisfying (5.9) were ex-
tensively studied in the literature under different names, see [41] for references. By the result
of Tashiro [64, Lemma 2.2] (who called such vector fields concircular vector fields), a compact
manifold admitting such a vector field is as we claimed. Theorem 5.3 is proved. 
Note that the equation (5.9) is equivalent to (2.10). Thus by Proposition 2.5 a warped product
metric has nullity at every point.
5.3. If B 6= const in a neighborhood, then Weyl nullity exists on the whole manifold.
Here we prove the following statement.
Theorem 5.5. Let g be a metric of arbitrary signature on a connected M , and suppose σ is
a nonparallel solution of the metrisation equation. Assume g has a Weyl nullity in a certain
neighborhood, and suppose the corresponding B = Bg is not constant. Then, g has a Weyl nullity
on the whole manifold.
Examples show that the assumption that B is not constant is essential.
Recall that Killing (0, 2) tensors are symmetric tensors Qij satisfying the Killing equation
Qij,k +Qjk,i +Qki,j = 0.
It is well known that Killing (0, 2) tensors are essentially the same as integrals for the geodesic
flow that are quadratic in velocities: for a Killing tensor Q the quadratic in velocities function
ξ 7→ Q(ξ, ξ) is an integral.
We will consider the Killing tensors corresponding to the integrals It given by (5.7), and denote
them by Qt. The tensors Qt are given by the formula
(5.10) Qt(·, ·) = g(comatrix(A− tId)·, ·).
In the proof of Theorem 5.5 the main role is played by the following result:
Lemma 5.6. The number of linear independent Killing tensors among the Qt, in a small neigh-
borhood of a generic point, is equal to the degree of the minimal polynomial of A (i.e., the nonzero
polynomial of the smallest degree that annihilate A).
In the language of integrals (linearly independent Killing tensors correspond to functionally
independent integrals) this statement is known, [67, Theorem 2 and Proposition 3].
Proof of Lemma 5.6. We show first that the degree of the minimal polynomial is greater than
or equal to the number of linearly independent Killing tensors from the family Qt. Because of
(5.10), it is sufficient to consider (1,1)-tensors
At := comatrix(A− tId)
instead of Qt, and show that the number of linear independent tensors among At is at most the
degree of the minimal polynomial of A.
Let us first note that the family At is polynomial in t of degree n − 1 (the coefficients of the
polynomial are (1,1)-tensors, if we fix a point x ∈M and a basis in TxM , At is a polynomial in t
of degree n− 1 whose coefficients are matrices).
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We call t0 ∈ C a zero of the polynomial at point x, if the tensor At0(x) = 0, and a zero of the
polynomial of order k ≥ 1, if at the point x we have that dℓdtℓ |t=t0
(
At
)
= 0 for all ℓ = 0, ..., k − 1.
Let us observe that if the geometric multiplicity of an eigenvalue ρ of A is greater than 1, then ρ
is a zero of the polynomial At; on the way we will also see what is the order of the zero.
Indeed, suppose an eigenvalue ρ of A has algebraic multiplicity mρ and the maximal height of
the Jordan block corresponding to ρ is hρ. The assumption that the geometric multiplicity is at
least two implies that mρ − hρ ≥ 1. Then, ρ is a zero of det(At) of multiplicity mρ, and is a pole
of (At)
−1 (considered as a matrix-valued function) of multiplicity at most hρ. Then, t0 = ρ is a
zero of det(At)(At)
−1 = comatrix(A− tId) of multiplicity mρ− hρ. Hence, t0 = ρ is a zero of the
multiplicity mρ − hρ ≥ 1 of At.
Note that by Lemma 4.30 for mρ > hρ we have that ρ is a constant.
Since the sum of hρ over all eigenvalues ρ is the degree of the minimal polynomial of A which
we denote by degmin, and the sum of mρ over all eigenvalues ρ is n, we obtain the existence of
n− degmin constant1 zeros, counted with the multiplicities, of the polynomial comatrix(A− tId).
Then, there exists a decomposition
At = PMATPconst.
Here PMAT is a polynomial in t of degree degmin−1 whose coefficients are (1,1)-tensors, and Pconst
is a polynomial in t of degree n− degmin whose coefficients are (constant real) numbers. In fact,
the polynomial Pconst is the product of (t− ρ)mρ−hρ over all eigenvalues ρ of A.
The proof of the existence of such decomposition is more or less the standard proof of the known
statement that if a polynomial P has zeros ρ1, ..., ρℓ it is divisible by (t − ρ1)...(t − ρℓ), and the
fact that in our case our polynomial has matrix coefficients does not really affect the proof, since
the proof only needs the polynomial remainder theorem.
Then, each (1,1)-tensor among At is a linear combination of the coefficients of the polynomial
PMAT, which implies that there is at most degmin linearly independent Qt.
Let us now explain that the degree of the minimal polynomial is less than or equal to the
number of linearly independent Qt. Actually, it is a simple exercise in the linear algebra: we
need to show that the number of linearly independent matrices among the matrices of the form
comatrix(A− t Id) is at least (in fact, precisely, since above we explained the “at most” direction)
degminA. We leave this exercise to the reader, and recommend to do calculations in the basis
such that A has Jordan normal form. Lemma 5.6 is proved. 
Corollary 5.7. The minimal polynomial of A has the same degree at each point of an open
everywhere dense subset of M .
Proof. It is known, see e.g. [71], that the Killing equation is of finite type. Then, the dimension
of the space of Killing tensors Qt is the same in each neighborhood and the claim follows from
Lemma 5.6. 
Proof of Theorem 5.5. In dimension n of the manifold is two, it is nothing to show. We
assume n ≥ 3.
If B is not constant in some neighborhood, as we explained in §5.1, the tensor A is given by
(5.4), and degmin(A) = 2. Then, by Corollary 5.7, the degree of the minimal polynomial of A is
2 at almost every point, which implies that A is as in (5.4), so the metrics has warped product
form and there exists a nullity, or aij = vivj + gij , where vi is a light like vector field. But in the
1in the sense that in all points x of a small neighborhood the same numbers are zeros
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last case, as explained in §5.1, the tensor aij is parallel which implies that vi is parallel. Then, it
lies in the nullity of the curvature tensor. Theorem 5.5 is proved.
Let us also note that under the assumption that there exists a nullity in some neighborhood and
a nonparallel solution of the metrisation equation we obtain the local description of the metric
almost everywhere: it is either warped product metric, or has a parallel light like vector field;
recall that the descriptions of metrics admitting a parallel vector is know since at least [28].
6. Projectively equivalent metrics on closed manifolds if B = const and
applications.
Here we assume that JgK has Weyl nullity at almost every (and therefore, every) point and that
g¯ ∈ JgK is non-affinely (projectively) equivalent to g. We will also assume that the function B is
constant. Then, by Theorem 4.12, the equations (4.15) hold, which in the notation (a, λ, ρ′) take
the form
(6.1)
aij,k = λigjk + λjgik
λi,j = ρ
′gij −Baij
ρ′,k = −2Bλk.
.
Combining this with Proposition 4.15, Proposition 4.16 and result [49, Theorem 1], we obtain
the following result:
Theorem 6.1. Assume (M, g) (where g has arbitrary signature) is of dimension n ≥ 3 and is
closed. Assume that (M, JgK) has Weyl nullity and that the coefficient Bg is constant. Let g¯
be a metric that is projectively equivalent to g, but is not affinely equivalent to g. Then, after
multiplication by a constant, g is a Riemannian metric of constant positive sectional curvature.
6.1. Sasakian manifolds are geodesically rigid. Sasakian manifolds have Weyl nullity and
B = 1. Thus we immediately have the following result.
Corollary 6.2. On a closed Sasakian manifold (M, g) of arbitrary signature, any metric in JgK
is affinely equivalent to g, unless for a certain constant c 6= 0 the metric cg is the Riemannian
metric of constant sectional curvature equal to 1.
Note that the statement of Corollary 6.2 does not hold locally, as it follows from [48, §3] that
there exist local Sasakian manifolds, of any odd dimension ≥ 3 and of nonconstant curvature,
admitting projectively but not affinely equivalent metrics. More precisely, it was shown there
these Sasakian manifolds are such that the cone over them admits nontrivial parallel symmetric
(0, 2) tensors.
6.2. Closed Ka¨hler manifolds do not admit nontrivial projective equivalence.
Theorem 6.3. On a closed Ka¨hler manifold (M, g) of arbitrary signature, any metric in JgK is
affinely equivalent to g.
Note that locally there are Ka¨hler metrics that are projectively equivalent, but not affinely
equivalent. A simple example is the flat metric. Examples with nonconstant sectional curvature
also exist.
Note that there exist closed Ka¨hler manifolds admitting an affinely equivalent nonproportional
metric. Indeed, take two compact Ka¨hler manifolds (M1, g1) and (M2, g2). The metrics g1 + g2
and g1 + 2g2 on the direct product M1 ×M2 are affinely equivalent.
Theorem 6.3 is an easy corollary of the following proposition:
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Proposition 6.4. Let (Mn, g, J), n = 2m ≥ 4, be a connected Ka¨hler manifold admitting a
solution aij of the metrisability equation which is not parallel. Then, at every point there exists a
nullity and B = 0.
The assumption that there exists a solution of the metrisability equation which is not parallel
is important: a generic Ka¨hler metric, and even the Fubini-Study metric, does not have nullity.
Let us now explain why Proposition 6.4 implies Theorem 6.3: Assume that on a closed Ka¨hler
manifold (M2m, g, J) we have a non-parallel solution of the metrisability equation. Combining
Proposition 6.4 with Theorem 6.1 we that there is a constant C such that Cg is the Riemannian
metric of constant sectional curvature +1. Thus the local holonomy group of the metric g is the
whole SO(2n), which is impossible since it should preserve the complex structure.
Proof of Proposition 6.4. We will work in the scale of the metric g. Let aij be a solution of the
metrisability equation (4.26). Then, as it was shown in [61, page 133] (see alternatively [51, Eq.
(1.4)]), there exists a function µ such that the following equation holds:
(6.2) nλi,j = µδ
i
j − aisRsj − aspRispj .
Let us now consider the (2,0)-tensor aˆij := aij + Jjj′a
i′j′J ii′ . It is hermitian by construction.
Since the complex structure J is parallel by the definition of Ka¨hler manifolds, the tensor aˆ clearly
satisfies
(6.3) aˆij,k = λ
igjk + λjgik +
(
λi
′
gj
′k + λj
′
gi
′k
)
J ii′J
j
j′ .
Hermitian tensors satisfying (6.3) were actively studied in the context of the so-called h- or
c-projectively equivalent metrics and of so-called Hamiltonian 2-forms. It is known (see e.g. [30,
Lemma 1] or more classical references given there) that the (1,1)-tensor λi,j commutes with the
complex structure J . It is also known (see e.g. [61, page 216] or [52, page 1336]) that if a hermitian
aˆij satisfies (6.3) there exists a function µˆ such that the following equation holds:
(6.4) nλi,j = µˆδ
i
j − aˆisRsj − aˆspRispj .
Let us now multiply (6.2) by J i
′
iJ
j
j′ ; using the symmetries of the curvature tensor for Ka¨hler
manifolds we obtain after renaming the indexes i′ → i and j′ → j:
(6.5) nλi,j = µδ
i
j − J ii′Jss′ai
′s′Rsj − Jpp′Jss′as
′p′Rispj .
Now, adding (6.2) and (6.5) and subtracting (6.4) we obtain
nλi,j = µ˜δ
i
j .
We see that (aij , λi) satisfies (4.38) with B = 0; in view of Proposition 4.34 our metric has nullity
with B = 0. Proposition 6.4 is proved. 
6.3. Projectively equivalent metrics with the same trace-free Ricci. Our goal is to prove
the following Theorem.
Theorem 6.5. On a connected M of dimension n ≥ 3, suppose that g and g¯ are non-affinely
projectively equivalent and have the same trace-free Ricci tensor, that is
(6.6) Rij − Rn gij = R¯ij − R¯n g¯ij ,
where Rij (resp. R¯ij) is the Ricci-curvature tensor and R = Rijg
ij (resp. R¯) is the scalar
curvature for g (resp. g¯). Then, the metric-projective class JgK has projective Weyl nullity at each
point p with constant B.
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Proof. We see that the condition (6.6) is a special case of the condition (4.41). So, by Theorem
4.37, λi lies in a projective Weyl nullity. Let U denote the open set of points p where λip 6= 0. On
the closure U of U we have therefore projective Weyl nullity, with B = R2n(n−1) on U .
On the open complement of U , if it is non-empty, λi is everywhere zero and so the metrics g and
g¯ are affinely related. This implies Rij = R¯ij and then, by (6.6), that the metrics are related by
Rgij = R¯g¯ij . If R 6= 0 at some point, and hence on some neighbourhood, of M \ U then on that
neighbourhood g and g¯ are both affinely and conformally related. Then, it follows that g and g¯
are related by constant dilation; this result of Weyl [69] is easily verified. But then, by Corollary
4.6, the metrics are related by constant dilation on M . This contradicts our assumptions in the
Theorem here. So the only possibility is that R = 0 everywhere on M \ U , and hence also on its
closure. In particular R is constant there.
Suppose that the scalar curvature R is constant on U then, using the observations just made, it
is constant onM . Note then, on all of M , we have a solution of the Gallot-Obata-Tanno equation
(3.11) with B◦ :=
R
2n(n−1) and f =
1
2gija
ij . This holds trivially on M \ U , as λi = 0 there, while
on U it follows from Proposition 4.15 (and its proof which shows that µ = −λ and df agree up
to a constant factor) and Proposition 4.16. By our assumptions in the Theorem, this solution is
not constant. So, by Theorem 3.26, the metric has the nullity at every point, Bg = B◦ and we
are done.
It remains to show that dR = 0 at every point; we will do it by contradiction. Suppose now we
have a point such that dR 6= 0; in a neighborhood of such a point we also have then dB 6= 0. Then
the metric has (in some open nonempty subset of this neighborhood, and up to multiplication of
the metric by a constant) the form (5.1), which, for cosmetic reasons we rewrite as
(6.7) g = (dt)2 + f(t)2
n−1∑
i,j=1
h(x1, ..., xn−1)ijdx
idxj ,
and the solution aij has a diagonal form (cf (5.4)) which, after multiplication by an appropriate
constant, is given by
aij = diag

f2(t) + C,C, ..., C︸ ︷︷ ︸
n−1

 ,
where C is a constant. Then, in view of (4.44) and (4.46), in these coordinates the metric g¯, up
to multiplication by a constant, is given by
(6.8) g¯ = C(C+f(t)2)2 dt
2 + f(t)
2
f(t)2+C
n−1∑
i,j=1
h(x1, ..., xn−1)ijdx
idxj .
For the (warped product) metrics g and g¯, one may explicitly calculate the Ricci and the scalar
curvatures and therefore the equation (6.6). Both metrics are actually warped product metrics,
and their curvatures were calculated many times in the literature and easily can be done by
computer algebra software; let us explain the idea we used in our calculations, since it will be
used below and also in the next section.
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We will use that the conformally equivalent metric 1f2 g is a direct product metric so its Ricci
tensor has the form
(6.9)


0
0
Rij


where
0
Rij is the Ricci-tensor of the (n − 1)-dimensional metric hij , and its scalar curvature is
simply the scalar curvature of hij . Now, it is well known (see e.g. [70]) that the Ricci-tensors and
the scalar curvatures of any the conformally equivalent metrics g and gˆ := e2ψg are related by
(6.10)
Rˆij = Rij − (n− 2)(ψ,ij − ψ,iψ,j)− (∆2 + (n− 2)∆1)gij ,
Rˆ = −e−2ψ(R + 2(n− 1)∆2 + (n− 1)(n− 2)∆1),
where ∆2 is the Laplacian of ψ, ∆2 = ψ,ijg
ij , and ∆1 is the square of the length of ψ,i in g,
∆1 := g
ijψ,iψ,j . We apply these formulae with the metric g in (6.10) replaced by the direct
product metric 1f2 g and with ψ = log f. After some relatively simple calculations we obtain Rij
as an algebraic expression in
0
Rij , hij , f , f
′ and f ′′, and also
0
R as an algebraic expression in
0
R,
f , f ′ and f ′′.
Similarly, the metric f
2+C
f2 g¯ which is conformally equivalent to the metric g¯ is also the direct
product metric so its Ricci curvature also takes the form given in (6.9). We again combine it
with (6.10) and calculate the scalar and the Ricci curvatures of g¯. Substituting the result of the
calculation into (6.11), we obtain that the matrix of
(6.11) Rij − Rn gij − R¯ij − R¯n gij
is given by
(6.12) diag

( 1
f2(f2+C)
)(
(n−1)(n−2)
n (ff
′′ − (f ′)2) + 1n
0
R
)
, 0, .., 0︸ ︷︷ ︸
n−1

 ,
where
0
R is the scalar curvature of the (n− 1)-dimensional metric hij . So only the (i = 1, j = 1)-
component of the obtained matrix may be nonzero. We see that the condition (6.6) is reduced to
one ODE, namely to the ODE
(6.13) (n− 1)(n− 2)(ff ′′ − (f ′)2) +
0
R = 0.
Note that the function f depends only on the variable t and the function
0
R on the variables
x1, ..., xn−1, this implies that the scalar curvature of the (n− 1)-dimensional metric hij is locally
a constant.
Let us now show that B is constant. We need to calculate calculate ψ,ij first: the only Christoffel
symbol we need is Γ000 (we think that the index 0 corresponds to the variable t) and it is given by
Γ000 =
1
2f
2 d
dt
(
1
f2
)
= − f ′f .
Then,
ψ,00 =
f ′′
f and ψ,0 =
f ′
f so ψ,00 − ψ,0ψ,0 = ff
′′−(f ′)2
f2 .
All other components of ψ,ij − ψ,iψ,j are zero. This implies
∆2 = ff
′′ and ∆1 = (f
′)2.
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Consider the vector field T i := ∂∂t ; we know that it lies in the nullity and is therefore an eigenvector
of the Ricci tensor with eigenvalue (n − 1)B. Clearly, T jRij = 0, so substituting (6.10) in the
condition that T i is an eigenvector of the Ricci tensor Rˆij (of g) with eigenvalue (n − 1)B we
obtain
−(n− 2) f ′′f−(f ′)2f2 − 1f2 (ff ′′ + (n− 2)(f ′)2) = (n− 1)B,
which after simplifications gives us
(6.14) B = − f ′′f .
Now it is an easy exercise to show that for any solution of (6.13) the function B given by (6.14)
is a constant. In order to do it, we combine (6.13) with (6.14) to obtain
B = −
0
R
(n−2)(n−1)
1
f2 +
(
f ′
f
)2
.
Then,
d
dtB = −2
0
R
(n−2)(n−1)
f ′
f3 + 2
f ′
f
f ′′f−(f ′)2
f2
= 2(n−2)(n−1)
f ′
f3
(
(n− 2)(n− 1)(f ′′f − (f ′)2) +
0
R
) (6.13)
= 0.
This shows that B is constant. This is a contradiction as the result was derived by assuming B
not constant. 
Corollary 6.6. On a closed connected M of dimension n ≥ 3, suppose that g and g¯ are non-
affinely projectively equivalent and have the same trace-free Ricci tensor. Then, for a certain
constant C 6= 0 the metric Cg is the Riemannian metric of constant positive sectional curvature.
Remark 6.7. Above, in (6.14), we have a formula for B for the metric (6.7). By essentially the
same calculations one can obtain the formula for B¯ = Bg¯ for g¯ given by (6.8):
B¯ = −
(
f2 + C
)
f ′′ − f (f ′)2
f
.
By direct calculation we see that the Liouville tensors Lijk defined in Remark 4.22 constructed
for g and for g¯ coincide, which proves that Lijk is a metric projective invariant as we claimed in
Remark 4.22.
Remark 6.8. As we recalled in Remark 4.22, in dimension 2, vanishing of Lijk implies that the
metric has constant curvature. For higher dimensions, it is not the case anymore locally, but still
since vanishing of Lijk implies that B = const, the following global analogue is true:
Let a closed connected (M, g) have Weyl nullity. Assume Lijk ≡ 0 on M . If g¯ is non-affinely
projectively equivalent to g, then, for a certain constant C 6= 0, the metric Cg is the Riemannian
metric of constant positive sectional curvature.
6.4. Metrics with two dimensional nullity and a nonparallel solution of the metris-
ability equation have B = const. As an easy by-product of calculations in the previous section
we obtain the following statement:
Lemma 6.9. Assume dimension is n ≥ 3. Suppose g has nullity. Assume dB 6= 0 at a point.
Then, there exists an open set U containing this point and an open U ′ ⊂ U such that U ′ is
everywhere dense in U and such that at each point of U ′ the nullity space is precisely 1-dimensional
An extension of this result to include dimension 2 is evidently impossible. In the case of
dimension 2 the nullity space is 2-dimensional at every point, but B is not necessary constant.
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Proof. In §5.1 we have seen that if dB 6= 0, then near this point the metric is given by the warped
product formula (6.7). As in the previous section, consider the conformally equivalent metric 1f2 g.
It is the product metric,
1
f2 g =
1
f2 dt
2 +
n−1∑
i,j=1
h(x)ijdx
idxj .
Its Ricci curvature and the Ricci curvature of the initial metric g are related by (6.10) (note that
in (6.10) the Ricci curvature of 1f2 g is called Rij and the Ricci curvature of g is called Rˆij). The
function ψ := log f depends on the variable t only, which implies that ∆2+(n−2)∆1 also depends
on the variable t only, if fact below we derive formulas for ∆2 and ∆1.
Should the nullity space be at least two-dimensional (at every point of the neighborhood we are
working in), then there would exist a vector field X i in the nullity such that it is orthogonal to
∂
∂t . We know from Proposition 3.1 that this vector is an eigenvector of the Ricci tensor Rˆij (of
g) with eigenvalue (n− 1)B. Since g is a product metric, for any vector Y i orthogonal to ∂∂t we
have ψ,ijY
i = ψiψ,jY
i = 0, we obtain that
(n− 1)BX i = RˆijXj (6.10)= 1f2
0
RijX
j − 1f2 (∆2 + (n− 2)∆1)Xj.
The factor 1f2 appeared in the right hand side because of the conformal coefficient
1
f2 . By
0
Rij we
understand the Ricci tensor of the metric 1f2 g with an index raised with the help of the metric
1
f2 g; the notation is compatible with that one in the previous section.
We see that X i is an eigenvector of
0
Rij with eigenvalue (∆2 + (n − 2)∆1) + (n− 1)f2B. By
construction the components of
0
Rij depend on the coordinates x1, ..., xn−1. We also know that
f2, (∆2+(n− 2)∆1) depend on the coordinate t only. Further the same is true of B, see Remark
5.1 in Section 5.1. Thus,
(6.15) (∆2 + (n− 2)∆1) + (n− 1)f2B = C
for a certain constant C.
This is essentially the same equation as (6.13), and we already know that for any solution of
this equation the function B is actually a constant, see the last part of the proof of Theorem 6.5.
We see that also in this case B is constant. 
Corollary 6.10. On a closed connected M of dimension n ≥ 3, suppose that g and g¯ are non-
affinely projectively equivalent. Assume that Weyl nullity space is at least two-dimensional at
every point. Then, for a certain constant C 6= 0 the metric Cg is the Riemannian metric of
constant positive sectional curvature.
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