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Abstrakt
Tato práce pojednává o modelu prostorového slyšeńı a srovnává ho s daľśımi
modely. Podle nejnověǰśıch výsledk̊u experiment̊u na savćıch hraje inhibice
velkou roli v určeńı časového posunu signálu mezi levým a pravým uchem.
Tento časový posun je pro nižš́ı frekvence kĺıčem k určeńı směru, odkud
zvuk přicháźı. Výsledky experiment̊u vedou k závěru, že prostorové slyšeńı
savc̊u pracuje na jiném principu než u pták̊u. Dnes existuje několik teo-
retických praćı, které se snaž́ı tento jev vysvětlit, ale naprostá většina
z nich je založena na mimořádně přesném časováńı v inhibičńı části obvodu.
Tento předpoklad je však odtržen od dosavadńı znalosti fyziologie. Na druhé
straně, modely popsané v této práci jsou založeny na faktu, že každý neu-
ron reaguje na podrážděńı s jistým náhodným zpožděńım. Pokud je tato
vlastnost uvážena v obvodu, ve kterém se objevuje inhibice, zpožděńı a de-
tektor koincidence, pak lze ukázat, že výstupńı frekvence obvodu odpov́ıdá
azimutu binaurálńıho zvuku na vstupu a současně experimentálně źıskaným
dat̊um. Modely jsou podepřeny analytickými výpočty a numerickými sim-
ulacemi zahrnuj́ıćımi i kochleárńı implantát.
Kĺıčová slova
prostorové slyšeńı, stochastický neuronový model, detektor koincidence, ko-
chleárńı implantát
Anglický abstrakt
In this work is presented stochastic model of binaural hearing in context of
another alternative models. According to latest experimental data on mam-
mals, inhibition plays a role in interaural time difference recognition, which
is a key for low frequency sound source localization. The outputs of experi-
ments may lead to the conclusion that the binaural hearing works differently
in mammals compared to birds. Nowadays there are a few theoretical works
addressing this new phenomena, but all of them are relaying on a very pre-
cise inhibition timing, which was never proved as physiologically valid. On
the other hand, models described in this work are based on the fact, that
every neuron has a random delay when reacting to an excitation. If this time
jitter is taken into account and combined with inhibitory signal, delay in
the neuronal circuit and coincidence detection, then the output firing rate
corresponds to the azimuth of the sound source. In this work it is shown,
that such a neuronal circuits are giving the same output results compared
to experimental data. The models are supported by analytical computations
and numerical simulations including simulation of cochlear implant.
Keywords
directional hearing, sound localization, stochastic neural model, interaural
time delay, coincidence detection, cochlear implant
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3.1 Zevńı ucho . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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Seznam zkratek
ABI auditory brainstem implant kmenový sluchový implantát
ACE advanced combination encoder zdokonalený kombinačńı kodér
AP action potential akčńı potenciál (nervový impuls)
AVCN anterior ventral cochlear nucleus antero-ventrálńı kochleárńı jádro
CA compressed analog komprimovaný analogový signál
CIS continuous interleaved sampling spojité prokládané vzorkovańı
DCN dorsal cochlear nucleus dorzálńı kochleárńı jádro
CD (DK) coincidence detection detekce koincidence
DSP digital signal processing digitálńı zpracováńı signálu
F0/F2 formant 0/ formant 1 strategie extrakce formant̊u
FFT fast Fourier transform rychlá Fourierova transformace
GJB2 gap junction protein beta 2 lidský gen kóduj́ıćı Connexin 26
ILD interaural level difference rozd́ıl intenzit mezi ušima
ITD interaural time difference časový rozd́ıl mezi ušima
KI cochlear implant kochleárńı implantát
LIAF leaky-integrate and fire neuron jako RC-obvod (RCC)
LNTB lateral nucleus of trapezoid body laterálńı jádro trapézového těĺıska
LSO lateral superior olive laterálńı oliva superior
MNTB medial nucleus of trapezoid body mediálńı jádro trapézového těĺıska
MPEAK multi-peak v́ıcenásobný spektrálńı vrchol
MSO medial superior olive mediálńı oliva superior
PVCN posterior ventral cochlear nucleus postero-ventrálńı kochleárńı jádro
RCC resistor - capacitor circuit obvod s rezistanćı a kapacitanćı
SMSP spectral maxima sound processor procesor spektrálńıch maxim
SPEAK spectral peak spektrálńı vrchol
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1 Úvod
Ćılem této práce je nab́ıdnout stručný úvod do problematiky prostorového
slyšeńı savc̊u a jeho modelováńı, na kterém pracuji během svého post-
graduálńıho studia na Ústavu patologické fyziologie 1. lékařské fakulty Uni-
verzity Karlovy.
V práci se nejprve zabývám geneźı a fyzikálńım popisem prostorového
zvukového vjemu. Následuje popis morfologie a fyziologie sluchového ústroj́ı
spolu s popisem hypotéz určeńı azimutu. Těžǐstě práce spoč́ıvá v popisu
vlastńıho modelu prostorového slyšeńı, který otev́ırá nový pohled na možné
fungováńı lokalizace zvuku u savc̊u.
Pro nižš́ı frekvence (u člověka do 1,5 kHz) je určeńı polohy založeno na de-
tekci fázového posuvu zvukového signálu mezi levým a pravým uchem. Aby
tato detekce mohla fungovat s přesnost́ı několika málo jednotek úhlových
stupň̊u, je třeba rozlǐsit časové rozd́ıly mezi akčńımi potenciály neuron̊u
v řádu deśıtek mikrosekund. S takovými nároky na přesnost nervového ob-
vodu se nesetkáme nikde jinde v nervovém systému savc̊u. Nepřekvaṕı proto,
že dosud neńı známo, jak je tento posuv nervovou soustavou dekódován.
Na rozd́ıl např́ıklad od genetiky je naše poznáńı v oblasti neurobiolo-
gie mnohem h̊uře uchopitelné a při popisu nervového systému nalézáme
obrovské množstv́ı neprobádaných ”b́ılých mı́st”. Jedńım z těchto mı́st je
bezpochyby i oblast prostorového slyšeńı savc̊u. Zat́ımco u pták̊u se podařilo
lokalizovat a popsat neuronálńı zapojeńı slouž́ıćı k určeńı zdroje zvuku,
u savc̊u na něco takového stále čekáme. Experimenty z konce devadesátých
let minulého stolet́ı ukázaly, že u savc̊u hraje d̊uležitou roli inhibice. Výsledky
měřeńı aktivity z těchto in vivo experiment̊u naznačuj́ı, že u savc̊u bude
zřejmě třeba hledat úplně jiný mechanismus než u pták̊u.
Námi vytvořené modely, presentované v této práci, se na problematiku
určeńı zdroje zvuku snaž́ı d́ıvat z pohledu pravděpodobnosti. Ukazuje se, že
pokud zohledńıme určité náhodné zpožděńı vzruch̊u z vláskových buněk a
jednotlivé neurony propoj́ıme ve shodě se známou anatomíı, źıskáváme na
výstupu obdobné výstupy jako experimentátoři. Źıskané modely jsou přitom
velice robustńı vzhledem k variaci vstupńıch parametr̊u.
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2 Fyzikálńı principy prostorového slyšeńı
Z fyzikálńıho hlediska je zvuk mechanické vlněńı š́ı̌ŕıćı se v pružném médiu.
Lidský sluch je schopen rozpoznat zvuk ve frekvenčńım rozsahu přibližně
od 20 Hz do 20 kHz. K jednoznačnému určeńı polohy zdroje zvuku v pros-
toru je třeba tř́ı detektor̊u schopných rozlǐsit fázi a amplitudu vlněńı. Při
použit́ı dvou detektor̊u neńı určeńı polohy fyzikálně jednoznačné, jak je
vidět z obrázku 1. Z pohledu zpracováńı prostorové informace u člověka je
výhodné rozložit úlohu na určeńı elevace a určeńı azimutu.
Obrázek 1: Schematické znázorněńı neurčitosti v trojrozměrném prostoru. Při
stereofonńım poslechu např́ıklad ze sluchátek jsou všechny body rotačńıho hyperboloidu
(anebo jeho asymptotického kužele = “cone of confusion”) stejně pravděpodobným mı́stem
umı́stěńı zdroje zvuku.
2.1 Kódováńı azimutu
Lokalizace zdroje zvuku v horizontálńı rovině s frekvenćı nižš́ı než 1,5 kHz
je založena na určeńı časového posunu mezi signálem levého a pravého ucha
– ITD (Interaural Time Difference). Pro vyšš́ı frekvence již časový posun
nekóduje azimut jednoznačně, podrobněji viz [Syka et al., 1981].
Jednomu časovému posunu odpov́ıdaj́ı všechny polohy zdroj̊u zvuku na
větv́ıch hyperboly, které jsou osově souměrné. Osou souměrnosti je osa uš́ı.
Na obrázku 2 jsou pro jeden konkrétńı úhel zakresleny dvě dvojice větv́ı








Obrázek 2: Schematické znázorněńı neurčitosti v dvojrozměrném prostoru. Vjem
prostorového slyšeńı ze stejně barevných větv́ı hyperboly je ekvivalentńı. Např́ıklad zvuk
z bodu A může být vńımán jako zvuk z bodu B.
dvojici větv́ı, a pro vzdálenosti a1,a2 a b1,b2 (viz obrázek 2) muśı platit:
a1 − a2 = b1 − b2. (1)
Pokud lež́ı zdroj zvuku na ose uš́ı, splývaj́ı tyto dvě větve hyperboly
v jedinou polopř́ımku. Přesnost určeńı se pohybuje v řádu jednotek stupň̊u.
Lokalizace zdroje zvuku v horizontálńı rovině s frekvenćı vyšš́ı než 1,5 kHz
je založena na určeńı rozd́ılu amplitudy mezi signálem levého a pravého ucha
– ILD (Interaural Level Difference).
2.2 Kódováńı elevace
Pro určeńı polohy zdroje zvuku ve vertikálńı rovině je využito směrové
charakteristiky ušńıho boltce. Tento mechanismus funguje správně až od
frekvence 500 Hz. Jedná se o mechanismus, který pracuje mono-aurálně a
přesnost určeńı se pohybuje v řádu deśıtek úhlových stupň̊u. Podrobnosti
lze nalézt např́ıklad v [Middlebrooks and Green, 1991].
2.3 Přesnost určeńı zdroje
Při určováńı posunut́ı dvou signál̊u uvažujeme vždy nějaký elementárńı ro-
zlǐsovaćı krok. V př́ıpadě digitálńıho signálu odpov́ıdá tento krok převrácené
hodnotě vzorkovaćı frekvence. Pro nahrávku v digitálńı CD kvalitě to jest se
vzorkovaćı frekvenćı 44,1 kHz docháźıme k rozlǐseńı 22,67 µs. Na obrázku
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3 jsou červenými úsečkami zobrazeny všechny možné zdroje zvuku, které
je možno při časovém kroku 22,67 µs rozlǐsit. Zvuky vycházej́ıćı z jiného
bodu se budou jevit jako přicházej́ıćı z nejbližš́ıho bodu lež́ıćıho na červené
úsečce.














Obrázek 3: Rozlǐsovaćı kroky v horizontálńı rovině. Červené úsečky ukazuj́ı všechna
rozlǐsitelná umı́stěńı zdroj̊u zvuku v bĺızkosti hlavy při vzorkovaćı frekvenci 44,1 kHz.
Rozměry jsou v centimetrech, interaurálńı vzdálenost čińı 17 cm.
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3 Morfologie a fyziologie sluchového ústroj́ı člověka
Sluchové ústroj́ı člověka děĺıme na zevńı, středńı a vnitřńı ucho. Zevńı a
středńı ucho slouž́ı ke vstupu a transformaci zvuku ze zevńıho vzdušného
prostřed́ı do tekutiny vnitřńıho ucha. Vnitřńı ucho pak slouž́ı k zakódováńı
výšky a intenzity zvuku do nervových vzruch̊u. Podrobný popis fyziologie
lze nalézt např́ıklad v monografii [Syka et al., 1981], popis inhibičńıch spo-
jeńı např́ıklad v [Brand et al., 2002]. Rozd́ıly mezi slyšeńım pták̊u a savc̊u,
včetně krátkého shrnut́ı evoluce ucha lze nalézt v [Grothe, 2003].
3.1 Zevńı ucho
Zvuk přicházej́ıćı z vněǰśıho zdroje je pro frekvence vyšš́ı než 500 Hz smě-
rován pomoćı ušńıho boltce. Maximálńı směrový účinek má ušńı boltec
pro zvuk o frekvenci 5 kHz, přicházej́ıćı ze směru v úhlu patnácti stupň̊u
odkloněného od interaurálńı osy a ve frontálńı rovině. Zvuk o této frekvenci a
stejné intenzitě přicházej́ıćı z jiného směru do daného boltce je vńımán jako
slabš́ı. Ušńı boltec také vytvář́ı výrazný akustický st́ın pro zvuky přicházej́ıćı
zezadu a umožňuje tak lokalizovat zvuky v předozadńı rovině. Na ušńı boltec
navazuje zevńı zvukovod.
Zevńı zvukovod je u člověka dlouhý asi 25 mm a má pr̊uměr kolem
7 mm, je ukončen bub́ınkem. Délka zvukovodu je parametrem určuj́ıćım
rezonančńı vlastnosti zevńıho zvukovodu. Experimentálně bylo změřeno, že
k maximálńı rezonanci docháźı mezi 3 kHz až 4 kHz, kdy docháźı ke zvýšeńı
intenzity zvuku asi o 12 dB.
3.2 Středńı ucho
Úlohou středńıho ucha je přenos zvukové energie z plynného prostřed́ı
vněǰśıho zvukovodu do prostřed́ı kapalného vnitřńıho ucha. Převod zvukové
energie z jednoho prostřed́ı do druhého je spojen se ztrátou energie, která
muśı být kompenzována činnost́ı středńıho ucha. O tom, jaká část energie
se přenese, rozhoduje poměr impedanćı obou prostřed́ı. Účinnost přenosu
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Koeficient β udává účinnost přenosu, r je poměr akustické impedance
vzduchu a perilymfy. Akustická impedance vzduchu je asi 415 kg.m−2.s−1,
akustická impedance perilymfy je srovnatelná s impedanćı mořské vody a
čińı asi 16,1×105 kg.m−2.s−1. Z výše uvedeného plyne, že r je rovno 4000.
Dosazeńım do rovnice (2) źıskáváme tedy β = 0.1% to jest −30 dB. Tato
ztráta energie muśı být nějak hrazena. V současné době jsou známy tyto
mechanismy hrazeńı ztrát:
1. Zvuk z relativně velké plochy bub́ınku (55 mm2), který má tvar mělké
nálevky (pr̊uměr 8 − 10 mm), je přenášen sluchovými k̊ustkami na
oválné okénko, které je téměř 20-krát menš́ı (3,2 mm2). Vzhledem
k tomu, že neńı účinná celá plocha bub́ınku, docháźı k ześıleńı asi
o 23 dB.
2. Středoušńı k̊ustky (klad́ıvko, kovadlinka, třmı́nek) tvoř́ı soustavu
pák, jej́ıž ześıleńı je asi 2,5 dB.
3. Bub́ınek svým nestejnoměrným zakřiveńım vytvář́ı speciálńı pákový
systém, který rovněž zesiluje signál.
Vedle výše popsaných struktur středńıho ucha je třeba zmı́nit r̊uzné vazy,
kterými jsou vázány sluchové k̊ustky a dva drobné svaly musculus ten-
sor tympani a musculus stapedii, které maj́ı shodnou funkci – kon-
trakćı snižovat přenos zvuku. T́ımto je zajǐstěna ochrana sluchu před př́ılǐs
intenzivńım zvukem. Vyrovnáńı tlakových poměr̊u mezi vněǰśım okoĺım a
středoušńı dutinou je uskutečňováno při polknut́ı faryngo-tympanickou
tubou (Eustachova trubice).
3.3 Morfologie vnitřńıho ucha
Úlohou vnitřńıho ucha je převod akustického vlněńı perilymfy na nervové
vzruchy, které kóduj́ı výšku a intenzitu zvuku. Základem vnitřńıho ucha je
kostěný hlemýžd’, který je dlouhý asi 35 mm a je stočen ve dva a p̊ul
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závitu. Trubice kostěného hlemýždě je rozdělena na dvě poschod́ı (scala
vestibuli a scala tympani) kochleárńı přepážkou. Poschod́ı jsou oddě-
lena obdobně jako jednosměrná schodǐstě rozhledny. Vchod na schodǐstě
vzh̊uru vede z předśıně (vestibulum) s oválným okénkem, na které
dosedá třmı́nek. Tato scala vestibuli procháźı pod stropem kostěného hle-
mýždě do jeho vrcholu, kde přecháźı na dolńı schodǐstě. Tato scala tympani
je zakončena okrouhlým okénkem.
Scala vestibuli je oddělena Reissnerovou membránou od scala media,
která je naplněna endolymfou. Od scala tympani je scala media oddělena
bazilárńı membránou.
Z bazilárńı membrány vyr̊ustaj́ı r̊uzné nosné elementy Cortiho orgánu,
které vytvářej́ı pravidelnou strukturu nesoućı retikulárńı membránu.
Tato porézńı struktura je protkána r̊uznými tunely a mikrotunely. V této
struktuře rovněž vedou nervy vláskových buněk, které jsou umı́stěny na
povrchu retikulárńı membrány. Vláskové buňky se dotýkaj́ı membrány tek-
toriálńı, která je zavěšena planparalelně nad retikulárńı.
Ohnut́ım stereocilíı (vlásk̊u) vláskové buňky na stranu bazálńıho těĺıska
docháźı k depolarizaci, směrem opačným k hyperpolarizaci. Rozlǐsujeme
vláskové buňky vnitřńı, kterých je asi 3500 a jsou uspořádány do jedné řady,
a vněǰśı, kterých je 15-18 tiśıc ve třech řadách. Od vnitřńıch vláskových
buněk vede asi 95% všech aferentńıch (dostředivě vedoućıch) nervových
vláken, od vněǰśıch zbylých 5% těchto vláken. Vnitřńı vláskové buňky maj́ı
tedy úlohu čit́ı, zat́ımco vněǰśı vláskové buňky úlohu zpětnovazebńı, kdy je-
jich napnut́ım může být tlumen posun tektoriálńı membrány v̊uči membráně
retikulárńı.
3.4 Fyziologie vnitřńıho ucha
Z bub́ınku je zvukový tlak převeden přes sluchové k̊ustky na oválné okénko.
Akustické vibrace se odtud š́ı̌ŕı nestlačitelnou nitroušńı kapalinou. Tlak se až
do frekvence 16 Hz vyrovnává plně přes okrouhlé okénko, které kmitá v pro-
tifázi. Při vyšš́ıch frekvenćıch se ale tlak nestač́ı vyrovnat, aniž by pohnul
kochleárńı přepážkou. Docháźı tedy k rozkmitáńı kochleárńı přepážky. Č́ım
je kmitočet vyšš́ı, t́ım se tlak vyrovná bĺıže ke třmı́nku (tonotopie, viz
obrázek 4). K tonotopii kochleárńı přepážky přisṕıvaj́ı i jej́ı mechanické
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vlastnosti. Bĺızko třmı́nku je přepážka užš́ı (0,05 mm) a postupně se rozšǐruje











Obrázek 4:Tonotopické uspořádáńı hlemýždě. Jednotlivé údaje na obrázku odpov́ıdaj́ı
maximálńımu prohnut́ı kochleárńı přepážky v závislosti na frekvenci zvuku. Frekvence je
uvedena v Hz.
Rozkmitáńım kochleárńı přepážky dojde k posunu mezi tektoriálńı a
retikulárńı membránou. Posunut́ı zhruba odpov́ıdá posunut́ı dvou plan-
paralelńıch rovin přitlačených k povrchu koule. To má za následek to, že na
jedné straně posunu docháźı k hyperpolarizaci vnitřńıch vláskových buněk,
na straně druhé k depolarizaci. Citlivost tohoto posunut́ı je nesmı́rná. Udává
se [Syka et al., 1981], že při intenzitách bĺızkých sluchovému prahu člověka,
docháźı k registraci výchylky o velikosti 0,1 nm.
3.5 Nervové dráhy
Sluchový nerv vycházej́ıćı z vnitřńıho ucha má u člověka asi 30 tiśıc vláken.
Obsahuje vedle vláken aferentńıch (dostředivě vedoućıch) asi 500 vláken
eferentńıch (odstředivě vedoućıch), která sestupuj́ı z olivy superior a za-
končuj́ı synapsemi na vláskových buňkách Cortiho orgánu. Počet synapśı
v jednotlivých úsećıch hlemýždě neńı konstantńı a dosahuje svého max-
ima (1400 vláken/mm) [Spoendlin and Schrott, 1989] zhruba v polovině
hlemýždě.
Aferentńı vlákna sluchového nervu vstupuj́ı do komplexu kochleárńıho
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jádra, které je součást́ı prodloužené mı́chy. Vlákna sluchového nervu se
uvnitř jádra rozděluj́ı na část vzestupnou, která zásobuje AVCN (antero-
ventrálńı kochleárńı jádro) a část sestupnou, která směřuje do PVCN
(postero-ventrálńı kochleárńı jádro) a DCN (dorzálńı kochleárńı jádro).
Z obou AVCN vedou nervová vlákna př́ımo do mediálńı olivy superiorMSO
a laterálńı olivy superior LSO. Do MSO, respektive do LSO vedou nervové
dráhy rovněž přes MNTB a LNTB (mediálńı a laterálńı jádro trapézového
těĺıska, medial and lateral nucleus of trapezoid body), ve kterých je nervový
vzruch transformován z excitačńıho na inhibičńı. Výše popsaná nervová
dráha je zachycena v obrázku 5.





Obrázek 5: Část inervace kochleárńıho jádra. Excitačńı vstupy (fialové) z antero-
ventrálńıho kochleárńıho jádra (AVCN) a inhibičńı (glycinergické) vstupy (r̊užové)
z MNTB a LNTB vstupuj́ı do mediálńı olivy superior (MSO).
Jak je vidět, MSO a LSO jsou prvńı mı́sta, kde se setkávaj́ı vzruchy
z levého a pravého ucha, maj́ı proto velký význam pro prostorové slyšeńı.
V MSO jsou zpracovávány nižš́ı frekvence (do 1 až 1,5 kHz), v LSO pak
frekvence vyšš́ı. Z hlediska morfologického v nich však u savc̊u nebyla ob-
jevena biologická struktura připomı́naj́ıćı zpožd’ovaćı linku. Přesná neu-
ronálńı spojeńı jsou zat́ım zčásti neznámá.
Z kochleárńıho jádra pokračuj́ı nervové dráhy přes několik daľśıch neu-
ron̊u do sluchové k̊ury (Heschl̊uv závit), která je ukryta v hloubi tem-
porálńı oblasti mozkové k̊ury. Sluchová k̊ura na mnoha mı́stech hranič́ı
s mı́sty nesluchovými, zvláště pak s asociačńımi oblastmi mozku.
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4 Hypotézy určeńı azimutu
Tato práce se zabývá určováńım azimutu pro nižš́ı frekvence (do 1,5 kHz),
kdy k vyhodnocováńı docháźı na základě rozd́ılu fázového respektive ča-
sového rozd́ılu signál̊u (ITD) v mediálńı olivě superior. Intenzitńım zpra-
cováńım zvuku v laterálńı olivě superior (pracuj́ıćım od 1,5 kHz) se zabývaj́ı
např́ıklad práce [Tollin, 2003], či [Park et al., 2004].
Od roku 1948 až do nedávné minulosti se předpokládalo, že určeńı az-
imutu na základě ITD je provedeno v takzvané Jeffressově zpožd’ovaćı lince
[Jeffress, 1948], [Joris et al., 1998].
Nové práce [Batra et al., 1997], [Recanzone, 2000], [McAlpine et al., 2001],
[Brand et al., 2002], [Grothe, 2003], [McAlpine and Grothe, 2003], nebo
[Magnusson et al., 2005], či [Fitzpatrick et al., 2000] však ukazuj́ı, že cho-
váńı neuron̊u v MSO neodpov́ıdá Jeffressově teorii. V uvedených praćıch se
ukazuje, že silnou roli při určováńı azimutu hraje inhibice. Proti Jeffressově
teorii rovněž svědč́ı to, že zpožd’ovaćı linka nebyla u savc̊u dosud morfo-
logicky prokázána. Vedle nových teoríı operuj́ıćıch s inhibićı se objevuj́ı i
teorie operuj́ıćı s tonotopicky posunutým zapojeńım binaurálńıch neuron̊u
[Joris et al., 2006] či teorie pracuj́ıćı na základě nástup̊u (on-set) akčńıch
potenciál̊u [Smith, 2001].
4.1 Jeffressova zpožd’ovaćı linka
Jeffressova zpožd’ovaćı linka je soustava vhodně zapojených detektor̊u koin-
cidence (DK). Uvažujme nyńı pro názornost zpožd’ovaćı linku složenou ze
sedmi DK, tak jak je uvedeno na obrázku 6. Všechny DK v rámci zpožd’ovaćı
linky maj́ı své vstupy A1−7 připojeny na zdroj signálu ZA a své vstupy
B1−7 na zdroj signálu ZB. Necht’ ZA představuje signál z levé strany, vstup
ZB signál ze strany pravé. Jediné, č́ım se jednotlivé DK od sebe lǐśı, jsou
vzdálenosti |ZAAn|, respektive |ZBBn|, pro vedeńı akčńıch potenciál̊u.
Pokud jsou poměry drah uspořádány tak, že |ZAA1| je minimálńı a |ZBB1|
maximálńı u prvńıho DK a |ZAAn| se lineárně zvětšuje, respektive |ZBBn|
zmenšuje směrem k posledńımu DK, kde naopak |ZAA7| je maximálńı a
|ZBB7| minimálńı, pak źıskáváme axonálńı zpožd’ovaćı linku. Ta je zo-








Obrázek 6: Schematické znázorněńı zpožd’ovaćı linky. ZA znač́ı signál z levého ucha,
ZB signál z ucha pravého. A1−7 respektive B1−7 jsou vstupy do detektor̊u koincidence (DK).
Výstupy z DK jsou označeny jako C1−7
ZB současně, dojde ke generováńı AP na C4, to je prostředńı DK, kde
|ZBB4| = |ZAA4|. Toto odpov́ıdá vybuzeńı zvukem, který je př́ımo před
námi, nebo př́ımo za námi (v́ıce o této neurčitosti v odd́ıle 2). Naopak,
pokud zachyt́ıme zvuk, který pocháźı př́ımo z naš́ı levé strany, bude ak-
tivován neuron prvńı, protože |ZAA1| << |ZBB1|.
4.2 Hypotézy reflektuj́ıćı roli inhibice
Experiment vyřazuj́ıćı strychninem inhibici v MSO [Brand et al., 2002] u-
kázal jej́ı d̊uležitost pro binaurálńı lokalizaci zdroje zvuku. Publikovaná
vysvětleńı operuj́ı s r̊uzně ř́ızeným posunem výstup̊u detektor̊u koincidence,
v práci [Brand et al., 2002] je tohoto posunu dosaženo velice rychlou in-
hibićı. Daľśı in vivo experimenty (viz dále) však ukazuj́ı, že uvažovaná
rychlost inhibice je až př́ılǐs vysoká.
V praćıch [McAlpine and Grothe, 2003], [Magnusson et al., 2005] nebo
také [Grothe, 2003] se operuje s rychlostmi nižš́ımi, přičemž požadované
naladěńı na konkrétńı zpožděńı se ustavuje až v několika prvńıch dnech po
té, co začne pracovat sluch. Otázkou však z̊ustává jak k takovému naladěńı
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docháźı a jak je ř́ızeno, respektive odkud se bere zpětná vazba správného
určeńı lokalizace.
Zaj́ımavou teorii založenou na anatomických zvláštnostech buněk v MSO
a podloženou detailńım neuronálńım modelem nab́ıźı [Zhou et al., 2005].
Tyto hypotézy a experimentálńı měřeńı však ale neodporuj́ı i jinému vy-
světleńı, které je popsáno v následuj́ıćım odd́ılu.
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5 Binaurálńı model prostorového slyšeńı
Náš model prostorového slyšeńı [Drapal and Marsalek, 2008] respektive
[Drapal and Marsalek, 2011] se snaž́ı nab́ıdnout možné vysvětleńı principu
funkce binaurálńı lokalizace zdroje zvuku u člověka pro nižš́ı frekvence. In-
spiraćı a základem se staly publikace [Marsalek and Kofranek, 2004],
[Marsalek and Lansky, 2005], [Marsalek and Kofranek, 2005] a v neposledńı
řadě [Marsalek and Drapal, 2007].
Model je koncipován tak, aby zjednodušeně nahradil biologické struktury
sluchové dráhy od výstupu z vláskové buňky po neuron MSO kóduj́ıćı az-
imut (směr odkud zvuk vycháźı) frekvenćı akčńıch potenciál̊u na výstupu.
Otázka transformace zvukového signálu na sled akčńıch potenciál̊u je disku-
tována v odd́ıle 8. Schéma modelu je zachyceno na obrázku 8.
Pro ńızké frekvence (zhruba do 1,5 kHz) je vzruch na výstupu z vláskových
buněk přesně synchronizován s fáźı zvuku vstupuj́ıćıho do ucha. Předpo-
kládejme nyńı, že š́ı̌ŕıćı se vzruch z vláskové buňky je náhodně zpožděn
např́ıklad na daľśı synapsi. Toto náhodné časové zpožděńı modelujeme po-
moćı beta rozděleńı inspirováni experimentálńım měřeńım populace neu-
ron̊u [Marsalek and Drapal, 2007]. Neńı to však podmı́nkou, obdobného
chováńı modelu lze dosáhnout i s normálńım či rovnoměrným rozděleńım
zpožděńı. Pro jednoduchost operujeme s pojmy levá a pravá strana, model
je však symetrický, jak je vidět na obrázku 8 a tak jsou tyto pojmy záměnné.
Náhodně zpožděný signál z levého a pravého ucha se setká na detektoru
koincidence (LDK/ PDK). Akčńı potenciál (AP) na výstupu detektor̊u koin-
cidence se objev́ı pouze tehdy, setkaj́ı-li se signály z levého a pravého ucha
v krátkém časovém okně, jak je vidět z obrázku 7.
AP z LDK jsou zpožděny. Toto zpožděńı je z biologického pohledu re-
alizováno již před vstupem do LDK v mediálńım a laterálńım jádře trapé-
zovitého tělesa, následně je signál invertován, docháźı ke změně z vedeńı
excitačńıho na inhibičńı. Z pohledu modelu nezálež́ı na tom, kdy dojde ke
změně z excitace na inhibici nebo kdy dojde ke zpožděńı, proto je tento krok
v modelu realizován až za detektorem koincidence. AP z LDK jsou vedeny
na inhibičńı synapsi (INH) v MSO. AP z PDK jsou přes excitačńı synapsi
(EXC) sečteny (respektive odečteny od) s výstupy z INH a se spontánńı






Obrázek 7: Koincidenčńı detektor využ́ıvaj́ıćı excitaci a inhibici. Složeńım signálu
z levého ucha (zelená křivka) a pravého ucha (červená křivka) źıskáváme signál zobrazený
modrou barvou. Tento signál je prahován jak v excitačńı, tak v inhibičńı větvi nervového
obvodu (prahy jsou vyznačeny fialově).
Poloha zdroje zvuku je kódována frekvenčně, to znamená, že ńızká frekvence
akčńıch potenciál̊u ukazuje na vlevo umı́stěný zdroj zvuku, vysoká frekvence
naopak na zvuk vycházej́ıćı zprava. Výsledná aktivita neuronu SOUČET
tedy odpov́ıdá azimutu.
5.1 Matematická analýza modelu
Výstup z levých, respektive z pravých vláskových buněk je náhodně posunut





s parametry αr = 2 a βr = 4 respektive αl = 4 a βl = 2, Γ() je gamma
funkce. Označ́ıme-li jednotkový skok v čase t jakoH(t) (Heavisidova funkce),
pak můžeme signál pro levé (l(t)) respektive pravé (r(t)) ucho zapsat
l(t) = H(t) ·H(1− t) · 20t(1− t)3, (4)
r(t) = H(t) ·H(1− t) · 20(1− t)t3. (5)
Graficky je beta rozděleńı zachyceno na obrázku 9. Pravděpodobnost ak-











Obrázek 8: Blokové schéma modelu. Náhodně posunutý vstup z levých a pravých
vláskových buněk (ucha) je veden do detektor̊u koincidence (LDK a PDK). Výstup
z LDK je zpožděn a veden inhibičńı větv́ı (INH). Celkový výstup z modelu je SOUČTEM
spontánńı aktivity (označené jako ŠUM) s výstupy z INH a EXC (excitačńı větev).
mezi levým a pravým uchem je rovna konvoluci obou signál̊u. Podrž́ıme-
li se vyjádřeńı beta rozděleńı pomoćı rovnic (4) a (5), můžeme využ́ıt
vlastnost́ı Laplaceovy transformace a źıskat konvoluci zpětnou transformaćı
součinu obou rovnic. Pro vyjádřeńı této zpětné transformace jsme využili
manipulátor symbolických výraz̊u v programu Matlab. Výsledný výraz zde
nevypisujeme, protože má v́ıce než dvacet člen̊u.
Ke stejnému výsledku dojdeme ńıže, v rovnici (8), při použit́ı integrálńıho










l(x)r(z − x)dx. (7)
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Obrázek 9: Grafy beta rozděleńı. Graf beta rozděleńı s parametry (2,4) a (4,2). Křivky







2 + q0, (8)
kde q9 = −0, 6349, q7 = 2, 8571, q4 = −20, q3 = 33, 33, q2 = −17, 1429,
q0 = 1, 5873.
Funkce q(z) je lichá, proto zde neuvád́ıme tvar pro interval od mı́nus jedné
do nuly, pro podrobnosti lze nahlédnout do [Marsalek and Drapal, 2007].
Nicméně výsledek rovnice (8) a výsledek zpětné Laplaceovy transformace
źıskaný výše je shodný. Prostým posunem výstupu z LDK v čase a součtem
s PDK źıskáváme závislost aktivity na výstupu na zpožděńı (ITD) na vs-
tupu. Pr̊uběh tohoto signálu je zachycen na obrázku 10.
5.2 Numerická simulace
Pro ověřeńı teoretických výsledk̊u a porovnáńı s experimentálńımi daty jsme
provedli numerickou simulaci. Jednotlivé komponenty modelu byly napro-
gramovány v Matlabu. Jako vstup diskrétńı simulace byl vždy použit zvuk
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Obrázek 10: Výstupńı aktivity z modelu. Červená křivka s maximem v ITD=0 je
výstup z PDK. V př́ıpadě vyřazeńı INH (to jest inhibičńıho vedeńı) odpov́ıdá výstupu ze
SOUČTu tato křivka. Modrá křivka s maximálńım sklonem v ITD = 0 je výstup z plně
funkčńıho modelu. Aktivita je zanesena v relativńıch jednotkách, časové zpožděńı signál̊u
(ITD) je v µs. Parametry simulace: je použito 100 paralelńıch vláken, frekvence zvuku je
1 kHz, trváńı zvuku je 20 ms, maximálńı časové rozostřeńı (jitter) na synapsi je 600 µs,
délka koincidenčńıho okna je 400 µs a velikost kroku ITD je 40 µs.
o jedné frekvenci. Pro každé zpožděńı bylo provedeno sto realizaćı, tomu
odpov́ıdá rozptyl na obrázku.
Výsledek simulace (výstup ze SOUČTU) je na obrázku 10 znázorněn
modrou čarou. Křivka má největš́ı sklon v bĺızkosti nulového ITD. Tento
výsledek koresponduje s experimentálně naměřenými daty na ṕıskomilech
[Brand et al., 2002], která jsou zobrazena na obrázku 11.
Červená křivka na obrázku 10 odpov́ıdá výstupu z detektoru koincidence
PDK respektive vstupu EXC. Pr̊uběh na vstupu INH je obdobný, ale in-
vertovaný a posunutý v čase o zpožděńı ZPOŽDĚNÍ.
Provedeme-li na modelu obdobný experiment jako A. Brand s ṕıskomily,
vyřad́ıme-li inhibičńı část, čehož bylo dosaženo v experimentu použit́ım
glycinového antagonisty strychninu, źıskáme na výstupu výše popsanou
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Obrázek 11: Experimentálńı data. Pr̊uměrovaná ITD funkce pro MSO neurony ṕıskomila
při normálńı funkci (modrá křivka) a po aplikaci strychninu (červená křivka). Převzato
z [Brand et al., 2002].




Kochleárńı implantát (KI) je jedna z nejdokonaleǰśıch smyslových náhrad,
která zpř́ıstupňuje sluchové vjemy osobám jinak zcela neslyš́ıćım. Principem
KI je př́ımá elektrická stimulace sluchového nervu elektrodou.
Historie kochleárńıch implantát̊u se zač́ıná psát v padesátých letech dva-
cátého stolet́ı. Jednalo se o jednoelektrodové KI, které byly v začátćıch
velice poruchové, jen velice málo uživatel̊u bylo schopno rozumět slov̊um,
sṕı̌se tento KI umožnil vńımat rytmus řeči. Přesto i jen to málo, co KI
zprostředkoval, zlepšilo schopnost odeźıráńı. Toto hmatatelné zlepšeńı však
podpořilo daľśı výzkum v této oblasti, který nebyl pouze technicky obt́ıžný,
ale narážel dokonce i na etické hranice. Př́ımá stimulace nerv̊u elektrodami
KI a jejich umı́stěńı do hlavy pacienta nebyla v tehdeǰśı době pro řadu vědc̊u
a lékař̊u přijatelná.
Postupem času došlo ke zvýšeńı počtu elektrod, heuristickému předzpra-
cováńı signálu, úpravě elektrod na základě zkušenost́ı s vývojem kardios-
timulátoru, miniaturizaci bud́ıćı části a podobně. V následuj́ıćıch podkapi-
tolách vycháźım předevš́ım z těchto zdroj̊u [Loizou, 1998], [Clark, 2003],
[Swanson, 2001] a [Vondrášek, 2008].
6.1 Hluchota
Bilatelárńı hluchota či velice silná nedoslýchavost (v́ıce než 90 dB) je základ-
ńım předpokladem pro implantaci KI. Zavedeńım elektrod KI do hlemýždě
dojde ke zničeńı př́ıpadných posledńıch zbytk̊u sluchu. Strategie unilaterálńı
implantace KI bývá proto někdy obhajována z toho d̊uvodu, že se očekává
možnost nové léčby hluchoty, kterou bude moci provést v budoucnosti.
Hluchota může mı́t řadu značně variabilńıch př́ıčin. Může být geneticky
podmı́něná (GJB2 mutace, dědičná otoskleróza), může vzniknout při ni-
troděložńım vývoji (syfilis matky), předčasným porodem, vlivem infekce
(meningitida, spalničky, AIDS, HIV, chlamydióza), extrémně silným hlukem
či už́ıváńım některých ototoxických lék̊u (aminoglykozidy).
Z pohledu schopnosti naučeńı se rozumět řeči je d̊uležité rozlǐsovat prel-
ingválńı a postlingválńı hluchotu. Pacienti postlingválně hluš́ı jsou často
schopni slyšet okamžitě po aktivaci KI, na rozd́ıl od prelingválně hluchých,
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kteř́ı se muśı nejprve řeč naučit a to ve zt́ıžených podmı́nkách omezených
spektrem zvuk̊u zprostředkovaných KI.
Schopnost mozku naučit se využ́ıvat zvukovou informaci je časově omezena
a trvá maximálně do adolescence. Nejlepš́ıch výsledk̊u dosahuj́ı prelingválně
hluché děti, kterým byl KI implantován časně (maximálně do čtyř let).
Pokud je implantace provedena až kolem devátého roku či později, lze
očekávat, že zpracováńı zvukové informace nebude úplně funkčńı.
Implantace prelingválně hluchých v dospělosti nemá d́ıky omezenému
trváńı vývojové plasticity mozku již žádný efekt. Sluchová centra jsou ob-
sazena jinými funkcemi a pacienti se slyšet nenauč́ı.
6.2 Hlas
Hlavńı funkćı KI je zprostředkovat lidské hlasové projevy. Maximum infor-
mace v řeči lež́ı ve frekvenčńım pásmu mezi 300 Hz - 3,4 kHz (standard
mezinárodńı telekomunikačńı unie).
Aby přenos informace byl maximálńı, muśı KI zachovávat charakteristické
znaky mluvené řeči. Jde předevš́ım o základńı frekvenci generovanou hla-
sivkami společně s př́ıslušnými rezonančńımi maximy tzv. formanty, které
vznikaj́ı rezonancemi v ústńı dutině. KI muśı tedy provádět frekvenčńı
analýzu zvuku a př́ıslušná maxima (formanty) zachovávat.
6.3 Výběr pacienta pro zavedeńı kochleárńıho implantátu
Aby pacient po implantaci KI s velikou pravděpodobnost́ı slyšel, je třeba,
aby byly splněny následuj́ıćı podmı́nky:
• Sluchový nerv muśı být neporušený a správně pracuj́ıćı. Elektrody KI
totiž proudově stimuluj́ı tento nerv. Nicméně i osoby s porušeným slu-
chovým nervem mohou využ́ıvat zař́ızeńı pracuj́ıćı na obdobném prin-
cipu jako KI, jedná se např́ıklad o ABI (auditory brainstem implants).
• Pacient muśı být schopen podstoupit operaci, která prob́ıhá v celkové
anestezii a trvá jeden a p̊ul až osm hodin.
• Sociálńı zázemı́ pacient̊u, předevš́ım prelingválně hluchých, muśı být
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dostatečně kvalitńı, aby mohl prob́ıhat nácvik porozuměńı řeči a mlu-
veńı.
6.4 Konstrukce kochleárńıho implantátu
Ve světě existuje několik komerčńıch výrobc̊u KI, např́ıklad Med–El (Rak-
ousko), Cochlear (Austrálie), Advanced Bionics (USA) nebo Neurelec (Fran-
cie). Nicméně každý KI se skládá z těchto část́ı:
• mikrofon – slouž́ı k převodu zvuku (tlaku) na elektrický signál
• digitálńı signálový procesor (DSP) – mikroprocesor, který ana-
lyzuje zvuk a konvertuje jej na elektrické signály
• přenosový systém, který přenáš́ı elektrické signály z DSP do vlastńıho
implantátu; toto se děje většinou indukčńı cestou
• sada elektrod implantovaných do kochley, které proudově bud́ı slu-
chový nerv
Toto uspořádáńı je zobrazeno na obrázku 12.
6.4.1 Mikrofon a signálový procesor
Mikrofon společně s digitálńım signálovým procesorem a napájećı bateríı
bývá většinou umı́stěn ve společném pouzdře. Toto pouzdro bývá bud’
miniaturńıho rázu a bývá zavěšeno za uchem, podobně jako naslouchadla.
Druhá varianta pouzdra bývá větš́ı a je poč́ıtáno s t́ım, že bude nošena
přichycena někde na těle či v oblečeńı. Výhodou větš́ı varianty je možnost
umı́stěńı kapacitněǰśıch bateríı (což vede k prodloužeńı intervalu údržby) a
zvýšeńı robustnosti zař́ızeńı.
Hlavńı úlohou signálového procesoru je rozklad zvukového signálu na jed-
notlivé frekvenčńı složky, jejich klasifikace, výběr a převod na proudové
hodnoty jednotlivých elektrod.
6.4.2 Přenosový systém
Přenos energie a informace do implantátu může být bud’ transkutánńı nebo
perkutánńı. Naprostá většina systémů použ́ıvá k přenosu transkutánńı in-
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dukčńı systém, kdy vyśılaćı část vytvář́ı elektromagnetické pole, které in-
dukuje v ćıvce v přij́ımaćı části elektrický proud, který je použit na napájeńı
vlastńıho implantátu. Systém pracuje většinou na dvou frekvenćıch, kdy
jedna slouž́ı k přenosu energie a druhá k přenosu informace.
Výhodou tohoto uspořádáńı je úplné uzavřeńı implantátu do těla, kdy
přij́ımaćı ćıvka je překryta k̊už́ı a je tak zabráněno infekci. V přij́ımaćı
části je umı́stěn permanentńı magnet, který přidržuje vyśılaćı ćıvku. Určitou
nevýhodou je následná nemožnost podstoupit vyšetřeńı hlavy magnetickou
rezonanćı. Nicméně nověǰśı KI tento nedostatek odstraňuj́ı použit́ım vyj́ı-
matelného magnetu, po jehož odstraněńı je možné podstoupit magnetickou
rezonanci do śıly 1,5 T.
Perkutánńı systém je jinou výjimkou, sestává pouze ze zásuvky a elektrod
a je proto vhodný k výzkumným účel̊um, kdy je možné elektrody ovládat
př́ımo, bez jakýchkoliv omezeńı.
Obrázek 12: Kochleárńı implantát. Umı́stěńı KI v těle. [Převzato z volně šǐritelného
propagačńıho materiálu od National Institutes of Health].
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6.4.3 Sada elektrod
Prvńı kochleárńı implantáty byly pouze jednoelektrodové [Loizou, 1998].
Jedna elektroda nemohla samozřejmě stimulovat sluchový nerv tak, aby
pacient rozlǐsoval r̊uzně vysoké tóny a tak se postupně vyvinuly systémy
v́ıceelektrodové. Moderněǰśı systémy využ́ıvaj́ı dvanáct až dvacet čtyři elek-
trod, jejichž vzdálenosti jsou zhruba od 2,5 do p̊ul milimetru. Daľśı zvýšeńı
počtu je omezeno počtem zdravých neuron̊u, které mohou být excitovány
a předevš́ım rozptylem elektrické stimulace. Vzhledem k tomu, že š́ı̌reńı
proudu od zdroje je téměř symetrické docháźı k podrážděńı v́ıce neuron̊u
najednou. Oblast excitace je možné zmenšit bipolárńı stimulaćı. Zat́ımco
při unipolárńı stimulaci teče proud z jedné elektrody směrem k elektrodě
referenčńı, při bipolárńı stimulaci teče proud většinou mezi soused́ıćımi
nebo bĺızce soused́ıćımi elektrodami. Jednotlivé strategie jsou zobrazeny na





Obrázek 13: Různé stimulačńı módy elektrod. a) bipolárńı stimulace, b) stimulace
se společnou zemı́, c) monopolárńı stimulace; v horńı části je vždy zobrazeno pole in-
trakochleárńıch elektrod, v dolńı části kuličková referenčńı elektroda, která někdy bývá
nahrazena kovovým pouzdrem stimulátoru. Upraveno podle [Loizou, 1998].
Elektrody stimuluj́ı sluchový nerv proudově. Jedná se o proud v řádu
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deśıtek mikroampér̊u (µA). Č́ım je proud silněǰśı, t́ım je aktivováno v́ıce
vláken sluchového nervu a pacient vńımá zvuk jako hlasitěǰśı. Na základě
polohy elektrody v hlemýždi pak pacient vńımá rozd́ılnou výšku tónu –
viz obrázek 4. Některé komerčńı implementace využ́ıvaj́ı takzvané virtuálńı
elektrody, které vznikaj́ı buzeńım sousedńıch elektrod nižš́ım proudem, který
dosáhne d́ıky superpozici nejvyšš́ı hodnoty mezi elektrodami a vyvolá tak





kde f1 a f2 je frekvence zvukového vjemu z prvńı a druhé elektrody.
Stimulace může být bud’ analogová, kdy docháźı k stimulaci spojitým
signálem, který odpov́ıdá zvuku vyfiltrovanému frekvenčńı propust́ı (tono-
topicky odpov́ıdaj́ıćı poloze elektrody v hlemýždi), nebo pulsńı, kdy infor-
mace je přenášena řadou impuls̊u o vysoké frekvenci, tak aby jejich složeńım
vznikla podobná frekvenčńı obálka jako na vstupu. Výhodou pulsńı stim-
ulace je možnost sériového buzeńı jednotlivých elektrod a t́ım pádem za-
mezeńı interakćı mezi kanály. Tato serializace však může mı́t i negativńı
dopady např. při určováńı časového rozd́ılu při binaurálńım slyšeńı bi-
laterálně implantovaných pacient̊u.
Stimulačńı proud muśı mı́t nulovou středńı hodnotu, aby nedocházelo
k elektrolýze tkáně a nesmı́ být př́ılǐs veliký, aby nedošlo i z dlouhodobého
hlediska ke korozi elektrod či poškozeńı tkáně. Elektrody jsou umist’ovány
nejčastěji do scala tympani, protože jsou tak nejbĺıže zakončeńım sluchového
nervu a jednoduše sleduj́ı tonotopické uspořádáńı. Elektrody jsou zavedeny
asi 22–30 milimetr̊u hluboko (maximálńı pr̊uměrná hloubka hlemýždě je
35 mm).
6.5 Zpracováńı signálu a kódovaćı strategie
Zpracováńı signálu pro v́ıceelektrodové KI můžeme rozdělit do dvou základ-
ńıch kategoríı: strategie zachovávaj́ıćı pr̊uběh signálu a strategie založené na
extrakci spektrálńıch vlastnost́ı signálu (na př́ıklad zachováńı formant̊u).
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Obrázek 14: Kochleárńı implantát. Přij́ımaćı ćıvka a sada elektrod kochleárńıho im-
plantátu SONATA společnosti MED–EL. [Převzato z tiskové zprávy společnosti MED–
EL.]
6.5.1 Strategie CA a CIS
Mezi strategie zachovávaj́ıćı pr̊uběh patř́ı CA (Compressed–Analog) strate-
gie, která pouze filtruje signál pásmovými propustmi (středńı frekvence
odpov́ıdá umı́stěńı elektrody v kochlee) a upravuje ześıleńı [Loizou, 1998].
Ukázalo se, že při použit́ı CA strategie docháźı k ovlivněńı mezi jed-
notlivými kanály (rušeńı). Proto byla vyvinuta CIS (Continuous Interleaved
Sampling) strategie, která stimuluje impulsem vždy jen jednu elektrodu a
cyklicky elektrody stř́ıdá. U CIS strategie, při které dosahuj́ı pacienti vyšš́ıho
skóre ve všech testech porozuměńı, můžeme měnit tyto parametry:
• frekvenci a š́ı̌rku impuls̊u – nejlepš́ıho porozuměńı dosahuj́ı pacienti
s impulsy o frekvenci 800 až 2500 Hz a délce impulsu kolem 30 µs.
• pořad́ı stimulace elektrod – může být tonotopické to jest stimulace
elektrody č́ıslo 1, 2, 3, 4, 5,. . . nebo nějakým zp̊usobem zamı́chané: 6,
3, 5, 2, 4,. . . Opět plat́ı, že u každého pacienta vyhovuje jiná strategie.
• kompresńı funkce obálky vstupńıho signálu – převád́ı akustickou
amplitudu zvuku na amplitudu jednotlivých impuls̊u.
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Funkce komprese je nezbytná vzhledem k omezené škále amplitud elek-
trických impuls̊u oproti vstupńımu akustickému signálu. V praxi se jedná
zhruba o poměr 30 dB ku 5 dB. Ke kompresi bývá většinou použita loga-
ritmická funkce (obrázek 15), jej́ıž parametry je možné ladit individuálně
dle potřeb pacienta. Druhou využ́ıvanou komprimačńı funkćı je funkce moc-
ninná, která má výhodu v tom, že tvar a strmost je možné měnit jediným
parametrem, kterým je exponent p. Je-li výstupńı proud roven
I = A log(x) +B (10)









B = THR− Axpmin (12)
xmin resp. xmax je minimálńı resp. maximálńı vstupńı úroveň, THR je pra-
hová úroveň, MCL je maximálńı ještě př́ıjemná velikost bud́ıćıho proudu.
6.5.2 Strategie extrakce formant̊u
Strategie F0/F2 byla prvńı extrakčńı strategie vyvinutá pro KI Nucleus na
začátku osmdesátých let. Jak napov́ıdá název pracovala na principu extrakce
fundamentálńı frekvence formantu (F0) a druhého formantu (F2). Přičemž
frekvence F0 byla hledána v signálu filtrovaném dolńı propust́ı (270 Hz),
F2 obdobně s použit́ım pásmové propusti (1–4 kHz). Tato strategie měla
u některých pacient̊u unikátně dobré výsledky [Loizou, 1998].
V polovině osmdesátých let byla strategie F0/F2 rozš́ı̌rena o prvńı for-
mant F1, který je velice d̊uležitý pro srozumitelnost i pro normálně slyš́ıćı
osoby (označeńı F0/F1/F2). Na základě frekvence F1 a F2 jsou buzeny
př́ıslušné elektrody, které odpov́ıdaj́ı dané frekvenci. V KI Nucleus WSP
byly použity bifázické impulsy, kdy každá fáze trvala 200 µs a jednotlivé
impulsy byly odděleny 800 µs mezerou, aby nedocházelo k interakćım mezi
kanály. Jako ve strategii F0/F2 byly elektrody stimulovány frekvenci F0
impuls̊u za sekundu u znělých hlásek a zhruba 100Hz u neznělých. Neńı
překvapivé, že porozuměńı při strategii F0/F1/F2 zlepšilo srozumitelnost







Obrázek 15: Logaritmická komprese použ́ıvaná v r̊uzných kódovaćıch strategíıch KI.
Kompresńı funkce mapuje vstupńı akustický signál z rozsahu [xmin,xmax] na výstupńı elek-
trický signál do rozsahu [THR,MCL]. xmin resp. xmax je minimálńı respektive maximálńı
vstupńı úroveň, THR je prahová úroveň, MCL je maximálńı ještě př́ıjemná velikost bud́ıćıho
proudu.
6.5.3 Spektrálńı strategie MPEAK
Strategie MPEAK (zkratka pro Multiple PEAK) vznikla evolućı strategie
F0/F1/F2, oproti které došlo k mı́rnému rozš́ı̌reńı frekvenčńıho okna pro
formant F2 a z tohoto pásma pak bylo vybráno v́ıce spektrálńıch maxim
ve třech podpásmech pevně svázaných se třemi elektrodami. Toto rozš́ı̌reńı
bylo motivováno jednak snahou o zlepšeńı reprezentace formantu F2 a na
druhé straně snahou o přenos informace o vyšš́ıch frekvenćıch, které jsou
d̊uležité pro souhlásky. Ukázalo se, že rozš́ı̌reńı přineslo zlepšeńı ve slovńım
testu asi o 30% ve srovnáńı s F0/F1/F2. Ačkoliv se strategie MPEAK
ukázala jako efektivńı v extrakci d̊uležité informace z mluveného slova,
má jedno hlavńı omezeńı, stejně jako F0/F2 a F0/F1/F2 strategie. T́ımto
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omezeńım je chybovost algoritmu extrakce formant̊u zejména v zašuměném
signálu.
6.5.4 Spektrálńı strategie SMSP
Na začátku devadesátých let byl vyvinut nový procesor SMSP (Spectral
Maxima Sound Processor), který opustil cestu extrakce formant̊u, kv̊uli
problému popsanému výše a vydal se cestou detekce spektrálńıch maxim.
Vstupńı signál byl pásmovými propustmi rozdělen na 16 nezávislých pásem
s centrálńımi frekvencemi od 250 Hz do 5,4 kHz a v těchto pásmech byla
nalezena spektrálńı maxima. Z těchto 16 maxim je v rámci 4ms okna vybráno
6 s největš́ı amplitudou. Po logaritmické kompresi (viz 6.5.1) je signál přive-
den do 6 odpov́ıdaj́ıćıch elektrod jako bifázické impulsy o frekvenci 250 Hz.
V klinických testech SMSP strategie byla opět lepš́ı ve srovnáńı s MPEAK.
6.5.5 Spektrálńı strategie SPEAK
Strategie SPEAK (Spectral PEAK), která je využita i v dále uvedeném
modelu prostorového slyšeńı, je v mnohém podobná SMSP strategii. Oproti
SMSP použ́ıvá 20 pásem od 250 Hz do 10 kHz, ze kterých procesor dynam-
icky vyb́ırá 5–10 v závislosti na vstupńım signálu. Buzeńı elektrod prob́ıhá
na frekvenci 180 až 300 Hz v závislosti na individuálńım rozhodnut́ı pacienta
a množstv́ı buzených elektrod. Při vyšš́ım počtu aktivovaných elektrod
je frekvence buzeńı nižš́ı. Dynamický výběr maxim oproti pevně danému
časovému oknu 4 ms u SMSP umožňuje zachováńı nejen spektrálńıch vlast-
nost́ı zvuku, ale i časových, což je mimořádně d̊uležité pro binaurálńı slyšeńı.
Ve srovnáńı se strategíı MPEAK je SPEAK úspěšněǰśı ve všech druźıch
test̊u, předevš́ım pak v těch, které jsou zat́ıženy šumem.
6.5.6 Strategie kódováńı ACE
Strategie ACE (Advanced Combination Encoder) je podobná strategii
SPEAK, kombinuje však vyšš́ı počet pásem (22) a vyšš́ı stimulačńı frekvenci.


























Obrázek 16: Strategie ACE. Vstupńı signál z mikrofonu je vzorkován frekvenćı 16 kHz a
rozdělen na segmenty o délce 128 vzork̊u s t́ım, že docháźı k 75% překryvu sousedńıch seg-
ment̊u. Z každého segmentu je spoč́ıtáno spektrum pomoćı algoritmu rychlé Fourierovy
transformace (FFT). Signál je následně rozdělen pomoćı 22 pásmových propust́ı. Pro
každé pásmo je vypoč́ıtána jeho energie. Na základě nastaveńı je vybráno několik nej-
silněǰśıch pásem, maximálně však dvacet. Informace obsažená v nevybraných pásmech se
dále nikam nepřenáš́ı. Signál ve vybraných pásmech se zkomprimuje pomoćı logaritmické
funkce. Generátor převede zkomprimovaný signál na proudové impulsy při dané stimulačńı
frekvenci. V paměti je uložen: počet vyb́ıraných energetických maxim, stimulačńı frekvence,
parametry komprese, maximálńı a minimálńı bud́ıćı úrovně (pro každý kanál zvlášt’), délka
impulsu, mezery mezi impulsy a druh stimulace. Upraveno podle [Vondráška, 2008].
6.6 Porozuměńı řeči u pacient̊u s kochleárńım implantátem
Schopnosti porozumět mluvené řeči se u pacient̊u s KI dramaticky lǐśı a
to i v př́ıpadě, že jsou vybaveni stejným typem KI. Lze však naj́ıt několik
faktor̊u, které tyto schopnosti ovlivňuj́ı:
• Celková doba hluchoty má silně negativńı efekt na výkonnost po-
rozuměńı mluvené řeči. Pacienti, kteř́ı trpěli hluchotou kratš́ı dobu
vykazuj́ı lepš́ı výsledky než ti s deľśı periodou hluchoty.
• Doba začátku hluchoty rovněž velice ovlivňuje výkonnost porozu-
měńı. Postlingválně hluš́ı dosahuj́ı lepš́ıch výsledk̊u než prelingválně
hluš́ı.
• Věk, kdy je KI implantován je zásadńım faktorem u prelingválně
hluchých. Zjednodušeně lze ř́ıci, č́ım později t́ım h̊uře.
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• Délka použ́ıváńı KI pozitivně ovlivňuje výkonnost.
• Fyziologické faktory jako počet funkčńıch synapśı sluchového nervu,
inteligence a komunikativnost.
• Technické faktory jako bud́ıćı dynamický rozsah elektrod, strategie
zpracováńı zvuku, umı́stěńı a hloubka zasunut́ı elektrod.













current [µA]                   
Obrázek 17: Stimulačńı signál jedné elektrody KI. Nejsilněǰśı signál jedné z dvaceti
elektrod KI při použit́ı strategie SPEAK a komplexńıho zvuku – mluveného slova.
6.7 Binaurálńı slyšeńı a kochleárńı implantáty
Jedńım z ćıl̊u při vyv́ıjeńı modelu binaurálńıho slyšeńı je aplikovat ob-
jasněné mechanismy při konstrukci respektive programováńı kochleárńıch
implantát̊u. V současné době existuje ve světě řada pacient̊u se dvěma
kochleárńımi implantáty (KI). Na prvńı pohled by se mohlo zdát, že správné
funkci prostorového slyšeńı nic nebráńı. V praxi se však ukazuje, že mnoho
pacient̊u je schopno jen obt́ıžně schopno lokalizovat zdroj zvuku. Jak uvád́ı
[Majdak et al., 2006], hlavńı problémy zp̊usobuje chyběj́ıćı synchronizace
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mezi oběma kochleárńımi implantáty (současná technická řešeńı se syn-
chronizaćı nepoč́ıtaj́ı), nestejná frekvence obou procesor̊u, ńızká vzorkovaćı
frekvence, sériová stimulace elektrodami a výběr pouze nejsilněǰśıch signál̊u
ze spektra.
Podle nedávných výzkumů téže v́ıdeňské skupiny [Laback et al., 2007] se
ukazuje, že umělé zavedeńı zpožděńı do signálu, podobně jako ve výše pop-
saném modelu, může u pacient̊u s KI zlepšit schopnost prostorové lokalizace.
Odpověd’ na bipolárńı stimulaci elektrodou kochleárńıho implantátu silně
záviśı na modulaci signálu [Litvak et al., 2001]. Za účelem modelováńı lze
odpověd’ vláskové buňky dobře aproximovat modelem popsaným v pub-
likaci [Bruce et al., 1999b] a [Bruce et al., 1999a]. Pokud by se podařilo
zlepšit schopnost lokalizace zdroje zvuku u pacient̊u se dvěma KI, vedlo
by to k zlepšeńı slyšeńı v situaci nazývané “cocktail-party problem”, neboli
problém koktejlového več́ırku [Nie et al., 2005].
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7 Klinické aspekty prostorového slyšeńı
Základńı funkćı binaurálńıho prostorového slyšeńı savc̊u je rozpoznáńı az-
imutu zdroje zvuku. Tato lokace pracuje na fyzikálńım principu. Na základě
znalosti frekvence zvuku je využit bud’ časový či intenzitńı kĺıč. Pokud se
jedná o známý zvuk (např́ıklad hlasový projev zv́ı̌rete) je možné rozpoznat
i vzdálenost zdroje zvuku. Určeńı vzdálenosti neńı možné jen na základě
fyzikálńıho principu poklesu intenzity zvuku se vzdálenost́ı. Je třeba znát hl-
asitost zdroje zvuku, např́ıklad typický hlasový projev určitého živočǐsného
druhu. Bez této znalosti nelze rozpoznat bĺızký tichý zdroj od vzdáleného
hlasitého.
V př́ıpadě člověka žij́ıćıho ve středoevropském regionu neńı rozpoznáńı
azimutu a intenzity zvuku otázkou přežit́ı. Na druhé straně tomuto tvrzeńı
částečně odporuje nař́ızeńı z USA, které ukládá výrobc̊um elektromobil̊u,
které jsou jinak prakticky bezhlučné, aby generovaly nějaký zvuk. Stejně
tak lidové označeńı moderńıch motorových železničńıch souprav termı́nem
”tichá smrt”otv́ırá prostor k polemice.
Prostorové slyšeńı hraje určitou roli i v orientaci v prostoru, což je zejména
d̊uležité pro nevidomé osoby, kteř́ı si vytvářej́ı na základě echa jistý druh
prostorové mapy. S binaurálńım slyšeńım souviśı rovněž jev předcházeńı.
Vı́ce o tomto jevu je v kapitole 9. Jako klinicky nejd̊uležitěǰśı se ovšem jev́ı
efekt nazývaný binaurálńı hladina maskováńı, známý rovněž pod anglickým
názvem cocktail party problem.
7.1 Problém na koktejlovém več́ırku
S efektem binaurálńı hladiny maskováńı se setkáváme běžně v konverzaci ve
společnosti, při sledováńı televize, či poslechu radia v hlučněǰśım prostřed́ı.
Jedná se o typický problém pacient̊u nedoslýchavých na jedno ucho, kteř́ı
si stěžuj́ı na to, že ve společnosti nejsou schopni konverzovat. V ruchu který
je všude kolem nich nejsou schopni rozpoznat ten správný hlas, kterému
chtěj́ı naslouchat. Právě neschopnost konverzace ve společnosti bývá často
spouštěčem, který přivede slaběji nedoslýchavé pacienty k lékaři.
Na základě experimentálńıch měřeńı bylo určeno, že užitečný signál (zvuk)
v šumu (ruchy okoĺı), který má výraznou směrovou charakteristiku je vńımán
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Obrázek 18: Problém na koktejlovém več́ırku. Na obrázku je zachyceno pět mluv́ıćıch
lid́ı. Barevná soukruž́ı schematicky představuj́ı vlnoplochy tvořené mluveným projevem.
Zkoumaná osoba se zelenými vlnoplochami (zhruba uprostřed obrázku) hovoř́ı s osobou
vlevo (fialové vlnoplochy), ale tento hovor je rušen hlasy zbývaj́ıćıch osob, jak je patrné
z pr̊unik̊u uš́ı a vlnoploch.
o 10 až 15 dB silněǰśı než ve skutečnosti je [Syka et al., 1981]. Tato směrová
selektivita tedy umožňuje rozeznat hlas řečńıka i při jeho značné vzdálenosti
a silném maskováńı šumem. Schématické zobrazeńı typického uspořádáńı při
cocktail-party je na obrázku 18.
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8 Model prostorového slyšeńı s kochleárńım implantátem
Model popsaný v odd́ıle 5 použ́ıvá k přeměně zvukového signálu na nervové
vzruchy pouze jednoduchý derivačńı obvod. Jednotlivé části věrohodněǰśı
transformace zvuku na aktivitu vnitřńıch vláskových buněk řeš́ı některé již
existuj́ıćı modely např. [Krishna, 2002], [Patterson and Holdsworth, 1991],
[Patterson, 1994], [Irino and Patterson, 1997], [Slaney, 1993]. Vzhledem k to-
mu, že tyto modely řeš́ı přeměnu zvuku na ”spike-train”pouze parciálně, a
jak již bylo řečeno v předchoźım odd́ıle, že nás zaj́ımá vliv časového ro-
zostřeńı na prostorové slyšeńı u pacient̊u s KI [Laback and Majdak, 2008],
implementovali jsme tuto část s využit́ım softwaru použ́ıvaného v kochleár-
ńıch implantátech a přenosu z elektrod KI na sluchový nerv
[Bruce et al., 1999b], [Bruce et al., 1999a]. Výsledný model popsaný
v [Drapal and Marsalek, 2010] je tak komplexńı, že neńı prakticky možné
provést matematickou analýzu celého modelu, ale pouze jeho numerickou
simulaci.
8.1 Numerická simulace
Vstupem do modelu, který byl naprogramován v prostřed́ı Matlab, je kom-
plexńı zvukový signál, který je nejprve zpracován pomoćı algoritmu SPEAK
použ́ıvaného v KI. Tento algoritmus je dodnes standardně použ́ıván v mnoha
r̊uzných modifikaćıch v komerčńıch KI. Bylo by zaj́ımavé prověřit fungováńı
modelu i s jinými algoritmy, které jsou dnes v KI běžně dostupné, ale bráńı
tomu silný konkurenčńı boj mezi výrobci KI, který vede k tomu, že al-
goritmy nejsou veřejně dostupné a jejich využit́ı je vázáno mnoha restrik-
tivńımi smlouvami.
Nicméně, at’ už je použit jakýkoliv algoritmus, výsledkem je tonotopicky
uspořádaná matice o typicky dvaceti řádćıch, kde každý řádek představuje
stimulaci do jedné elektrody KI v µA. Na obrázku 17 je pro představu
zobrazen nejsilněǰśı signál z jedné elektrody pro mluvené slovo.
Z matice stimulaćı je pro zjednodušeńı výpočetńı náročnosti modelu vy-
brán řádek s nejsilněǰśım signálem, který je zpracován modelem popsaným
v [Bruce et al., 1999a]. Vzhledem k tomu, že jednotlivé elektrody jsou v KI
buzeny sériově, neub́ırá modelu výběr pouze jednoho řádku matice na obec-
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Obrázek 19: Výstupńı aktivity z KI modelu. Výstup z komplexńıho KI modelu
odpov́ıdaj́ıćı výstupu z LIAF modelu na obrázku 10. Ze srovnáńı obou obrázk̊u je patrné,
že model je schopen pracovat i s komplexńımi zvuky, bez újmy na funkčnosti.
nosti. Model popsaný v [Bruce et al., 1999a] resp. [Bruce et al., 1999b] je
experimentálně verifikovaný numerický model, který na základě vstupńıho
proudu generuje pravděpodobnost nervového vzruchu vnitřńı vláskové buňky.
Ověřeńı modelu prob́ıhalo na kočkách, které měly implantovány elektrody
KI a měřila se pravděpodobnost odpovědi sluchového nervu na základě
buzeńı elektrickým proudem stejným mechanismem, jaký je použit u KI.
Vlastńı vzruchy v nervovém vlákně generované za pomoci pravděpodob-
nostńıho IAF neuronu následně stimuluj́ı model popsaný v odd́ıle 5. Na
obrázku 19 je zobrazen výstup z tohoto komplexńıho modelu. Při srovnáńı
výstup̊u KI a LIAF modelu prostorového slyšeńı je patrné, že modely jsou
robustńı nejen pokud jde o variaci jednotlivých parametr̊u, ale i v př́ıpadě
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komplexnosti vstupu. Nezávislost na mı́̌re komplexity vlastńıho vstupu je
dána t́ım, že správně pracuj́ıćı model prostorového slyšeńı muśı být vždy
nahraditelný korelaćı dvou signál̊u – z levého a pravého ucha. Vzhledem
k tomu, že korelace ze složitěǰśıho signálu dává přesněǰśı výsledky, neńı




Binaurálńı slyšeńı v živočǐsné tř́ıdě savc̊u včetně člověka je na rozd́ıl od tř́ıdy
pták̊u stále otevřenou otázkou. Neuronálńı struktura odpov́ıdaj́ıćı ptač́ı
zpožd’ovaćı lince nebyla u člověka z anatomického hlediska lokalizována a
stejně tak r̊uzná měřeńı v rámci sluchového nervu a navazuj́ıćıch nervových
center existenci zpožd’ovaćı linky u savc̊u nepotvrzuj́ı, ale sṕı̌se vyvracej́ı.
I přes podrobné znalosti fyziologické akustiky nejsme schopni řadu slu-
chových vjemů vysvětlit pouze na základě fyzikálńıch zákon̊u. Do hry často
vstupuje psychofyzikálńı vysvětleńı, které zat́ım nemá pevnou oporu ve fyzi-
ologii respektive ve znalosti sluchových neuronálńıch obvod̊u. I v př́ıpadě
prostorového slyšeńı tomu neńı jinak. V následuj́ıćıch odstavćıch se tak po
stručném úvodu dotýkáme několika problémů, na které jsme v rámci studia
prostorového slyšeńı narazili.
Z hlediska fyziologické akustiky, hovoř́ıme o zvuku jako o mechanickém
vlněńı ve frekvenčńım rozsahu od 16 Hz do 20 kHz. Intenzita zvuku (neboli
hladina hlasitosti) se nejčastěji udává v decibelech, což je poměrná logarit-
mická jednotka. Hodnota hladiny hlasitosti (SPL, sound pressure level) nula
decibel̊u pak odpov́ıdá prahu slyšeńı. V praxi se setkáme s hodnotou 30 dB
v lese za bezvětř́ı, 90 dB je intenzita hlasitého křiku a od 130 dB (práh
bolesti a hluk motoru tryskového motoru) docháźı ve vnitřńım uchu k rup-
turám blanitých přepážek a destrukci Cortiho orgánu [Syka et al., 1981].
Prostorové slyšeńı je primárně založeno na binaurálńım slyšeńı. Pro frek-
vence do 1,5 kHz je uplatňován časový kĺıč, pro frekvence vyšš́ı kĺıč intenz-
itńı. Nejlepš́ıho prostorového rozlǐseńı lze dosáhnout pomoćı časového kĺıče
v okoĺı středńı sagitálńı roviny.
V př́ıpadě sluchových ztrát kolem 90 dB a v́ıce nelze využ́ıt ke zlepšeńı slu-
chového vjemu principu zesilovače (standardńıho naslouchátka), ale v př́ıpa-
dě vitálńıho sluchového nervu je možno využ́ıt kochleárńı implantát. Jedná
se o sadu elektrod, které jsou zavedeny do hlemýždě Cortiho orgánu. Elek-
trody na základě buzeńı elektrickým proudem vytvářej́ı vjem zvuku o výšce,
která odpov́ıdá poloze v tonotopicky uspořádaném hlemýždi.
Z hlediska patologické fyziologie sluchu rozlǐsujeme dvě základńı skupiny
poruch, podle toho, kde na cestě mezi vzduchovým vedeńım a zpracováńım
mozkovou k̊urou porucha nastává. Pokud je porucha před vnitřńım uchem,
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to jest před mı́stem, kde je převáděna mechanická energie na posloup-
nosti akčńıch potenciál̊u, nazýváme tuto poruchu poruchou převodńı. Pokud
porucha nastává ve sluchové (nervové) dráze včetně hlemýždě, nazývá se
tato porucha poruchou percepčńı. Je samozřejmě možné, že porucha sluchu
je i smı́̌sená. Nav́ıc úplná oboustranná ztráta funkce vněǰśıho a středńıho
ucha, např́ıklad po opakovaných zánětech středńıho ucha v dětstv́ı s násled-
ným oboustranným chyběńım bub́ınku, vede maximálně k oboustrannému
zvýšeńı sluchového prahu o 35 dB. Každé zvýšeńı sluchového prahu s hod-
notou vyšš́ı než tato má tedy nutně i percepčńı složku.
V článku [Drapal and Marsalek, 2010] je k modelováńı buzeńı sluchového
nervu použit kochleárńı implantát. Celý model prostorového slyšeńı s využi-
t́ım KI pracuje velice spolehlivě i při použit́ı komplexńıch (reálných) zvuk̊u.
V př́ıpadě bilaterálńıch implantaćı KI, však pacienti prostorové slyšeńı ne-
maj́ı a pokud jej maj́ı, tak velice špatné. Problém má celou řadu př́ıčin, ale
největš́ı roli hraje absence synchronizace taktu DSP procesor̊u a časových
oken, ze kterých je poč́ıtáno spektrum bud́ıćıho signálu, frekvence bud́ıćıch
impuls̊u elektrod a ztráta informace v rámci časového okna.
9.1 Oprávněnost použit́ı rozděleńı beta
V článku [Marsalek and Drapal, 2007], ale i v [Drapal and Marsalek, 2010]
či [Drapal and Marsalek, 2011] je použito k modelováńı beta rozděleńı. Jak
již bylo uvedeno výše, předkládané modely jsou robustńı pokud jde o variaci
parametr̊u a komplexnost vstupu, nicméně otázka použitého pravděpodob-
nostńıho rozděleńı diskutována nebyla. Je použité beta rozděleńı opravdu bi-
ologicky oprávněné, nebylo by vhodněǰśı použ́ıt např. rozděleńı Poissonovo?
Odpověd’ na tuto otázku jsme se pokusili naj́ıt v zat́ım nepublikovaných
analytických výpočtech a numerických simulaćıch, ze kterých vyplývá, že
model je velmi robustńı i pokud jde o volbu pravděpodobnostńıho rozděleńı.
Jakmile je tvar pravděpodobnostńıho rozděleńı alespoň vzdáleně podobný
beta rozděleńı, model pracuje spolehlivě. Toto nastává např́ıklad pro normál-
ńı, anebo pro gama rozděleńı. Dokonce i pro triviálńı př́ıpady beta rozděleńı,
kterými jsou trojúhelńıkovité a rovnoměrné rozděleńı, dává model funkčńı
výstup.
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Obrázek 20: Manekýn. Hlava a torzo slouž́ıćı k měřeńı a testováńı hypotéz prostorového
slyšeńı. Manekýn je vyroben z umělého dřeva a je opatřen otvory pro přesné měř́ıćı konden-
zátorové mikrofony.
9.2 Fyzikálńı versus psychofyzikálńı slyšeńı
Hlubš́ı znalosti prostorového slyšeńı mohou být aplikovány nejen v lékařstv́ı
ale i při návrhu ozvučeńı mı́stnost́ı či při zpracováńı zvuku. Zpracováńı
zvukového signálu mozkem neńı v mnoha př́ıpadech lineárńı, ale zahrnuje
řadu netriviálńıch operaćı. Vedle fyzikálńıch jev̊u je tedy třeba zohlednit i
specifika psychofyzikálńı. Př́ıkladem budiž např́ıklad jev předcházeńı. Jev
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předcházeńı se běžně uplatňuje v každé normálńı mı́stnosti. Stěny mı́stnosti
většinou pohlt́ı jen 20% intenzity zvuku a zbytek je odražen zpět. Přesto
vńımáme pouze vlnu prvńı a vlny následné v určitém časovém okně neslyš́ıme,
ale ovlivňuj́ı vjem vlny prvńı a to i pokud jde o vńımáńı prostorového zvuku.
Stejně tak binaurálńı hladina maskováńı (cocktail party problem) umožňuje
ześılit vjem prostorově lokalizovaného zdroje zvuku až o 15 dB oproti šumu.
Výraznou roli hraje zejména pro vyšš́ı frekvence st́ın hlavy a tvar ušńıch
boltc̊u.
9.3 Měřeńı s použit́ım manekýna (fantomu)
Aby bylo možné ověřit některé teoretické předpoklady a odlǐsit psychofy-
zikálńı vńımáńı pokusných osob od vńımáńı fyzikálńıho, vybavili jsme naši
laboratoř tak zvaným fantomem či manekýnem. Manekýn je na obrázku 20.
Jedná se o zjednodušenou kopii hlavy vyrobenou z kompozitńıho materiálu
s definovanými akustickými vlastnostmi nazývaného jednoduše umělé dřevo.
Tento materiál se vyznačuje izotropńım š́ı̌reńım zvuku. Rychlost š́ı̌reńı zvuku
v umělém dřevu je srovnatelná s rychlost́ı š́ı̌reńı v lidské hlavě. Fantom
je vybaven přesně soustruženými otvory pro zasunut́ı mimořádně citlivých
měř́ıćıch kondenzátorových mikrofon̊u, které byly společně s fantomem kali-
brovány v bezdozvukové komoře na fakultě elektrotechnické ČVUT. Fan-
tom je zcela unikátně vybaven sadou odńımatelných ušńıch boltc̊u, které
umožňuj́ı zkoumat za pomoci fantoma nejen binaurálńı ale i monaurálńı
prostorové slyšeńı. Výstup z mikrofon̊u je možné připojit př́ımo do zvukové
karty, která podporuje takzvané fantomové napájeńı mikrofon̊u v námi použité
elektro-akustické soustavě. Výše uvedený výčet otevřených problémů, na
které při studiu prostorového slyšeńı naráž́ıme neńı zdaleka úplný, stejně




Snaha o nalezeńı přesného biologického popisu fyziologie prostorového sly-
šeńı savc̊u v posledńıch letech ześılila zejména d́ıky objevu zvláštńı role in-
hibice [Brand et al., 2002], nicméně zat́ım se nepodařilo nalézt uspokojivou
odpověd’ na otázku, jakým mechanismem se inhibice uplatňuje.
Předložená práce ukazuje jedno z možných řešeńı určeńı polohy zdroje
zvuku, které se oṕırá o stochastické vlastnosti neuron̊u sluchového nervu a
je velice robustńı vzhledem k variabilitě parametr̊u. Vedle tohoto hlavńıho
tématu, práce také otv́ırá souvislost mezi časovým rozostřeńım signálu a
přesnost́ı lokalizace u pacient̊u s kochleárńımi implantáty.
Ačkoliv ztráta prostorového slyšeńı nemá pro člověka primárně fatálńı
d̊usledky, přesto může být neschopnost rozpoznat, odkud zvuk přicháźı (ze-
jména ve městech plných automobil̊u) d̊uležitá. Neméně d̊uležitou roli hraje
prostorové slyšeńı v rozeznáváńı užitečného směrového signálu v šumu.
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8 Blokové schéma modelu. . . . . . . . . . . . . . . . . . . . . 26
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Interaural time differences (ITDs), the differences of arrival time of the 
sound at the two ears, provide a major cue for low-frequency sound 
localization in the horizontal plane. The first nucleus involved in the 
computation of ITDs is the medial superior olive (MSO). We model the 
neural circuit of the MSO using a stochastic description of spike timing. 
The inputs to the circuit are stochastic spike trains with a spike timing 
distribution described by a given probability density function (beta 
density). The outputs of the circuit reproduce the empirical firing rates 
found in experiment in response to the varying ITD. The outputs of the 
computational model are calculated numerically and these numerical 
simulations are also supported by analytical calculations. We formulate a 
simple hypothesis concerning how sound localization works in mammals. 
According to this hypothesis, there is no array of delay lines as in the 
Jeffress’ model, but instead the inhibitory input is shifted in time as a 
whole. This is consistent with experimental observations in mammals. 
1 Introduction 
The auditory system of humans and many other animals is able to localize sound sources 
with amazing precision. This ability is partially possible with only one ear (monoaural 
hearing), yet for localization in the horizontal plane two ears are necessary (binaural 
hearing). Sound source localization can be enhanced when the source and the receiver 
move relative to each other (Phillips and Brugge 1985). In this paper, however, we limit 
the task of sound localization to static sources using binaural cues at low frequencies. 
Binaural cues determine the azimuth defined as follows. The vector from a listener to a 
sound source is projected perpendicularly onto the horizontal plane. The angle between 
the projected vector and a reference vector, forming the intersection of the horizontal 
plane with the plane of head symmetry, oriented to the front, is called the azimuth. One of 
the parameters influencing binaural sound source localization is the fundamental sound 
3 
frequency. In mammals, for low fundamental frequencies (below 1,500 Hz) or for 
broadband sounds, the interaural time difference (ITD) is the dominant sound localization 
cue. For high fundamental frequencies, the interaural intensity difference (IID) is used. 
While this paper deals with lower frequency bands, it is possible that higher frequencies 
are processed with the use of similar neuronal algorithms, as we proposed in earlier 
studies by Marsalek and Kofranek (2004 and 2005). 
This paper presents a theory of how binaural sound localization for low frequencies 
might be realized in mammals and particularly in humans. The theory of Jeffress (1948) is 
one of the first well-known attempts to explain how neuronal circuitry achieves this. His 
prescient work is still frequently cited (Joris et al. 1998). Jeffress’ visionary hypothesis 
asserted that the ITD is converted to a binary signal in a higher order neuron through an 
array of delay lines of fibers in lower order neurons from both sides. Pioneering 
experiments by Carr and Konishi (1988) showed that Jeffress was correct in case of birds. 
As far as we know, the existence of an analogous delay line in mammals remains an open 
question (Grothe 2003, Joris and Yin 2007, McAlpine and Grothe 2003). What other 
neural circuit mechanism might be responsible for calculating the azimuth from the ITD? 
In this paper we propose an alternative to the delay line array model based on recent 
physiological evidence. This alternative is a stochastic delay of a very small number of 
broadly tuned channels (McAlpine and Grothe 2003). 
The amazing time precision (Joris et al. 1998) in the range of tens of microsecond 
points towards another statement of Jeffress that the neurons of the circuit should be 
located among the lower order neurons of the auditory pathway. The lowest order suitable 
neuron is the first binaural neuron. 
The information about the sound source location contained in the ITD is implicitly 
encoded by spike trains of lower order neurons. The first binaural neurons function as 
encoders of the ITD. The circuit has to make the information accessible, in other words 
make it explicit within another spike train in higher level neurons of the auditory pathway. 
The function of the circuit is to convert the information implicit in the ITD into the 
explicit neural code for the ITD. The definition of implicit and explicit neural coding can 
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be found in Koch (2004). The binaural neurons of the circuit can function either as a 
delay line (Jeffress 1948), or as broadly tuned channels (McAlpine and Grothe 2003). 
Our model is based on one time delay in the neuronal circuit. The access to a 
continuum of responses to various azimuth locations is accomplished through stochastic 
variations of action potential times as processed by the model circuit. Our novel finding 
demonstrates that stochastic spike timing can be used by neurons as an instrument for 
computing the sound azimuth. Model circuit connections and properties after 
mathematical simplification of their connectivity are still consistent with the 
neuro-anatomical description of the wiring of the medial superior olive (MSO) circuit in 
mammals (Beckius et al. 1999, Young 1998, McAlpine et al. 2001). 
We have designed and improved a model description of how the neural circuit in the 
auditory brain stem calculates the direction of incoming sound. This model is an 
alternative to the classical theory of delay lines. We present a stochastic description of the 
output spike train and spike timing within the model. Both the analytical calculations and 
numerical simulations give qualitatively similar results to those of experimental 
recordings from the rodent auditory brain stem. Our results are also comparable with 
recordings from brainstems in gerbils by Brand et al. (2002). Other authors (McAlpine et 
al. 2001) have found similar tuning curves in response to the changing ITD in different 
(higher) neurons of the auditory pathway (colliculus inferior) of another animal (guinea 
pig). We find the results to be robust with respect to variations of the time window size 
and spike timing jitter. 
2 Model 
2.1 Anatomical connections and their simplification 
The notation of the mathematical formulation of the model follows conventions used 
in Marsalek and Lansky (2005) and Marsalek and Drapal (2008), where the 
excitatory-excitatory (EE) interaction is called excitatory coincidence detection (ECD) 
and the excitatory-inhibitory (EI) interaction is called inhibitory coincidence detection 
5 
(ICD). The medial superior olive (MSO) works mostly with low frequencies and the 
lateral superior olive (LSO) deals mostly with high frequencies. 
Our model assumes different connections to the MSO neurons than those assumed in 
the Jeffress model. The division of neuronal fibers based on their excitatory and 
inhibitory effect is important. We show in the Results section that inhibitory fibers phase 
shift the tuning curve of ITD, as compared to that obtained without inhibition. The 
inhibitory connection to the MSO results from the inversion of synaptic polarity in the 
medial nucleus of the trapezoid body. The MNTB receives excitatory inputs from the 
contra-lateral cochlear nuclei and sends inhibitory inputs to the ipsi-lateral MSO. The 
same MSO also receives an inhibitory connection from the ipsi-lateral side. This 
inhibitory activity originates from the lateral nucleus of trapezoid body (LNTB), which 
receives its excitation from the ipsi-lateral cochlear nucleus. To complete the picture, the 
MNTB sends further inhibitory connections to the LSO. This intricate anatomy is nicely 
summarized by Young (1998). 
Though the design of our model is based on knowledge of these anatomical 
connections, we have to simplify the model wiring to extract the functional core of the 
neural circuit. The delays in the real system are present in both ipsi- and contra-lateral 
pathways (Joris 1996, Beckius et al. 1999). For the purpose of simplification, however, 
relative delay on one side suffices. This relative delay represents the net delay difference. 
Furthermore, one inhibitory branch from one side is enough to model the net inhibition 












Figure 1: Flow chart of the neuronal circuitry. (LPDF) and (RPDF) represent input 
spikes on left and right sides. Left (Right) Probability Density Function in time governs 
spike times in the last monaural neuron. (LCD) and (RCD) are Left and Right 
Coincidence Detectors, realized by the first binaural neurons on the ipsi- and 
contra-lateral sides, respectively. Next is the (DELAY), which is shown here at the 
excitatory branch of the circuit only, because only the relative delay matters. Spontaneous 
spiking acts as an additional (NOISE) source. (ISTN) and (ESTN) represent Inhibitory 
and Excitatory Synaptic Transmissions, respectively. (SUM) adds excitatory inputs, 
inhibitory inputs and noise together. From the point of view of functionality, the exact 
sequence of operations (delay, sign change due to the inhibitory synapse, coincidence 
detection) in the feed forward pathway does not matter. The dashed line box encompasses 
processing, which can be performed in one binaural neuron. Note that individual boxes in 
this chart neither necessarily correspond to individual neurons nor represent the 
description of the mammalian brain stem circuit in the text. 
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2.2 Operating conditions and constraints 
Before proceeding with a formal description of the variables in the model, we should 
briefly mention the coincidence detector (CD). Without detection of the leading edges of 
incoming post-synaptic potentials, extraction of a signal from delays in the microsecond 
range would not be possible. Regardless of which of the two theories we propose, they all 
must use this microsecond precision. The element detecting the leading edge is called the 
coincidence detector. The anatomical substrate of the CD is believed to be within the 
MSO neurons. The location of right and left CDs in our model circuit in Figure 1 does not 
reflect all the detailed connections found in anatomy, however. The algorithm realized by 
a single delay in the model circuit is computationally equivalent to the original circuit, 
regardless of the actual succession of coincidence detectors, delays and the polarity 
change from excitatory to inhibitory signals. For details see the Discussion section. 
We can shuffle the order of delays among selected points in our model without 
loss of generality. This is based on observation that selected neural operations are 
commutative. An example of commutative additions of delays is shown in Equation (1) 
below. The first processing elements of our model are random delays, which have a 
specific probability density function (PDF) of synaptic input to neuron in time. Since 
there is chain of delays in both synaptic chains from the left and from the right ear, we 
can suppose that we have n ipsilateral delays in the ipsilateral (A) branch of the pathway 
1 2, ,...,A A An    and m contralateral delays in the contralateral (B) branch of the pathway 
1 2, ,...,B B Bm   . For the EE interaction m = 3 and n = 3, for the EI interaction of the 
MNTB m = 4 and n = 3 and for the EI interaction of the LNTB m = 3 and n = 4. Numbers 
m and n include the first synapses (ribbon synapses from hair cells). The total delay 





JA JB Ai Bj
i j 
        (1) 
We assume that all these random delays with (timing) jitter (subscript J) on sides A and B 
(left and right) are mutually independent and identically distributed non-negative random 
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variables. JA  and JB  have a maximum of max . The constraints imposed on them 
are given in Equation (2). The coincidence detection (time) window 
W
 must be shorter 
than or equal to the maximum delay and the sound period, T, must be greater than or 










   
   
   
 
 (2) 
In excitatory coincidence detection, the spike is generated only when the two spikes from 
sides (A) and (B) meet in a time interval shorter than W . In other words, the two spike 
delays JA  and JB  must satisfy: 
 | | .JA JB W     (3) 
To model inhibitory coincidence detection, a modification of the condition expressed 
above in Equation (3) is used. Spikes must arrive in proper succession. The excitation 
from side A must come after the inhibition from side B. This is formulated as: 
 0 .JA JB W      (4) 
Using the model with one delay, one obtains the continuum of detected ITDs through 
stochastic variation of the random interaural time delay JA JB  . The output, the spike 
rate, clearly depends on the choice of input PDF of the synaptic delays. After 
summarizing the properties of the model, connections between neurons, and constraints 
imposed on the parameters and random variables, we can turn to the outputs of the model 
in the following two subsections. 
2.3 Input distribution of the coincidence detector 
The output of the model is dependent on the proper choice of a PDF of random variables. 
Firstly, the range of the PDF is defined such that its support is over one sound 
period. This is on the time interval [0, T], which we normalize to the interval [0, 1]. 
Therefore probability densities spanning one or both tails from minus infinity to plus 
infinity, such as gamma density, where its support is on [0,  ), or normal density, where 
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its support is on (-  , ), are not particularly useful. This justifies the choice of beta 
density, which is nonzero only within the range [0, 1] and is close to gamma density in 
this range as well. This circumvents the need to normalize the corresponding cumulative 
distribution function to unity and makes the calculation more transparent without loss of 
generality. Another useful property of beta density is its simple polynomial definition. 
The formula for beta density appears in the Abbreviations and symbols section at the end 
of this paper. We used beta density for the description of spike timing distribution also in 
(Marsalek et al. 1997). 
Secondly, the PDF shape, specifically the skewness and the kurtosis, influences 
the shape of the output tuning curve. We have experimented with both uniform and 
triangular densities, (Marsalek and Lansky 2005), which are special trivial cases of the 
beta density with parameters a = 1, b = 1, and a = 1, b = 2, respectively, and make 
calculation simpler. However, the corresponding output functions analogous to 
Equation (7) are not as satisfactory as the output resulting from a non-trivial beta density. 
These output functions are not shown here and the resulting function itself is discussed in 
detail at the beginning of the Results section. 
Thirdly, the mean (output) activity of the model obtained with inhibition must not 
drop below the zero line. This is corrected by adding half the height of the span of the 
output range to the function. This way all output values are positive. They correspond to 
the neural spike rates which cannot be negative. After eventual normalization, so that the 










    Figure 2: Resulting probability density function q24. We use semi-logarithmic scale in 
the y-axis. On a linear scale (not shown) the resulting function q24 cannot be separated 
from the probability density of the normal distribution 24(0, )N  , where its standard 
deviation 24 was chosen to match standard deviation of the function q24. The 
semi-logarithmic scale used here clearly shows the divergence of the two tails of the 
normal and of the resulting density, when the tail of the normal density 24(0, )N  , marked 
with squares, is nonzero outside of interval [-1, 1]. The other function q24 possesses two 
discontinuities at points q24(-1) = 0 and q24(1) = 0. On the semi-logarithmic scale in 
y-axis these cannot be shown. At these points, the tails of the q24 function are cut off by 
the impulse (Heaviside) function. Semi-logarithmic plotting on the y-axis of the PDF 
shows normal density as parabolic in these coordinates. 
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Finally, the input beta density has parameters a = 2 and b = 4 and we denote it B
24
. 
To obtain a smooth function on the interval (0, 1) we must have a > 1 and b > 1, and to 
obtain nonzero skewness we must have a   b. The whole numbers a = 2 and b = 4 are the 
second smallest non-trivial values of parameters (after a = 2 and b = 3). Figure 2 shows 
the result of the analytical calculation of the output, which is the function denoted q
24
. 
2.4 Output distribution from the coincidence detector 
The output function q
24
 is obtained as follows. Let us denote the difference of the two 
delays in Equation (1) as: 
 .JA JBZ     (5) 
The probability density function of this new, compound random variable Z is obtained 
with a convolution integral formula for the difference of the two random variables. The 
PDFs of the JA  and the JB  are denoted f(x) and g(y), respectively, and the output 
PDF of the variable Z is denoted q(z). We substitute 24f B and 42g B  into the 
convolution formula ( ) ( ) ( )q z f x g x z dx


  . Now, since B24(x)  and 42 ( )B y  are 
nonzero only for x between 0 and 1, we must evaluate the integral piecewise within the 
respective ranges, such that q(z) becomes: 
min( ,1)
max( 1,0) [ 1,0] [0,1]( ) ( ) ( ) ( ) ( ) ( ) ( ).
z
z z zq z f x g z x dx f x g z x f x g z x               (6) 
Obviously, q(z) is an even function, satisfying q(z) = q(z). Therefore, we can change the 
sign of the argument zx without loss of validity. We substitute the polynomial densities 
24 ( )B x  and 42 ( )B y  into the integrals. For two 4th degree polynomials, B24 and 42B , 
we obtain the sum of two 9th degree polynomials in two variables x and z. We use the 
Symbolic Math Toolbox in the Matlab software to avoid tedious manual computation. 
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The source code for the symbolic calculation in the Matlab script language is available 
upon request. 
In summary, using Equation (3) and assuming that JA  and JB  are distributed with 
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i
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q z s c z


  (7) 
where 5 6 70 1 82 3 4 9[ ; ; ; ; ; ; ; ; ; ] takes the following values:S s s s s s s s s s s  
 
[1; 0; 1; 1; 1; 0; 0; 1; 0; 1] for [ 1;0],
[1; 0; 1; 1; 1; 0; 0; 1; 0; 1] for [0;1],  and




      
    

 (8) 
By this prescription, q
24
(z) is a smooth, piecewise polynomial function. It has four parts 
defined consecutively on intervals (, -1], [-1, 0], [0, 1] and [1, . In defining the 
coefficients i is c  of these four parts, we use signum function S valued -1, 0 and 1 listed 
above in Equation (8). The numerical absolute values of the polynomial coefficients are 
0 1.5873,c   2 17.1429,c   3 33.33,c   4 20,c   7 2.8571,c   9 0.6349c   and 
1 5 6 8 0c c c c    . Signs of the coefficients confirm that this piecewise polynomial 
function is an even function q(z) = q(z). We also recently found an alternative way to 
obtain the analytical results. A more straightforward way to calculate the indefinite 
integral q(z) makes use of the Laplace transform. In using the transform, we obtain the 
convolution by using the inverse transform of the product of the two function images 
(Drapal and Marsalek 2010). We prefer to show here our original piecewise evaluation, 
because this integral evaluation method gives more insight into how the output density 
behaves and how it is obtained. The output function is similar to the normal density, 
although close inspection reveals subtle differences. Comparison of the output and normal 




Figure 3: Model response to pure tone stimulation. ITD is on the x-axis in microseconds. 
Neuronal output activity is on the y-axis. The solid curve is the output of the full model 
with both excitation and inhibition. The dotted curve is the model without inhibition. Only 
one period of the output is shown here for clarity, but the output is periodic, so the x-axis 
maps to interaural phase difference. The error bars are sample standard deviations obtained 
numerically in simulations. In both curves they are the result of 100 trials. In other words, 
these error bars do not represent the level of the noise in the system. Instead, the noise is 





Figure 3 shows the neural response curves of the MSO neuron with varying ITD. The 
curve in Figure 3 with the maximum at ITD = 0 forms the output of the circuit with only 
the excitatory branch plugged in. This corresponds to the output of the MSO in 
experiments, when the inhibitory branch is blocked by the application of strychnine, as in 
Brand et al. (2002). The other curve in Figure 3 with the maximal slope at ITD = 0 shows 
the output of the full model. This corresponds to the normal, control recordings from the 
MSO. Brand et al. (2002) also modeled some properties of the recorded cells using a 
detailed biophysical model with explicit representations of the voltage sensitive ion 
channels of the neuron, obtaining results very similar to those presented here. 
Figures 3, 4, and 5 show results of numerical simulations of the model, which are in 
agreement with the analytical calculation. Both analytical and numerical computations 
were performed using Matlab software. Sound is represented as discrete samples of pure 
tones digitized using standard sound digitization (44 kHz sampling rate, 128 intensity 
levels). Spikes in response to pure tones were triggered by the leading edges of sound 
waves. In Drapal and Marsalek (2010) we used clicks and complex sounds, such as 
speech, processed by an cochlear implant emulator, with no qualitative difference from 
pure tone stimulus (not shown). Here we use pure tones only. The sound period, T, used 
in the model is that of the fundamental sound frequency. Spike trains were represented as 
trains of unitary events without any details of action potential shape. Synaptic integration 
was implemented with the use of time windows. Spontaneous activity is not a free 
parameter, but is added to the system to obtain positive values of responses. The activity 
in this and subsequent figures is a dimensionless quantity, which can be interpreted as the 





Figure 4: Effect of the size of the time window. The width of the time windows for CDs 
sets the range of ITDs detectable by the circuit. Four widths are compared here: 
W = 200 s (--), 80 s (-), 50 s (-.) and 20 s (…). Plotted output activity is dependent 
on ITD, as in Figure 3. Only the excitatory part is active in this plot. From an engineering 
point of view, an optimal curve uses the full dynamic range of available output activities, 




The size of the time window 
W
 is the key parameter of coincidence detection. 
Figure 4 shows the model output function for 
W
 = 200, 80, 50 and 20 s. In Figure 4 
only the excitatory curves are shown, since the inhibitory curves in the full model are 
analogous to those in Figures 3 and 5. The size of this window in the real neuronal circuit 
is set by the ionic currents giving rise to the generation of postsynaptic potentials 
(Svirskis et al. 2003, Szalisznyo 2006). Oertel et al. (2000) give the upper estimate of the 
window size for neurons in the auditory pathway specialized in coincidence detection. 
They give values in the range lesser than 300-1000 s, with the smaller values for in vitro 
and larger values for in vivo preparations. 
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Figure 5: Effect of the timing jitter magnitude. Two magnitudes of timing jitter JA and 
JB are shown here, 100 s as a solid line (-) and 400 s as a broken line (--). They also 
set the slope of the model output curve and thus the range of ITDs detected. Together 
with the previous Figure 4, this shows the robustness of the model with respect to 
variation of parameters. Figures 4 and 5 illustrate the range of parameter values accessible 




In general, the magnitude of timing jitter (denoted JA  and JB ) in a neuronal 
nucleus is dependent on the degree of neuronal convergence in the previous stages of 
processing. In spike trains propagating to a higher order nucleus, one of three jitter 
changes may occur: the wave of spikes can sharpen (the jitter decreases), the jitter may 
not change, or the spike volley can become blurred (the jitter increases). All three variants 
can be obtained with the perfect integrator neuronal model in the regime of coincidence 
detection, for different sets of parameters (Reed et al. 2002). All three variants were 
shown to exist in experimental recordings (Gerstner et al. 1996, Joris 1996, Marsalek et 
al. 1996). We do not discuss these differences further here. The output activity shown in 
Figure 5 is dependent on ITD for two different magnitudes of timing jitter. Figure 5 
shows two functions of the full model only (with both excitation and inhibition) for two 
values of timing jitter, 100 s and 400 s. Oertel et al. (2000) give jitter values of 200 s 
for in vivo and values of 20-40 s for in vitro preparations. 
A related question was raised in review: How many ipsi- and how many contra-lateral 
synaptic connections (and of what proportion of excitatory and inhibitory connections) 
would a real MSO neuron need in order to achieve the accuracy observed physiologically 
in these neurons? Probabilistic spiking transmits information only with a given 
probability (reliability). In a previous investigation we calculated the time to spike 
required by the coincidence detection circuit for two given probabilities of achieving the 
decisive spike (reliabilities), p1 = 50 % and p2 = 95 % (Marsalek and Lansky, 2005). 
These probabilities were calculated based on the number, K, of unitary events. The 
calculation procedure, known as a Bernoulli process, is described in the 2005 paper, 
however, the values of K are not tabulated in the paper, since they are only intermediate 
results of the calculation. For the whole range of sound frequencies relevant for the 
human MSO, the number of events, K, attained values from 1 up to 50, higher values for 
higher frequencies. However, this number of unitary events can be achieved either by 
waiting for N sound periods, or by parallel processing by several neurons. In the latter 
case, the MSO nucleus must consist of at least M copies of the circuit, but may even have 
N tonotopic channels, such that MN > K. The numbers K, M, N represent the minimal 
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values required for a functioning circuit. Numbers of neurons and connections in the 
MSO are probably higher, since most nuclei show a redundancy in the number of their 
neurons and connections. 
4 Discussion 
Binaural sound localization is achieved with remarkable precision throughout the animal 
kingdom. The timing precision of individual spikes in most neurons in the auditory 
pathways of various species is lower than animals’ behavioral assessment of the ITD. 
Given that this precision is important for survival and easily demonstrated, the means by 
which it is achieved by the neural circuits forms a fascinating and as yet unresolved 
question. In this paper we have presented a stochastic model employing both excitatory 
and inhibitory synaptic inputs to address this question in the neural circuit of the 
mammalian medial superior olive. 
In recent years it has been demonstrated in experiments on gerbils (Brand et al. 2002) 
and also on other mammals (Grothe 2003) that synaptic inhibition plays a critical role in 
the sound localization circuit. The original theory of delay lines array by Jeffress applies 
in birds (Carr and Konishi 1988). It is not clear whether it also applies in mammals. 
Recordings in cats do not show the same ITD tuning curve slopes as those in rodent 
recordings (Joris and Yin 2007, Yin and Chan 1990). Harper and McAlpine (2004) 
present a theoretical explanation of these differences, including the discussion of human 
data. Psychophysical experiments studying the circuit in humans using subjective 
response might resolve this question in the future. These experiments range from normal 
hearing (Middlebrooks and Green 1991), to electrical hearing sense in cochlear 
implantees (Laback and Majdak 2008). Of course it is possible that the mammalian circuit 
uses some entirely different mechanism to those presented here and in previous 
investigations. 
Another observation in the abovementioned experiments shows that the maximal 
response does not occur at the best ITD, but that the best ITD occurs where the slope of 
the response curve is maximal. As early as the 1970s and 1980s, some authors discussed 
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the possibility that the maximal slope of the response of a coincidence detector measuring 
the ITD between spike trains may relay the information (Goldberg and Brown 1969, 
Phillips and Brugge 1985). The possibilities to test this proposal numerically were limited 
at that time. Here we exploit the advancement of computational tools in a numerical study 
of the problem. 
Most neurons do not achieve high spike timing precision, but in neurons in the 
periphery, the information about timing must be somehow encoded and preserved before 
reaching the first binaural neurons. Such timing precision is enabled by cellular and 
sub-cellular mechanisms and is best studied using deterministic equations, specifically 
differential equations. One can compare the work of Svirskis et al. (2003), which studies 
the state space of the nonlinear dynamics of ion currents in the MSO neurons, with that of 
(Szalisznyo 2006), in which the state space of the nonlinear ion currents in the LSO is 
studied. The authors of these two papers also performed experimental recordings. In both 
the circuits of the MSO and the LSO, the nonlinearities are necessary for the proper 
function of coincidence detectors. Other models (including this work) are based on 
stochastic spiking, or cast the neural circuit in terms of a logical circuit. See for example a 
review of Colburn (1996), or (Marsalek 2000). Experimental investigations can also be 
supported by conceptual models (Brand et al. 2002). It is argued frequently that the ITD 
tuning curve slope offset is due to the optimized wiring of the circuit (Grothe 2003, 
Harper and McAlpine 2004). 
Most theories which include inhibitory mechanisms claim that inhibition is precisely 
timed and brief. The models assume high precision of spike times in all neurons in the 
circuit. Not all spikes are so precise, as is shown in experiments of Batra et al. (1997) and 
Joris (1996). The spatial organization of the neurons themselves is important. 
Agmon-Snir et al. (1998) and Zhou et al. (2005) suggest models based on a spatial 
organization of neurons in the MSO. 
The parameter space of the binaural model is limited at higher frequencies, where 
ambiguities arise due to the relatively short sound wavelength in comparison with the 
ITD. In the mammalian brainstem, the circuit of the MSO processes the low frequencies 
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and another twin circuit, the LSO, processes the high frequencies. The two circuits are 
developed in parallel in human, cat, dog and other experimental species although in some 
mammals only one of them is present (Grothe 2003). The relative importance of the ITD 
and the IID within these respective sound frequency ranges in human was elucidated by 
means of confusing these two cues in psychophysical experiments (Wightman and Kistler 
1992). Breebaart et al. (2001a and 2001b) brought a wider perspective towards the 
possible mechanisms used in binaural processing by using the excitatory-inhibitory 
mechanism where previous models dealt only with the excitatory-excitatory interaction. 
Their model uses the canonical structure of a grid of parallel tonotopic pathways together 
with delay lines and covers both the low frequency (ITD) and high frequency (IID) ranges 
with similar mechanisms. The model of Breebaart et al. (2001) comprises of building 
blocks of the signal processing circuits. Colburn (1996) and his numerous collaborators 
developed a series of binaural circuit models of varying complexity. They stress the 
importance of the coincidence detector within the circuit. Stern and Trahiotis (1996) 
review existing models and their own circuit implementations are close to delay line 
concepts. 
Our model differs from those mentioned above in that it employs randomness in the 
spike arrival time between synapses. Random delay and spike timing jitter might seem 
like an impediment, especially in models with precisely timed inhibition. The statistical 
properties of spike trains average out errors in individual spikes and enable the neural 
computation of azimuth at the same time. 
When two spikes from opposite sides arrive at the first binaural neuron, their 
coincidence must be detected with higher precision. Jeffress (1948) was first to notice this. 
All subsequent sound localization models have to assume that these particular neurons are 
coincidence detectors. Neurons as coincidence detectors have been used frequently in 
sound localization models (Gerstner et al. 1996, Marsalek 2000, Zhou et al. 2005). Let us 
also mention the classical model describing neural coincidence detectors in visual circuits 
in invertebrates, starting with the Reichardt model (Srinivasan and Bernard 1976, Zanker 
et al. 1999). 
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The first binaural neuron must use coincidence detection to extract information from 
interaural sound timing disparity. This neuron must indeed be precise as a coincidence 
detector. Such neuron outputs spike only if left and right inputs coincide within a short 
time window, in the time range of microseconds. In our model, stochastic properties make 
use of timing jitter, which at first glance is merely signal deteriorating noise. 
From the point of view of implementation of the model, it does not matter exactly 
where the net ITD is placed in the two (left and right side) converging branches of the 
neural pathway. If an additional delay is added in both sides, it cancels out. The net delay 
between the two sides only matters when compared with the ITD, as written in 
Equation (1). 
In a follow-up to this paper (Drapal and Marsalek 2010), we show that our numerical 
model can be connected to cochlear implant software emulator to give similar results to 
those observed by psychophysical methods in implanted volunteers (Laback and Majdak, 
2008). As the possibilities to experiment with binaurally implanted and bimodal hearing 
subjects expand, it is possible that some psychophysical experiment will determine, 
whether delay line, stochastic delay, or both mechanisms are used in human hearing, even 
before definitive electrophysiological experiments on mammals are performed (Joris and 
Yin 2007). 
In this paper we present a model for a neural algorithm performed by a circuit in the 
MSO. This is part of a general quest to capture the multitude of neural algorithms serving 
specific purposes. Let us give two closing examples of these algorithms. One is the case 
of spatial maps in the auditory brainstem of birds (Peña 2003). Peña (2003) shows how 
the brainstem circuit implements spike rate multiplication in order to calculate the 
location of a sound source. An analogous case from the 1980s concerns the neocortical 
visual circuit in the higher order visual areas which calculates the location of the illusory 
contour (von der Heydt et al. 1984). These authors demonstrate that a higher neocortical 
visual projection area can respond to a virtual object, an illusory contour, which is a result 
of a neural algorithm, as if it were a real solid object in a visual scene. Both these models 
were first proposed as hypotheses of a specific neural computation. The existence of 
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neural circuits implementing the respective neural computations was subsequently 
confirmed by a targeted experimental recording. 
 
Abbreviations and symbols 
CD – coincidence detection, ECD – excitatory coincidence detection, ICD – inhibitory 
coincidence detection, EE – excitatory–excitatory interaction, EI – excitatory–inhibitory 
interaction, IID – interaural intensity difference, IPD – interaural phase difference, 
ISD – interaural spectral difference, ITD – interaural time difference, LSO – lateral 
superior olive, MSO – medial superior olive, PDF – probability density function, 
J – time jitter (delay random variable), W  – coincidence detection window, T – sound 
period and max  – maximum delay. 
The beta density is a probability density function written in a standard form as: 
B
ab
(x)  1 1 1(1 ) ( , ) ,  for [0,1]b ax x B a b x     , and B
ab
(x)  = 0 otherwise, where the 
parameters a, b > 0 and B(a,b) is the (Euler) beta function. 
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ABSTRACT
We present a model of sound localization in mammals. This model is consistent with new
experimental findings of how the ITD (interaural time delay) is processed in mammals. In
the paper we describe in more detail several key components of our model: neurons acting as
coincidence detectors, spike timing jitter, random delays and other parameters, which can be
identified with the biophysical properties of auditory neurons. We model the low frequency
part of the sound localization circuit. Under the low frequency part we understand that part
of animal’s hearing range, in which the ITD cue is used. The disparity of the inputs between
the two ears is called interaural and the neurons, which have access to the spikes originating
from both ears are called binaural. Our model describes the first binaural neurons found when
progressing from periphery. There are analogous binaural neurons in birds (neurons of nucleus
laminaris) and in mammals (neurons of superior olive), yet they are embedded in different neural
circuits [2]. The level of description used in our paper is therefore the level of the neural circuit
for the ITD processing.
Once the function of the two circuits is understood sufficiently in experiment, the theoretical
description of two differing neural circuits will give us an explanation how the extremely short
time differences in the range of tens of microseconds are used to indicate the azimuth of the
incoming sound. Enough experimental literature is now available for both these circuits. We
can take the experimental description of these neural circuits and use them as test bed for
the theories how sound is encoded into spike trains in lower processing stages of the auditory
pathway.
Together with and even before the blossom of experimental literature on this topic, theories
of how these circuits possibly function were presented and compared to the experimental data.
The first theory suggested that the ITD’s are processed by a delay line. This was proposed by
Jeffress in 1948 [4]. Only several decades later it was demonstrated by experiments on barn owl
that a variant of delay line exist in a neural circuit of barn owl and also of other birds [1]. The
neural circuit of birds converges on the binaural nucleus laminaris.
Even though several experimentalists attempted to find a structure similar to avian delay line
in mammals, the results were not conclusive [5]. We joined the theoretical effort and described
necessary and sufficient properties of binaural neurons to make them able to use the information
contained in the ITD [7]. New experimental findings started to indicate that a mammalian sound
localization circuit can be wired differently than the avian [10]. McAlpine with colleagues also
presented several purely theoretical works, amongst them [3], to explain some properties of the
ITD coding by neural population. Some of the coding properties are shared by both avian
(Figure 1) and mammalian (Figure 2) circuits. Together with Lansky we were able to describe
1
All Figures: General legend to all the three figures
The three figures show activities in percentage of maximal activity (on the y-axis) of three
types of binaural neurons of three respective neural circuits (avian in Figure 1, mammalian in
Figure 2 and model of mammalian in Figure 3) in response to different values of the ITD in
microseconds (on the x-axis). There are three bands for the ITD tuning shown on the figures
by three parts of the curves with decreasing heaviness. The thick solid part shows the interval
of the ITDs corresponding to the azimuth and based on the head size. The medium dotted part
shows the interval which is out of the ”straight” ITDs, yet it can still be used for the azimuth
calculation. The thin interrupted parts correspond to the continuation of the ITD for the next
phase differences due to the continuity of the phase information.








Figure 1: Schematic responses of binaural neurons in the delay line (laminar nucleus)
For axes and common details see the general legend above. This figure shows set of twelve
representative curves corresponding to set of twelve neurons of the delay line [4] tuned by their
maximal response to a particular ITDs, 20 µs apart. This tuning corresponds to the position of
the neuron within the delay line.
neural operations of the coincidence detection circuits in terms of random spike arrivals and
their probability densities [8]. We followed up with more estimates, in particular studying the
standard deviation of spike timing, sometimes called spike timing jitter [9]. We also study
alternative ways to measure spike timing variability [6].
The implementation details of the model in (Figure 3) will be presented in the paper. Briefly, the
latencies are simulated together with the stochastic arrival of spike at the first binaural neuron.
We used several modifications of the model. We are now in a process of rigorously showing
that some of the model variants are computationally equivalent. We use both inhibitory and
excitatory inputs to the binaural neuron. This is consistent with the mammalian literature.
Our model makes possible to describe neural coding in lower stages of auditory processing and
therefore the model can be used for studying both natural and electronic sensation, the latter
evoked by cochlear implant stimulation.
We are capable of recalculating the input to the auditory nerve by a cochlear implant emulator
(we use a published and patent free realistic software emulation of cochlear implant). In last
decade, many deaf patients in Europe have been implanted in both cochleas by a cochlear
2








Figure 2: Schematic responses of binaural neurons in the mammalian circuit (MSO)
For axes and common details see the general legend above. The information about the azimuth
is extracted from at least two (maybe there are more than two) tuning curves of broadly tuned
delay channels [2]. Only one of the two channels is shown here. Error bars illustrate the
stochastic dimension of the tuning: the actual response varies from trial to trial and the exact
azimuth is extracted from pooling of the signal from a small set of neurons.








Figure 3: Responses of model neurons with two sets of parameters (stochastic model)
For axes and common details see the general legend above. This figure shows the effect of varying
the stochastic delay and timing jitter in a model of MSO neurons. The higher activity versus
ITD slope has timing jitter 100 µs and delay 100 µs and the lower slope has the values of jitter
600 µs and of the delay 400 µs [6, 9]. This illustrates the robustness of the model with respect
to variation of parameters. Maximal responses of the model were normalized to be compared to
previous figurers. Note that the ITD range is doubled compared to the previous two figures to
show the different spans of the two activity versus ITD slopes.
3
implant of identical manufacturer. Existing technology enables synchronized stimulation of
both cochleas in these patients. Cochlear implants can switch between several coding strategies,
some useful for speech understanding and some other useful for open space hearing. It has been
shown previously in experiments that there exist a trade- off between sound localization and
speech comprehension in these patients. Another finding demonstrates that specific types of
spike timing jitter are beneficial in these patients. In our work we demonstrate theoretically,
why different types of jitter are useful. Our improvements of our sound localization model may
lead to the formulation of novel neural coding strategies for cochlear implants.
Keywords: Coincidence detection, directional hearing, interaural time delay, stochastic neu-
ronal model.
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Abstract
Interaural time difference (ITD) is a major cue for sound azimuth localization at lower sound
frequencies.  We review two theories of how the sound localization neural circuit works.  One of them
proposes labeling of sound direction in the array of delay lines by maximal response of the tuning curve
(Jeffress model).  The other proposes detection of the direction by calculating the maximum slope of
tuning curves.  We formulate a simple hypothesis from this that stochastic neural response infers sound
direction from this maximum slope, which supports the second theory.  We calculate the output spike
time density used in the readout of sound direction analytically.  We show that the numerical imple-
mentation of the model yields results similar to those observed in experiments in mammals.  We then go
one step further and show that our model also gives similar results when a detailed implementation of
the cochlear implant processor and simulation of implant to auditory nerve transduction are used,
instead of the simpli-fied model of auditory nerve input.  Our results are useful in explaining some recent
puzzling observations on the binaural cochlear implantees.
Key Words: coincidence detection, directional hearing, interaural time delay, stochastic neuronal
model
Introduction
In previous studies we developed a stochastic
model of the sound localization circuit (21-23).  The
work presented here aims to demonstrate that both
simplified simulation of natural sound input and
detailed simulation of cochlear implants (CI) yield a
similar output in our binaural model.  The goal of
future work is an explanation of the tradeoff between
complex sound recognition and localization observed
in bilaterally implanted patients, as well as possible
improvement of the CI stimulation protocols.
We present a model of sound localization in
mammals.  This model is consistent with new ex-
perimental findings of how the ITD (interaural time
delay) is processed in mammals.  In this paper we
describe in more detail several key components of our
model: neurons acting as coincidence detectors, spike
timing jitter, random delays and other parameters,
which can be identified with the biophysical properties
of auditory neurons.  We model the low frequency
part of the sound localization circuit.  Under the low
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frequency part we understand that part of the animal’s
hearing range, in which the ITD cue is used.  The dis-
parity of the inputs between the two ears is called in-
teraural and the neurons, which have access to the
spikes originating from both ears are called binaural.
Our model describes the first binaural neurons found
when progressing from periphery.  There are analogous
binaural neurons in birds (neurons of nucleus lami-
naris) and in mammals (neurons of superior olive),
yet they are embedded in different neural circuits (7,
15).  The level of description used in our paper is
therefore the level of the neural circuit for the ITD
processing.
Both the avian and mammalian circuits are sub-
ject to continuous experimentation (10).  The experi-
ments are demanding because stimuli have to have
high time precision in the microsecond range and
because the neural circuits are in intimate proximity
of centers of animal’s vital functions.  Experimental
literature is now available with detailed discussion
of both these circuits (3, 7).  We can take the experi-
mental description of these neural circuits and use
them as a testing ground for the theories conveying
how sound is encoded into spike trains in lower pro-
cessing stages of the auditory pathway.
Theories of how these circuits might function
have long been presented and compared to experi-
mental data.  The first theory suggested that the ITD’s
are processed by a delay line.  This was proposed by
Jeffress in 1948 (13).  Only several decades later it
was demonstrated by experiments on barn owls that
a variant of delay line exists in a neural circuit of the
barn owl and also that line was found in other birds
(7, 10).  The neural circuit of birds converges on the
binaural nucleus laminaris.
Even though several experimentalists have
attempted to find a structure similar to avian delay
line in mammals, the results are not conclusive (15).
We described necessary and suffcient properties of
binaural neurons to make them able to use the infor-
mation contained in the ITD (21).  New experimental
findings indicate that a mammalian sound localization
circuit may be wired differently than the avian (10).
McAlpine and colleagues (24) also presented several
purely theoretical works, amongst them reference
No. 11, in which they explain some properties of the
ITD coding by a neural population.  Some of the
coding properties are shared by both avian (Fig. 1)
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Fig. 1. Schematic responses of binaural neurons in the delay line
(laminar nucleus).  This and the following Figure show
activities in the percentage of maximal activity (on the
y-axis) of two respective types of binaural neurons of
two respective neural circuits (avian in this Figure and
mammalian in the next) in response to different values
of the ITD in microseconds (on the x-axis).  There are
three bands for the ITD tuning corresponding to dif-
ferent line weights.  The thick solid lines show the
interval of the ITDs corresponding to the azimuth and
based on the head size.  The dotted lines show the interval
outside the ITDs, which can be also used for the azimuth
calculation.  The dashed lines correspond to the con-
tinuation of the ITD for the next phase differences due
to the continuity of the phase information.  This Figure
shows a set of twelve representative curves correspond-
ing to the set of twelve neurons of the delay line (13)
tuned by their maximal response to particular ITDs, 20
µs apart.  This tuning corresponds to the position of the







-300 -200 -100 100 200 3000
ITD [µs]
Fig. 2. Schematic responses of binaural neurons in the mamma-
lian circuit (MSO).  For axes and details see the caption
for the previous Figure.  The information about the
azimuth is extracted from at least two (or possibly more)
tuning curves of broadly tuned delay channels (10).  Only
one of the two channels is shown here. Error bars illus-
trate the stochastic dimension of the tuning: the actual
response varies from trial to trial and the exact azimuth
is extracted by pooling the signal from a small set of
neurons.
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operations of the coincidence detection circuits in
terms of random spike arrivals and their probability
densities (23).  We followed up with more estimates,
in particular studying the standard deviation of spike
timing, sometimes called spike timing jitter (17, 22).
Model
The integrate and fire neuronal model, also
called the perfect integrator, is one of the simplest
neural models.  This model captures the integration
property of a neuron, especially for time scales shorter
than the neuronal time constant.  The time constant
can be measured electro-physiologically and es-
pecially in auditory neurons it can be assumed to be
large compared to the rate of synaptic inputs.  With a
given integration time window and complex input,
such a neuronal model possesses rich output behavior,
which can be attributed to hypothetical neural com-
putations (9, 31).  In agreement with our notation in
reference No. 17 the neural computations of the perfect
integrator can be summarized as:
1-st input : fin(t)
→ first (k) spikes → fout(t),
n-th input : fin(t)
  [1]
where f in are input spike timing densities, fout is the
output density, k is the number of spikes needed to
fire the action potential and n is the total number of
inputs.  Here we consider only small amounts of input
spikes, k, n = 2, 3, 4 and a short time integration
window ∆W.  Due to the short time window, such a
neuron acts as a coincidence detector.  We will see
that the neural computation performed by this model
is quite complex.
The mammalian brainstem neural circuitry is
shown in Fig. 3.  Since there is chain of delays on both
sides at each synapse, we can generally suppose that
we have n ipsilateral delays in the ipsilateral (A)
branch of the pathway, ∆A1, ∆A2, ..., ∆An and m con-
tralateral delays in the contralateral (B) branch of the
pathway, ∆B1, ∆B2, ..., ∆Bm.  The total delay difference
between those two pathways, ∆AB, is equal to









We assume that these random delays with
(timing) jitter (subscript J) on sides A and B (left and
right) are mutually independent and identically
distributed non-negative random variables.  We denote
them as ∆AJ, ∆BJ with a maximum value of ∆max.  The
following constraints have to be imposed on them,
with the third reflecting the property that the coinci-
dence detection (time) window ∆W should be shorter
than or equal to the maximum delay, and that the
sound period T should be greater than or equal to the
maximum delay:
0 ≤ ∆JA ≤ ∆max,  0 ≤ ∆JB ≤ ∆max,
0 ≤ ∆W ≤ ∆max ≤ T. [3]
These are the theoretical conditions which have to
be met to solve the analytical calculation.  Using nu-
merical simulations we verify that the model is robust
in parameter variations within these conditions.  Some
of the extrapolated values mimic the phase ambiguity
observed in the auditory experiments.
Let us substitute to Equation [1] n = 2 and for the
spike timing probability density f in the beta distri-
bution.  Such a spike timing is observed in the auditory
pathway (18).  The beta distribution has a probability
density function written as:
fin(t) =
1
B(a, b)H(t)H(1 – t)t
a – 1(1 – t)b – 1 , [4]
with parameters a, b ≥ 1, normalized by B(a, b) to
give unity integral.  B(x, y) and Γ(x) are respectively













Fig. 3. Mammalian brainstem wiring.  This scheme shows syn-
aptic connections in the mammalian brainstem converg-
ing onto the nucleus of the medial superior olive (MSO)
and passing the spike trains further to the midbrain (MB).
Vertical line denotes the dividing mid line between the
left and right brainstem sides.  Only one half of the circuit
converging to the left MSO is shown.  The neurons of the
processing stages from bottom to top are: neurons of the
ganglion spirale, also known as auditory nerve (AN)
neurons, neurons of the cochlear nuclei, namely globular
bushy cells (GBC) and spherical bushy cells (SBC).
Input of the former is inverted through the medial (MNTB)
and lateral nuclei of trapezoid body, while input of the
latter connects directly to the MSO.  The polarity of
synapses is denoted by the plus (+) sign for excitatory and
minus (-) sign for inhibitory.
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culated as B(x, y) = Γ(x)Γ(y)/Γ(x + y) and Γ(x) =
t x – 1
0
∞
exp(–t)dt (1).  H(x) is the (Heaviside) step
function: H(x) = 0 , for x < 0 ,
1 , for x ≥ 0 .   The mean, standard
deviation and variation coeffcient, of the beta dis-
tribution expressed in parameters a and b are:
µ = aa + b , σ =
ab




a(a + b + 1) ,
[5]
respectively.  For a = b = 1 the beta distribution in
Equation [4] is the uniform distribution and for a = 1
and b = 2 it is the triangular distribution.
Results
Analytical Calculations
For two independent random variables ∆AJ and
∆BJ we can obtain a new random variable defined as a
difference in Equation [2].  The convolution formula
for the sum of the two random variables ∆AJ and – ∆BJ
with distributions f inA and f inB prescribes that
distribution fout of this new variable ∆AB is written as
convolution integral
fout = f inA * f inB. [6]
For the evaluation of this convolution formula
we can use the property of the Laplace integral trans-
form (30) that it replaces the convolution operation
(*) with multiplication (⋅).
L{ f inA * f inB} = L{f inA} · L{f inB}. [7]
We obtain the sought distribution fout by means
of the inverse Laplace transform:
fout = L–1{L{f inA} ⋅ L{f inB}}. [8]
Let us substitute f inA and f inB in this Equation
with the beta distribution [4], f inA = f in(t) and f inB =
–f in(1 – t).  We can use the properties of the Laplace
transform that it is a linear operator and can have as
an argument the unit step (Heaviside) function.  Even
though the two unit steps define the function in three
pieces, the symbolic manipulation software we used,
the MATLAB(TM) symbolic toolbox, calculates the
output function seamlessly.  One of the simplest non-
trivial examples is to set a = 2 and b = 4 in formula [4].
In this example, f in is the 4th degree polynomial,
Σ40cit i, such that the output of the convolution will be





















1 + c0 , – 1 ≤ t ≤ 0 ,
0 , otherwise ,
[9]
where the absolute values of the polynomial coef-
fcients are c9 = 0.6349, c7 = 2.8571, c4 = 20, c3 =
33.33, c2 = 17.1429, c0 = 1.5873, c8 = c6 = c5 = c1 = 0
and signs are as denoted.  The signs of the coeffcients
confirm that this polynomial is an even function.
In this way we arrived at the formula for the ex-
citatory coincidence detection (23).  When we add
inhibition, from Equation [9] we obtain the inhibitory
coincidence detection function as a new density fout
obtained by the difference of the excitatory fexc and
the inhibitory finh inputs,
fout(t) = fexc(t) – finh(t – Tφ) + C. [10]
Tφ corresponds to a phase shift, and C is a baseline
firing rate to get nonnegative firing.  The two ITD
tuning curves with and without inhibition in Fig. 7
can be compared to experiment in Ref. No. 3.  To
highlight the differences between the distributions
discussed here, Fig. 5 shows fin of Equation [4] and
fout of Equation [9], compared to normal density
N(0, σ) with the standard deviation σ set equal to
the standard deviation of fout.  In order to see the
differences in their tails, these functions are shown in
both semi-logarithmic and linear scales.
Numerical Calculations
In this section we briefly present implementa-
tion details of the model in Fig. 4.  The latencies are
simulated together with the stochastic arrival of spike
at the first binaural neuron.  We used several modifica-
tions of the model.  We are now in a process of rig-
orously showing that some of the model variants are
computationally equivalent.  We use both inhibitory
and excitatory inputs to the binaural neuron.  This is
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consistent with the mammalian literature (10, 11, 24).
Our model makes it possible to describe neural coding
in lower stages of auditory processing and therefore
the model can be used for studying both natural and
electronic sensation, the latter evoked by cochlear
implant stimulation (20).
We can recalculate the input to the auditory
nerve by a cochlear implant emulator.  We use a pub-
lished and publicly available realistic software emula-
tion of cochlear implant adapted from an open source
in the MATLAB(TM) script language by Bruce and
several other authors (4-6, 34).  We then convert the
CI signal into auditory nerve activity using a method
implemented by these authors (6).
In the last decade, many deaf patients in Europe
have received implants in both cochleas from the
same manufacturer.  Existing technology enables syn-
chronized stimulation of both cochleas in these pa-
tients.  Cochlear implants can switch between several
coding strategies, some useful for speech understanding
and some other useful for open space hearing.  In the
Nucleus (R) 24 cochlear implant system common coding
strategies are Spectral Peak (SPEAK), Continuous
Interleaved Sampling (CIS) and Advanced Combination
Encoder (ACE) (8).  In our example we choose the
SPEAK strategy (8, 25).  Figure 6 shows successive
steps of sound processing in the emulator.  Only the
channel with the highest energy out of more than twenty
frequency channels of the CI model is shown.
It has been shown previously in experiments
that there exists a trade-off between sound localization
and speech comprehension in these patients (8).
Another finding demonstrates that specific types of
spike timing jitter are beneficial in these patients
(19).  In our work we demonstrate theoretically, why
different types of jitter are useful.  The improvements
of our sound localization model may lead to the
formulation of novel neural coding strategies for
cochlear implants.  Figure 7 shows data obtained in
the CI emulator together with our model.  On the
x-axis is the interaural time delay between left and
right inputs.
Discussion







Fig. 4. Model circuitry.  L and R CI are left and right cochlear
natural or cochlear implant inputs.  L and R PDF are
analogously left and right probability density functions
of spike generation times.  L and R CD are coincidence
detector neurons.  This is an analogue to the processing
at the first binaural neuron.  DELAY is the axonal
conduction delay and is shown only for the inhibitory
branch.  I and ESTN are inhibitory and excitatory synap-
tic transmissions, which are summed as the SUM of
synaptic inputs together with NOISE.  It can be shown
that this circuitry is equivalent to the simplified wiring
of the mammalian sound localization circuit, as de-




















Fig. 5. Input and output probability density functions.  The
semi-logarithmic plot used in the left panel shows the
divergence of the two tails of the normal and beta
densities, as the tail of the normal density (N(0, σ), dots)
exceeds the range below the argument of -1 and above
that of 1.  Semi-logarithmic plotting on the y-axis of the
densities was used in the past, because the normal density
is parabolic in these coordinates.  In the right panel, the
densities are shown on a linear scale for a more conven-
tional comparison.  Note that dots of the normal density
virtually fall on the solid curve of the beta density in the
linear panel.  Standard deviation of the normal density σ
was chosen to be equal to standard deviation of the out-
put density fout.  The dashed line shows the input density
fin and the solid line shows the output density fout on the
whole interval, see Equation [9].
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arrays of delay lines in the auditory brainstem neural
circuit exist in mammals.  We are only offering an
alternative solution to the well known problem of
time precision in sound localization.  Our alternative
solution is based on the concept of only one delay
line.  It is possible that the real neural circuit lies be-
tween these two extreme alternatives.  More specifi-
cally, the circuit of the MSO might use a few channels
tuned to specific ITDs.  The continuum of the ITDs
would be then represented in analogy to the continuum
of colors, which is represented in the activity of three
channels corresponding to just three cone pigments.
ITD can be detected for both low frequency sounds
and also for the envelopes of the amplitude modulated
sounds (14).
All neural circuits extracting precise timing
information must employ coincidence detectors.
Output of these coincidence detectors can be passed
with even higher timing precision to the next order
neurons in auditory pathway (28).  Precise spike tim-
ing is preserved even in higher relays of the auditory
pathway, up to the thalamus and cortex, (27, 32), yet
the function of such precisely timed spikes in the
cortex is not known.
An important point for the interpretation of
experimental data is the following.  When looking at
the experimental data, one cannot distinguish which
of the two similar densities (with and without the
tails, see Fig. 5) govern the data.  We exemplified this
Fig. 6. Output example.  Spikes in the auditory nerve are elicited
by the current from the cochlear implant.  The x-axis
shows a time span of 200 ms.  The upper trace shows
complex speech sound in auditory space.  This is a Czech
syllable pronounced by a Czech native speaker.  The
units on the y-axis (µA) are related to the middle trace,
which shows the stimulation current evoked by the
sound.  The bottom trace is a spike train elicited in a
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Fig. 7. Output of binaural model neuron.  The model neuron is
connected to the whole CI simulation package.  ITD is on
the x-axis in microseconds.  Neuronal output activity is
plotted on the y-axis.  The dashed biphasic curve is the
output of the full model with both excitation and inhibi-
tion.  The dotted monophasic curve is the model without
inhibition.  Only one period of the output is shown on
this picture for clarity, but the output is periodic, hence
the x-axes could be easily converted to the interaural
phase difference.  The error bars are sample standard
deviations obtained numerically in simulations.  In both
curves they are the result of 100 trials.  In other words,
these error bars do not show the level of the noise in the
system.  Instead, the noise is introduced into the system
via the randomness of the random variables and the
magnitude of the timing jitter.
in (22), where we demonstrated that the sample data
of output density without the tails pass the Jarque-
Bera (2) normality test with the confidence level p
lower than any practically used value.  Since pub-
lishing this finding (22), we have a more precise
explanation as to the implications of the result of the
Jarque-Bera test.  Mathematically, the two densities
differ because of their tails.  Practically, when ana-
lyzing data or numerically simulated data samples,
one data density cannot be distinguished from the
other.  It is important to realize that the output density
is the density of timing jitter of the MSO neuron, and
that the spike encoding this randomness is entering
another neuron.  The interpretation of data of spike
timing density using the normal density is a common
practice and it is not necessarily wrong.  The differ-
ence we report here is subtle, but may matter for the
proper description of the neural algorithm.
While the size of the CD window can be regulated
in the neural circuit, the time jitter can also change
based on the other parameters of the circuit, (28).  Our
results show that the proposed mechanism is robust to
variation of these two parameters (time window and
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time jitter).
Figures 1 and 2 hint at how various ranges of
ITDs might be processed in mammals with various
head sizes.  To demonstrate this theoretical result in
experiment might be diffcult, but it is not impossible.
Implanting two cochlear implants in both cochleas of
a monkey and also in a guinea pig for comparison
based on varied timing jitter is one suggestion for a
demanding, yet realizable experiment.
It is also interesting to know that another type
of the ITD jitter was already used in a variant of a
human psychophysical experiment.  A controlled
neural jitter influences the sound localization per-
formance, as reported in reference No. 19.  This
experiment is measurement of the sound localization
performance of hearing impaired human volunteers.
These implantees, who have cochlear implants on
both sides, are capable of the ITD processing.  In
short, it is interesting to consider the working hy-
pothesis of this paper, stating that the jittered binaural
stimulation abolishes the adaptation at the binaural
processing stage as opposed to the stimulation without
time jitter.  We can compare this hypothesis to what
we know about the circuit. We would like to comment
that the observation in reference No. 19 might also
be explained by the active use of timing jitter by
neurons, as proposed here.  In the psychoacoustics
of normal hearing subjects, this might be indirectly
illustrated by careful manipulation of echoes and
distractors, (16), but the interpretation of these
experiments from the point of view of our theory is
less straightforward.
Our model circuit does not reflect the detailed
anatomical wiring of the real circuit because the real
wiring is far too complex.  In designing our model we
started with the detailed circuit description.  Any
physiological description uses elementary neural
operations: delay, summing of the postsynaptic po-
tentials, coincidence detection, which can be un-
derstood as an operation of the “and” binary logical
gate and inhibition, which can be understood as the
“not” unary operation.  Starting from the (complex)
neural circuit, we can simplify it, when simplification
of the series of operations is possible.  Our model is
the result of such a simplification.  We can prove that
the original and simplified circuits are equivalent
from the computational perspective (22).  It should be
also noted that whenever (slow) software implemen-
tation would not make the real-time implementation
possible immediately, most computations can be
implemented using (much faster) digital signal
processing hardware.  We refer here to the hardware
model of the interaural level difference processing in
bats (12) as one out of many examples.
The neural circuits which use coincidences of
two inputs and calculate the correlation between the
two neural signals have a long tradition following the
Reichardt detector, a neural circuit for motion detec-
tion in fly vision (29, 33).  In line with this tradition,
early applications of neural correlations in sound
localization circuits involved the possibility that not
the peak, but the maximal slope of a response of the
coincidence detector may relay the information, (26).
Figure 4 shows the neural operations as in-
dividual functional building blocks of a neural algo-
rithm, which should not be mapped directly to neurons
of the binaural pathway in Fig. 3.  The spike timing
jitter propagates through all the neurons of the ascend-
ing auditory pathway.  In this paper we demonstrated,
why a specific type of spike timing jitter is essential
for azimuth processing in both normal hearing and
hearing with cochlear implants.
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B Seznam př́ıloh
Součást́ı této práce je datový nosič (CD) se zdrojovými kódy model̊u, elek-
tronickou verźı disertace, autoreferátu, publikovaných článk̊u a obrázk̊u.
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