Abstract. We investigate the structure of invariant subspaces of backward shift operator Lf = (f − f (0))/ζ on a large class of abstract Hilbert spaces of analytic functions on the unit disc where the forward shift operator M ζ f = ζf acts as a contraction. Our main results show that under certain regularity conditions on the norm of such a space, the functions in a nontrivial invariant subspace of L have meromorphic pseudocontinuations in the Nevanlinna class of the exterior of the unit disc. We also provide a regularity condition which implies that the subspace itself is contained in the Nevanlinna class of the disc. These results imply that the spectrum of the restriction of L to these subspaces intersects the unit disc in a discrete set and this fact is then applied to prove a general index-one theorem for the forward shift invariant subspaces of the Cauchy dual of the original space. Finally, we give a detailed discussion of the weighted shift operators for which our main results apply.
Introduction
Let D denote the open unit disc in the complex plane and let ζ denote the identity function on D, ζ(z) = z, z ∈ D. In this paper we shall consider Hilbert spaces of analytic functions on the open unit disc D that contain the constants and such that the operator M ζ of multiplication with the function ζ acts as a contractive operator on H, and such that the backward shift defined by the rule Lf (z) = f (z) − f (0) z acts as a bounded linear operator. We will investigate the structure of the nontrivial invariant subspaces of the backward shift. Our goal is to show that there are quite general regularity conditions on the norm of such a Hilbert space which automatically imply very special properties of the nontrivial invariant subspaces of the backward shift. In order to explain our results let us begin with the basic properties of the spaces to be considered. Throughout the paper we shall assume that H is a Hilbert space consisting of analytic functions on D which satisfies the following two axioms:
(1.1) for each f ∈ H we have ζf ∈ H and ||ζf || ≤ ||f ||, (1.2) the analytic polynomials are dense in H and for each λ ∈ D we have that (ζ − λ)H is closed in H with dim H (ζ − λ)H = dim H ∩ ((ζ − λ)H) ⊥ = 1.
These two properties immediately imply that (1.3) for each λ ∈ D the evaluation functional f → f (λ) is continuous on H,
(1.4) for every λ ∈ D there is a c λ > 0 such that
Moreover, from the closed graph theorem we also see that the backward shift L defined above is a bounded linear operator on H. Many common examples of Hilbert spaces of analytic functions satisfy these axioms. Such are the Hardy space, the weighted Bergman spaces, or, more generally, the closure of analytic polynomials in L 2 (µ) for certain measures µ on D. Another relevant class of examples are those spaces where M ζ acts as a weighted shift, i.e. an operator for which there is an orthonormal basis {e n } such that each e n is mapped to a positive multiple of e n+1 . In the case of the operator M ζ , this immediately implies that each e n is a multiple of ζ n and also, that the norm is a weighted l 2 -norm of the sequence of Taylor coefficients of the functions in H.
We shall be concerned with the structure of Lat(L, H), the lattice of invariant subspaces of the backward shift operator. For specific Banach spaces of analytic functions these subspaces have been intensively studied [DSS] , [RiSu] , [AR] , [ARR] . For many examples satisfying (1.1) and (1.2) it turns out that whenever a function belongs to a nontrivial invariant subspace for L, it has a meromorphic pseudocontinuation to the exterior of the unit disc D e = {z ∈ C, |z| > 1}. Definition 1.1. Definition 1.1 A meromorphic function g in D e is a pseudocontinuation of the analytic function f in D if both functions f and g have the same nontangential limits a.e. on the unit circle ∂D.
Recall also that it follows from the Lusin-Privalov uniqueness theorem that a pseudocontinuation is unique if it exists (see e.g. [RS1] , Remark 6.2.2). Even more information is available in many of the cases mentioned above. The values of the pseudocontinuationf of a function f in a nontrivial L-invariant subspace M satisfies the equality (1.5)f (λ) = f ζ−λ , h 1 ζ−λ , h , |λ| > 1 whenever h is a nonzero function in M ⊥ . Following [RS2] , the right hand side of (1.5) is called the h-prolongation of f . Thus, for all h ∈ M ⊥ \ {0} the hprolongation of f equals to the pseudocontinuation of f . By the results proved in [ARR] for general Banach spaces of analytic functions, the remarkable fact that the values of the h-prolongations of f coincide for all h ∈ M ⊥ \ {0}, is actually equivalent to the fact that (I − λL|M) −1 exists. Thus, in all of these cases, a point α ∈ D \ {0} belongs to the spectrum of the restriction of L to a nontrivial invariant subspace if and only if the right hand side of (1.5) is not defined at α −1 , i.e. (ζ −α −1 ) −1 belongs to that subspace. Clearly, from (1.2) the set of these points is discrete in D, and it easily follows from (1.1) that it actually forms a Blaschke sequence.
The argument outlined here breaks down in the case of an invariant subspace M ∈ Lat(L, H) which, at its turn, contains a nontrivial M ζ -invariant subspace N . Indeed, in this case the h-prolongation of any f ∈ N vanishes identically and thus, it cannot equal a pseudocontinuation of f unless f = 0. The existence of such invariant subspaces has been proved recently by J. Esterle [E] . His examples are L-invariant subspaces of Hilbert spaces H as above where M ζ |H is a contractive weighted shift with highly irregular weights which however, decay to zero arbitrarily slow. As it has been pointed out by Borichev [B] , these invariant subspaces M not only contain functions that fail to satisfy (1.5), but the spectrum of the restriction of L to M is the closed unit disc. Further details and open questions related to this phenomenon are discussed in [RS2] . The purpose of this paper is to present two abstract conditions on the space H under which, the invariant subspaces of the backward shift L on H consist of functions that have of pseudocontinuations to the exterior of the unit disc. Both of our conditions can be seen as regularity assumptions on the norm on H. The first condition is very easy to state and is nothing else than a uniform version of condition (1.4):
(1.6) there is a c > 0 such that ||
In Theorem 2.2 below we prove that given any proper invariant subspace for L on H, every function in the subspace has a meromorphic pseudocontinuation in the Nevanlinna class of D e such that (1.5) holds for all nonzero h ∈ M ⊥ . In particular, the spectrum of the restriction of L to that subspace intersects D in a discrete set.
It is well-known that condition (1.6) is satisfied for Bergman spaces with so-called standard weights (also see Lemma 4.2). We mention that it follows from the proof of Proposition 4.10 of [MR] that all Hilbert spaces with "Bergman-type kernels" satisfy condition 1.6 (see [MR] for definitions). Nevertheless we shall see in Section 4 of this paper that condition (1.6) implies that there are sequences (λ n ) in D with |λ n | → 1 such that the norms of the evaluation functionals at these points grow slower than a negative power of the distance to the boundary. Hence, the condition does not cover weighted shifts with rapidly decreasing weights. A particular class of examples of this type are weighted Bergman spaces with radial weights that decay exponentially to zero near the boundary. Recall that H is a weighted Bergman space with a radial weight if the norm on H can be expressed as
where µ has the form dµ = ωdr×dt, for some positive integrable function ω on [0, 1). However, an even stronger result than the conclusion of the above theorem holds true for all such weighted Bergman spaces. Namely, in addition to the existence of pseudocontinuations, nontrivial invariant subspaces for L are always contained in the Nevanlinna class of the unit disc ( [ARR] , Theorem 1.11). In order to motivate our second abstract assumption it is useful to recall briefly the argument in [ARR] which leads to the proof of this result. Let M be invariant for L, f ∈ M and h be a nonzero function in M ⊥ . Then h anihilates all functions of the form (f −
for all λ ∈ D. Now due to the special form of the measure µ and to the fact that h is analytic it follows immediately that (1.8)
Given r ∈ (0, 1) we can split the integrals involved in (1.7) according to the regions {|ζ| < r} and {|ζ| > r} and use (1.8) to obtain an equality of the form
a.e. on ∂D, where F r , G r , H r have uniformly bounded norms in the usual Hardy spaces H p , 0 < p < 1 for almost every r ∈ (0, 1) and H r → 0 when r → 1
Thus, by letting r → 1 − we see that there are functions F, G ∈ H p , 0 < p < 1 such that f F ∈ H p and f F = G a.e. on ∂D, which leads to the desired result. This special representation of the functions in nontrivial Linvariant subspaces is essentially based on the equality (1.8). It turns out that it is possible to formulate an abstract regularity condition for the norm on a Hilbert space of analytic functions which leads to a similar situation.
Let H be a Hilbert space of analytic functions satisfies the conditions (1.1) and (1.2). The following condition will be the hypothesis of Theorem 2.4.
(1.9) There exists a set A(H) ⊆ (0, 1) with sup A(H) = 1 such that for every r ∈ A(H) the scalar product on H can be written as a sum of two scalar products It is not difficult to verify that weighted Bergman spaces with radial weights satisfy this condition if · r , · 1 r are defined as integrals over {|z| < r} and {|z| ≥ r} respectively. As we shall see in Section 4 of this paper (1.9) applies to many other examples, especially to weighted shifts. For spaces H which satisfy (1.9) we prove in Theorem 2.4 that any nontrivial invariant subspace for L on H is contained in the Nevanlinna class of the unit disc. Moreover, every function in the subspace has a meromorphic pseudocontinuation in the Nevanlinna class of D e and the spectrum of the restriction of L to that subspace intersects D in a discrete set.
One application of Theorems 2.2 and 2.4 concerns the index of ζ-invariant subspaces in the Cauchy dual H of H. This is presented in Section 3 of the paper. H consists of analytic functions of the form
where g ∈ H and f H = g H . The space H satisfies (1.2)-(1.4), and M ζ is a bounded expansive operator on this space. Given a ζ-invariant subspace N of H , the index of N is defined by
¿From the results in [Ri] we will derive the fact that whenever the space H satisfies (1.1), (1.2) and either one of the assumptions (1.6) or (1.9), then every M ζ -invariant subspace N of H has index one (Corollary 3.1). This is no longer true for the Cauchy duals of the spaces considered by Esterle in [E] which contain ζ-invariant subspaces of arbitrary index. This was pointed out by Borichev, [B] . Since no explicit proof of this fact is available in published form, we have included an outline of his argument, see Proposition 3.2.
In the last section of this paper we present several examples of weighted shift operators that satisfy our conditions. We will consider spaces H w where the norm has the form
with w = (w n ) n≥0 a fixed nonincreasing sequence of positive numbers with lim n→∞ w n+1 w n = 1.
In ( [AB] , p. 24) it is pointed out that if wn+1 wn is nondecreasing with n then the norm on H w is equivalent to a Bergman space norm with a radial weight and that norm will satisfy (1.9). Hence the conclusion of Theorem 2.4 holds for the space H w . The conditions we consider in Section 4 go beyond this regularity condition. For example, we show that if we set
then the space H satisfies (1.6), whenever α + − α − < 1 (see Corollary 4.3), while if sup{r ∈ (0, 1) :
then H satisfies (1.9) (Corollary 4.6). This last condition applies for example to all strictly decreasing weight sequences w with the property that
and weight sequences satisfying 1 − wn+1 wn = α n γ + o(1/n) as n → ∞, for some α > 0 and 0 < γ < 1 (Examples 4.8 and 4.9). It also is satisfied for strictly decreasing sequences {w n } such that there is a k 0 such that wm+1 wm > wn+1 wn whenever m ≥ n+k 0 (Lemma 4.7).
Main results
This section contains the proofs of the main results announced in the Introduction. We begin with some basic estimates of contractive operators on separable Hilbert spaces which are needed in our arguments. The result below can be found in [ARS] together with a more detailed analysis and further estimates for contractions. For the sake of completeness we have included an outline of the proof. For a complex-valued function u on D we shall denote the nontangential limit of u at at a point ζ ∈ ∂D by nt − lim λ→z u(λ). Analogous notations will be used for the nontangential limit superior and limit inferior of real-valued functions at points of ∂D.
Lemma 2.1. Let K be a separable Hilbert space and T be a contraction on K. Then for every x ∈ K we have nt − lim sup
a.e. on ∂D.
Proof. The first part follows immediately from the inequality
Indeed, a direct calculation shows that the right hand side of this inequality is a harmonic function of λ ∈ D which is also nonnegative. Such functions have finite nontangential limits a.e. on ∂D which gives the desired conclusion. Note also that the first part of the lemma together with the classical construction in the proof of Privalov's theorem (see [K] , Chapter 3), imply that the function u(λ) = (1 − |λ| 2 ) (1 − λT ) −1 x 2 has nontangential limits a.e. on ∂D. Then, to see the second part, it suffices to show that for some sequence (r n ) tending to 1 form below we have u(r n e it ) → 0 a.e. To this end, we use Parseval's formula and the hypothesis to obtain
which completes the proof.
With these preparations we can now turn to our first result about invariant subspaces for the backward shift.
Theorem 2.2. Let H be a Hilbert space of analytic functions satisfying conditions (1.1), (1.2) and (1.6) and let M ∈ Lat(L, H) be a nontrivial invariant subspace. Then every f ∈ M has a meromorphic pseudocontinuation that belongs to the Nevanlinna class of the exterior of the closed unit disc and satisfies (1.5) for
Proof. We begin with the simple observation that for f, h ∈ H the function
is the complex conjugate of the Cauchy transform of a finite measure on ∂D. Indeed, this follows by an application of the spectral theorem to the minimal unitary dilation of M ζ . Consequently, F f,h has nontangential limits a.e. on ∂D which are the same as the nontangential limits of the function
Clearly, this last function is again a Cauchy transform of a finite measure on ∂D. In particular, it belongs to the Nevanlinna class of the exterior of the closed unit disc. Of course, the reasoning applies to the function F 1,h (λ) =λ (1 −λζ) −1 , h , λ ∈ D and in addition, if h = 0 the function F 1,h does not vanish identically because polynomials are dense in H. Our goal is to prove that each f ∈ M has nontangential limits a.e. on ∂D which satisfy
for every h ∈ M ⊥ \ {0}. By the above considerations we then obtain that f has the pseudocontinuation λ → F f,h (1/λ)/F 1,h (1/λ), |λ| > 1 which is just (1.5). As we have already shown, this function belongs to the Nevanlinna class of the exterior of the closed unit disc.
We start with the fact that for |λ| < 1
, h .
Let us now estimate the last expression above. By (1.6) we have
Thus,
From the first part of Lemma 2.1 it follows that nt-lim sup
a.e. on ∂D and for all g ∈ H. Also, we claim that
as λ approaches a.e. z ∈ ∂D nontangentially. This follows immediately from the second part of Lemma 2.1 once we show that (M * ζ ) n h → 0 when n → ∞. But this last condition is verified whenever h is a finite linear combination of reproducing kernels for H and since this set is dense in H and M * ζ is a contraction, the condition holds for all h ∈ H. ¿From these observations we conclude that there is a subset E of ∂D of full measure such that for each z ∈ E we have: 1) F f,h has a nontangential limit at z, 2) F 1,h has a nonzero nontangential limit at z,
We will now use (2.2) to show that nt-lim sup λ→z |f (λ)| < ∞ for each point z ∈ E. Indeed, if λ n converges nontangentially to z ∈ E such that |f (λ n )| → ∞, then the left hand side of (2.2) is O(|f (λ n )|), while the right hand side is o(|f (λ n )|). But then from (2.2) we see that (2.1) holds at every point of E.
To prove the assertion about the spectrum of L|M we use Corollary 2.3 and Proposition 2.8 of [ARR] . According to these results we have for |λ| > 1 that ((1 − λL)|M) −1 exists if and only if the value
, whenever F 1,g ( 1 λ ) = 0. But the above reasoning shows that whenever λ is not a pole of the meromorphic pseudocontinuation of f to the exterior disc, c λ (f, g) equals the value of this pseudocontinuation at λ. Since the pseudocontinuation is unique the result follows.
The assumption that polynomials are dense in H is not really necessary for the above argument. In fact, the same reasoning applies whenever M is a nontrivial L-invariant subspace that does not contain all polynomials.
Let us now turn to our second result. As pointed out in the Introduction, Theorem 2.2 can be improved for Hilbert spaces of analytic functions that satisfy (1.9). In fact, in addition to the existence of pseudocontinuations we shall show that the subspaces under consideration are always contained in the Nevanlinna class of the unit disc.
Let us begin with some simple observations derived from the condition (1.9). (ii) There exists an equivalent Hilbert-space norm 1 on H such that (H, 1 ) satisfies (1.9) for all r in some set A 1 (H) ⊂ (0, 1), sup A 1 (H) = 1 such that (ii) Let r 0 ∈ (0, 1) be fixed and set
By (1.3) it follows immediately that · 1 is equivalent to the original norm and clearly, (1.9) is satisfied with A 1 (H) = A(H) ∩ (r 0 , 1) and
The fact that this new norm satisfies the condition in the statement is straightforward.
Theorem 2.4. Let H be a Hilbert space of analytic functions satisfying conditions (1.1),(1.2) and (1.9). Let M ∈ Lat(L, H) be a nontrivial invariant subspace for L. Then M is contained in the Nevanlinna class and every f ∈ M has a meromorphic pseudocontinuation that belongs to the Nevanlinna class of the exterior of the closed unit disc. Furthermore, (1.5) holds for all h ∈ M ⊥ \{0} and σ(L|M)∩D is a discrete subset of D.
Proof. We shall first show that M is contained in the Nevanlinna class of the unit disc. Let f ∈ M and h ∈ M ⊥ , h = 0 and denote by · r , · 1 r the norms induced by ·, · r and ·, · 1 r respectively. By Proposition 2.3 (ii) we can assume without loss of generality that inf{ h r , r ∈ A(H)} > 0. For |λ| < 1 we have
If r = |λ| ∈ A(H) use (1.9) to write
We claim that
Indeed, if we denote by H r the completion of H with respect to ·, · r then (1.9) together with von Neumann's inequality imply that every function h, analytic in a disc {|z| < r } with r > r, multiplies H into H r . Moreover, the norm of the induced operator does not exceed the supremum norm of h on the disc of radius r. Thus, since f is analytic in D and
−1 · 1 when ξ → λ. Using the claim and (2.3) we see that
and thus, we can write
Let F r , G r , H r be defined in the unit disc by
From the hypothesis (1.9) and the general theory of unitary dilations applied to M ζ/r and rL in the respective inner product spaces, it follows that F r , G r , H r are the Cauchy transforms of finite measures µ r , ν r , ω r on ∂D whose total variations satisfy |µ r | ≤ c f r h r , |ν r | ≤ c 1 r h r |ω r | ≤ c f 1 r h 1 r for some absolute constant c > 0. This implies (see [D] , Theorem 3.5) that F r , G r , H r ∈ H p for every 0 < p < 1 and that there exists an absolute constant c p > 0 depending only on p with
With these considerations we can rewrite (2.4) as
a.e. on ∂D and from (2.5) we deduce that
whenever 0 < p < 1 and r ∈ A(H). Also from (2.5) we see that {G r , r ∈ A(H)} is a normal family. Note that from our assumptions it follows that there is a sequence {r n } in A(H) converging to 1 such that G rn converges uniformly on compacts to a nonzero function G ∈ H p . Otherwise, we would have G r (z) → 0 uniformly on compacts when r → 1 − , r ∈ A(H) which implies that q, h r → 0, r → 1 − , r ∈ A(H), for every polynomial q. Since polynomials are dense in H this contradicts the fact that inf{ h r , r ∈ A(H)} > 0. Thus, if G is as above, then for 0 < ρ < 1 fixed but arbitrary and for all 0 < p < 1 we deduce from (2.5) that
which shows that f G ∈ H p , and hence f belongs to the Nevanlinna class. To prove the remaining part of the statement, we proceed precisely as in the proof of the preceding theorem. We are going to show first that for f ∈ M, h ∈ M ⊥ , h = 0 we have
a.e. on ∂D. Recall from the considerations made at the beginning of the proof of Theorem 2.2 that the functions
are complex conjugates of Cauchy transforms of finite measures on ∂D and hence, they have nontangential limits a.e. on ∂D. Then (2.6) will imply that the nontangential boundary values of f (which exist a.e. by the previous argument) satisfy
a.e. on ∂D. The same arguments as in the proof of Theorem 2.2 show that the right hand side equals the nontangential limit from the outside of the unit disc of a quotient of two Cauchy transforms of finite measures on ∂D such that the denominator does not vanish identically, because h cannot annihilate all polynomials. Consequently, f has a pseudocontinuation that belongs to the Nevanlinna class of the exterior of D and satisfies (1.5). Finally, the fact that σ(L|M) ∩ D is a discrete subset of D follows with the same argument as in the proof of Theorem 2.2. Thus, it remains to prove that (2.6) holds.
It follows immediately from what we have already proved that the nontangential limit in (2.6) exists for almost every z ∈ ∂D. In order to prove (2.6) it will be sufficient to show that there exists a sequence {r n } tending to 1 from below such that (2.7) lim
for a.e. z ∈ ∂D. As in the proof of Theorem 2.2 we use the fact that h ∈ M ⊥ to conclude that we use (1.9) to write
We shall conclude the proof by showing that there is a nonzero H ∞ -function u such that (2.9) lim inf
For r ∈ A(H), r > 1/3 we can use the Cauchy-Schwarz inequality to obtain for ρ = 3r−1 2
Since rL is contractive with respect to · 1 r as in the proof of Lemma 2.1 we have by Parseval's formula
and with the same reasoning we obtain
Thus, we conclude from above that
when r ∈ A(H) and r → 1 − . The estimation of the other term in (2.9) is a little more subtle, but very similar. Let u ∈ H ∞ , u = 0 with uf ∈ H ∞ and u ∞ , uf ∞ ≤ 1. For r ∈ A(H), r > 1/3 let ρ = 1+r 2 and use the fact that the function λ → |u(λ)
where the last step follows again by Parseval's formula and from the fact that M ζ/r is contractive with respect to · r . Another use of the Cauchy Schwarz inequality yields the estimate
as r → 1 − with the same reasoning as above. As pointed out before, this implies (2.6) and Theorem 2.4 is completely proved.
The index of ζ-invariant subspaces in the Cauchy dual
Both of our main theorems theorems can be applied to study invariant subspaces for the operator of multiplication by ζ in the Cauchy dual space of H. The Cauchy dual of H was defined in the Introduction. An alternate way to define it is as the completion of the set of polynomials with respect to the norm
, q is a polynomial and q H ≤ 1 , that is, H is the dual of H with respect to the H 2 -pairing
A third equivalent way to define the space H is to use the Cowen-Douglas model for the operator L (see [Ri] ). More precisely, one checks that each λ ∈ D is an eigenvalue of multiplicity one for L. Since the corresponding eigenvectors (1−λζ)
span H, the general theory of such operators implies that L * is unitarily equivalent to multiplication by ζ on a Hilbert space of analytic functions and with the correct normalization it turns out that this space coincides with H . In many cases, the space H can be found explicitly. For example, if M ζ |H is a weighted shift, i.e. when H can be identified with a weighted l 2 -space, its Cauchy dual is a weighted l 2 -space as well, whose weights are just the reciprocals of the original ones. Moreover, under our hypothesis, the space H is a much smaller space that is usually contained in the Hardy space H 2 . This happens for example, if the constant functions belong to ζH ⊥ (see also [ARR] , Section 5 for a more detailed discussion of the Cauchy dual). The most relevant fact for our purposes is that the operators L|H and M * ζ |H are unitarily equivalent.
Given N ∈ Lat(M ζ , H ), the lattice of M ζ invariant subspaces of H , such that N = {0}, we define the index of N as
For many examples it is shown in [ARR] that the index of such an invariant subspace is always one. The same holds true for the Cauchy duals of the abstract spaces H considered in the previous Section and this can be deduced from the results in [Ri] and the unitary equivalence of the operators L|H and M * ζ |H . Corollary 3.1. Suppose that H satisfies the hypotheses of either Theorem 2.2 or Theorem 2.4. Then every nonzero invariant subspace for M ζ on the Cauchy dual H has index one.
Proof. If N is such a subspace of H , the restriction of (M ζ |H ) * to N ⊥ is unitarily equivalent to the restriction of L to a nontrivial invariant subspace denoted by M. Now if H satisfies the hypothesis of Theorem 2.2 or the one of Theorem 2.4 we can conclude that the set σ(L|N ) ∩ D is discrete in D and hence, the same holds for the spectrum of the restriction of M * ζ to N ⊥ . By Theorem 4.5 in [Ri] this implies that N has index one.
A completely different situation occurs in the spaces constructed recently by Esterle in [E] . In order to discuss in more detail some consequences of his work, let us introduce the following notation. For f ∈ H, g ∈ H let f * g be the sequence obtained by the convolution of the sequences of Taylor coefficients of f and g. In other words, the n-th term (f * g) n , n ∈ Z, of f * g is given by (f * g) n = M n ζ f, g 2 , for n ≥ 0 and (f * g) n = L |n| f, g 2 , for n < 0. Now Theorem 4.10 in [E] together with its proof implies the existence of Hilbert spaces of analytic functions H which satisfy (1.1) and (1.2) and share the following remarkable property:
(3.2) For any array w ij of sequences with finite support there exist f i ∈ H, g j ∈ H such that f i * g j = w ij .
In fact, Esterle's theorem shows that H can be chosen such that M ζ |H is a weighted shift and that the weights ζ n 1/2 involved in the definition of the norm, decay arbitrarily slow to zero. Moreover, (3.2) actually holds even for arrays of infinite sequences w ij that belong to a certain weighted l 1 -space (see Proposition 4.6, and Theorems 4.5 and 4.2 in [E] ).
The proof of the following result was kindly communicated to us by Alexander Borichev.
Proposition 3.2. Let H be a Hilbert space of analytic functions that satisfies (1.1), (1.2) and (3.2). Then Lat(M ζ , H ) contains invariant subspaces of arbitrary index.
Proof. According to the results in [E] , there exist functions f i ∈ H, g j ∈ H which solve the system of equations f i * g j = δ ij e 0 , where δ ij = 0 if i = j and δ ii = 1, and e 0 = (δ 0n ). Then all functions g j belong to the invariant subspace
The point is that no nontrivial linear combination of the functions g j can belong to M ζ N 0 . Indeed,
for all i, that is, all coefficients α j vanish. This shows that [g j ] are linearly independent in N 0 /M ζ N 0 , i.e. indN 0 = ∞. Also, given any positive integer N , let N be the invariant subspace generated by the functions g j , j = 1, 2, . . . , N , that is, the closed span of all polynomial multiples of these functions. Then it is easy to see that indN ≤ N and by the above argument we have indN = N which completes the proof.
4. Weighted shift operators and conditions (1.6) and (1.9)
Recall that an operator T on a separable Hilbert space is called a weighted shift if there exists an orthonormal basis {e n : n ≥ 0} of the space such that T e n = α n e n+1 , n ≥ 0, where α n > 0. It is clear that for spaces H of analytic functions in the unit disc the fact that M ζ |H is a weighted shift means that the space H consists of power series in the unit disc whose coefficients belong to a given weighted l 2 -space, i.e. the norm of the function f = n≥0 a n ζ n is given by
To stress the dependence on the weight sequence we will denote this space of analytic functions by H w . In this paper we shall assume that the weight sequence w = (w n ) n≥0 is strictly positive, non-increasing, that it satisfies lim n→∞ wn+1 wn = 1, and that w 0 = 1. It is then a simple exercise to show that H w satisfies the conditions (1.1) and (1.2). If the weights w n are bounded below then H w is just H 2 (D) with an equivalent norm, while if w n → 0, n → ∞ it follows immediately by the dominated convergence theorem that ζ n f → 0 for each f ∈ H w . We want to discuss some conditions on the weight sequence w under which the assumptions (1.6) or (1.9) hold for the space H w .
Proposition 4.1. Let v = (v n ) n≥0 be a weight sequence as above and suppose that M ζ |H v satisfies (1.6) with the constant c ∈ (0, 1), i.e.
Furthermore, let w = (w n ) n≥0 be a weight sequence for which there exists a nonnegative integer n 0 and a constant b > 0 such that
In particular, H w satisfies (1.6).
Proof.
w , where D w denotes the positive square root of the operator 1−M * ζ M ζ acting on H w . Of course, a similar identity holds in H v . Hence we can restate the first hypothesis as
and we must show that
We write f = n≥0 a n ζ n ∈ H w , then
¿From the second assumption we have for all n ≥ n 0
Note that the first inequality of the second assumption says that (w n /v n ) is nonincreasing for n ≥ n 0 . Hence we can use (4.1) to obtain
n0 f w and the right hand side of the last inequality can be written as
w . This concludes the proof of the first assertion of the proposition. The second assertion follows from the fact that M ζ is bounded below and contractive on H w , hence the operator M ζ |H w is similar to M ζ |ζ n0 H w .
In order to obtain simple conditions for a weight sequence (w n ) n≥0 such that (1.6) holds in H w , we are going to apply the above result with a special choice of the sequence (v n ) n≥0 . For β > −1 we let v β be defined by
Using integration by parts we find that
and hence
Finally, a direct computation shows that the norm in H v β is given by
Proof. Note first that v β n+1 /v β n increases with n, hence,
Further, as before use the notation b λ (z) = λ−z 1−λz and a straightforward change of variable to obtain
which gives the desired result.
Corollary 4.3. For a weight sequence w = (w n ) n≥0 let
If α + (w) < ∞ and α + (w) − α − (w) < 1, then H w satisfies (1.6).
Proof. In the case α − (w) > 0 the result follows by a direct application of Proposition 4.1 with v = v β , β = α − (w) − ε − 1, where ε > 0 is sufficiently small. Indeed, if 0 < ε < α − (w) and β as above, then there exists n 0 dependent on ε and such that for all n ≥ n 0 we have α−(w)−ε n+1 < ε and by (4.2)
We set b = α+(w)+ε α−(w)−ε (1 + ε) and note that Lemma 4.2 implies that we need to verify that b(1 − c 2 ) = α+(w)+ε α−(w)−ε+1 (1 + ε) < 1. The hypothesis implies that this is true for sufficiently small ε.
Next suppose α − (w) = 0. Then the hypothesis implies α + (w) < 1, and we can choose ε > 0 such that δ = 1 − (α + (w) + 2ε) > 0 . For 0 < t < ε define w t by
and note that 1 − w t n+1
Set β = t − 1, then by (4.2) we have for all n
Furthermore, there exists an n 0 which depends on ε, but is independent of t such that for all n ≥ n 0
Thus, in this case we can use Proposition 4.1 with b = α+(w)+2ε t
(1 + t) and c 2 = 1/(t + 1). We obtain 1 − b(1 − c 2 ) = 1 − (α + (w) + 2ε) = δ. Hence we have for every
Since n 0 and δ do not depend on t we can let t → 0 to obtain
for all polynomials f and the result follows.
Before we turn to our second assumption, let us discuss some cases where (1.6) does not hold. We shall use the following simple observation which yields a necessary condition for a space H to satisfy (1.6). If k λ is the reproducing kernel in H and H satisfies (1.1), (1.2) and (1.6) then there is a positive constant C such that
where ∆ denotes the Laplace operator. Indeed, the condition (1.6) implies that for every f ∈ H with f (λ) = 0 the function g = f (1 − λζ)/(ζ − λ) belongs to H and satisfies g ≤ C f . This shows that
Now a direct computation shows that the function h λ = ∂ ∂λ
whenever f ∈ H with f (λ) = 0. Thus, the supremum above equals
, and our inequality can be rewritten as
which is just (4.3). It is interesting to note that the quantity ∆ log k λ (λ) involved in (4.3) is a unitary invariant for spaces of analytic functions which is also called the Cowen-Douglas curvature. Note also that
so that by (4.3), we can conclude that −C log(1 − |λ| 2 ) − log k λ (λ) is subharmonic in D. By the maximum principle, this implies that there are sequences (λ n ) with |λ n | → 1 such that lim sup n → ∞(C log(1 − |λ n | 2 ) + log k λn (λ n ) < ∞. Thus, if H satisfies (1.6) there are sequences (λ n ) as above such that k λn (λ n ) grows slower than a negative power of the distance to the boundary. This cannot happen for example, if H = H w and w n = o(n −α ), n → ∞ for all α > 0. The verification of this last statement is immediate and will be omitted.
Our next goal is to examine the condition (1.9). Given a weighted shift, that is, a space H w as above, there is a simple attempt to produce a decomposition of the norm as prescribed in (1.9). We set for f = n≥0 a n ζ n ∈ H w f 2 r = n≥0 |a n | 2 r 2n+2 w n , f Then there exists an equivalent Hilbert space norm on H w that satisfies (1.9).
Proof. If α + (w) < 1, there is a positive integer n 0 such that w n+1 w n ≥ n n + 1 , n ≥ n 0 ≥ 1.
If we set v n = w n+n0 , then the norms on H w and H v are equivalent, and (1 − r 2n )v n−1 |a n | 2 ≤ sup n≥1 (r 2 − r 2n+2 )v n−1
(1 − r 2n+2 )v n f The result now follows by an application of Proposition 4.5.
Some situations where this condition applies are described below. We will fix a strictly decreasing weight sequence w and for n ≥ 0 set
Then {δ n } and {γ n } are nonincreasing sequences which satisfy 0 < γ n ≤ 1 − w n+1 w n ≤ δ n → 0 as n → ∞. Furthermore set m n = sup{k : γ n ≤ δ k }. Note that the definitions imply that for all n we have n ≤ m n < ∞ and δ n − γ n ≥ δ k − γ n ≥ 0 for all k = n, ..., m n . δ k − γ n < 1.
Then H w satisfies (1.9). In particular, if w is a strictly decreasing weight sequence such that lim sup n→∞ (m n − n)δ n < 1, then H w satisfies (1.9).
Clearly this implies that H w satisfies (1.9) whenever w is strictly decreasing and there is a k ≥ 0 such that m n ≤ n + k for all n.
Proof. We are going to apply Corollary 4.6. Let 0 < R < 1, we have to show that there is an r, R < r < 1 such that (4.6) ∞ k=0 w k r 2k+2 max{r 2 − w k+1 w k , 0} < 1.
