Abstract. We construct the projection estimators of the shape of the concentration function and obtain their expansions in the basis of indicator functions (the histogram basis) in the case where the data is a sample from a mixture of two components with unknown distributions whose concentrations are varying with observations. We prove that the estimators are consistent and find the rate of the almost sure convergence.
Introduction
Mixtures of several probability distributions are often used in statistics as a mathematical model for the distribution of the data. The classical model of a mixture can be written as follows:
where M is the number of components in a mixture, H m are some probability distributions, and w m is the concentration of the component m in the mixture. The above models are used for the cases where observations may belong to one of M known classes (populations, components, etc.). The distribution of characteristics of observations (ξ) is H m for the component m, while the probability that an observation belongs to the component m is w m . The classical model of a mixture requires that the class containing an observation is known (see [5] and further references therein).
The problem of estimation of the distribution is studied in [1, 4] for known concentrations. The estimations of the distribution and classification for mixtures with varying concentrations are considered in [10, 11] .
We consider the problem of estimation of the concentration function for the case where the concentrations of the components are varying with observations; the mixture contains observations that may belong to one of two components whose distributions are unknown. Thus we deal with the case where the observations ξ j are jointly independent and P{ξ j ∈ A} = w(t j )H 1 (A) + (1 − w(t j ))H 2 (A), where w(t j ) is the concentration of the first component at the moment t j when the observation j appears. This problem can be solved by using methods of nonparametric regression (see [8] ). Indeed, let η 1 and η 2 be random variables with finite expectations. We treat the pair (η 1 , η 2 ) as a description of characteristics of components. Then ξ j admits the representation ξ j = w(t j )(E η 1 − E η 2 ) + E η 2 + ε j , where ε j is the noise (independent centered random variables). Note however that this method leads to losses of information about w(t j ) contained in the noise ε j . For example, if E η 1 = E η 2 , then w(t j ) cannot be estimated by using the regression methods. The estimator considered in this paper is consistent. An example of the estimator is given in Section 3 for the case of E η 1 = E η 2 .
The projection to the histogram basis is a particular case of the method of projection to the wavelet basis (see [7, 6] ). An application of wavelet analysis in statistics is considered in [9, 12] . Another application of wavelets to the problems of nonparametric regression is given in [9] .
The estimators considered in this paper are analogous to projection estimators studied in [2, 3] , where the expansion in a trigonometric basis is used. Estimators of distribution functions of components of a mixture are constructed in [3]; these estimators require the knowledge of the distribution of the concentration function. 
Below we consider the problem of estimation of w from observations ξ The function F (t, x) can be represented as follows:
where
It is clear that
If w(t) is the concentration function, then u(t) is called its shape. It is shown in [2] that the representation (2) is unique up to the sign of u(t) under the normalization conditions (3). If conditions (3) do not hold, then the representation is not unique. In what follows we estimate the function u(t) defined by (2)-(3). Therefore we estimate the shape of the concentration function; that is, we estimate the concentration function to within the shift and scale parameters.
We find a function u * N (t) approximating u for a uniform time grid. As a quality criterion for the approximation we take
We follow the idea of [2] when constructing u * N (t). The idea is to project F (t, x) to the class of functions
where v ∈ V and V is a finite-dimensional class of functions in L 2 ([0, 1], m) (here and in what follows m denotes the Lebesgue measure). We also assume that v satisfies the normalization conditions (3). Let π(·) be some probability measure on R d and let ∆ be the support of the measure π. We are looking for a v satisfying (3) and minimizing the expression
By λ N we denote the probability counting measure concentrated at the points t 
, then the problem of minimization of (4) (in other words, the problem of minimization of F v − F H on V ) is equivalent to the maximization of (5)
Since the distribution function F (t, x) is unknown, we find an estimator of v by substituting an estimator of F to (5). It is clear that the estimator depends on V . For example, if
, then the estimator u * N can be constructed as follows:
corresponding to its maximum eigennumber. The entries of the matrix are such that (7) d
We use the following notation:
where the closure is considered in the space L 2 ((0 ((0, 1], λ N ) ). Theorem 2.1. Let (2) and (3) hold,
and let the estimator u * N be defined by (6) , (7), where
In what follows we need the following auxiliary results.
, and
where ∆ N (t, x) is an arbitrary function. Given ζ ∈ R l such that ζ = 1 (the norm is considered in the space R l ) we put
Proof. One can show that 
where c = 1 (the norm is considered in the space
and
(we use the notation of Lemma 2.1). (8), then the function u v in Lemma 2.1 becomes the estimator u * N defined by (6) . Applying the mean value theorem one can obtain the following result.
If ∆ N (t, x) is chosen as in

Lemma 2.3. Let u : [0, 1] → R and u ∈ Σ(β, L ). Then sup t∈(0,1] |u(t) − v(t)| ≤ L l −β , where v(t) = Pr U l u(t) and the projection is constructed in the space L 2 ((0, 1], m).
Lemma 2.4. Let
Then there exist constants
where the number s k ∈ Z is such that
Considering S 1 note that
The arguments t at which v(t) may change its value in the interval of integration are included in the sum S 2 . We choose N ≥ 4 to be sure that the function v(t) does not change its value more than once in an interval of length 1/N . Now we estimate S 1 . Since
for all t ∈ (s/N, (s + 1)/N ] and for all terms in the sum S 1 , one can estimate them by
Since I 2 is already estimated, we turn to I 1 . Using the mean value theorem for u, one can show that
Thus there exist constants C 1 , C 2 , C 3 ∈ R such that
whence Lemma 2.4 follows.
Proof of Theorem 2.1. Applying the triangle inequality we get ((0, 1], λ N ) . We estimate the first term. Using the notation of Lemma 2.3 we obtain
To estimate |1 − ũ l N | we write
Here we used the inequality a − b ≤ a − b for normed spaces and the estimate sup t∈ [0, 1] |u(t)| ≤ L that follows from the inclusion w ∈ Σ(β, L ) and the equality
Thus the assumptions of Lemma 2.1 hold for sufficiently large N , whence
where δ N is estimated in Lemma 2.2. This completes the proof of the first assertion of the theorem. The second assertion follows from the first one and Lemma 2.4.
The rate of convergence given in Theorem 2.1 is the same as the rate of convergence for estimators constructed by using the decomposition in the trigonometric basis (see [3] ).
3. The behavior of the estimator constructed from simulated data Below we consider two examples. Put w(t) = 4(t − 
A mixture of components with the above distributions and the concentration function w(t) is simulated with the help of Mathematica 5. Based on the mixture simulated by Mathematica 5, the 
Concluding remarks
We considered the problem of construction of projection estimators for the shape of the concentration function with the help of the expansion in the histogram basis for the data being a sample from a mixture of two components with unknown distributions whose concentrations vary with observations. We proved that the estimators are consistent and obtained the almost sure rate of convergence. It is shown that the rate of convergence of the estimates constructed in the histogram basis is of the same rate as the rate of convergence for the estimators constructed in the trigonometric basis.
The results are checked for the simulated data. In the case of two distributions that easily can be separated (Example B) the error is small even for small samples; the error decreases as the number of functions in the basis increases.
If the distributions are not too different (Example A), the error is quite large for small sizes (it is almost a half of the norm of the function to be estimated). The error decreases as the number of the basis functions increases; but the rate of decrease is lower than that in Example B and becomes lower as the size of the sample increases. The errors evaluated for the simulated data are not small. This is not surprising, since the assumptions on the model are minimal; we only assume that the distribution functions can be distinguished in some given measure and that the concentration function is Lipschitz.
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