Abstract: In this paper, we study the structure theory of a class of not-finitely graded Lie algebras related to generalized Virasoro algebras. In particular, the derivation algebras, the automorphism groups and the second cohomology groups of these Lie algebras are determined.
Introduction
As it is well-known that the Virasoro algebra is an important object in mathematics and physics, whose theory has been widely used in literature (e.g., [2, 3] ). Various generalizations of the Virasoro algebra have been studied by several authors (e.g., [3] [4] [5] [8] [9] [10] [11] [12] ). In this paper, (1+t) i , a ∈ Γ, i ∈ Z + . Thus, W (Γ) appears very naturally. One can observe that this algebra looks very similar to the Lie algebra W = W (0, 1, 0; Γ) of Witt type studied in [8] , which has the same basis with bracket [L α,i , L β,j ] = (α − β)L α+β,i+j + (j − i)L α+β,i+j−1 .
However, W (Γ) has the following significant different features from that of W:
(i) The W is simple, but W (Γ) has infinitely many ideals.
(ii) The W has an ad-locally finite element L 0,0 , but W (Γ) does not have any nonzero ad-locally finite element.
(iii) The W has a finitely graded filtration in the sense that there exists a filtration 0 ⊂
for all i, j ∈ Z + and each W (i) is finitely graded, i.e., there exists some abelian group G which is independent of i (one can simply choose G = Γ in this case) such that 
0 , take any β / ∈ Supp x ∩ Γ (cf. (2.6) below) and assume that L β,1 ∈ ⊕ g∈I W (j) g for some j ∈ Z + and some finite subset
g , which forces some space W (j) g to be infinite dimensional.)
The Lie algebra W (Γ) has the unique universal central extensionŴ (Γ) = W (Γ) ⊕ CC with one dimensional center CC and relation (cf. Theorem 5.1)
for α, β ∈ Γ, i, j ∈ Z + . ThenŴ (Γ) contains the (generalized) Virasoro algebra
We refer toŴ (Γ) as a not-finitely graded (generalized) Virasoro algebra (see Theorem 2.1(1)). Not-finitely graded Lie algebras are important objects in Lie theory, whose structure and representation theories are subjects of studies with more challenge than that of finitely graded Lie algebras. The Lie algebraŴ (Γ) is interesting to us in another aspect that it is also closely related to Lie algebras of Block type (e.g., [6, 7] ), and it contains some interesting properties as stated in Theorem 2.1. Furthermore it also contains many interesting (finitely) Γ-graded subquotient algebrasW m,n for n ≥ m ≥ 0, wherẽ
For instance,W 0,0 is the (generalized) Virasoro algebra Vir(Γ) (thus Vir(Γ) is both a subalgebra and a quotient algebra ofŴ (Γ)),W 0,1 is the well-known W -algebra W (2, 2) (up to different central extensions, see, e.g., [13] ). When one studies the representation theory, it is well-known that the category of modules of a quotient Lie algebraW 0,n is a full subcategory of the category ofŴ (Γ)-modules. Thus a study of W -modules will lead to a study of W 0,n -modules for all n > 0. In this paper we shall mainly study the structure theory (namely, derivations, automorphisms, 2-cocycles), in this case the central element C does not play a crucial role, thus we shall only consider W (Γ) instead ofŴ (Γ), and we simply denote W := W (Γ). We shall study the representation theory ofŴ (Γ) in a sequel paper. The Lie algebra W is Γ-graded
However, it is not finitely graded. Nevertheless, due to the fact that Γ may not be finitely generated (as a group), and so W may not be finitely generated as a Lie algebra, the classical techniques (such as those in [1] ) cannot be directly applied to our situation here. One must employ some new techniques in order to tackle problems associated with not-finitely graded and not-finitely generated Lie algebras (this is also one of our motivations to present our results here). For instance, one of our strategies used in the present paper is to embed W into its completed algebra W (see (3.3) ) so that the determination of derivations can be done much more efficiently than that in some classical methods in the literature (e.g., [11] 
Some properties of W (Γ)
We first study some properties of the Lie algebra W := W (Γ), which will be summarized in Theorem 2.1. First we recall some concepts. A Lie algebra L is finitely graded if there exists
An element x ∈ L is ad-locally finite if for any y ∈ L the subspace span{ad
By (1.4) (we regard C as zero), we have the following filtration of ideals, 
Proof.
(1) Suppose 0 = x = α∈Γ, i∈Z + a α,i L α,i (finite sum) for some a α,i ∈ C is an ad-locally finite element. Choose a total order "≺" on Γ compatible with its group structure, and define the total order on Γ × Z + by
Then for different k, the element ad k x (y) has the different highest term
i.e., ad k x (y) for k = 0, 1, 2, ..., are linearly independent, which is a contradiction with Then it follows from the proof of (1) that {ad
So in the following we assume that
By comparing the maximal homogenous components (with respect to the G-gradation of W ) of both sides of (2.5) we see that the maximal homogenous component of
in the left hand side of (2.5) and then proceeding the analysis above give
In this case, we have
contradicting the finite dimension of
(3) Suppose A is a nonzero ideal, and 0 = x = α∈Γ x α ∈ A (finite sum) such that each
We call the size |Supp x| is the depth of x. We want to prove the following claim by induction on the depth of x.
First suppose |Supp x| = 1, i.e., Supp x = {α} for some α ∈ Γ. Thus x is a homogeneous element and we can simply write
are respectively the first, last term of x α , and i, j the first, last index of x α . We denote ℓ(x) = j − i + 1 (called the length of the homogeneous element x).
(2.7)
If ℓ(x) = 1, we have the claim. Thus suppose ℓ(x) > 1. Take
We see that y = 0 is a homogeneous element such that ℓ(y) < ℓ(x). The claim is obtained by induction on the length ℓ(x).
Now suppose |Supp x| > 1. Take a nonzero homogeneous component x α = 0 and set
One can easily see from (1.1) that the first term in [x α , x β ] is nonzero if β = α, thus y = 0
and Supp y = {α + β | β ∈ (Supp x)\{α}} has depth |Supp x| − 1. The claim is proved by induction on the depth of x.
Now suppose j 0 is smallest such that Claim 1 holds for some β 0 ∈ Γ. Fix any γ ∈ Γ * . For any β ∈ Γ, we define the operator 
Repeatedly applying the action ofL 0,0 onȳ β will yield that L α+β,j 0 −1 ∈ A for α ∈ I such that c α,i 0 = 0, a contradiction with the minimality of j 0 .
Derivation algebra
Recall that a linear map
for any x, y ∈ W . For any z ∈ W , the adjoint operator ad z : W → W is a derivation, called an inner derivation. Denote by Der W and ad W the vector spaces of all derivations and inner derivations respectively. Then the first cohomology group
Let Hom Z (Γ, C) denote the space of group homomorphisms from Γ to (the additive group) C (for each φ ∈ Hom Z (Γ, C), the scalar multiplication φ by c ∈ C is defined by
We still use Hom Z (Γ, C) to denote the corresponding subspace of Der W . In particular, since φ 0 : α → α is in Hom Z (Γ, C), we have the derivation
Proof. First by noting that every element in Hom Z (Γ, C) acts locally-finitely on W , and by Theorem 2.1(2), we can easily prove that the sum in the theorem is direct. Since Hom Z (Z, C) = Cφ 0 , we have the second statement.
Now take W to be the space whose elements are finite sums of homogeneous elements x α for α ∈ Γ (i.e., each element of W has a finite support, cf. (2.6)), and each x α has the form x α = i∈Z + a α,i L α,i (which can be an infinite sum, i.e., each homogeneous element can have infinite length, cf. (2.7)). Then W becomes a Lie algebra with bracket defined by (cf. (1.1))
We shall prove the result in two steps: (ii) Then we want to prove that in fact y ∈ W .
For any α ∈ Γ, we define b α,j ∈ C inductively on j ≥ 0 by regarding b α,−1 as zero and
Take y = α,j b α,j L α,j . Note that y ∈ W (since the depth of y is |Supp y| ≤ |Supp x|, cf. (2.6)), and (3.4) gives
This proves the following claim. Claim 1. By replacing D by D − ad y for some y ∈ W , we can suppose 
, we obtain that the following holds for α = γ,
In particular, 1) ) (note that this replacement does not affect (3.5)), we can suppose b α = 0 for all α ∈ Γ. This proves the following claim.
For any D ∈ Der W and △ ∈ Γ, define the homogeneous operator D △ of degree △ in the following way
where u α ∈ W α and π α : W → W α is the natural projection. Then D = △∈Γ D △ and 
to this equation and comparing the coefficients of L α+β+△,j , we obtain △c 
we can obtain that D 0 L α,i = ciL α,i+1 , that is to say D 0 = c(ad L 0,0 − D 0 ). Replacing y by y − cL 0,0 and φ by φ ′ := φ + cφ 0 respectively (which does not affect D(L α,0 ) = 0), we get DL α,1 = 0. So far, we have proved that DL α,0 = DL α,1 = 0 for all α ∈ Γ. Since W is generated by {L α,0 , L α,1 | α ∈ Γ}, we obtain D| W = 0, and the first step is completed.
The first step in fact shows that D = D| W = (ad y + D φ )| W . If y / ∈ W , then some homogeneous component, say, y α = i≥0 a i L α,i (for some a i ∈ C), of y is not in W . Choose
Then the homogeneous components
(we take a −1 = 0),
are in W . Thus there exists some N > 0 such that a i (α − β)
In particular a i = 0 for i > N, a contradiction with the fact that y α / ∈ W . This completes the proof of the second step, thus the theorem.
Automorphism group
Denote by Aut W the automorphism group of W . Let χ(Γ) be the set of characters of Γ, i.e., the set of group homomorphisms τ : Γ → C * . Set Γ C * = {c ∈ C * | cΓ = Γ}. We define a group structure on χ(Γ) × Γ C * by
It turns out that the group χ(Γ) × Γ C * is just the semidirect product χ(Γ) ⋊ Γ C * under the action given by (cτ )(α) = τ (cα) for all c ∈ Γ * , τ ∈ χ(Γ), α ∈ Γ. We define a group homomorphism φ : (τ, c) → φ τ,c from χ(Γ)×Γ C * to Aut W such that φ τ,c is the automorphism of W defined by
One can easily verify that φ τ,c is indeed an automorphism of W .
Proof. Let σ ∈ Aut W . Since W 1 is the unique maximal ideal of W , we have σ(
Then by (2.3), we obtain σ(W n ) = W n for all n ∈ Z + . In particular, σ induces an automor-
for α ∈ Γ and some τ ∈ χ(Γ), c ∈ Γ C * (e.g., [11] ), this result can also be proved directly by noting that C * L 0,0 is the set of nonzero ad-locally finite elements in Vir(Γ)). By replacing σ by σφ
τ,c , we can suppose τ = 1, c = 1. Thus
First suppose that there exists some α ∈ Γ * such that the homogeneous component Thus σ(L 0,0 ) = σ(L 0,0 ) 0 is a homogeneous element concentrated on degree zero. Applying and at least one of them with equality. Note that
First taking γ = 0 and applying σ to it, by (4.5) and (4.7) , we obtain y
and by computing the coefficient of L β 0 +β,j , we have (here and below, we simply denote
where c
are some complex numbers not depending on β but depending on j. Applying σ to (4.8) with arbitrary γ and equating coefficients of L β 0 +β,j gives 
Now apply σ to
Applying σ to
and computing the first term in its (α + 2β 0 )-th homogeneous component, using (4.12), we see α + 2β 0 ∈ Supp σ(L α,2 ), a contradiction with (4.14) and the fact that β 0 ≻ 0. This proves Claim 2 (note that c 1 = 0 since σ(
Now from (4.13), we obtain σ(L α,2 ) = j≥1 jc j L α,j+1 . Using this and (4.9), (4.12) (which is now equal to y β ), and applying σ to (4.15), we immediately obtain c 1 = 1, and
is generated by {L α,0 , L α,1 | α ∈ Γ}, we obtain σ = 1. This proves the theorem.
Second cohomology group
Recall that a bilinear form ψ : W × W → C is called a 2-cocycle on W if the following conditions are satisfied:
for x, y, z ∈ W . Denote by C 2 (W, C) the vector space of 2-cocycles on W . For any linear
Such a 2-cocycle is called a trivial 2-cocycle or a 2-coboundary on W . Denote by B 2 (W, C) the vector space of 2-coboundaries on W . The quotient space
is called the 2-cohomology group of W . There exists a one-to-one correspondence between the set of equivalence classes of one-dimensional central extensions of W by C and the 2-cohomology group of W .
Theorem 5.1. We have H 2 (W, C) = Cφ 0 , where φ 0 is the equivalence class of the 2-cocycle φ 0 , which is defined by
Thus W has the unique universal central extension defined by (1.2).
Proof. First note from (4.2) that if Γ
without loss of generality, we can always suppose 1 ∈ Γ. Let ψ ∈ C 2 (W, C), we define a
Set φ = ψ − ψ f . From the second and last cases of (5.2), we obtain
Similarly, from the second, fourth and fifth cases of (5.2), we obtain
From the second and third cases of (5.2),
Furthermore by replacing φ by φ − cφ 0 for some c ∈ C, we can suppose
Now we have
where the last equality follows from (5.8). Setting β = −α in (5.9) gives
Setting β = −γ in (5.9), by (5.5) and (5.10), we obtain
Exchanging α and γ and changing β to −β in (5.9), by (5.10) and (5.11), we obtain 12) for all α, β, γ ∈ Γ (note that if α = −2γ or β = 2α + γ, we shall regard the equation as the one by first multiplying the equation by α + 2γ or 2α − β + γ, then take α = −2γ or β = 2α + γ). Taking β = 1, we can solve φ(L α,0 , L γ,1 ) from (5.9) and (5.12) to obtain
In particular, by (5.6),
Thus we also have an expression for 
) ∈ C (note that although we obtain the above under some conditions (for instance, there is a condition in (5.13)), by (5.9), all conditions can be removed as long as the expressions make senses). Now using (5.21) in 
