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Repeating patterns of spike sequences from a neuronal network have been proposed to be useful in
the reconstruction of the network topology. Reverberations in a physiologically realistic model with
various physical connection topologies (from random to scale-free) have been simulated to study
the effectiveness of the pattern-matching method in the reconstruction of network topology from
network dynamics. Simulation results show that functional networks reconstructed from repeating
spike patterns can be quite different from the original physical networks; even global properties, such
as the degree distribution, cannot always be recovered. However, the pattern-matching method can
be effective in identifying hubs in the network. Since the form of reverberations are quite different
for networks with and without hubs, the form of reverberations together with the reconstruction by
repeating spike patterns might provide a reliable method to detect hubs in neuronal cultures.
PACS numbers: 87.18.Sn, 87.19.lj, 05.45.-a
I. INTRODUCTION
One of the most fundamental problems in the under-
standing of neural networks is to relate the observed dy-
namics of a network to its connection structure [1]. Since
networks made of similar elements and interactions, such
as our brains, can perform seemingly very different tasks,
it is believed that the functions of the network are mainly
governed by its connection structure not its constituents.
In general, the behavior of a network is governed by the
dynamics of its individual elements, their interactions
and their connection topology [2]. It is straight forward
to compute the dynamics of the network when all these
three factors are known. However, the reverse problem
of reconstructing the structure of the network from its
dynamics is highly non-trivial [3]. It is possible that dif-
ferent physical connection structures might give rise to
similar observed dynamics. Also, the dynamics of a net-
work can be history dependent (memory) without any
changes in physical connections.
However, since the physical connection of a neural net-
work is usually not available and the network dynamics
is the only information one can obtain from a neural net-
work, many studies have been devoted to the studies of
network reconstruction from the observed dynamics; such
as cross correlation [4], Granger causality [5], transfer en-
tropy [6] etc. Reconstructing the underlying network con-
nection solely from the measurement of the time-series
signal of the elements is in general a difficult task, al-
beit it can be achieved recently for undirected networks
of uniform coupling strengths [3] or for directed networks
with loop-free structure [4]. The problem becomes even
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more challenging for the case of neuronal networks due to
the directed synaptic connections and their dynamically
dependent plasticity. One intuitively simple attempt for
neuronal network reconstruction is based on repeating
spatial temporal firing patterns [7] of the network. In
the concept of cell assembly [8], proposed by Hebb as
a possible mechanism for the realization of higher brain
functions from interconnected neurons, these repeating
spike patterns are believed to be related to the network
connection structure of the cell assembly. One of the ear-
liest attempts for the search of cell assembly [9] was to
use multi-site recordings of neuronal activities to exam-
ine the spatial–temporal firing patterns in cultures and in
vivo experiments. In these studies, the repeating spike
patterns are considered fundamental because they rep-
resent a dynamical characteristic of the network which
should be intimately related to its connection structure.
Although the relation between these repeating spike pat-
terns and the network structure is still far from clear,
one can still “reconstruct” network structures from these
pattern, if the notion of “fire together, wire together” is
used. With this heuristic rule, repeating spike patterns
obtained from neuronal cultures have been used to re-
construct network structures [7].
One important characteristics of network recon-
structed from dynamics is that the reconstructed net-
work structures are only “functional”. Since it is known
that even a simple network of cultured neurons can dis-
play different kind of dynamics within a short time when
drugs [11] are added to the perfusion. The functional net-
work deduced from dynamics might not reflect the phys-
ical connections in the system. It is not uncommon that
different studies of functional networks in the brain can
find both scale-free [12] and small-world [13] topologies.
Presumably, different kinds of functional topologies could
be created dynamically from the same physical network.
2Figure 1. (Color online) Different network structures generated with Morita’s method [10] with A: γ = 1.5, δ = 2.7; B: γ = 3,
δ = 4.7; C: γ = 5, δ = 2; and a random network D with similar degree distribution to C.
Very little is known about the relation between the func-
tional network and its physical counter part. It would
be desirable if there were control experiments in which
both the physical connection and resultant dynamics are
known so that we can study the relation between the the
functional network and the physical network. Unfortu-
nately, these ideal experiments do not exist yet. As a
remedy for such a situation, computer simulations might
be useful. In this article, we describe our studies on
the relation between the physical network and its re-
constructed functional network from repeating spike pat-
terns in the simulation of a physiologically realistic model
[14] which is known to reproduce reverberations found in
experiments [15]. Our results suggest that the method
of repeating spike patterns might be useful for the local
reconstruction of hubs during reverberation if hubs exist.
However, as global structure is concerned, such as the
degree distribution, the repeating-spike-pattern method
might not be applicable.
II. METHODS
Our simulation studies of relation between physical
networks and function networks are consisted of three
main steps; namely a) network generation, b) simulation
of network dynamics and c) functional-network recon-
struction. We use a network generation method in which
the topologies of the network can be changed continu-
ously from random to scale free by tuning some system
parameters. This flexibility will allow us to use the same
structure generation algorithm for various topologies and
more importantly to generate structures in between ran-
dom and scale free. For the network dynamic simulation,
a physiologically realistic model is chosen. The model is
known to be able to generate reverberation patterns simi-
lar to experimental observations in neuronal cultures [15].
As for the functional network reconstruction, we use the
repeating-spike-pattern method which have been used to
identify network topologies in neuronal cultures. Details
of these three steps are given below.
A. Network Generation
In order to generate networks of different structures,
we used the method described by Morita [10, 16]. In
this method, N vertices of the network are distributed
randomly on a 2D unit square. Two vertices i and j are
connected if their locations satisfy the equation,
2l2i,j
aiaj
< δ, (1)
where li,j is the distance between the two points, δ is a
threshold parameter, and ai = (i/N)
1/(1−γ) for a given
parameter γ > 1. A main advantage of Morita’s method
is that different types of network topology can be gen-
erated by continuous changes of the parameters γ and
δ. Figure 1 shows three network structures generated
with different parameters in Morita’s method along with
a Erdős–Rényi random network [17] as well as their cor-
responding accumulative degree (k) distributions. From
the left, the degree distributions of the networks in Fig. 1
range from scale free with a power of −2.5 to Gaussian-
like similar to the random network. Beside being tunable
in their degree distributions, the networks generated with
Morita’s method are also pertinent to a 2D geometry,
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Figure 2. (Color online) Average path lengths versus clus-
ter coefficients for the networks A to D as shown in Fig. 1.
Network C16, as shown in inset, is network C with 16 pairs
of links rewired to minimize average path length while pre-
serving the degree structure for all the nodes. It represents a
small-world construction from the geometrically constrained
network C.
similar to a neural culture, which is apparent when com-
paring the last (third from the left) network structure
to the random network with similar degree distribution
on the right of Fig. 1: The vertices that are closer to
each other in the geometrical space are more likely to be
connected.
Following recent findings of small-world [18] structures
in cultured networks [19, 20], we calculate the cluster
coefficients as well as average path length between nodes
for the networks in Fig. 1 and plot them as labeled in Fig.
2. Similar to the lattice based regular network in [18], the
network C has a large cluster coefficient and relatively
long average path length since it is similarly constrained
to a geometric space while connections are short-ranged.
We perform pair-rewiring steps similar to that described
in [21] to minimize the average path length of C while
preserving its degree distribution. The network C16 as
depicted in the inset of Fig. 2, arrived after 16 pair-
rewiring steps, has an average path length on par with
random network D while maintaining about 80% of its
cluster coefficient. We consider network C16 as a small-
world intermediate between networks C and D.
In the following analysis, we will limit our considera-
tion to the five different networks, each of 100 neurons,
as shown in Fig. 1 and Fig. 2 with bidirectional connec-
tivity.
B. Model of network dynamics
The notion of “fire together wire together” has been used
in many studies to identify functional connection in cul-
tures. Usually, “fire together” can mean strong corre-
lation or even synchronization. It is well known that
neuronal cultures develop synchronized bursting during
development although its origin is still not clear. In a
study of using core patterns to identify connection dur-
ing development, Sun et al [7] have also used the repeated
spike patterns in synchronized bursts to identify connec-
tions. Here, our simulation is based on a recent model
by Volman et al [14] describing the dynamics of rever-
beration activity in cultured neural networks in which
synchronized bursts have been observed. In this model,
the dynamics of neurons follows the Morris–Lecar model
[22, 23],
C
dV
dt
= −Iion +G (Vr − V ) + Ibg, (2a)
dW
dt
= θ
W∞ −W
τW
(2b)
where
Iion = gCam∞ (V − VCa) + gKW (V − VK) + gL (V − VL)
(3)
is the current through the membrane ion channels,
τW =
(
cosh
V − V3
2V4
)
−1
, (4a)
W∞ =
1
2
(
1 + tanh
V − V3
V4
)
, (4b)
m∞ =
1
2
(
1 + tanh
V − V1
V2
)
(4c)
are the voltage dependent dynamic parameters, and the
threshold Vth of membrane potential defines the spik-
ing events which result in synchronous releases of neu-
ral transmitters at the efferent synapses. Additionally,
a residual calcium variable RCa driven by the spiking
events,
d
dt
RCa =
−βRnCa
knR +R
n
Ca
+ Ip + Sγ log
R0Ca
RCa
, (5)
where the spike train S =
∑
σ δ (t− tσ) with tσ being the
time of the spike event σ, is used to determine the rate,
η = ηmax
RmCa
kma +R
m
Ca
, (6)
of synapse-dependent asynchronous releases following an
independent Poisson process at each efferent synapse.
The neural transmitters released by the spike-driven syn-
chronous and calcium-dependent asynchronous events
follow a four-state decaying dynamics based on a mod-
ification of the Tsodyks–Uziel–Markram (TUM) model
[24],
dX
dt
=
Q
τs
+
Z
τr
− uXS −Xξ (7a)
dY
dt
= −
Y
τd
+ uXS +Xξ (7b)
dZ
dt
=
Y
τd
−
Z
τr
−
Z
τl
(7c)
dQ
dt
=
Z
τl
−
Q
τs
. (7d)
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Figure 3. (Color online) Typical bursting behavior of a ran-
dom network (D in Fig. 1) with neuron and synaptic trans-
mission models described in [14]. The left panels show eight
bursts for a duration of about 20 seconds while the right pan-
els are the zoom-in on the first burst. The upper panels are
the raster plots marking the spiking events for the neurons in-
dexed on the vertical axes. The bottom panels are histograms
with the vertical axis showing the number of spikes within a
sliding bin of 4 ms.
where ξ = ξ¯
∑
a δ (t− ta) summing over asynchronous
release event a with Poisson rate given by (6), to in-
clude a super-inactive state Q [14]. Multiplying by the
synaptic weights, the fractions of neural transmitters in
the active state Y (7b) determine the contribution of the
afferent synapses to the membrane conductance G of a
post-synaptic neuron through a linear sum
Gi =
∑
j
wjiYji (8)
over all pre-synaptic neurons j of a given post-synaptic
neuron i. Following [14], the synaptic weights w are
randomly drawn from a truncated Gaussian distribution
with a width that is ±20% of its mean w¯. The super-
inactive state Q (7d) of neural transmitters plays a part
in taking up neural transmitters during a burst of re-
verberations and eventually terminates the reverberatory
burst. In this model, there are two types of noises. The
first one is the background current Ibg which is uniformly
added to every neuron to mimic a noisy environment.
The other is the asynchronous release due to the resid-
ual calcium in the neuron after firing. The latter types
of noise can be considered a kind of short term mem-
ory because it is related to the firing history of the neu-
ron. The Poisson processes modeling these asynchronous
events are the only sources of stochasticity in the model.
A typical bursting state of the system is shown in Fig. 3
with sub-burst reverberations. Notice that in [14], the
reverberatory burst was triggered by an external stimu-
lus while spontaneous bursting is possible but rare. This
corresponds to the regime of high to infinite restitution
Table I. Values of fixed model parameters
Morris–Lecar model
VCa 100 mV V2 15 mV gL 0.5 mS
VK −70 mV V3 0 mV C 1 µF
VL −65 mV V4 30 mV θ 0.2 ms
−1
Vr 0 mV gCa 1.1 mS Vth 10 mV
V1 −1 mV gK 2 mS
TUM synaptic transmission
τd 10 ms τl 600 ms u 0.2
τr 300 ms τs 5000 ms ξ¯ 0.02
Residual calcium dynamics
β 0.005 µM
ms
γ 0.033 ka 0.1 µM
kR 0.4 µM R
0
Ca 2000 µM m 4
Ip 1.1× 10
−4 µM
ms
ηmax 0.32 ms
−1 n 2
ratio in our cases where the networks will be silent by
themselves.
Note that the chosen residual calcium dynamics and
the synaptic mechanisms are responsible for the rever-
beration (bursts) shown in Fig. 3. The dynamics of the
network depends on the parameters of the model as well
as the network topology. As there are a total of 30 pa-
rameters used from (2) to (7) to define the model in [14],
we do not intend to be comprehensive in exploring the
entire phase space. Instead, we fix all parameters with
values shown in Table I, similar to what were documented
in [14], except for the background current Ibg and mean
synaptic weight w¯, which are varied to obtain a network
with spontaneous bursting behavior. Since the reverber-
ations reproduced in this model with a random network
are consistent with those found in experiments [14], pre-
sumably the simulations we carry out here with different
topologies are physiologically realistic.
C. Repeating-spike-pattern detection
We follow the method in [7] to use repeating spike pat-
terns for the reconstruction of the network in our simu-
lation. Briefly, repeating spike patterns are defined as
repetitive patterns of a sequence of firings from different
neurons and a link is assigned between two neurons (wire
together) if the spikes of these two neurons are linked in
time (fire together). To detect repeating spike patterns,
a template-matching algorithm following [25] were im-
plemented to locate the repetitive firing patterns among
these spiking data to form the repeating patterns.
Since the repeating spike patterns are assumed to have
linear connections with only links between adjacent neu-
rons in the spike-time sequence[7], this reconstruction
method ignores the possibility of “branching” in the prop-
agation of spiking activity and could likely predict some
connections that were not present in the actual network
structure. Note that in [7], spike sorting was needed to
5produce a vector of spike times for each identified neuron
from the time series recorded by a multi-electrode array.
In our case, since all the neurons are known, no spike
sorting is needed and only spike detection is performed
to produce the spike-time vector. In the current study, a
similar MATLAB code as that was used in [7] is applied
to the spiking data generated by the dynamics in II B
on the networks described in IIA to find repeating spike
patterns for the systems.
III. RESULTS
With the methods described above, it is obvious that
for a network with fixed topology, the dynamics of the
network can be strongly dependent on the choice of
synaptic strength and the background current. If we
want to reconstruct the topology of the network from
the dynamics, we would like to create a situation in which
the simulation results will be similar to those in exper-
iments. It is known that synchronized bursting activi-
ties emerge as cortical neuronal cultures develop and the
network connectivity increases [26, 27]. As mentioned
earlier, for a developing neural cultures, repeating spike
patterns will appear during spontaneous bursting. Thus,
our goal is to reproduce spontaneous bursting as in [7]. In
the original model, the background current is chosen in
such a way that the network is in a quiescent steady state
in the absence of input but would produce a single, rever-
beratory burst after an excitatory current is presented to
one of the neuron in the network [14]. Since we would like
to compare with [7], we need to adjust the background
current to give spontaneous, synchronized bursting. Such
spontaneous burst will be followed by a quiescent state.
In experiments, the durations of the quiescent state de-
crease as the culture mature while the durations of the
bursting also decrease but less significantly. In the simu-
lation, we can use the ratio between these two states as
an indication of the age of the culture. For a fixed back-
ground current, this ratio can be tuned by the synaptic
strength.
To define the bursting state of the network in our sim-
ulation, we use a hysteretic criteria: the system is con-
sidered to enter bursting/resting state when there have
been more/less than nine/three distinct neurons firing
spikes within last 200 ms time window. These numbers
are chosen to be similar to those in real experiments.
With the defined states, we can measure the durations of
bursting and resting episodes. In simulations, for a given
background current Ibg ranging from 27.0 to 29.5 µA, we
adjust the the mean synaptic weight w¯ of the network to
obtain bursting behavior similar to what is shown Fig. 3.
For further pattern matching, we choose the mean synap-
tic weight so that the ratio between average durations of
resting to bursting states (restitution ratio) is 3 to 1 [28]
as indicated by circles in Fig. 4. Since Ibg determines how
easily a neuron is ready to fire while wscale determines
how strongly a neuron’s firing can influence others, one
Figure 4. (Color online) Phase diagram for bursting dynam-
ics on a random network. Colors (shades of gray) indicate
the restitution ratio of bursting while labeled lines show the
average bursting period in milliseconds.
would expect an increase in Ibg would be compensated
by a decrease of wscale. From our simulations, this trend
can be more or less observed for networks with more uni-
form, Gaussian degree distribution (network C and D in
Fig. 1 as well as C16 in Fig. 2). In the following, we
report the results of our simulation with the parameters
given in Table I while the background current Ibg and
mean synaptic weight scale wscale being adjusted to give
the restitution ratio of 3 to 1.
A. Bursting behavior
For each of the networks given in Fig. 1, we perform
simulations to obtain spontaneous bursting by varying
the background current Ibg and mean synaptic weight
scale wscale. Figure 5 are the typical results for sponta-
neous bursting for a scale-free and a random network. It
can be seen from Fig. 5 that the main difference in the
firing patterns between a random network and a scale-
free network is the reverberations within the synchro-
nized bursts of random network and their absence in the
scale-free network. This difference in bursting behavior
is probably due to the existence of hub neurons in the
scale-free network which are found to stay active the en-
tire time for any reasonable choices of Ibg and wscale that
allow for other neurons in the network to be activated.
This constant activation disrupts the quiescence between
the reverberations and breaks the coordinated firing of
neurons required by the reverberation. The situation
is especially true for cases of lower background current
where stronger synaptic weights are required. This is one
of the reasons that we adopted the hysteretic criteria de-
scribed in III to define the bursting/resting states of the
systems.
The qualitative change of bursting behavior with dif-
6time (ms)time (ms)
h
is
to
g
ra
m
h
is
to
g
ra
m
h
is
to
g
ra
m
Figure 5. (Color online) Comparison of bursting behavior for
scale-free network A (left) with random network D (right)
in Figure 1 at three different background current: from top
down Ibg = 27.5, 28.5, 29.5 µA. The horizontal axes measure
time in milliseconds while the vertical axes show the number
of spikes within a 4 ms sliding window.
Figure 6. (Color online) Average burst durations when mean
synaptic weights of a network is adjusted to have 3-to-1 rest-
to-burst duration ratio for the networks given in Fig. 1 and
Fig. 2 as functions of the background current given in the
model.
ferent network topologies can also be seen in the depen-
dence of the mean burst duration on Ibg as shown from
Fig. 6. It can be seen in Fig. 6 that the burst duration
of networks with narrow degree distribution, such as C,
C16, and D, are insensitive to Ibg when compared to net-
works with boarder degree distribution, such as A and
B. Beside the dependence of burst duration on Ibg, we
note there are significantly less reverberations (repeated
rises of system activity level, as can be seen in left panel
of Fig. 3) within a burst for scale-free network A. It is
less so for network B where the reverberations are quite
evident in the mid-range of background current [29]. The
insensitivity of burst duration on Ibg for networks C, C16,
and D in Fig. 6 shows the equivalence of excitability of
neurons and efficacy of synapses in networks of narrow
degree distributions. Both of the networks also retain
clear reverberatory behavior for the entire range of back-
ground current we considered [29].
B. Properties of repeating spike patterns
With time series similar to those from Figure 5 for
all the neurons in the networks, the template-matching
method in [7] is used to identify repeating spike patterns.
Data sets corresponding 8 bursting events of the networks
are used for repeating-spike-pattern identifications. This
amounts to about 3000 spikes per data set, similar to
what was considered in [7] limited by the computer ca-
pability for the algorithm used. While more patterns will
generally result from a larger data set, we do not expect
a qualitative change to our conclusions presented below
[29]. Each identified repeating spike pattern is cross-
checked with the original network used in the simulation
to see if: a) the nodes in the pattern form a connected
subnetwork with the original links and b) the nodes in the
identified repeating spike pattern are actually connected
sequentially in the nominal network as suggested in [7].
Figure 7 shows the results of the statistics of the iden-
tified repeating spike patterns for these two properties.
A remarkable feature of Fig. 7 is that the number of de-
tected repeating spike patterns are high in networks with
narrow degree distributions (C, C16, and D). That is: re-
peating spike patterns are more frequent in network with
narrow degree distribution. Unfortunately, most of the
detected patterns are consisted of nodes that do not form
a connected subnetwork in the original network. These
repeating spike patterns will give erroneous results if they
are used for the reconstruction of the original network.
Furthermore, for those patterns with nodes forming
a connected subnetwork, only a small fraction of them
are actually linked sequentially following the spike-time
orders in the patterns. On the other hand, although
there are far less repeating spike patterns detected for
the scale-free network A, a much more significant fraction
of these patterns are actually consisted of nodes forming
connected subnetwork in the original nominal networks;
especially for higher background current Ibg = 29.5 µA.
It can be seen from Fig. 7 that the connected fraction of
detected patterns for the scale-free network seems to be
smallest at Ibg = 28.5 µA. This is mainly due to the peak-
ing of spurious patterns since the number of connected
patterns decreases monotonically with Ibg.
Based on the repeating spike patterns identified, we
can follow the method in [7] to obtain the reconstructed
functional network for the four cases as shown in Fig. 8.
It can be seen from the figure that the physical connection
7Figure 7. (Color online) The number of repeating spike pat-
terns identified from spiking data of 8 bursts for the five net-
works in Figs. 1 and 2 for different levels of background cur-
rent. Blue (full) bars in top panels are the total numbers
of identified patterns from the code in [7]. Pink (light gray)
bars are for the number of identified patterns that form a
connected subnetwork in the original nominal networks used
to generate the spiking data. Green (dark) bars are for the
number of patterns whose neurons are actually connected fol-
lowing the same sequence of spike times in each pattern. The
upper panels show the number of patterns in unit of hun-
dreds while the lower panels show the fractions of connected
patterns relative to the total number detected.
of the functional network is not only quite different from
the physical network, but global property such as the
degree distribution of the functional network is also not
similar to the physical network.
IV. DISCUSSIONS
From the results obtained above, it is clear that func-
tional networks reconstructed from repeating spike pat-
terns can be quite different from the original physical net-
work. The major reason is that branching in the prop-
agation of neural activity is ignored in our method of
reconstruction [7] with the “fire together wire together”
heuristic rule. In our simulations, branching is actually
quite important in all the networks studied here. This
has actually been considered by Izhikevich [30] in the so
called polychronization of spiking activity. Therefore, we
have adopted a relaxed criteria to assess the correlation
between the repeating spike patterns and the nominal
network structures based on whether the nodes partici-
Figure 8. (Color online) Structures of the reconstructed net-
works (upper panels) from dynamics of scale-free network A
(left) and random network D (right) as well as their corre-
sponding degree distributions (lower panels). The links col-
ored in pink (light gray), green (dark), and blue (medium
gray) are respectively constructed from patterns of length≤ 8,
> 32, and otherwise.
pated in a repeating spike pattern form a connected sub-
network. This is the minimal requirement for a spanning
tree to exist on the nominal network that connects all
the firing nodes of a repeating spike pattern. We note
that, this does not imply that patterns fail to be con-
nected are completely fallacious since some key nodes
could have been left out due to numerical error in the
template-matching algorithm. In the current study, we
do not further investigate how the nominal network struc-
ture underlying a repeating spike pattern can be recov-
ered from the spike pattern itself.
Also, we have shown (Fig. 7) that the effectiveness of
using the repeating spike patterns to reconstruct the un-
derlying nominal network structure is strongly dependent
on the topology of the underlying network and the oper-
ating conditions when the spikes are generated. One ma-
jor difference between a scale-free network and a random
network is the existence of well-connected hubs. These
hubs can play important roles in relaying information
and instigate or modulate activities of the system [31].
A possible reason for the higher fractions of connected
repeating spike patterns found for the scale-free A and
intermediate B networks is that the high degree of con-
nectivity for these hubs helps the repeating spike patterns
they participated in form connected subnetworks of the
systems. To verify this hypothesis, we plot in Fig. 9 the
mean fractions of a node’s occurrences in repeating spike
patterns that form connected subnetworks versus the de-
gree of the node. It is evident from Fig. 9 that patterns of
a node with higher degree are more likely to be connected
8Figure 9. (Color online) Mean fractions of node occurrences
in detected patterns that are connected as functions of node
degrees. The four different networks are represented by dif-
ferent symbols: A: squares, B: circles, C: triangles, D: pluses.
and the highly connected hub nodes in networks A and B
are indeed responsible for the high fractions of connected
patterns. For larger background current, there exists a
degree threshold kc ≈ 30 above which, all patterns par-
ticipated by such a node are connected. Such threshold
is not clearly evident for lower background current where
the synaptic weights are stronger to compensate the lower
excitability of neurons.
In our simulations, we find that some of the repeat-
ing spike patterns can be embedded into other repeat-
ing spike patterns; especially those with short sequence
lengths. That is, these repeating spike patterns are sub-
sequences of other repeating spike patterns. These re-
peating spike patterns are defined as core patterns in [7]
and are thought to be more relevant to the underlying
structure of the network. However, we find that in a
typically simulations, less than 10% of all the detected
repeating spike patterns are core patterns by the criteria
in [7] and only a small number of nodes in the network
will take part in these core patterns; especially for net-
work C and D [29]. If we apply our analysis by using core
patterns, nodes participated in the core patterns do have
a higher fraction to be connected except for the random
network D, and the break down to node degree also shows
sharper transitions than those shown in Fig. 9 for core
patterns [29]. It is still not clear whether the repeating
spike patterns or the core patterns are better suited for
network reconstruction. Presumably, the core patterns
are controlled by the “core nodes” which are likely the
hubs in the network while almost all nodes in the network
can participate in the repeating spike patterns as long as
excitation (noise) in the system is strong enough. In this
aspect, the repeating spike patterns should be more rel-
evant in providing information for the reconstruction of
the network topology.
The effects of hubs on functional reconstruction can
also be seen in the intermediate networks. The network
B in Fig. 1 represents an intermediate case between scale-
free network with power-law tail in the degree distribu-
tion and a more uniformly connected network with Gaus-
sian degree distribution. While there are still a number
of hub neurons in such a network, their degrees are lim-
ited comparing to the case of scale-free network. Con-
sequently, unlike the scale-free network, all neurons can
stop firing during the resting period of its dynamics. We
see clear reverberatory bursts in the mid range of back-
ground current Ibg = 28.0 ∼ 29.0 µA [29]. Applying
the template-matching method, the spiking dynamics of
such a network produces the largest numbers of repeat-
ing spike patterns in all conditions studied here. Sim-
ilar to scale-free network A, the number of connected
patterns increases consistently with an increase of back-
ground current. Still, only a small fraction of the patterns
are actually connected sequentially following their spike
times. The picture emerges from our simulations is that
although the functional network reconstructed from re-
peating spike patterns can be quite different from the un-
derlying physical network and even the degree distribu-
tion recovered can be quite different, the repeating-spike-
pattern method can be effective in identifying hubs when
hubs exist. Since the form of reverberations are quite
different for networks with and without hubs (Fig 5),
the form of reverberations together with the reconstruc-
tion by repeating spike patterns might provide a reliable
method to detect hubs in the neuronal cultures.
In the current setup, the characteristics of detected re-
peating spike patterns in the small-world network C16
seem to well interpolate that of the geometrically con-
strained network C and random network D. The low frac-
tions of connected patterns can be correlated with the
absence of hubs in these networks following the discus-
sion above. There is a steady increase in the number of
detected patterns as a geometrically constrained network
becomes more random by rewiring. However, the num-
ber of these patterns that form connected subnetworks of
the underlying nominal network actually becomes less as
more links are rewired. While the rewired long links in-
troduce more possibilities for activity propagation, hence
more patterns, the neighborhood, cluster structure for
a geometrically constrained network can make it more
likely for an identified repeating spike pattern to be con-
nected. We note that for the networks of 100 neurons in
the current study, the difference in path lengths is very
limited for typical consideration of small-world networks.
While our results provide a hint on what can be expected,
to properly address the small-world effect in repeating
spike patterns of simulated neuron networks, significant
computing resources need to be invested to consider net-
works of higher orders of magnitudes in sizes.
Since functional networks reconstructed from repeat-
ing spike patterns are governed by both the topology and
dynamics of the network and their excitations are the
outcome of collective dynamics of the system, perhaps
the functional network structure is more relevant to the
concept of cell assembly. In fact, Hebb [8] had used the
phrase “functional unit” when he referred to connections
in a cell assembly. In this sense, the repeating spike pat-
9terns provide a convenient way to look at the complexity
of the system. While their correspondence to the under-
lying structure of the network can be complicated by var-
ious factors as we have shown in the current study, they
are perhaps more relevant to the functional dynamics of
the network that might serve to fulfill certain biological
purposes. The situation is somewhat similar to relating
the gene expression in a cell with the primary structure
of its DNA sequence. Recently, a novel method [4] based
on covariance and time delay is used to extract the func-
tional connection between different astrocytes during the
propagation of Ca2+ waves induced by an external stimu-
lation. However, this method probably cannot be applied
to the case of spontaneous reverberations studied here
because in order for the method in [4] to work, special
constrains are introduced for the network reconstruction.
These constrains are related to single source of stimula-
tion and the directional nature of the Ca2+ wave propa-
gation (time delay). In the case of spontaneous reverber-
ations, both of these features are absent. In this work,
we studied only spontaneous network dynamics. Similar
methods of pattern matching have been used successfully
in the identification of functional unit by using evoked
activities. In our current study, the excitations for the
networks are provided by noise. If some of the nodes in
the nominal networks are used as inputs, our simulation
method can also be used to study the repeating spike
patterns in evoked activities.
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