The concept of Just-in-Time models has been introduced for models that are not estimated until they are really needed. The prediction is taken as a weighted average of neighboring points in the regressor space, such that an optimal bias/variance trade-off is achieved. The asymptotic properties of the method are investigated, and are compared to the corresponding properties of related statistical non-parametric kernel methods. It is shown that the rate of convergence for Just-in-Time models at least is in the same order as traditional kernel estimators, and that better rates probably can be achieved.
INTRODUCTION
We consider the problem of predicting the output from a non-linear dynamical system y t = m(' t ) + e t ;
(1) where y t 2 R, ' t 2 R n is a regression vector, and e t are i.i.d. random variables with zero means and variances . Given a new operating point, ' t , we seek to estimate m(' t ) using a sample set of noisy observations f(y k ; ' k )g N k=1 , and prior knowledge of the application. The regression vector ' t can be interpreted as a vector of lagged inputs and outputs in a nonlinear ARX model fashion. However in the analysis to follow, the regressor will be restricted to be scalar-valued.
Traditionally in system identification literature and statistics, the regression problem has been solved by global modeling methods, like kernel methods (Wand and Jones, 1995) , neural networks or other non-linear parametric models (Sjöberg et al., 1995) , but when dealing with very large data sets, this approach becomes less attractive to deal with because of the computational complexity. For real industrial applications, for example in the chemical process industry, the volume of data may occupy several Gigabytes.
The global modeling process is in general associated with an optimization step. This optimization problem is typically non-convex and will have a number of local minima which makes the solution difficult. Although the global model has the appealing feature of giving a high degree of data compression, it seems both inefficient and unnecessary to spend a large amount of calculations to optimize a model which is valid over the whole regressor space, while in most cases it is more likely that we only will visit a very restricted subset of it.
Inspired by ideas and concepts from the database research area, we have taken a conceptually different point of view. We assume that all observations are stored in a database, and that the models are built dynamically as the actual need arises. When a model is really needed in a neighborhood of an operating point ' t , a subset of the data closest to the operating point is retrieved from the database, and a local modeling operation is performed on that subset, see Figure 1 . For this concept, we have adopted the name Just-inTime models, suggested by (Cybenko, 1996) .
As in the related field of kernel estimation (Härdle, 1990; Wand and Jones, 1995) it is assumed that the Just-in-Time predictor is formed as a weighted average of the output variables in a neighborhood around where the weights are constructed such that they give measurements located close to ' t more influence than those located far away from it. The performance is optimized locally by minimizing the pointwise mean square error (MSE),
subject to the properties of the weights w k . It is a well known fact that the MSE can be decomposed into two parts, variance error and squared bias error. The optimal weights are thus selected as a trade-off between these two parts.
To our knowledge, the concept of Just-in-Time models is new in the control community. However, local non-parametric models in the same fashion are wellknown in the statistical literature, although there always seems to be a global optimization in some step.
The outline is as follows; A review of related statistical non-parametric methods is given in Section 2. Section 3 describes the Just-in-Time method. Section 4 presents an analysis of the asymptotic properties of Just-in-Time models, and Section 5 finally, describes the problem of Hessian and noise variance estimation.
NON-PARAMETRIC ESTIMATION
Local non-parametric regression models have been discussed and analyzed in the statistical literature the last two decades, starting with (Stone, 1977) and (Cleveland, 1979) . A special class of such models is local polynomial kernel estimators. These estimate the regression function at a particular point ' t , by "locally" fitting a pth degree polynomial to the data via One such kernel, is the Epanechnikov kernel,
which has been proved to have optimal properties (Epanechnikov, 1969) .
A commonly used kernel estimator, corresponding to p = 0, is the Nadaraya-Watson estimator (Nadaraya, 1964; Watson, 1964) m NW (' t 
Here h N denotes the bandwidth, and it can be interpreted as a scaling factor that controls the size of the neighborhood around ' t . The bandwidth h N is usually optimized by minimizing the MSE subject to h N . However, the MSE formula depends on the bandwidth in a complicated way, which makes it difficult to analyze the influence of the bandwidth on the performance of the kernel estimator. One way to overcome this problem is to use large sample approximations for the bias and variance terms. For the Nadaraya-Watson estimator (7) we have the following asymptotic result in the univariate case. (ii) The kernel function K is symmetric about 0, and has support on ?1; 1].
(iii) The bandwidth h = h N is a sequence satisfying h N ! 0 and Nh N ! 1 as N ! 1.
(iv) The estimation point ' t is an interior point satisfying h < ' t < 1 ? h.
Furthermore, inf hN MSEfm NW (' t )g C(m 00 (' t ); ; K) N ?4=5 ;
with optimal bandwidth
Proof Omitted. See (Wand and Jones, 1995) for details.
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Here denotes "asymptotic equivalence", that is, a n b n if and only if a n =b n ! 1 as N ! 1.
This shows that the best obtainable rate of convergence for kernel estimators satisfying (4) and (5) is of order N ?4=5 , which is slower than the typical rate of order N ?1 for parametric models in system identification (Ljung, 1987) . For the optimal Epanechnikov kernel (6), which is the minimum of (8) 
JUST-IN-TIME MODELS
This section gives a brief summary of the Just-inTime method. More detailed descriptions are given in (Stenman et al., 1996) and in (Stenman, 1997) .
It is assumed that all observations f(y i ; ' i )g of the system are stored in a database. When a model is needed at ' t , a subset M of the data located close to this point is retrieved from the database, and a local modeling operation is performed on the subset, see Figure 2 . which are standard for kernel estimation and smoothing windows in spectral analysis (Kay, 1988) , and which are consistent with (4).
Given the weight constraints (15), the estimator (13) MSEfm JIT (' t )g = E(m JIT (' t ) ? m(' t )) 2 (17) subject to the constraints (15). Since this is a quadratic problem with linear constraints, it has an explicit solution for fw i g (see eq. (34) in the proof below). The resulting optimal weights are depending on the noise variance , the Hessian H m (' t ), and the distance ' i ?
' t . The Hessian is normally unknown, but by using a Taylor series expansion, it can be estimated from data using least squares theory, as shown in Section 5. The corresponding estimates are indicated with a circle and a cross respectively. As indicated, the Just-in-Time estimator gives a slightly better result than the corresponding kernel estimator. This is due to fact that the Just-in-Time weights are optimized locally.
ASYMPTOTIC PROPERTIES OF JUST-IN-TIME MODELS
In this section we investigate the asymptotical properties of Just-in-Time models for the univariate (scalar) case. The consistency of (16) and the speed of which the MSE (17) tends to zero as a function of the sample size N, are given in the following proposition.
For simplicity and to enable comparison with the kernel estimator result presented in Proposition 2.1, it is stated for the fixed design case, but it can be shown that it also holds for the random design case where the We now want to minimize the right hand side of (22) 
Hence, when inserting equations (28) to (32) 
From (26) 
The variance error term in (22) and (18) 
and (19) and (20) are proved. Determining an exact expression for this rate will require that higher order derivatives are taken into account in the analysis.
ESTIMATION OF HESSIAN AND THE NOISE VARIANCE
As stated in Section 3, we need to know the Hessian and the noise variance in order to compute the optimal weights. A 2nd order 
where # contains m(' t ) and the entries of D m (' t ) and H m (' t ), and i is the corresponding regression vector. By this approach it is also possible to get an estimate of the noise variance . From (Ljung, 1987) we have^ = V M (#; M ) 1 1 ? d=M ;
where d = dim #.
When estimating the Hessian using the least squares approach (42) and (43), it is clear that a small neighborhood would give the measurement noise a large influence on the resulting estimate#. On the other hand, a large neighborhood would make the Taylor expansion (41) inappropriate and would introduce a bias error. A reasonable choice of region size could therefore be obtained as a trade-off between the bias error and the variance error when performing the Hessian estimation.
