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Abstract
We introduce a novel location-based moving mesh algorithm MMSISL in which
the arrival points in the Semi-Implicit Semi-Lagrangian (SISL) algorithm are
located by using an equidistribution strategy. This algorithm gives a natural
coupling between moving mesh methods and SISL methods. It involves little
extra cost in implementation as it exploits the interpolation methods already
embedded in the SISL algorithm. We apply this method to a number of partial
differential equation problems in one-dimension, each of which have sharply
defined features. We show that using MMSISL leads to a markedly improved
performance over fixed mesh methods, with significantly reduced errors. We
also show that unlike many adaptive schemes, no issues arise in the MMSISL
algorithm from a CFL condition imposed restriction on the time step.
Keywords: semi-implicit semi-Lagrangian, Burgers’ equation, error estimates,
moving mesh methods
1. Introduction
1.1. Overview
When using general numerical methods for advection dominated problems, two
issues are often encountered in the search for accurate and stable numerical
schemes. Firstly, if a small spatial step ∆x is used then the time step ∆t has also
to be small, and is often constrained by the CFL condition v∆t/∆x ≤ 1 where v
is the advective speed [MM94]. Secondly, many nonlinear advection equations,
for example the nonlinear Burgers’ equation studied as one of the examples in
this paper, develop fronts with small length scales and steep gradients as time
evolves. Such fronts need a fine spatial mesh to be resolved accurately. This
can be achieved, with significant computational cost, by the use of a globally
fine mesh (in both space and time). However, the use of such a fine mesh may
not be feasible due to time and cost constraints. Alternatively a resolution of
the front can often be achieved, at a smaller computational cost, by using some
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form of local mesh refinement. However, the use of such a fine spatial mesh,
either in the context of a fixed mesh method, or a locally adaptive method,
can lead to problems with small time steps as identified above, where the time
step is determined from the smallest spatial step in the mesh through the CFL
condition. This can lead to a very expensive computation, where the cost of
computation in the regions where the mesh is coarse is determined by the time
step dictated from the regions where the mesh is fine. This constraint is a severe
limitation on the use of fine/locally refined meshes in the context of advection
dominated problems. This difficulty is often cited as an argument against the
use of adaptive methods in this context [BHR09].
A popular and effective way to overcome many of the problems with the CFL
constraint, and which permits the use of a much larger time step, is the SISL
algorithm [SC91, Rob81, Rob82, CGM+98, RTS+95, WSW+14]. In this method
(to be described in detail in Section 2) the solution is discretised over each
time step ∆t along a locally defined Lagrangian particle path. An implicit
calculation of the solution and its derivatives is then made at each stage of
the calculation. This procedure can overcome some of the issues associated
with the CFL constraint. The ability to stably take long time steps, along
with a high order of accuracy for the advective terms, has led to the SISL
method being widely used for NWP, including the dynamical cores of models
at the Met Office [WSW+14], the European Centre for Medium-Range Weather
Forecasts [THA01], the China Meteorological Administration [CXY+08] and the
Canadian Meteorological Centre [CGM+98], among others. However, the use
of SISL methods requires the calculation, at each time step, of the departure
(or arrival) points of the semi-Lagrangian paths, and the interpolation of the
solution described on the computational mesh, onto these new points. The
calculation of these departure points, and the subsequent interpolation of the
solution, leads to additional errors in the calculation of the solution. These
errors, particularly those due to the interpolation error, are greatly exacerbated
when the solution changes rapidly (as in the case of a front) over a small region
in space and can be compounded when a small time step ∆t is used, requiring
more interpolation steps. This motivates the use of an adaptive mesh method
for such problems.
In this paper we will derive a novel location based r-adaptive moving mesh
method MMSISL that couples a location based method for finding the mesh
points with the SISL algorithm described above. In this algorithm we will have
(a fixed number of) Nx mesh points that move as the solution evolves; in par-
ticular the mesh points will be concentrated in regions at which the computed
solution has a high curvature. Location based moving mesh methods work by
prescribing the mesh point location through its spatial density, and differ from
Lagrangian methods which move mesh points at a prescribed velocity. They
have the advantages of avoiding mesh tangling problems and of being able to
resolve local solution features without denuding points from other areas of the
domain [HR10]. Such methods have been developed for problems both in one-
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dimension, as in this paper, and also in higher dimension and have proved their
potential for many such applications, showing themselves highly competitive
with other adaptive procedures. For examples of a variety of different moving
mesh methods see [HR10, BHR09, TT03]. However a significant problem with
using spatially adaptive methods has been the stability restriction on the time
step imposed by applying the CFL condition to a (locally adapted) small spa-
tial mesh, see [HR10, p. 99]. In particular as the adaptive mesh size becomes
small, so must the time step, and this can be a significant restriction on the
use of the method. Coupling a location based method to a SISL time stepping
approach however presents the attractive possibility of obtaining the good lo-
cal resolution of the adaptive method but without the CFL imposed time step
restriction. In this paper we will make a first step in realising this objective
for a one-dimensional system by developing the MMSISL algorithm. We will
do this using a location based method to find the arrival points of the SISL
algorithm. This will be done by prescribing the density of the arrival points
by equidistributing an appropriate monitor function, typically based upon the
solution curvature. Such moving mesh methods are known to be effective in
reducing interpolation errors [HR10] and also in avoiding the mesh tangling.
They are thus very appropriate to be used in the context of a SISL method
where, as we will demonstrate, interpolation is an important part of the accu-
racy of the calculation. The coupling of moving mesh methods to calculate the
arrival points with SISL methods is very natural, as the interpolation step usu-
ally encountered in applying moving mesh methods, which is a common source
of difficulty and cost in the use of such methods [TT03], is treated automati-
cally in the SISL framework at little extra computational cost. We demonstrate
for Burgers’ equation, and other one-dimensional PDE problems, such as the
Shallow Water Equations, and the Sod gas tube problem, that the MMSISL
algorithm gives a markedly better resolution of sharp moving features than a
fixed mesh. Furthermore, the MMSISL method has none of the CFL related
stability problems associated with other moving mesh methods, allowing signif-
icantly larger time steps than these methods.
1.2. Summary of the paper
The layout of the remainder of this paper is as follows: In Section 2 we review
and describe the basic SISL method for one dimensional advective equations
and briefly discuss some existing error analysis of these methods. In Section 3
we then combine the SISL strategy with a moving mesh method to derive the
MMSISL algorithm. In Section 4 we apply the method to a series of challenging
problems including Burgers’ equation with small viscosity and the Sod gas tube
problem, and we compare this method to a fixed mesh method and an alternative
(non SISL based) moving mesh method. Finally in Section 5 we draw some
conclusions from this work and consider future extensions of the methods used.
3
2. The SISL discretisation
The SISL method is the combination of a semi-implicit (SI) time stepping
scheme, to remove any stability constraints from fast waves, along with a semi-
Lagrangian (SL) method to provide an accurate and stable representation of
the advective terms. For a semi-implicit scheme, following [SC91], only the
terms that correspond to fast but physically unimportant waves (such as acous-
tic waves in the atmosphere) are treated implicitly, so that the overall scheme
is not restricted by any CFL condition on waves that carry little physical rele-
vance. Within both parts of the SISL method there are a number of flavours,
such as using two- or three-time-level schemes and the method chosen to com-
pute the semi-Lagrangian trajectories. Here we will concentrate on the form of
SISL used in the Met Office model [WSW+14].
2.1. Overview
In this section, we will describe the popular two time-level SISL algorithm used
to approximate the solution of a nonlinear advection dominated one-dimensional
partial differential equation (PDE), which we assume has the form
Du
Dt
= F (u, ux, εuxx) , x ∈ [a, a+ L] , t > 0, ε 1 , (1)
where
D
Dt
≡ ∂
∂t
+ u
∂
∂x
is the advective derivative. The basic philosophy behind all semi-Lagrangian
methods is to find approximations for the particle paths of the solutions of (1),
and to then calculate an approximation to the advective derivative along these
paths. Integrating (1) along a semi-Lagrangian trajectory, from the departure
point XD at t to the arrival point XA at t + ∆t over a single time step, we
obtain
ut+∆t (XA)− ut (XD) =
∫ t+∆t
t
F (u, ux, εuxx) dt
′ , (2)
where subscripts A and D denote evaluation at arrival and departure points
respectively. We will assume that at the time level tn ≡ t0 = N∆t there is a
spatial mesh Xnj and that we have the approximation u
(
Xnj , t
n
) ≈ Unj . There
are then two main forms of semi-Lagrangian methods.
For a forward semi-Lagrangian method we depart from the given mesh Xnj at
time tn and calculate an arrival mesh at time level tn+1 from the advection;
the fields are then interpolated back onto the given mesh Xn+1j for the next SL
step. In this case, departure points are the known mesh points Xj,D ≡ Xnj , and
the solution at the arrival points has to be computed via interpolation.
In this paper we will adopt a different approach, and shall concentrate on the
backwards semi-Lagrangian method which is widely used in the meteorological
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literature, for example in the ENDGame code [WSW+14]. For this method,
the arrival points Xj,A are exactly the mesh points X
n+1
j at the time level
tn+1, and the departure points at the time level tn are those points for which
the Lagrangian paths starting at Xj,D at time t
n arrive at Xj,A at time t
n+1.
Accordingly, let us assume that at time level tn we have an approximate solution
Unj given at all of the mesh points X
n
j We then seek an approximation to the
solution at time level tn+1. In a Lagrangian method we find approximations to
the particle paths which satisfy the equation
Dx
Dt
= u (3)
and discretise the solution along these. To complete the SISL discretisation, the
right-hand side of (2) is approximated by
Un+1 (Xj,A)− Un (Xj,D) = ∆t
[
θFn+1 (Xj,A) + [1− θ]Fn (Xj,D)
]
, (4)
(where 0 < θ ≤ 1) and the dependencies of F have been dropped for convenience.
The semi-implicit method will treat the terms that contribute to the fast waves
in Fn+1 implicitly, and the remaining terms are approximated in some way, such
as extrapolation. If the fast wave contribution from F is L (and the remaining
terms are F − L) then (4) with a SISL discretisation becomes[
Un+1 − θ∆tLn+1] (Xj,A) = [Un + (1− θ) ∆tFn] (Xj,D)
+ θ∆t (F − L)n+1 (Xj,A) .
Treating (3) in the same way yields
Xj,A −Xj,D = ∆t
[
θX U
n+1 (Xj,A) + (1− θX) Un (Xj,D)
]
, (5)
where 0 < θX < 1. For this paper we shall take θ = 1/2 for all of the cal-
culations. The discretisation is completed firstly by choosing the method of
interpolation from the solution at the mesh points onto the departure points
of the Lagrangian paths, and secondly choosing an appropriate spatial discreti-
sation of the (derivatives of the) approximation on the (possibly non-uniform)
mesh Xnj .
Following [WSW+14] the departure points Xj,D, according to (5), are calculated
iteratively, with the un (XD) term lagged in the iterates. Observing the change
in the departure points over these iterates, we see this process rapidly converges;
we find 10 iterates to be sufficient to reach convergence for all time steps. The
solution at time level tn is then interpolated onto these departure points. It is
known [McC88, McD84, McD87] that both the calculation of these points and
the interpolation of the solution onto these points can lead to (possibly large)
errors. These errors can be significantly reduced (particularly in the context
of a moving mesh), if the arrival and departure points are both close to the
computational mesh. We will address this in Section 3. The choice of the
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underlying spatial discretisation, made in this paper, follows the ENDGame
formulation using centred finite differences. However, in principle there is no
barrier to using other forms of discretisation, such as a spectral [THA01] or
Galerkin [GNQ14] method.
Interpolation to the departure points For a positive CFL number the departure
point Xj,D lies between two mesh points so that
Xnj−N−1 < Xj,D ≤ Xnj−N
where N is the integer part of the CFL number. An important part of the semi-
Lagrangian method is the interpolation step, where we project the solution onto
the departure points. In operational codes, various methods of interpolation are
used, most commonly some form of Lagrangian polynomials. The simplest of
these is linear interpolation, so that
Uj,D = yU
n
j−N−1 + (1− y)Unj−N , y =
Xnj−N −Xj,D
Xnj−N −Xnj−N−1
.
This scheme has the advantage of being monotone, however it only first order
accurate. In practice, higher order methods are often used instead. Of these,
cubic-Lagrange interpolation is a popular choice, providing a good balance be-
tween accuracy and computational cost. The cubic-Lagrange interpolant of a
function f(x) for an interval [xi, xi+1] is the unique cubic which passes through
points fi−1, fi, fi+1 and fi+2, where fj = f(xj). Alternatively, a number of
other choices could be made, such as to use the essentially non-oscillatory (ENO)
cubic interpolant [HEOC87], or weighted essentially non-oscillatory (WENO) in-
terpolants [LOC94]; a cubic Hermite interpolant can be used which is uniquely
determined on [xi, xi+1] by the points fi, fi+1 and the gradients di, di+1, where
dj = f
′(xj) (determined numerically). A cubic Hermite interpolant can be
guaranteed to be monotonic by ensuring the gradients sit within a specific range
[FC80, dBS77]. Rasch and Williamson [RW90] compared a number of different
interpolants and derivative estimates for semi-Lagrangian advection, and found
some of the best all-round results with a monotonic cubic Hermite interpolant
using a fourth-order finite difference estimate for the derivatives [Hym83].
2.2. The nature of the errors encountered when using SISL methods
The accuracy of the SISL algorithm has been studied by a number of authors
in the context of fixed (and uniform) meshes: see for example [MM94, CK09,
Smi00, McC88, McD84, McD87]. Of most relevance to the current paper is
the observation in [McC88, McD84, McD87], that the interpolation step in the
SISL introduces an error which takes the form of a dissipative change to the
underlying solution. In these papers the dissipation factor for plane waves is
calculated for a set of different interpolation strategies and fractions of the CFL
number. In all cases a significant increase in the dissipation was observed, often
inversely proportional to the time step ∆t. We also demonstrate through the
Burgers’ equation example studied in this paper that there is a further dispersive
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error which manifests itself through an incorrect estimation of the speed of the
moving sharp front.
3. The Moving Mesh SISL (MMSISL) Method
3.1. Overview
In this section we develop the moving mesh SISL algorithm MMSISL. As re-
marked above, one of the main sources of error in applying the SISL method is
in the interpolation step when the solution is projected from the grid points onto
the departure points. Such an error will be larger when the solution is evolving
rapidly, for example at a front or interface. Hence some form of locally adaptive
spatial step size control close to the front is attractive. To implement this we
will consider an r-adaptive moving mesh method for finding the points Xnj . In
particular we will use a location dependent approach in which the positions of
the mesh points are determined by prescribing the local density of the mesh.
This approach is different, both in philosophy and practice, from the Lagrangian
approach of prescribing the velocity of the mesh points, typically to be the same
as that of the solution. This latter approach is known to lead to skew and tan-
gled meshes. In contrast the location based mesh methods (for problems posed
in several dimensions) are known to lead to regular meshes which avoid tangling
[HR10, Zeg07, TT03, BHR09]. Location based methods have proven themselves
in many applications [TT03, BHR09], in particular when applied to an anelas-
tic atmospheric flow solver in [KSD12] (which used a flux-form discretisation),
in calculating the developing fronts in tropical storm problems [BCW13], in
shock dynamics for hyperbolic problems [FL03], and in data assimilation for
meteorological problems [PC11]. They also have the advantage over adaptive
mesh refinement methods (AMR), of keeping the same number of mesh points
at each time step, simplifying the computational implementation. However, a
significant problem with the use of such methods is that the small spatial mesh
required to resolve the local features, often means that an equally small time
step must be taken due to the CFL condition. It is thus attractive to consider
coupling them to a SISL algorithm where no such restriction applies.
This approach has an additional benefit. As we have seen in the previous sec-
tions, the principle cause of both the diffusive and the dispersive errors in the
use of the SISL algorithm is the process of interpolating the function defined
on the mesh onto the departure points. However, in [HR10] it is shown that a
location based adaptive mesh method can minimise the interpolation error when
approximating a function if the density of the mesh points is proportional to the
local curvature of the function. Thus we can expect to reduce the errors of the
SISL algorithm substantially when using such an approach, with the coupling
to SISL meaning that we avoid the CFL restriction. Even better, we show that
this can be done by making relatively small changes to the SISL algorithm itself.
Accordingly, in this section we develop a one-dimensional moving mesh strategy
MMSISL based on equidistribution of the estimated spatial interpolation error
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at each time step. This will then be coupled to the SISL method outlined
in Section 2 by using the location based moving mesh method to update the
location of the arrival points at each time step. We will demonstrate by a series
of numerical tests that this gives a much better resolution of solutions with
moving fronts than fixed mesh methods, even when higher order interpolation
methods are used.
3.2. Moving mesh calculations
3.2.1. Overview of the location based equidistribution method
Suppose that we wish to approximate a continuous function u(x) with x ∈ [a, b]
on a non-uniform spatial mesh Xj ∈ [a, b] with j = 0 . . . N , where N is fixed;
we are free to place the mesh points by moving Xj during the course of the
calculation. Suppose further that ρ(x) is a monitor function which is an estimate
of the error of the resulting approximation and which controls the mesh density.
An effective location based procedure for placing the points to minimise the
error over all possible meshes, is to equidistribute the monitor function so that
there is a constant Θ given by ∫ b
a
ρ(x) dx = Θ ,
and the mesh satisfies the condition∫ Xj+1
Xj
ρ(x) dx =
Θ
N
. (6)
This method was introduced in [dBS77] and is described in detail in [HR10].
If we wish to minimise the interpolation error when approximating u(x) with
piecewise linear functions, it is shown in [HR10] that we should take the error
measure ρ(x) to be a normalised scaling of the curvature of the underlying
function, so that
ρ(x) =
√
1 + β2u2xx , (7)
where the constant β is chosen both to balance the number of mesh points
placed in the region where the solution changes rapidly, with the number of
points placed elsewhere, so that both regions are well resolved, and also to
enforce the degree of adaptivity required. Trivially β = 0 corresponds to a
uniform mesh. The mesh points Xj can then be calculated from the expression
(6) by quadrature. We compare the use of this ‘optimal for linear interpolation’
monitor function with the commonly used arc-length monitor function given by
ρ(x) =
√
1 + β2u2x . (8)
In practice, as we will see, the arc-length monitor function can give more stable
meshes.
In the SISL calculation, the function u(x, t) is not known a-priori but is ap-
proximated as part of the solution. However, we may implement a two-stage
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strategy to calculate a moving mesh Xnj at each time level t
n which makes use
of the expression (6). We note that many moving mesh strategies (see for ex-
ample [TT03]) need to interpolate the solution onto the new mesh once it has
been calculated. This step is not required in the algorithm we propose, as the
interpolation of the solution onto the departure points in the SISL algorithm
automatically deals with this issue.
3.2.2. The coupling of the location based moving mesh and SISL algorithms.
The MMSISL algorithm for coupling a moving mesh method to the SISL al-
gorithm is developed in a two-step process as follows:
1. At time level tn we have a computed solution Unj and a computed arrival
mesh Xnj,A. At the time level t
0 the solution U0j is the value of the initial
state, and the mesh X0j is assumed to be uniform.
2. Using the known values of Unj , a new arrival mesh X
n+1
j,A is calculated to
equidistribute the monitor function ρ(x) evaluated on Unj .
3. Using the new arrival mesh Xn+1j,A , a new solution U
n+1
j is calculated at
these points using the SISL algorithm as described in Section 2 with ap-
propriate calculation of the departure points XD, and interpolation onto
these points. In implementing this we observe that all of the spatial deriva-
tives must be calculated carefully on the non-uniform mesh Xn+1j to the
desired order of accuracy.
We note that this procedure is essentially that of constructing a mesh at time
tn+1 which equidistributes the monitor function of the solution at time tn.
The main new part of this computation which differs from the earlier SISL
calculation is the evaluation of the new arrival points Xn+1j,A in Step 2. This is
done as follows:
1. Using the values of Unj on the current arrival points X
n
j,A, the monitor
function ρnj is evaluated at each point X
n
j,A from either the arc-length or
the curvature functions by using a finite difference approximation.
2. The resulting point values ρnj of the monitor function are then smoothed
using a low pass filter. An example of this is to use several passes of a
five point moving average filter. This gives new values ρ̂nj . The smoothed
function ρ̂ is then used to equidistribute the mesh points. This smoothing
has proved necessary in earlier calculations of moving meshes (see for
example [PC11, HR10]) to ensure that we have a regular mesh at each
stage of the calculation.
3. A linear spline is used to reconstruct a continuous monitor function ρ(x, tn)
from the smoothed points ρ̂nj .
4. Provisional values of the new arrival points X∗j,A are then calculated from
the equidistribution equation (6). In this calculation, the linear spline
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function is integrated exactly to give a piecewise quadratic function. The
points X∗j,A are then found by solving a locally quadratic equation.
5. The new arrival points are obtained through the relaxation condition
Xn+1j,A = λX
∗
j,A + (1− λ)Xnj,A , (9)
where 0 < λ ≤ 1 is chosen appropriately.
NOTE The final step in this algorithm is necessary to give a stable and regular
mesh if the mesh points would otherwise evolve too rapidly. Other methods
which employ relaxation and which are based on moving mesh PDEs, are de-
scribed in [HR10].
The advantage of using a moving mesh instead of a fixed mesh, is that the
underlying function is better resolved by the adapted mesh, with lower interpo-
lation errors. Indeed, in a well designed moving mesh method we expect that
locally the mesh spacing close to a shock should of the order of the shock width,
and if a piece-wise linear interpolant is used then the interpolation errors will
be minimised by using the curvature monitor function (7) [HR10]. We will now
demonstrate through some numerical experiments that these considerations lead
to an accurate, and robust numerical approximation method.
3.3. Extensions and limitations of the MMSISL method
The MMSISL method as described is only appropriate for one-dimensional prob-
lems. However, this is only meant to be a first study for this method. It is
straightforward to extend location based r-adaptive method to two and three
dimensional problems, see for example the various methods described in [HR10],
including variational, optimal transport, and moving mesh PDE based meth-
ods. Such methods are known to deliver effective meshes without mesh tangling
issues. There are no reasons in principle why these established methods could
not be combined with a higher dimensional SISL method using similar ideas
to those developed in this section. However there are naturally many technical
issues that need to be resolved, and these methods need then careful comparison
with other techniques for mesh adaption. We leave this as a subject for future
work.
4. Numerical results and comparisons
4.1. Overview
We now test the MMSISL method on a number of challenging examples in one-
dimension and make comparisons with both fixed mesh methods and non SISL
based adaptive methods. We choose examples which develop sharp solution
features over small length scales.
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4.2. Application to Burgers’ equation with small viscosity and a single travelling
shock
We consider the viscous Burgers’ partial differential equation
ut + uux = εuxx, 0 < ε 1 , (10)
with asymptotic boundary conditions given by
u(−∞, t) = c+ α, u(∞, t) = c− α .
This problem has the exact, asymptotically stable, travelling wave solution with
a single shock given by
u∗(x, t) = c− α tanh
(
α(x− ct)
2ε
)
.
This travelling wave is a prototype of frontal behaviour encountered in mete-
orology and of shock formation encountered in gas dynamics [LeV02a]. A key
feature of this solution is the existence of a sharp front of width δ = ε/α and
front gradient of
ux(x
∗, t) = −α2/2ε .
To fully resolve this profile requires a spatial step size ∆x such that
∆x < δ .
We now compare the behaviour of the fixed mesh SISL scheme, using two forms
of interpolation, with that of the MMSISL method.
4.2.1. Fixed mesh SISL approximation
Applying the SISL discretisation with θ = 1/2 to Burgers’ equation (10) and
using a uniform arrival mesh of fixed spacing ∆x gives the numerical scheme(
Uj−∆t
2
ε δxxUj
)n+1
A
=
(
Uj+
∆t
2
ε δxxUj
)n
D
(11)
along with the trajectory equation (5) with θX = 1/2 and centred finite differ-
ence approximations of the spatial derivatives.
We firstly take a piecewise linear interpolant and perform an experiment in
which
ε = 10−4, α = 0.1, ∆x = 0.05, ∆t = 0.0375.
Observe that δ = 10−3  ∆x. We approximate the infinite spatial domain by
the interval [−5, 5] and take α = 0.1 and u(−5, t) = 1 + α, u(5, t) = 1 − α, so
that the wave speed is c = 1 with CFL number νCFL = 0.75. The resulting
x-profiles of the numerical approximation U to u(x, t) are given in Figure 1 for
a series of values of increasing time t. We next take t = 1.5 and in Figure 2
11
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U
(x
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Figure 1: Initial condition and the numerical solution U to the SISL discretisation of Burgers’
equation. Shown moving to the right are the initial condition at t = 0, and solutions at
times t = 0.5, 1, 1.5 and 2. The crosses correspond to the centres of the front x∗ such that
U(x∗) = c = 1.
(left) we compare the numerical solution U with the exact solution u with c = 1
in a vicinity of the front. The figure shows that the numerical solution has
a broader front than the exact solution (a diffusive contribution to the error).
Furthermore the centre of the front of the numerical solution at x ≈ 1.575 is
well in advance of that of the exact solution which is at x = 1.5 (a dispersive
contribution to the error). In Figure 2 (Right) we repeat this calculation using
1.3 1.35 1.4 1.45 1.5 1.55 1.6 1.65 1.7 1.75 1.8
0.85
0.9
0.95
1
1.05
1.1
1.15
Numerical U(x,t)
Analytic u(x,t)
Matched û(x,t)
1.3 1.4 1.5 1.6 1.7 1.8
0.85
0.9
0.95
1
1.05
1.1
x
Numerical U(x,t)
Hermite interpolant of U
Analytic u(x,t)
Matched û(x,t)
Figure 2: Comparison of the numerical solution with linear interpolation (solid line), with
the true solution (dashed line) at the time t = 1.5. (Left) Linear interpolation It can be
seen that the front for the numerical solution is ahead of that of the analytical solution and
is significantly broader. (Right) Non monotone cubic-Hermite interpolation. The solution is
more oscillatory than before. However, as before, the front for the numerical solution is ahead
of that of the analytical solution and is also significantly broader.
a non monotonic cubic-Hermite interpolant without a flux limiter and compare
the true and numerical solution at the time t = 1.5. As might be expected
this method leads to a solution with more oscillations than those with linear
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interpolation due to the non-monotone nature of the interpolation scheme used.
However, many similar features to the earlier calculations remain. In particular
the front has also broadened and has travelled at a higher speed than the true
solution.
We next make a direct comparison of the numerical and the true solution by
computing the L2 solution error E = ‖u∗ − U‖2 as a function of ∆x ≡ 10/Nx
at tmax = 2, for three values of ∆t = 0.01, 0.02, 0.04. The results for the
two interpolation schemes are presented in Figure 3. Observe both the slow
reduction of the maximum value of the error and also its oscillatory nature
(which arises at values of Nx when the semi-Lagrangian paths cross mesh points
and the CFL number takes integer values). An analysis of these errors is made
in [? ]
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Figure 3: The L2 solution error E of the fixed mesh SISL scheme, at tmax = 2, as a function
of ∆x = 10/Nx, for ∆t = 0.01, 0.02, 0.04 (Left) Linear interpolation (Right) non monotonic
cubic-Hermite interpolant without a flux limiter.
4.2.2. The MMSISL approximation
For comparison we apply the MMSISL algorithm to the same problem. The
discretisation in (11) is used with the spatial derivatives now approximated by
the difference operator
δxxUj ≡ (Uj+1 − Uj)/(Xj+1 −Xj)− (Uj − Uj−1)/(Xj −Xj−1)
(Xj+1 −Xj−1)/2 .
As a first calculation, we take the arc-length monitor function (8) with β = 30
and applying four iterations of a five point moving average smoothing filter to
the resulting monitor function. We also take the relaxation factor λ = 0 in
(9). We take the interval x ∈ [−5, 5] and t ∈ [0, 2] and take Nx = 60 so that
in the uniform mesh case ∆x = 10/Nx. We take ∆t = 0.04. We plot both
the evolution of the solution over the interval x ∈ [−5, 5] compared to the true
solution at t = 2. We also plot the trajectories of arrival points. We can see
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that the sharp solution front of the true solution is preserved and is followed
closely by the moving mesh points.
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Figure 4: (a) The evolving solution showing the sharp front and the close agreement between
the solution on the adapted mesh at time t = 2 and the true solution. (b) The moving mesh
point trajectories which closely follow the front.
As a second calculation, in Figure 5 we plot the L2 solution error E as a function
of Nx for ∆t = 0.04 and varying values of β = 0, 10, 30, 50. In the adaptive case
when β > 0 there is a maximum value of Nx at which point the adaptive mesh
method becomes unstable. We see a very significant improvement in the L2
solution error over the calculations using a fixed mesh (with β = 0). Over
this range the error in the uniform mesh calculation decreases very slowly. In
contrast the error in the moving mesh calculation decreases very rapidly with Nx
up to the point of instability. The rate of decrease in the error is larger for larger
values of β and the maximum value for Nx is smaller. In the optimum choice
arises when β = 30 and Nx = 60. At this value the minimum mesh spacing is
∆xmin = 0.0035 and the maximum ∆xmax = 0.297. Hence the maximum CFL
number is νCFL = 0.04/0.0035 = 11.5. However the use of the SISL method
has avoided the instabilities associated with such a high CFL number.
Similar results arise when a curvature monitor function is used, however this is
more unstable than the arc-length monitor.
We conclude that the use of a location based moving mesh methods coupled
to SISL significantly improves the resolution of the front of Burgers’ equation
without either adding much extra cost to the calculation, or having a CFL
restriction on the time step.
4.2.3. Comparison with an MMPDE adaptive mesh method, of the solution of
Burgers’ equation with two shocks
In the text book on adaptive moving mesh methods [HR10, §1.4], a similar study
to that above is made of a solution of Burgers’ equation (with  = 10−4) with
14
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Figure 5: The L2 solution error E plotted as a function of Nx for ∆t = 0.04 and varying
values of β including the uniform mesh case of β = 0 (black). In this case we use a moving
mesh with an arc-length monitor function.
two evolving sharp fronts which coalesce. This takes the exact form
u(x, t) =
0.1e
−x+0.5−4.95t
20 + 0.5e
−x+0.5−0.75t
4 + e
−x+0.375
2
e
−x+0.5−4.95t
20 + e
−x+0.5−0.75t
4 + e
−x+0.375
2
.
In this problem the solution has two shocks which coalesce and then move as a
single shock. We now use this as the second example for the MMSISL method.
The numerical calculation in [HR10] was made by using a moving mesh PDE
(MMPDE) method, which combines equidistribution with a PDE based relax-
ation algorithm to move the mesh points. In this approach Burgers’ equation is
put into Lagrangian form (to allow for the mesh movement) and then discretised
in space using a finite difference method with Nx = 61 mesh points on a non-
uniform mesh. The MMPDE method also used a curvature monitor function.
The resulting ODEs are then solved using the backward differentiation formula
of order 5 in the Matlab ODE solver ode15i. In the calculation presented in
[HR10] the H1 solution error scales as 1/Nx. However, the time steps taken are
much smaller than in the SISL method. The resulting values of the time step
used by the solver are presented in Figure 1.8 of [HR10] and are revealing. In
many cases a time step ∆t < 10−4 had to be used by the solver to give a stable
solution for the general case of the travelling shocks. At the time when the two
shocks coalesce the time step reduces rapidly and the value of ∆t = 2 × 10−6
was used over a short interval. This is generally consistent with having a time
step limited by the CFL condition applied to the smallest mesh size which is of
15
order 10−4.
We contrast these results with the application of the MMSISL method using an
arc-length monitor. In this case we take Nx = 60 and the fixed time step of
∆t = 0.01. Because the fronts are much larger in amplitude than the previous
example we take the smaller value of β = 2.3. Similarly, to allow the mesh
to cope with the coalescence of the two shocks and remain stable we use a
relaxation parameter of λ = 0.1 in (9). The resulting calculation is shown in
Figure 6. We can see that the MMSISL scheme has accurately followed the two
fronts and the coalescence of the front. We observe that this has been achieved
with with a fixed time step of ∆t = 10−2, which is significantly larger than that
used in [HR10]. For comparison, the same calculation but with a fixed mesh
(β = 0) is given in Figure 7.
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Figure 6: Evolution of the (a) u field at different values of t = 0.0.2, 0.4., 0.6, 0.8, 1 and (b)
the moving mesh, in the double shock case of [HR10] using a time step of ∆t = 10−2 and the
MMSISL method.
4.3. Nonlinear Shallow Water Model
We now consider a number of test cases in which the MMSISL method is applied
to systems of PDEs. The non-rotating nonlinear shallow water equations in one
spatial dimension take the form
Du
Dt
+ g
∂h
∂x
= 0, (12)
Dh
Dt
+ h
∂u
∂x
= 0, (13)
for the height field h(x, t) and the velocity field u(x, t), where g is the acceleration
due to gravity. Applying the semi-implicit semi-Lagrangian discretisation on a
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Figure 7: Evolution of the u field with a uniform mesh using a time step of ∆t = 10−2.
staggered grid to (12)-(13) gives(
u+ θ∆tg
∂h
∂x
)n+1
A
=
(
u− (1− θ) ∆tg ∂h
∂x
)n
D
, (14)(
h+ θ∆th
∂u
∂x
)n+1
A
=
(
h− (1− θ) ∆th∂u
∂x
)n
D
. (15)
along with the kinematic equation (5). This is solved using an iterative semi-
implicit method for the increments (δh, δu) ≡ (h(k+1) − h(k), u(k+1) − u(k))
where
(
h(k), u(k)
)
are the kth estimate of the iterative scheme for the time level
n+ 1 fields. The system of equations solved at each iteration is then
δu+ θ∆tg
∂δh
∂x
= −
(
u+ θ∆tg
∂h
∂x
)(k)
A
+
(
u− (1− θ) ∆tg ∂h
∂x
)n
D
,
δh+ θ∆th∗
∂δu
∂x
= −
(
h+ θ∆th
∂u
∂x
)(k)
A
+
(
h− (1− θ) ∆th∂u
∂x
)n
D
,
and h∗ is a reference height field (here it is taken to be the average of the time
level n height field). In all simulations presented in this section θ = 0.55, there
are 4 iterations of the iterative-semi-implicit method and cubic Lagrange inter-
polation with a monotone limiter is used for terms evaluated at the departure
points. This system is used to simulate two classic problems from the literature:
the Slumping Gaussian and the Dam Break problem.
4.3.1. Slumping Gaussian
In this test the initial height field is set to be a Gaussian function so that
h(x, 0) = 1 + 0.4 exp(−5x2) ,
u(x, 0) = u0 ,
17
with u0 = 0, g = 1. We take the domain to be x ∈ [−5, 5]. The initial
perturbation splits into two bumps that propagate with characteristic speed
c = u0 ±
√
gh0 ≡ 1 .
As the waves propagate, due to the nonlinearity, they steepen at the front
and flatten at the rear. This test is simulated using the SISL method on the
above domain with Nx = 100 points and ∆t = 0.02 and with cubic interpolation
without a limiter. As the mesh movement is moderate a value of λ = 1 was used
in (9). The evolution of the height field is shown in Figure 8 for both a fixed mesh
(panel (a)) and a moving mesh (panel (b)) obtained by the equidistribution of
a arc-length monitor function on the height field h with β = 10. Both the fixed
mesh and the moving mesh do a good job of capturing the propagation of the
waves, however the moving mesh method much better captures the steepening
of the front of the waves. The evolution of the moving mesh is shown in panel
(c) and the clustering of the resolution near the leading edge of the waves (and
hence the improved representation of the front) can also be seen.
The slumping test is now further modified to include an initial background
wind field u0 = 1 on a domain x ∈ [−2, 8]. This results in the right most wave
packet travelling twice as fast, whilst the left most packet forms a standing wave.
Again, this test is run with both a static and moving mesh (with parameters as
above), and the evolution of the height field is shown in Figure 9. Both methods
correctly simulate the two wave packets, however the static mesh does not show
much steepening of the propagating wave and the stationary wave displays a
small oscillation in its tail. Both these features are much improved by using
a moving mesh method, although does develop an overshoot near the leading
edge of the travelling wave due to the use of the cubic interpolant. Note that
there is no diffusion present in this experiment apart from the implicit diffusion
in the upwind cubic interpolation used in the semi-Lagrangian scheme and the
small off centring used in the semi-implicit scheme.
4.3.2. Dam Break
The dam break problem models what would happen if a barrier that initially
separates a fluid at two different levels is removed, it is a special case of the
Riemann problem, and is described by a piecewise constant initial height field
h(x, 0) =
{
hl for x < 0,
hr for x ≥ 0,
with hl = 3, hr = 1 and u(x, 0) = 0 and the domain is x ∈ [−5, 5]. The
initial discontinuity results in a rightward propagating shock wave and a leftward
propagating rarefraction wave. Using the SISL method described above, the
evolution of the height field is shown in Figure 10 for both a fixed mesh (panel
(a)) and a moving mesh (panel (b)) obtained by equidistribution of an arc-
length monitor function, with β = 1, λ = 1, on the height field h. In both cases
Nx = 100 points are used and ∆t = 0.02.
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Figure 8: Evolution of the height field in the slumping test using (a) fixed spatial mesh and
(b) moving mesh with arc-length monitor function. (c) shows the evolution of the mesh used
in panel (b).
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Figure 9: Evolution of the height field in the slumping test with a constant background wind
field of u = 1 using (a) fixed spatial mesh and (b) moving mesh with arc-length monitor
function. (c) shows the evolution of the mesh used in panel (b).
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Figure 10: Evolution of the height field in the dam break test using (a) fixed spatial mesh and
(b) moving mesh with arc-length monitor function. (c) shows the evolution of the mesh used
in panel (b).
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It should be noted that, in contrast with the travelling wave solutions to Burgers’
equation considered earlier in this paper, these simulations consist of the fast
waves that travel at characteristic speed c = u0±
√
gh0 and the terms that govern
this propagation are the linear terms handled by the semi-implicit scheme. This
can be seen by turning off the semi-Lagrangian component of (14) and (15) (by
setting the departure points equal to the arrival points) in this case the broad
picture shown in Figures 8 and 10 is the same, but without any steepening of
the waves.
4.4. The Sod Tube test problem.
The compressible Euler equations for gas dynamics in one-dimension can be
formulated into an advective form, using variables and a formulation appropriate
for atmospheric calculations [WSW+14]. In this case we consider the evolution
of the velocity u, density ρ, Exner pressure Π and potential temperature Θ, with
ρ, θ, Π colocated and u staggered half a grid length, through the PDE system
Du
Dt
= −cpΘ∂Π
∂x
, (16)
Dρ
Dt
= −ρ∂u
∂x
, (17)
DΘ
Dt
= 0, , (18)
Π
1−κ
κ =
R
P0
ρΘ. (19)
These variable are related to the primitive variables (u, ρ, P, T ) through the
transformations
Π = (P/P0)
κ
and Θ = Π/T ,
where P0 is a constant reference pressure; R is the gas constant per unit mass,
cp is the specific heat at constant pressure and κ = R/cp.
We consider solving this system using the same two-time-level SISL method as
in the previous sections. This leads to the discretisation:(
u+ θ∆tcpΘ
∂Π
∂x
)n+1
A
=
(
u− (1− θ) ∆tcpΘ∂Π
∂x
)n
D
,(
ρ+ θ∆tρ
∂u
∂x
)n+1
A
=
(
ρ− (1− θ) ∆tρ∂u
∂x
)n
D
,
Θn+1D = Θ
n
D,(
Π
1−κ
κ − R
P0
ρΘ
)n+1
A
= 0 .
We solve this system of equations by using an iterative semi-implicit scheme, so
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that the system solved at each iteration is given by
δu+ θ∆tcpΘ
∗ ∂δΠ
∂x
= −
(
u+ θ∆tcpΘ
∂Π
∂x
)n+1
A
+
(
u− (1− θ) ∆tcpΘ∂Π
∂x
)n
D
,
δρ+ θ∆t
∂ρ∗u
∂x
= −
(
ρ+ θ∆tρ
∂u
∂x
)n+1
A
+
(
ρ− (1− θ) ∆tρ∂u
∂x
)n
D
,
δΘ = −Θn+1A + ΘnD ,
1− κ
κ
δΠ
Π∗
− δρ
ρ∗
− δΘ
Θ∗
= −
(
Π
1−κ
κ − R
P0
ρΘ
)n+1
A
.
Here reference profiles (Π∗, ρ∗, Θ∗) are taken to the be the domain average of the
start of time step fields. Cubic Lagrange interpolation with a monotone limiter
is used for the density and potential temperature fields and linear interpolation
is used for the wind field. Again, 4 iterations of the iterative-semi-implicit
method is used.
As a particular example we consider the Sod shock tube test problem. This is an
example of a Riemann problem which describes the behaviour of a gas which
is initially at two different densities and pressures, separated by a membrane.
At time t = 0 this membrane is ruptured leading to a solution consisting of
three waves: a shock moving into the region of low pressure; a rarefraction wave
expanding into the high pressure region and a contact discontinuity between the
two gas regions. The setup specifies
p(x, 0) =
{
pl for x < 0,
pr for x ≥ 0,
ρ(x, 0) =
{
ρl for x < 0,
ρr for x ≥ 0,
u(x, 0) = u0 ,
and the initial potential temperature is then diagnosed from the equation of
state (18) with R = 1, cp = 2.4 and P0 = 1. The values used here follow
[LeV02b]: pl ≡ ρl = 3, pr ≡ ρr = 1 and u0 = 0.
This leads to a solution very similar to the dam break problem considered in the
previous section but with the addition of the contact discontinuity that travels
with characteristic speed u. The evolution of the contact discontinuity leads
to a rightward moving interface, and this is appropriate for a moving mesh
calculation. In particular the potential temperature Θ varies rapidly across
this interface, and only sees the contact discontinuity. Accordingly by using a
monitor function based only on Θ the moving mesh method can be made to
ignore the fast shock and rarefraction waves and only adapt to the temperature
change. This is a more relevant example for meteorological applications where
it could be imagined that the mesh is adapting to some slowly evolving feature,
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Figure 11: Evolution of the (a) pressure, (b) density, (c) potential temperature and (d) velocity
field in the Sod shock tube test using a fixed spatial mesh.
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Figure 12: Evolution of the (a) pressure, (b) density, (c) potential temperature and (d) velocity
field in the Sod shock tube test using a moving spatial mesh with an arc-length monitor
function applied to the potential temperature field Θ.
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Figure 13: Evolution of the mesh for the Sod shock tube test presented in Figure 12.
that travels with the flow field, instead of the fast gravity and acoustic waves.
Since, in equation (18) the potential temperature is purely advected by the flow,
this is a similar application to Burgers’ equation considered in other sections.
In Figures 11 and 12 we present the results of two calculations on a fixed and
a moving mesh. In both cases we take Nx = 100 and ∆t = 10
−2, and for the
latter calculation we take a monitor function which is the arc-length of Θ. In
Figure 13 we see the evolution of the moving mesh. We see that the static mesh
has led to the contact discontinuity broadening in a similar manner to the front
of the solution of Burgers’ equation considered earlier. In contrast the adaptive
mesh method has preserved a much sharper profile to the contact discontinuity.
We also note that the leading edge of the solution is very similar in the two cases
(with an oscillating front). This is because the use of the monitor function based
on potential temperature has led to a mesh which is only refined close to the
contact discontinuity and is otherwise uniform. To obtain a solution adapted to
all three shocks the monitor function can be applied to the pressure field (along
with a reduced time step, ∆t = 1/300), yielding Figure 14 where now there is
both an improvement in the shape of the contact discontinuity, compared to the
fixed mesh, and also in the shock wave (reduced oscillations). The evolution of
the mesh is shown in Figure 15 showing the adaption to the three distinct wave
features.
5. Conclusions
In this paper we have implemented a location based moving mesh method MM-
SISL which is a natural extension of the SISL method and involves little extra
computational cost. The results from a series of tests of this method on problems
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Figure 14: Evolution of the (a) pressure, (b) density, (c) potential temperature and (d) velocity
field in the Sod shock tube test using a moving spatial mesh with an arc-length monitor
function applied to the pressure field Θ.
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Figure 15: Evolution of the mesh for the Sod shock tube test presented in Figure 14.
in one-dimension this show a great improvement over the fixed mesh calcula-
tions, leading to low solution errors and stable solutions even when large time
steps are taken. We conclude that the MMSISL method shows promise for
future development although much work needs to be done on the development
of suitable monitor functions and tuning the method to be stable in all cases.
In future work we will develop the MMSISL method for systems posed in
more spatial dimensions, and will test it, in comparison with other methods
(such as adaptive mesh refinement methods) on a much more challenging set
of benchmark problems including problems in gas dynamics with shocks, and
those which arise in a meteorological context.
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