. Analysis of in situ water column floc size distributions suggested that floc properties in the lower part of the water column were most likely governed by particle-size distribution on the bed and not by coagulation, validating our multiple particle size approach. A comparison of different sediment bed models with respect to model performance, sensitivity, and identifiability suggested that the use of a sediment erosion model linear in bottom shear stress s b (E 5 M (s b 2 s c )) was the most appropriate choice to describe the field observations when the critical shear stress s c and the proportionality factor M were kept constant.
tions of slowly settling particles at 0.36 m were as high as 20 g m 23 during fall and varied with the springneap cycle while fine sediment concentrations in spring were constant around 5 g m
23
. Analysis of in situ water column floc size distributions suggested that floc properties in the lower part of the water column were most likely governed by particle-size distribution on the bed and not by coagulation, validating our multiple particle size approach. A comparison of different sediment bed models with respect to model performance, sensitivity, and identifiability suggested that the use of a sediment erosion model linear in bottom shear stress s b (E 5 M (s b 2 s c )) was the most appropriate choice to describe the field observations when the critical shear stress s c and the proportionality factor M were kept constant.
Suspended sediment is one of the driving influences for water quality in lakes, rivers, and estuaries. Compared to bed sediment, suspended sediment is more reactive due to its higher accessible surface area (Tengberg et al. 2003 ). Therefore, erosion events can lead to increased mineralization of suspended particles which triggers increased consumption of oxygen in the water column and elevated nutrient release from the sediment particles (Wainright and Hopkinson 1997) . This elevated nutrient release can result in an increase in primary production (Ogilvie and Mitchell 1998) . Conversely, suspended sediment can also inhibit algal growth by decreasing the light penetration depth (Cloern 1987) . Suspended sediment is also important for the release and sorption of organic and inorganic contaminants like polychlorinated hydrocarbons and mercury (Schoellhamer et al. 2007) . To assess the impact of suspended sediment dynamics in a system, it is important to characterize mixing, flocculation, and settling of sediment particles in the water column as well as the resuspension of sediment from the bed. Still, many of the parameters controlling these processes are difficult to measure. Direct in situ determination of sediment bed properties and settling velocities require complex analytical devices, while measurements in the laboratory cannot reproduce in situ conditions and therefore may change sediment properties. As an alternative approach, sediment properties can be estimated by analyzing sediment concentrations and fluxes observed in the field using numerical models.
The one-dimensional (1D) sediment transport equation in a tidal system can be written as
where C is the sediment concentration, w the vertical velocity due to the change in tidal elevation and w s the settling velocity, e s the vertical turbulent sediment diffusivity, z the vertical coordinate. S h is the source term due to horizontal transport processes. e s is related to the eddy viscosity m T by the inverse turbulent Schmidt number b for sediment transport (e.g., Dyer and Soulsby 1988) b 5 e s m T :
In shallow, vertically well mixed tidal systems, m T is frequently described by the parabolic law for unstratified channel flow (e.g., Dyer and Soulsby 1988; Kineke and Sternberg 1989) :
where j is the von Karman constant, u Ã the shear velocity, and H the height of the water column. Many studies of near-bed suspended sediment dynamics assume a negligible w and a steady state between upward diffusion and settling due to gravity (@C=@t50) as well as negligible sources from horizontal sediment advection (S h 5 0) (e.g., Sternberg et al. 1986 ). Eq. 1 can then be simplified to:
w s can be determined by fitting the Rouse equation, which results from Eqs. 2, 3, and 4 to observed sediment profiles (Kineke and Sternberg 1989; Drake and Cacchione 1989) . Settling tubes can provide direct measurements of w s (Pejrup and Mikkelsen 2010) . The combined use of settling tubes with floc cameras (Manning and Dyer 2007) or laser scattering particles size analyzers like the LISST (Agrawal and Pottsmith 2000) can provide additional information on in situ particle size and density. Sediment bed erosion occurs when the bottom shear stress s b exceeds the critical shear stress s crit . A commonly used empirical equation for the sediment erosion rate E is E 5 M z ðz E Þðs b 2 s crit ðz E ÞÞ k ;
where M and k are empirical constants (Sanford and Maa 2001) . Eq. 5 has been used to represent situations when the critical shear stress increases with depth below the seafloor and limits the extent of erosion (Type I erosion) (Sanford and Maa 2001) . If the sediment porosity is constant, the erosion depth z E is directly proportional to the resuspended mass m R . Following Sanford and Maa (2001) , we assume a linear increase in s crit and M z with m R and a k value of 1:
where l and b are the proportionality constants and M 0 and s crit,0 are the values at the uneroded sediment surface. In many cases, simplified versions of Eq. 5 are used like the linear erosion model E 5 Mðs b 2 s crit Þ;
which is based on a constant critical shear stress throughout the sediment profile (Type II erosion) (Sanford and Maa 2001) . Another approach assumes a nonlinear relationship while not considering s crit explicitly (Sanford and Halka 1993, Zimmerman et al. 2008 )
We will refer to Eq. 8 as the nonlinear erosion model. M, k, and s crit vary widely between field sites as they depend on sediment material properties such as particle grain size and organic carbon content as well as on the salinity of the pore water. In addition, the bed erosion models described by Eqs. 5, 6, 7, and 8 do not account for the fact that s crit depends on the transient history of the sediment bed erosion, deposition and consolidation. More sophisticated models have become available recently, which consider these short term effects (e.g., Sanford 2008) .
In the presented article, we determine sediment erosion as a linear function of the turbulent sediment flux w 0 C 0 observed in the water column as a first estimate.
where amp is the entrainment amplification factor. In the remainder of the manuscript we will call this approach the flux amplification method. We chose this approach because the turbulent sediment flux responds directly to processes like loosening, consolidation and erosion limitation by depth-dependent critical shear stress and bed armoring. As we will show in this manuscript, we can use the erosion model based on Eq. 9 to estimate the parameters of more predictive bed erosion models like those based on Eq. 7 or 8. This approach allows us to investigate sediment properties in situ under minimal disturbance caused by the equipment. While laboratory experiments allow detailed studies of sediment under controlled conditions, their results may not be sufficiently representative of the conditions in the field (Tolhurst et al. 2009; Kleeberg et al. 2008) , as sampling, storage, and transport alter the properties of the cohesive, thixotropic sediment. Numerous instruments have been developed to characterize sediment resuspension in the field, but these instruments are generally difficult to build and not commercially available. In addition, such in situ benthic flumes do not necessarily reflect the properties of the undisturbed sediment. For example, it was found that the erosion threshold is reduced when sediments are exposed to standing water prior to an experimental run (Tolhurst et al. 2009 ).
As it is commonly used in model studies of sediment transport in natural systems (Amoudry and Souza 2011) , we assume that simultaneous erosion and continuous deposition occurs such that the net influx into the water column is the difference between erosion E and the deposition D D 5 w S Cj z 5 0 (10) Our model also allows resuspension of various particle classes from the sediment. We assumed that the bed erosion of each particle size class i is proportional to the total sediment erosion:
where a i is the fraction of particle class i in the eroded bed sediment. Many models include also a critical deposition stress above which no sediment deposition occurs (e.g., Ha and Maa 2009 ). Still such a deposition stress was mainly observed in laboratory experiments and its existence under field conditions is still questioned (Winterwerp and van Kesteren 2004) . Therefore we decided to include the model without deposition stress. Brand et al. (2010) presented an analysis of sediment concentration, turbulent sediment flux and bottom shear data obtained from acoustic Doppler velocimeter (ADV) velocity and acoustic backscatter data from a field campaign in a shallow, wind wave affected field site in South San Francisco Bay in spring 2009. They observed a strong increase in turbulent sediment flux under the simultaneous presence of wind waves and turbulence. The comparison between disaggregated grain size analyses and particle-size distributions obtained in situ using laser scattering showed that the resuspended particles consist of aggregated flocs. Brand et al. (2010) focused their analysis on the measured turbulent sediment flux and its relation to current and wave induced bottom shear which was calculated with the Styles and Glenn (2000) model. In this manuscript we present an additional data set obtained in fall 2009 at the same field site and extend the analysis of the data by inferring sediment bed and resuspended particle properties using a 1D sediment transport and mixing model. Due to the shallowness of the field site, tidal dynamics changed the water column depth by more than 50%. As the height of the water column defined the volume in which the eroded sediment is distributed, we expected a strong dependence of the sediment concentration on tidal elevation. In addition we used model performance measures, sensitivity and identifiability analysis to assess different sediment bed erosion models.
Field Setup and Data Evaluation

Field campaign
The study was conducted in South San Francisco Bay at a shallow water site south of San Mateo Bridge on the eastern edge of the deep channel which bisects the Bay. The South Bay generally refers to the part of the San Francisco Bay south of the Bay Bridge connecting San Francisco and Oakland (Fig. 1) . It is characterized by two broad shoals (each 2-4 m deep) which are divided by a deep channel (approximately 14 m mean lower low water, (MLLW)). The hydrodynamics of this part of the bay are controlled by tides, winds, and freshwater runoff.
An instrument platform (Be station in Fig. 1 ) was deployed as part of a larger-scale study in the shallow waters of the San Francisco South Bay (Lon: 122.20977, Lat: 37.58633, depth 2.19 m MLLW) during two campaigns from 02/24/2009 to 03/16/2009 and from 09/09/2009 to 10/07/ 2009. We will refer to these campaigns as the spring and the fall campaign respectively. The instrument platform was equipped with two 10 MHz ADVs (Sontek Hydra) which recorded 8 minute bursts at 10 Hz every 12 min at 0.36 and 0.72 m above the bottom. The particle-size distributions of suspended sediment were determined in situ using a LISST 100 Type B (size range 1.2-250 lm, Sequoia Scientific Inc.) mounted 0.55 m above the bed. An additional Sontek 10 MHz ADV was deployed 1000 m closer to the channel than our primary field site (Lat:37.5830, Lon: 122.2205, elevation 2.59 m MLLW) at 0.45 m elevation above the bed (Sh station in Fig. 1 ).
Sediment samples were taken using a Ponar sediment sampler. The sediments consisted of a muddy, fluffy top layer of sediment which covers a layer of strongly consolidated mud. The fluffy top layer was carefully scraped off for particle size analysis. The sediment samples were disaggregated before grain size analysis using ultrasonification after treatment with hydrogen peroxide and carbonates were removed using calgon. The grain size distribution was measured using a Beckman Coulter Laser Sizer particle analyzer.
The ADVs were calibrated against sediment concentrations determined from water samples taken during the field campaign. Approximately one liter of water was pumped from a submersible sampling unit which was deployed close (<30 m distance) to each measurement station. The unit consisted of a vertical pole mounted on a platform. Tubing was fixed on the vertical pole at the same elevations as the ADVs. The water samples were pumped to the surface using a peristaltic pump. The samples were filtered through preweighted 0.4 lm filters (Whatman Nucleopore). The filtration units were flushed three times with freshwater to remove the salt of the brackish bay water. The filters were dried at 60 C for 24 h and the sediment mass was determined as the difference of filter weight before and after filtration. For details of this procedure and typical calibrations see Brand et al. (2010) . Turbulent sediment fluxes and shear velocities were determined from the ADV data. To remove wave contamination from the turbulent quantities, we used the method of Shaw and Trowbridge (2001) . In addition, we performed a coordinate system rotation following Lee et al. (2004) to remove any contamination of the vertical velocity by horizontal velocity components before calculation of the Reynolds shear stress.
Water column model
The water column model was based on a first-order finite volume formulation of Eq. 1: 
where h is the thickness of the grid cell and q up and q low the fluxes at the upper and the lower boundary of the cell (Fig. 2) . The indices up and low denote the upper and lower boundary of the grid cell. The sediment concentrations and gradients at the cell interfaces were determined using linear interpolation. Our model accounted for the change in water depth H by tides by adjusting the thickness of the grid cell h. The temporal development over a day during the spring campaign of a grid based on 20 grid cells is shown in Fig. 2 . The actual model runs in this study were performed using 60 grid cells. The details of this calculation and the grid adaption algorithm can be found in Appendix A. The change in tidal elevation results in an horizontal inflow of water and sediment
where u is the horizontal velocity and x the along stream coordinate. Assuming that the sediment concentration was locally horizontally homogenous -we will show later that this assumption is valid-, the first term at the right-hand side of Eq. 13 becomes negligible and the change in sediment mass and water volume is mainly due to the advection of water with a horizontally constant sediment concentration. To account for the change in water mass due to tides, we changed the size of each grid cell j at each time step by Dh j . Dh j is calculated based on the vertical velocity profile and the horizontal velocity gradient (see Appendix A) . The adaptation to the tidal elevation results in a change in mass in the jth grid cell by DM j 5 Ð Dt Ð h S h;j dzdt5C j Dh j : The calculation of the turbulent diffusion coefficients using Eqs. 2 and 3 requires u Ã . Since a part of the Reynolds stress measurements by the ADVs during the spring campaign were disturbed by the frames of the monitoring stations, it was necessary to estimate u Ã values to close the data gaps using following approach: first, we estimate z 0 values from Reynolds stresses measured at 0.36 m (u Ã 5 ffiffiffiffiffiffiffiffiffi u 0 w 0 p , where u 0 is the fluctuation of the horizontal velocity), which were not disturbed by frame interference, during periods with low wave energy (wave heights below 0.1 m) and the vertical velocity profile for unstratified channel flow (Dyer and Soulsby 1988) :
where j is the van Karmann constant and z 0 is the roughness length. The modal values of log(z 0 ) were 24.7 in spring and 23.5 in fall corresponding to z 0 5 2. approximately 6 in spring and 100 in fall, while smooth flows occur when Re w < 3 and fully rough flows at Re w > 100, our observations fell in the range of transitional flow. Analogously to Bricker et al. (2005) , we used constant z 0 values (2.0 3 10 25 m in spring and 3.4 3 10 24 m in fall) as input for the model of Styles and Glenn (2000) . As a second step, we used these z 0 values and the horizontal velocities measured at 0.36 m elevation to calculate the characteristic shear velocity due to the current u Ãc and the bottom shear stress s b for the entire dataset using the current wave boundary layer model of Styles and Glenn (2000) . The u Ãc values obtained from the model were then used to calculate the eddy diffusivities m T using Eq. 3. In addition to z 0 and mean horizontal current velocity measured at 0.36 m, the Styles and Glenn model requires the wave bottom orbital velocity, wave radian frequency and wave direction. The wave parameters were calculated from the spectra of the velocities determined by the ADV in 0.36 m elevation following Wiberg and Sherwood (2008) . The shear velocities predicted by the model were in reasonable agreement with the measured shear velocities (Fig. 3) . The slight deviations of the 50 th percentiles at high shear velocities may be attributed to the fact that the roughness length z 0 can vary with the bottom stress in San Francisco Bay (Cheng et al. 1999 ).
Boundary and initial conditions
As the lower boundary condition at the sediment water interface, we used the difference between bed erosion and deposition E2D. As the upper boundary condition on top of the water column, we used the zero flux condition. All model runs were initialized with Rouse profiles which matched the observed sediment concentrations at 0.36 m at the beginning of the measurements. Initial concentrations were set to 7 g m 23 and 5 g m 23 in spring for the fast settling and slow settling size classes, respectively, and to 5 g m 23 and 19 g m 23 in fall. The initial concentration of the slowly settling fraction was estimated by visual inspection of the sediment time series as the amount of sediment in the water column which varied only over the spring-neap cycle and not over the semidiurnal tidal cycle (c.f. Cartwright et al. 2013 ). The coarse fraction was calculated as the difference between the estimated concentration of the fine fraction and the total sediment concentration.
Determination of parameters for sediment settling and bed erosion
Various combinations of the sediment settling and sediment bed erosion models were used for the analysis of the recorded time series. In addition to the two particle class model we also tested models which included up to six particle size classes. The inverse fitting routine always converged to two particle size classes with all the other particle class fractions a i (Eq. 11) approaching zero (data not shown).
The parameter fitting for the models 1 and 4 (Table 1 ) was performed by minimizing following objective function:
where n is the index of the individual measurements, N the total number of measurements, C meas,n and C calc,n the measured and modeled concentrations, w 0 C 0 meas;n and w 0 C 0 calc;n the measured and modeled turbulent sediment fluxes, where the latter was calculated by
The objective function was evaluated with the values measured at 0.36 m. The squared differences of the turbulent sediment fluxes were weighted by the ratio between the average concentration and the average turbulent sediment flux. The average weighting was performed to standardize the magnitudes of both quantities. For the parameter estimation of the sediment bed models (Eqs. 6-8), we used w s,slow , w s,fast , and a determined using the flux amplification method (see Table 1 ). We chose this strategy, since -as we will show later in this manuscript-the flux amplification method provided the best identifiability of the settling parameters for both seasons. In addition, the use of these well-constrained settling parameters also improves significantly the identifiability of the erosion parameters. This is especially an advantage when these parameters are also estimated by minimizing the objective function as we did for the depth-dependent erosion model (Eq. 6). The flux amplification model provided us with parameter-free estimates of the erosion flux. Since the only time-dependent variable of the linear and nonlinear bed erosion models is the bottom shear stress s b , we were able to determine their parameters by fitting Eqs. 7 and 8 to the erosion fluxes calculated by the flux amplification method directly. Still, this is not possible for the depth-dependent erosion model (Eq. 6), since this model also depends on the eroded mass, which is also a time-dependent variable.
Assessment of model performance
We evaluated the ability of the various scenarios to reproduce the observed data based on the mean square error (MSE)
where x n is the measured value of C, w 0 C 0 , and f n is its prediction by a model, the root mean square error (RMSE),
and the skill score (SS) SS 5 1 2 MSEðf ; xÞ MSEðr; xÞ
where r is the prediction of a reference model (Murphy and Epstein 1989) . As r we used the average of the quantity x l over the observation period.
Parameter uncertainties, sensitivities and identifiability analysis All measures for this task were calculated following Brun et al. (2001) . The standard deviation of the parameter vector estimated by weighted least squares (WLS) h WLS was calculated as the square root of the diagonal of the covariance matrix
where O is the number of observations and P the number of parameters. W is the diagonal matrix of weights and V the O 3 P derivative matrix
where g(h) is the outcome vector of the model evaluated at the same time points as the observations. The sensitivity analyses were based on the scaled sensitivity matrix S 5 {s op } with
where v op denotes an element of V, Dh P is an a priori measure of the reasonable range of h P and SC O is a scale factor with the same physical dimensions as the corresponding observation. Following Brun et al. (2001), we chose the value of h P determined form the least squares fitting as Dh P and SC O was chosen as 1 when concentrations were considered and P N n C meas;n = P N n w 0 C 0 meas;n when fluxes were considered. As a sensitivity measure for each determined parameter we calculated
To assess the identifiability of the various parameters and parameter subsets used in a model scenario it is necessary to calculate the normalized sensitivity matrixS with the columnss
From the O 3 K submatrix ofSS K , which contains the columns corresponding to the K parameters considered in the analysis we can calculate the collinearity index
where k K is the smallest eigenvalue ofS T KS K . The interpretation of this collinearity index is that a change in one parameter of the set K can be compensated by up to a factor of 1/c K by changing all the other parameters in the set. For example, a value of c K of 5 means that a change in the output by changing one parameter and be compensated down (Figs. 4F, 5F ). It is interesting to note that the peak concentrations during the spring campaign (around 100 g ).
Modeling
Suspended particle properties We used the two particle class model and the flux amplification model to describe the sediment concentrations and turbulent sediment fluxes observed at 0.36 m above the sediment bed in spring and fall. Parameter values determined by fitting and their standard deviations as well as model performance measures are presented in Table 2 . The model results reproduced the measured concentrations and turbulent sediment fluxes reasonably well (Figs. 4E,F, 5E,F, 6 ). Turbulent sediment fluxes were reproduced extremely well (SS > 0.97). The predicted concentrations were more scattered (SS 5 0.83 for spring and SS 5 0.88 for fall), and the model underestimated the peak concentrations during fall slightly (Fig. 5E) . The concentrations at 0.72 m were also adequately described (SS 5 0.74 for spring and 0.86 for fall and Fig. 7A , C) while the fluxes were slightly overestimated (SS 0.26 for spring and 0.61 for fall and Fig. 7B, D) . Still, the model predictions were in good agreement with the measurement considering that data recorded at 0.72 m were not included in the objective function (Eq. 15).
The model predicted a seasonal variation in the particle properties (Fig. 8) . The fast settling flocs contributed mainly to the variability of sediment concentration over the semidiurnal tidal cycle. The settling velocity w s,fast predicted by the model ). In addition, the contribution of the slowly settling sediment to the overall sediment dynamics was greater in fall (Fig. 8C) . The calculated fine sediment fraction a 2 in the bed sediment during fall was 1.5% while fine sediment was virtually absent in the bed sediments during spring (a 2 5 0.05%). During spring, the model predicted an almost constant fine sediment concentration of 6 g m 23 throughout the campaign which did not settle out (the fitted value w s,slow 5 1.0 3 10 27 m s 21 was the lower limit set for the fitting routine; Fig. 8C ). In fall, w s,slow was significantly higher (1.4 3 10 25 m s
21
) and the fine sediment concentration followed the spring-neap cycle with concentrations of up to 20 g m 23 during periods of high tidal energy and concentrations between 6 g m 23 and 10 g m 23 during periods of low tidal energy (Fig.   8A ). As the profiles of the slowly settling particles did not form steep gradients, their contribution to the observed turbulent sediment flux was negligible compared to the contribution of the fast settling particles during both seasons ( Fig. 8B,  D; c.f., Cartwright et al. 2013) .
Sediment bed erosion model
In general, we observed a higher sediment erodibility for a given shear stress in spring than in fall (Fig. 9) ) while the critical shear stresses are comparable (1.1 3 10 21 Pa in spring and 6.8 3 10 22 Pa in fall). The nonlinear erosion model describes the same trend. Still, the parameters M and k of the nonlinear model cannot be directly compared between different seasons, as both parameters are tightly coupled as we will show in the discussion on the identifiability analysis. Both models provide equally good data prediction (see RMSE and SS in Table  3 ). The calculated concentrations and turbulent sediment fluxes reproduced the observed trends reasonably well ( Fig.  10 and SS in Table 3 ), although the model skill for concentrations and turbulent sediment fluxes was lower compared to the flux amplification method and in particular, high concentration peaks (e.g., during days 68-69 in spring and at day 254.42 and 258.06 in fall) were less well reproduced (Figs. 6, 11 ). The depth-dependent erosion model (Eq. 6) did not improve the model performance compared to the other two models (see SS and RMSE values in Table 3 ). The fact that we did not include settling velocities as fitting parameters when we determined sediment bed properties as well as the fact that we did not minimize the objective function (Eq. 15) when we determined the erosion parameters of the models 2 and 3 does not affect our conclusions in this chapter. We tested this by performing a full parameter fit for the depth-dependent and the linear erosion models in fall by minimizing equation 15. All RMSE and SS values improved by less than 10% while the change in parameters was negligible. In fall, the critical shear stress s crit (m R ) varies only slightly from 6.7 3 10 22 Pa to 7. Table 3 . Parameters of the depth-dependent bed erosion model (Eq. 6), the linear bed erosion model (Eq. 7), the nonlinear bed erosion model (Eq. 8), and model performance parameters. M, s crit , and k were determined by fitting the bed erosion models to erosion fluxes calculated by the flux amplification method as functions of the bottom shear stress. All parameters for the depth-dependent erosion model (Eq. 6) were determined by minimizing the objective function (Eq. 15) . The values of the linear erosion model are in the middle of this range.
Discussion
Transport and mixing model
Influence of horizontal flux convergence To investigate whether the concentration change over time in the water column was dominated by local resuspension and settling dynamics, we estimated the cross channel horizontal flux convergence based on the sediment concentration gradients between Sh and Be station (Fig. 1) . As Brand et al. (2010) pointed out, the along channel sediment concentration gradient at our field site was negligible compared to the cross channel variation and we expected the larger contribution of change in concentration over time from the cross channel flux convergence. Figure 12 compares the cross channel flux convergence with the change in concentration over time determined from the data. Besides three single events in spring at days 68.1, 69.3, and 70.2, the concentration change over time was significantly larger than the estimated cross channel flux convergence. The measured average concentration change over time was four times the average horizontal cross channel flux convergence in spring and 14 times in fall. Lacy et al. (2014) pointed out that the measured horizontal concentration cross channel gradients may even overestimate the local horizontal cross channel concentration gradients at Be, where the bathymetry is very uniform. Therefore, neglecting horizontal flux convergence was a reasonable approximation.
Influence of stratification
Many studies on estuarine mixing and sediment dynamics have shown that sediment induced stratification can strongly influence vertical mixing (Wiberg et al. 1994 , Sherwood et al. 2006 . In San Francisco Bay, a significant influence of sediment induced stratification has been found in the very shallow parts of the northern San Francisco Bay (MacVean and Lacy 2014) and at this site during very strong wind events . To assess the influence of density stratification, we included the stratification correction for the eddy diffusivity based on the Monin-Obukov length following Styles and Glenn (2000) and Wiberg and Smith (1983) . Two conductivity sensors which were mounted on the Be station did not detect any vertical salinity gradient. Therefore, we restricted our model study to sediment induced stratification. The changes due to the inclusion of sediment stratification on the model results are negligible under the observed conditions at the Be site (data not shown).
Modeling the influence of waves on bottom shear and vertical mixing
We used the formulation of Styles and Glenn (2000) to calculate the combined current-wave shear stress. Turbulence in the wave boundary layer increases the near-bed current shear u Ãc . This aspect was accounted for in our model based on the formulation of Styles and Glenn (2000) . The good agreement between the horizontal velocities measured at 0.36 m and 0.72 m with those predicted using the parabolic mixing model (Fig. 13) is consistent with the use of our modeling approach.
Particle dynamics
The model results based on two different particle populations with constant settling velocities suggested one population which was settling out over the diurnal tidal cycle, while concentration of the other population was almost constant in spring and varied over the spring-neap cycle in fall. Similar observations were reported by Kranck and Milligan (1992) and by Cartwright et al. (2013) , who observed the existence of two particle size classes in studies in San Pablo Strait and in the York River estuary, respectively. They both found that larger flocs were stable and resuspended and settled out without much floc breakup. In addition to these larger flocs, a stable background concentration of small flocs was observed. The small flocs had sufficiently low settling rates to remain in suspension over the whole semidiurnal tidal cycle while the other particle population was alternately settling and resuspending over the semidiurnal tidal cycle. In our campaign, we calculated settling velocities of the fast settling fraction of 9.0 3 10 24 m s 21 in spring and 5.8 3 10 24 m s 21 in fall.
These values were significantly lower than those reported by Manning et al. (2010) relationship w 0 C 0 5w s C, as a calibrated ADV can directly measure both w 0 C 0 and C (Fugate and Friedrichs 2002) . However, application and interpretation of the resulting value for w s depends on one's conceptual model for the structure of the overall population of suspended sediment. For example, Ha and Maa (2010) assumed that the characteristic settling velocity for a suspension of fine sediment should increase with sediment concentration because of an increase in floc size due to a higher collision frequency between flocs (c.f., Pejrup and Mikkelsen 2010) . Thus Ha and Maa (2010) fit the relationship w 0 C 0 5aC q to ADV lab observations of suspended mud and argued that w s 5 aC q21 , under the assumption that the higher fraction of fast settling particles results in an increase of the observed (bulk) settling velocity. In contrast, Cartwright et al. (2013) assumed that an ADV deployed in situ in the York River estuary was responding mainly to two noninteracting particle classes which settle out with two different settling velocities (w s,slow and w s,fast ), such that C 5 C fast 1 C slow . Cartwright et al. (2013) argued that only C fast contributed notably to w 0 C 0 , so that as observed by the ADV w s;fast 5w 0 C 0 =C fast . Cartwright et al. (2013) set C slow equal to the lowest value for C observed over the semidiurnal tidal cycle and defined C fast 5 C 2 C slow . The approach of Cartwright et al. (2013) is consistent with the water column model favored in this article and also corresponds closely to the observations reported by Kranck and Milligan (1992) , that is, that flocs were resuspended and settled out without much breakup while the smaller particles stayed in suspension. Using our observations, we tested both the concentration-dependent w s approach of Ha and Maa (2010) and the noninteracting particle classes' approach of Cartwright et al. (2013) . Statistically, they both provided similarly good fits to observed total concentration. Using the Ha and Maa (2010) approach, the best-fit was a 5 1.5 3 10 24 and q 5 1.43 in spring and a 5 5.0 3 10 25 and q 5 1.51 in fall (data not shown). The main reason why both approaches provided similar good fits is their ability to predict a decreasing settling velocity with decreasing sediment concentration. As we will show in the next paragraphs, a detailed analysis of a resuspension event in fall using LISST particle-size distributions (Fig. 14) suggested that a separate particle size class model is the physically valid approach at our field site. The data were recorded during an ebb on day 257.1-257.45, with a peak Reynolds stress of 3 3 10 24 m 2 s 22 (Fig.   15B ). The suspended sediment concentration determined by the ADV increased from 10 g m 23 to 45 g m 23 (Fig. 15C) . At the beginning of the period of increasing concentration, a noticeable increase in fine particles (<100 lm) was observed in addition to a moderate increase of coarser particles (>100 lm) (see difference spectra b-a, c-b, and d-c in Fig. 14B ). Just before the sediment concentration maximum the increase in concentration was mainly due to coarse flocs, and the amount of fine particles stayed constant (Fig. 14B , difference spectrum e-d). The change of the particle-size distribution during the period of decreasing sediment concentration followed the opposite sequence, beginning with a strong decrease of coarse particles (difference spectrum B-A, Fig.  14D ). The decrease in sediment concentration due to coarse particles slowed down gradually and the contribution of fine particles in the settling fraction increased (Fig. 14D , difference spectrum E-D). If coagulation was an important mechanism, coarse particles would grow at the expense of finer particles. Such a mechanism would be indicated by negative values for fine particles in the difference spectra during periods of resuspension, which was not observed (Fig. 14B , difference spectrum e-d). Also, during the periods of high, almost constant sediment concentrations (days 257.27 and 257.28, Fig. 15C ) the particle-size distributions were almost identical (spectra e and A in Fig. 14A , C) and did not show an increase of coarse particles at the expense of fine particles. It is most likely that the observed particle-size distributions reflected resuspension of larger sediment flocs with increasing bottom shear stress and the influence of particle size on the ability of turbulence to mix flocs up to the measurement volume of the LISST 0.55 m above the sediment bed. Apparently, the fraction of finer flocs was greater at the beginning of the sediment resuspension, and the contribution of coarser flocs increased with increasing shear velocity. This was most likely due to the fact that lower turbulence could only resuspend small flocs from the bed at the beginning of the bed erosion period. Over time, the sediment became depleted of small flocs, and only coarser particles were resuspended as turbulence increased (Van Prooijen and Winterwerp 2010) . During the period of decreasing sediment concentration, decreasing turbulence was no longer able to mix coarse particles to the observation elevation and with further decrease of turbulence, finer particles also settled out. This mechanism of resuspending increasingly larger particles from the bed sediment has also been proposed by Fugate and Friedrichs (2002) based on their LISST measurements at a field site in Chesapeake Bay. In addition, they also found that the use of constant settling velocities described their data sufficiently well (Fugate and Friedrichs 2002) . Similar to our study, sediment concentrations at their field site were relatively low (<60 g m 23 0.25 m above sediment bed).
Apparently, sediment flocculation in the water column is not significant at low sediment concentrations, as the collision frequency between flocs is low. Our LISST data suggested the existence of more than one particle size class with semidiurnal variation in concentration. However, the inclusion of only one fast settling particle size class prove to be sufficient to reproduce concentrations and turbulent sediment fluxes obtained by the ADVs and the use of additional particle size classes did not improve the model performance. This suggests that ADV concentration and flux measurements provide coarse bulk properties of the suspended sediment rather than a detailed picture of resuspension and settling dynamics. The use of a constant fine particle fraction a 2 did not necessarily reflect the exact bed sediment properties. Still, our approach allowed inferring the origin and nature of the slowly settling particles. The w s of the slowly settling particle fraction was significantly lower during the spring campaign than during fall and was characterized by very slow settling velocities providing a rather constant background concentration. A likely source of such particles during spring might have been plankton which was not subject to settling. In contrast, the modeled concentration of the slowly settling particle fraction in fall varied significantly over the spring-neap cycle while it did not change over the semidiurnal tidal cycle (Fig. 8) . Particle size estimates for the slowly settling fraction with a settling velocity w s,slow of 1.4 3 10 25 m s 21 based on Stoke's law (Winterwerp and van Kesteren 2004 ) using a particle density of 2650 kg m 23 resulted in a grain size of 4 lm. A maximum in the particle-size distribution of the disaggregated sediment was observed between 4 lm and 5 lm (see Fig. 3 in Brand et al. 2010) , suggesting that the slowly settling particle fraction in fall consisted of single grains. The distributions during both campaigns were almost identical with a modal value of 9 lm and 25 and 75 percentiles at 3lm and 30 lm related to volume concentrations.
Model assessment based on sensitivity and identifiability analysis
The results of the sensitivity analysis are given in Table 4 . While all of the models are quite sensitive to the fast settling The flux amplification method gives the best identifiability (indicated by the smallest c K ) of the full parameter set while the identifiability is better in fall compared to spring (Table 5) . This is mainly due to the coupling between a and w s,slow . If either of the parameters is removed, c K for the remaining subset drops below 3 indicating a very good identifiability of the remaining parameters. The nonlinear erosion model is by far the least indentifiable one. c K values of the erosion parameter set of 50 and 36 in spring and fall, respectively, indicate that a change in M or k can be compensated down to 2% and 3% by changing the second parameter (Table 5 ). The identifiability of the erosion parameters of the depth-dependent erosion model is significantly better than the nonlinear erosion model, but c K values are more than twice as high as the ones of the linear erosion model under the observed conditions. For all models with erosion formulations based on Eq. 5, the identifiability improves when the settling parameters w s,fast , w s,slow , and a are not part of the parameters to be identified (Table 5) . We, therefore, recommend the use of the flux amplification method to determine the properties of the sediment suspended in the water column first and then determine the parameters of the erosion models in a second step.
In our in situ study, we found that the use of all erosion models resulted in similarly good predictions of the observed data. As the identifiability of the nonlinear erosion model parameters is very low, we consider it as the least suitable model to describe sediment transport at our field site. In terms of identifiability, the linear erosion model with constant depth-independent coefficients performed best. The depth-dependent erosion model was less well identifiable. In addition, the parameters of the linear erosion model were in the middle of the range of the depth-dependent s crit and M values of the depth-dependent erosion model. Fitting the parameters of the depth-dependent erosion model in fall also predicts almost constant values of s crit and M throughout the sediment bed which was eroded during the observation period. If M was assumed to be constant with depth, the parameter fitting provided b values below 5 3 10 210 Pa g 21 m 2 which resulted in changes of s crit below 1.5 3 10
27
Pa. These findings clearly indicate that the linear erosion model is the most suitable erosion model to describe sediment transport under the conditions observed during our field campaigns.
Sediment bed properties
The identified parameters for the linear bed erosion model were similar to those observed by other studies of cohesive sediments. Zimmerman et al. (2008) (Fig. 9) . The good performance of the linear bed erosion model (Fig. 10 ) might have been mainly due to the relatively small thickness of the eroded sediment bed. Assuming a porosity of 0.95, a solid mass density of 2400 kg m 23 , and a water density of 1020 kg m
23
, we obtained a maximum erosion depth of 0.006 m for the observed peak concentrations of 150 g m
. About 40% of this layer was regularly resuspended during periods of high tidal energy even in the absence of wind. This regular resuspension likely produced a low, almost constant critical shear stress in the topmost sediment layer.
Our data analysis highlighted the variability of sediment bed properties between the two campaigns. The bed roughness was lower during spring than fall, while the response of sediment erosion to bed shear stress was generally lower during fall. The exact reasons for these changes are still unclear. Brennan et al. (2002) showed in a study in northern San Francisco Bay that sediment erodibility may vary even over the diurnal tidal cycle. They suggested that this change may be due to the difference in salinity between 8 PSU during ebb and 14 PSU during flood. Still, at our field site salinities were around 28 PSU in spring and 31 PSU in Fall. We consider these differences to be too small to explain a difference in erodibility. A frequent explanation for the variation of erodibility in San Francisco Bay is the input of sediment from tributaries during large freshwater flows in winter (Schoellhamer 2002) . This freshly deposited sediment is weakly consolidated and thus more easily erodible. In fact, there was some sediment influx to the system before the deployment in spring (Schoellhamer pers. comm.) which may explain the greater erodibility.
The increase in surface roughness and the decrease in sediment erodibility is consistent with a decrease of fine sediment content in the bed due to winnowing in spring and summer, as has been observed during the summer months at comparable field sites in the San Francisco South Bay by Nichols and Thompson (1985) . However, the distribution of disaggregated grain size in the sediment bed was almost identical during both campaigns (data not shown) suggesting that the increase in roughness was instead due to perturbations of the muddy bed, perhaps of biologic origin.
Significance to Aquatic Environments
The dynamics of sediment resuspension and settling plays an important role in estuarine systems. These processes govern nutrient supply (Wainright and Hopkinson 1997) and light availability (Cloern 1987) as well as the release of contaminants (Schoellhamer et al. 2007 ). In addition, the interplay between tides, windwave induced resuspension and particle settling will determine whether an estuary will accrete or loose sediments (Lacy et al. 1996) , which is mainly important for the restoration and future fate of wetlands and intertidal marshes (Ganju et al. 2005) .
In this manuscript, we present an approach to investigate sediment resuspension and settling dynamics based on concentrations and turbulent fluxes measured by ADVs using a simple, 1D mixing model. In situ particle size measurements using a LISST as well as the good performance of the two particle class model suggest that particles with different sizes are eroded from the bed and that no coagulation of particles occurred in the water column.
The basic assumption of the flux amplification method is the simultaneous occurrence of erosion and deposition as it is commonly used to describe sediment bed dynamics in natural environments (Winterwerp and van Kesteren 2004; Amoudry and Souza 2011) . In addition, it is necessary that the measured fluxes reflect the processes occurring at the local sediment surface. This means that vertical sediment gradients should not be disturbed by horizontal advection as it might be the case in horizontally heterogeneous systems.
In addition to the sediment-bed erosion itself, the flux amplification factor amp (Eq. 9) depends on the settling velocity of the particles as well as on the sensor height. Parameter fitting of the measured data based on the ADV mounted in 0.72 m of elevation resulted in an increase of the flux amplification factor by 0.1-0.2. This is due to the decrease of the sediment concentration gradient with increasing elevation above the sediment. Therefore, the factor amp itself is not suitable for a comparison of sediment properties recorded under different conditions, but the flux amplification method (Eq. 9) allows us to extrapolate sediment erosion rates from turbulent sediment fluxes observed above the sediment bed. Therefore, the method is useful for the detection of changes in the erodibility (the response of the bed erosion flux to the bed shear stress) such as occurred between spring and fall and the parameterization of linear and nonlinear bed erosion models (Eqs. 7 and 8).
As in many in situ observations, our approach could only reflect the dynamics under the conditions of the observation periods. To improve the predictive quality of the models, additional resuspension experiments using erosion carousels and flumes should be conducted which can cover a larger range of bottom stresses and allow a controlled temporal variation of bed stress dynamics. For example, a stepwise increase of bed shear stress allows distinguishing between Type I and Type II erosion (Parchure and Mehta 1985) , which is difficult for our in situ observations in tidal systems, as the bottom shear stress varies continuously. A combination of carefully interpreted in situ observations as presented in this manuscript with sediment erosion experiments is desirable for a comprehensive characterization of sediment and particle dynamics. Controlled experiments allow a thorough characterization of the sediment erosion under a wide range of conditions, while disturbance free in situ investigations can be used as a check of the transferability of the erosion experiments to undisturbed field conditions.
Appendix: Calculation and Adaption of the Grid Cell Size
The overall change in tidal elevation DH over a time interval Dt is reflected by the horizontal gradient of the horizontal flow velocity in each cell As we assume no horizontal concentration gradients, the sediment concentration is set to its old value C n11=2 j 5 C n j after adjusting the grid cell size (denoted by n11/2). The vertical velocity profiles were calculated using
where z R is the height of the velocity u(z R ). In our study z R is 0.36 m. In the presented article, we used 60 grid cells. The initial size of the grid cells was calculated using 
