operators. It will be found that the scattering operator is unitary under a condition weaker than Prosser's. Our eigenfunctions are determined as kernels of linear operators (x ? rco)h(co)dco 9 r>0
(v = p, n, i p = +1, i n = -1 and S is the unit sphere),
where <l>° is the eigenfunction of the unperturbed operator (Q(x) = 0) and R*(X) is the "boundary value 9 ' of the resolvent R(z) of the perturbed operator as z-»/l + Of. The above idea is suggested by the works of Agmon [1] , [2] on selfadjoint elliptic operators. The principle of limiting absorption and Sobolev's imbedding theorems are important tools for us to study the operator A v (A.±Qi, f). The principle of limiting absorption is a method to investigate the behavior of the resolvent R(z) near the real line. A work of the author [15] for the principle of limiting absorption will be needed in our discussion. We shall outline the contents of this paper. In § 1 the eigenfunctions and the expansion theorem for the unperturbed operator are introduced in terms of Fourier transforms. The assumptions on the potential Q(x) and the principle of limiting absorption will be explained in §2. In §3 we shall define an operator
A v (z, r)h = (I-jR(z)Q)( 4>J(jc, rco)h(co)do} 9 r>0
Js and research the behavior of A v (z, f) and its adjoint operator as z tends to the real line. Our eigenfunctions and the eigenfunction expansions for the perturbed operator are found in §4, Theorems 4.4 and 4.5. In §5 we prove the orthogonality of the eigenfunctions. In §6 we define the stationary wave operator and show that it coincides with the time-dependent wave operator and that the scattering operator is unitary. §L The Unperturbed Operator
We shall consider in this section the eigenfunction expansions of the unperturbed Dirac operator where a^ and ft are 4x4 constant Hermitian symmetric matrices satisfying the anti-commutation relations 
The following property will be frequently used hereafter. The following proposition may be a dual statement of Proposition 3.1, .,. Proof. Let 5f be an arbitrary C^-function. for he& 2 
(S), For each J + (a, b)(J-(a, 6)),
zsZ positive constants
for he& 2 
(S), a^r, r^ r 2^P , zeJ + (a, b)(J^(a, b)).
Proof. In the first place we shall prove
where the constant C 3 (0 is independent of r 3 a^rgjS. The estimate for the part involving no derivatives in the left-hand side of (3,7) follows directly from Proposition 3.2. For the first derivatives we see that (3.8) Applying Proposition 3.2 again to (3.8) gives (3.7). Next we proceed to show
C 4 (0 being a positive constant independent of r, a^r^^3 and of z e J±(a, b). The above inequality is obtained in view of Proposition 2.3 and (2.1). Thus (3.5) is proved, and (3.6) is also proved by similar estimates. Finally, in order to verify (3.4), we need only to take account of (1.1) and (3.8). Then we get 
• , r<d)h(a>)da) s
in as z->A±0£. Since the estimates (3.5) and (3.6) are independent of ze J+(0, fe)(J_(a, fo)), they are also valid on the closure J + (a, by taking the limit as z-*A + Oi (A -Of).
Q.E.D. ffi/lf^ r*dr Therefore we have
In order to complete the proof we have to show
To this end we arrange (3.12) as
The right-hand side of (3.13), say g, belongs to j^2 because of Proposition 2.3. Taking the Fourier transforms of both sides of (3.13), we obtain Proof, Let us take an arbitrary /GJ^2 with compact supportThen we obtain
for he£* 2 (S), where we used Fubini's theorem by virtue of the absolute
(the summability of Q(x)R(z)f will be shown below To study Ii(rj) we prepare a proposition (see Ikebe [7] , p. 25 3 where the same result appears). Sobolev's imbedding theorem (Proposition 3.1, (2)) and L §=-imply that Thus we obtain (4.17) is seen by substituting T v^/ r 2 + l + 0i for z in (3.4):
Js
Thus the proof is complete.
Q. E. D. §5* Orthogonality Eigenfunctions
Theorem 5 e l 0 The image of the patially isometric operator Z* on J?
2 coincides with \l/ v <g 2 .
Proof. We shall give the proof for Z+ alone (the other operators can be treated similarly). We know in Theorem 4.4 that the range of Z+ is contained in \l/ p^2 . To prove that Z+ maps onto ^J^2, it suffices to verify On the other hand we have 
F+(r)h(r-)dx
Thus we can take the limit of (5.6) as «-»oo 5 and obtain 
