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During the last years the interest in iridium oxide (IrO2) has been growing due 
to its great technological importance, with current or potential applications in diverse 
areas, namely: optical information storage [1], electrochromic devices [2], 
semiconductor electronics [3], gas sensing [4], pH measurement [5], catalysis [6] or 
spintronics [7]. Since this dissertation is devoted to explore the potential of IrO2 in the 
field of spintronics, first of all, the overall spintronics context is shortly introduced in 
section 1.1. Then, as some of the main aspects determining the physics behind IrO2 are 
common to other iridium oxides (iridates), section 1.2 provides a general overview of 
their electronic structure and their electrical transport and magnetic properties. This is 
followed by a survey of IrO2 in section 1.3, where the state of art of the research 
published so far is presented. At the end of the chapter, an outlook and an overview of 
this thesis are given in sections 1.4 and 1.5, respectively. 
1.1. Spintronics 
In standard electronic devices, equal number of spin–up and spin–down 
electrons make up the electric current. By introducing an imbalance in the amount of 
electrons with different spin, one can start to envisage electronic devices that function 
on the spin of the carriers rather than on its charge. This new concept gives rise to 
what is known as spintronics. Spintronics is a relatively new science which aims at 
manipulating the intrinsic spin of the electron (and its associated magnetic moment) 
instead of, or in addition, to its fundamental electronic charge in the electron transport 
processes [8, 9]. Born in 1988 with the discovery of giant magnetoresistance (GMR), 
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it has since been largely exploited on the market. It is found, for instance, at the base 
of each read head of every hard disk. 
One of the most modern trends in spintronics focuses on exploiting the spin–
orbit coupling (SOC) for manipulating the spin in a memory device or for operating 
with spin currents (generation, injection, transport and detection) [7, 10–13]. This 
coupling connects the spin of an electron to its orbital momentum, so it provides a 
pathway for generating and manipulating spins solely by electric fields [14]. One can 
achieve the generation (or detection) of spin currents through the spin Hall effect 
(SHE): a novel phenomenon which converts a charge current without any spin 
polarization into a pure spin current through the SOC (or vice versa: inverse spin Hall 
effect, ISHE) [15–18]. The spin current generated from a charge current (via SHE) can 
be further used for spin–orbit torque (SOT) magnetization switching [19–21]. This is a 
promising phenomenon that can be used to manipulate the magnetization of 
ferromagnets by current injection, thus improving the performance of 
magnetoresistive random–access memory (RAM) devices. SOT switching allows the 
read and write paths to be separated, thus enabling the independent co–optimization of 
readability, access latency and energy consumption [22]. 
As a result, the quest for new materials with significant spin–orbit interactions 
in the electronic ground state is an increasingly explored area which represents a 
promising approach towards the development of new spintronic devices. Since the 
SOC rapidly increases with the atomic number, Z, materials containing heavy 
elements are natural candidates for this field of inquiry. Among them, iridium oxides 
(iridates) are specially promising. Indeed, the simplest binary oxide of iridium, IrO2, 
exhibits a remarkably large SHE and a moderately high resistivity, which makes this 
material the most promising to date for spin–current detection [7]. It is striking that 
IrO2 presents not only a good behavior as a spin detector material in the 
polycrystalline state, but even also a better one in the practically important amorphous 
state. Strong SOC iridates are currently playing a key role also in the development of 
modern “antiferromagnetic spintronics”, where magneto–transport is governed by an 
antiferromagnet instead of a ferromagnet [23–25]. A further example of the potential 
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of high SOC iridates was recently illustrated by the pioneer work by D. Yi et al. [26], 
who showed that even paramagnetic iridates can be used successfully to manipulate 
the magnetism of a neighbor 3d TMO film. 
1.2. Iridates 
Oxide materials containing heavy Ir atoms, commonly known as iridates, have 
proven to display not only a strong SOC, but also remarkable properties related to 
this interaction. They are found to host exotic phases, such as spin–orbit coupled Mott 
insulators [27, 28], topological insulators [29, 30], superconductors [31, 32], Weyl 
semimetals [33, 34], spin liquids and spin ices [35, 36]. This has led to an active 
community of theoreticians and experimentalists investigating the properties of these 
complex systems. In this sense, during the last decade much work has been carried out 
in iridates of the Ruddlesden–Popper series: Srn+1IrnO3n+1 (with n = 1, 2, ∞); in 
pyrochlore iridates: R2Ir2O7 (where R is a rare earth element or Y); in honeycomb 
iridates: (Na/Li)2IrO3; or even in the simplest iridate: IrO2. The common characteristic 
of all these Ir4+ iridates is the existence of an unusual delicately balanced ground 
state created as a consequence of the different competing interactions present in 
these materials. 
1.2.1. Electronic Structure: Basic Concepts 
Before discussing in detail the physics behind iridates, it is constructive to 
start looking at the electronic description of an isolated Ir atom. Iridium (Ir) is a heavy 
5d transition metal (TM) with electronic configuration: [Xe] 4f145d76s2. Therefore, it 
has conduction electrons in both, the 6s and 5d subshell levels, and the remaining 
electrons can be considered as core–electrons. In the common Ir4+ ion, the Ir 6s 
electrons and two of the 5d electrons are removed from the Ir atom, reducing the Ir 
valence electrons down to 5d5. According to quantum mechanics, the 5 remaining 
electrons in the 5d subshell would occupy the orbitals formed by linear combinations 
of |l, ml states, with l = 2 (d atomic orbitals) and ml = -2, -1, 0, 1, 2 (from –l to +l), 
where l determines the magnitude of the orbital angular momentum of the electron, 
4                                                                                                              Chapter 1. Introduction 
and ml indicates the orientation of the orbital angular momentum is space. According 
to Hund's first rule, the energy of a half–filled d subshell is minimum when the total 
spin quantum number, S = Ʃi si (si is the spin of the i
th electron), is maximized. In this 
sense, the Hund’s coupling energy, JH, is defined basically as the energy saved by 
aligning a pair of spins. Therefore, due to the Pauli’s exclusion principle, the orbitals 
of the subshell would be occupied singly with electrons of parallel spin before double 
occupation occurs, thus minimizing the electrostatic repulsion as shown in Fig. 1.1(a). 
As a result of maximizing the total spin, S = 5/2, the sum of the ml values would be 
zero, and L should be 0. 
This theory is valid for the case of a free Ir4+ ion where the d orbitals are 
energetically degenerate. However, in 5d TMOs the d orbitals are no longer 
degenerate due to electrostatic interactions and orbital overlap with the neighboring 
ligands, i.e., the crystalline electric field (CEF) comes into play. The orbital overlap 
with the neighboring ligands in a crystal also results in the formation of electronic 
bands with a characteristic bandwidth, W. Moreover, the effect of other additional 
interactions must also be taken into account, namely: the strong SOC associated to the 
high atomic number of Ir, and the reduced on–site Coulomb repulsion, U, as a 
consequence of the relatively extended nature of the 5d orbitals. As a result, an 
unusual energy hierarchy emerges, where Hund’s coupling (JH), crystal electric field 
splitting (ΔCEF), bandwidth (W), spin–orbit coupling energy (ESOC), and on–site 
Coulomb repulsions (U) become comparable. 
Crystal Electric Field (CEF) 
 The crystalline field theory is a model that describes the breaking of 
degeneracies of electron orbital states (usually d or f orbitals) due to the static electric 
field produced by a surrounding charge distribution (anion neighbors). 
As illustrated in Fig. 1.1(b), in the IrO6 octahedra environment, typical of 
most Ir4+ oxides [37], the electron cloud of the 𝑑𝑥2−𝑦2 and 𝑑𝑧2  orbitals is directed 
towards the negatively charged oxygen ions surrounding iridium, while the dxy, dyz and 
1.2. Iridates 5 
dxz orbitals have their lobes directed along the diagonals in between the oxygens. 
Therefore, due to electrostatic repulsion, the 𝑑𝑥2−𝑦2 and 𝑑𝑧2  orbitals are higher in 
energy than the dxy, dyz and dxz ones [38]. These two sets of orbitals are commonly 
referred to by their group theoretical names: eg for 𝑑𝑥2−𝑦2 and 𝑑𝑧2  orbitals; and t2g for 
dxy, dyz and dxz orbitals. 
As the degeneracy of the d orbitals has been removed, the electrons start 
filling the low energy orbitals, i.e., the t2g orbitals. The filling up depends on the 
competition between the crystal–field splitting (ΔCEF) and the Hund’s coupling (JH). 
This means that, if the crystal–field splitting is greater than the energy saved by 
aligning a pair of spins (ΔCEF > JH), the electrons will partially fill the t2g levels before 
filling the eg orbitals, in accordance with Pauli’s exclusion principle [39–41]. Hence, 
the 5 electrons will be in the lower t2g state (known as “low–spin state”, S = 1/2), as 
shown in Fig. 1.1(b). 
The occupation of the valence electrons has now been reduced to only one 
hole in the Ir 5d t2g level. However, the strong interaction between the spin and orbital 
momenta of the electrons found in 5d elements has yet to be accounted for. Such 
interaction has profound implications on the states of the valence electrons. 
Spin–Orbit Coupling (SOC) 
The spin–orbit coupling (SOC) is a relativistic interaction between the spin of 
the electron and its orbital motion around the nucleus. Thus, the energy associated to 
this interaction is proportional to the total spin (S) and orbital (L) momentum vectors, 
𝐸SOC =  𝜆𝑺 ∙ 𝑳, where λ states for the spin–orbit splitting parameter. As λ ∝ Z
4, the 
SOC is usually treated as a small perturbation in 3d TMs (λ ≈ 0.01 eV) [42]. In 
contrast, Ir has Z = 77 and λ ≈ 0.5 eV [43–45], so that the SOC does play a major role. 
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Figure 1.1 (a) Lowest energy arrangement of the valence electrons among the 5d orbitals for 
an Ir4+ ion according to Hund’s rules. (b) Illustration of the octahedral geometry of Ir4+. The 
five degenerate 5d orbitals split into three three–fold (t2g) and two–fold multiplets (eg) by the 
octahedral crystal field of the O2- anions. The magnitude of the splitting is called the crystal–
field splitting, ΔCEF. (c) In the presence of SOC, the t2g orbitals split into two levels: a doubly 
degenerate jeff = 1/2 and a quadruply degenerate jeff = 3/2, where the spin and orbital degrees of 
freedom are entangled in a complex manner. The atomic jeff = 1/2 orbitals are illustrated. 
The orbital angular momentum is generated when an electron in an orbital of a 
degenerate set of orbitals is moved to another orbital in the set. In complexes of low 
symmetry certain rotations are not possible. In such a case, the orbital angular 
momentum is said to be “quenched”, and L is smaller than it might be expected 
(partial quenching), or zero (complete quenching). In the octahedral environment of 
iridates mentioned above, the large crystal field between eg and t2g quenches the orbital 
momentum l = 2 down to leff = 1 [41, 46]. As a consequence, there is only one 
unpaired electron in the t2g levels, with S = 1/2 and with an effective angular 
momentum leff = 1. The strong SOC regime makes that the spin and orbital degrees of 






jeff  = 1/2
3λ/2
jeff  = 3/2
Free ion CEF SOC
mj = -1/2 mj = 1/2
(a) (b) (c) 
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effective total angular momentum, jeff, given by (leff + S) or (leff - S). Thus, these energy 
states are split into two levels: a quadruply degenerate jeff = 3/2 (mj = ± 3/2 and ± 1/2), 
and a doubly degenerate jeff = 1/2 (mj = ± 1/2), with 3λ/2 higher in energy than the first 
[38], as illustrated in Fig. 1.1(c). The jeff = 3/2 state is completely filled, and the jeff = 
1/2 state is half occupied. Therefore, by including the strong SOC the valence electron 
states are now described by |jeff, mj, in which both the t2g orbitals and the spin of the 
electron are strongly entangled in a complex manner. 
On–site Coulomb Interaction (U) 
A single hole in the jeff = 1/2 state should naively lead to a metallic behavior. 
However, several 5d5 iridates are found to be insulating [27, 28, 47–51]. In TMOs an 
insulating gap can be induced in the valence band structure by including electron 
correlations described by the on–site Coulomb interaction, U. In general, a gap opens 
if the bandwidth, W, of the valence electrons is smaller than U (systems where this 
happens are known as Mott insulators [52]). In TMOs, W is determined by the 
hybridization of the d orbitals of the TM atom with the p orbitals of the adjacent 
oxygens surrounding it. In principle, due to the large spatial extension of 5d orbitals, 
the bands of the TMs are relatively broad, and hence, a metallic state is expected. In 
fact, without inclusion of the SOC, the width of the Ir t2g bands is so large that band–
structure calculations with a reasonable U fail to open an insulating gap (Fig. 1.2(a)). 
However, upon inclusion of the SOC, the t2g manifold is split into lower jeff = 3/2 and 
much narrower half–filled upper jeff = 1/2 bands, as shown in Fig. 1.2(b). Now, the 
application of a small U can split the jeff = 1/2 bands into an “upper–Hubbard band” 
(UHB) and a “lower–Hubbard band” (LHB). For the 5d5 state depicted in Fig. 1.2(c), 
the UHB is totally empty and the LHB is totally filled and separated by U. This gives 
rise to a new Mott insulating state mediated by SOC, and so this material is commonly 
referred to as jeff = 1/2 spin–orbit Mott insulator. As a consequence, the system has 
now a single electron localized to each site, so that each site has a magnetic moment. 
This is why insulator iridates often present (anti)ferromagnetism, while metallic 
iridates are paramagnetic. 
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Figure 1.2 Schematic band picture of insulating 5d5 iridates. (a) If SOC is not considered, the 
width (W) of the t2g bands is much larger than the on–site Coulomb repulsion (U) and hence, 
the system is metallic. (b) With inclusion of SOC, the t2g manifold is split into jeff = 1/2 and jeff 
= 3/2 subbands, whose W are significantly narrower. (c) Even a relatively small U may then 
induce a finite Mott–like gap in the upper jeff = 1/2 states. 
Distortions 
The model employed so far is based on large and highly symmetric octahedral 
crystal field splitting of the 5d orbitals. However, oxygen octahedra in TMOs are not 
rigid. Various factors such as the crystal structure or external uniaxial pressure can 
distort the octahedra. The most common distortions of IrO6 octahedra are tetragonal 
and trigonal, illustrated in Fig. 1.3. In the simplest picture, tetragonal elongation splits 
the degenerate t2g orbitals into an upper dxy singlet and lower dxz/yz doublet. This comes 
about because the dxz/yz orbitals have a larger z–component than dxy and hence, they 
will be lowered in energy as the apical oxygens move further away from the central 
atom. The opposite occurs under tetragonal compression. Under a trigonal distortion 
the degenerate t2g orbitals split into a singlet, a1g state, and a doublet, e’g state. 
Since non–cubic CEF competes with SOC, their combined effect on the 
energy splitting of the t2g levels is non–trivial. A small non–cubic CEF contribution 
would give rise to split jeff = 3/2 levels by Δ, as shown in Fig. 1.3. A strong non–cubic 
CEF contribution may result in a negligible effect of the SOC. Finally, it should be 
noted that, usually, no mixing between t2g and eg happens in trigonal distortion, though 
it may happen in case of tetragonal distortion [53, 54]. 
(a) (b) (c) 
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Figure 1.3 Schematic evolution of the Ir 5d t2g levels in the presence of an octahedral oxygen 
cage with tetragonal distortion (elongation and compression) and trigonal distortion 
(compression). In the bottom image the SOC is also included. 
1.2.2. Electrical Transport and Magnetic Properties 
An interesting consequence of the complex and delicately balanced ground 
state described from the interactions explained above is the wide variety of electrical 
and magnetic behaviors observed in Ir4+ iridates. They range from insulators with an 
electrical resistivity at room temperature RT > 10
7  cm [55], to Fermi metals with 
RT < 10
2  cm [56]; and from canted antiferromagnets with a magnetic moment up 
to ~0.4 μB/at. Ir [57], to paramagnets [58]. As a result, they are potential candidates to 
host tunable metal–insulator and nonmagnetic–magnetic transitions. 
Some of the most important mechanisms that underlay metal–insulator 
transitions (MITs) in correlated systems are interaction–driven (or correlation–driven) 
Mott localization, magnetic–order–driven Slater localization, and disorder–driven 
Anderson localization. A short description of these mechanisms is given below. 
Mott localization emerges when U > W in partially–filled band systems, so 













jeff  = 1/2
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gap (Eg) is created, as already shown in Fig. 1.2. The size of such gap is Eg ≈ U - W. 
Thus, as for large distances between atoms the orbital overlap is small, then W is 
small, which usually leads to U >> W (insulator). Contrary, for U << W a single half–
filled band is predicted (metal). Finally, if U ≈ W, a MIT is expected [52]. 
Many insulating systems, especially TMOs, often exhibit antiferromagnetic 
ground states. The magnetically driven localization was first proposed by J. C. Slater 
[59], who suggested that antiferromagnetism alone can trigger a MIT. The 
establishment of a long–range antiferromagnetic order induces an opposite potential 
on each nearest electron site, which doubles the magnetic unit cell. This fact results in 
a splitting of the occupied bands and, in case of half–filling, a gap for charge 
excitations is created. In consequence, this MIT is closely connected with 
disappearance of the magnetic ordering at Néel temperature (TN). Therefore, the main 
difference between a Mott insulator and a Slater insulator is that for a Mott insulator 
the system remains insulating even above TN, whereas a Slater insulator should be 
metallic above TN. 
Disorder (defects, impurities, etc.) is unavoidable in real physical systems, 
being an important factor in determining the transport properties. In ordinary metals, a 
random potential due to disorder (D) is much smaller than the kinetic energy of the 
electrons, and thus, it can be treated as a small perturbation. However, in low carrier 
density systems (bad metals) the disorder potential could become comparable or even 
exceed the Fermi energy, localizing the electrons and yielding the system to an 
Anderson–type MIT [60]. The localized and delocalized states do not coexist at the 
same energy, but they are separated by a barrier called the mobility edge. At a finite 
temperature, the carriers can hop from one localized state to another due quantum 
tunneling. This phenomenon is known as variable range hopping (VRH). 
Analogously, the magnetic behavior of Ir4+ iridates has been found to be 
strongly dependent on structural details as well as on the delicate balance among the 
different interactions present in the system [57, 58, 61–63]. Thus, while most of these 
iridates present antiferromagnetic order, minor differences in the electronic structure, 
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such as slightly wider bands, seem to be enough to promote paramagnetism. 
Moreover, it is still under strong debate whether the insulating state is driven by 
magnetic order (Slater insulators) or not [63–67]. The nature of the atomic magnetic 
moment itself may also be diverse: on the one hand, the interplay between SOC, 
distortions and correlations can lead to two different scenarios: a S = 1/2 or a jeff = 1/2 
magnetic moment. On the other hand, the presence of 3d magnetic atoms (Fe, Cr, etc.) 
may give rise to an induced magnetic moment in Ir as a result of 3d–Ir polarization. 
Some of the key parameters mentioned above, such as bandwidth (W), 
Coulomb repulsions (U), disorder (D) or strength of the SOC, can be tuned to some 
extent by dimensionality effects (i.e., by reducing the film thickness), lattice strain (by 
using different lattice mismatched substrates), doping, or by physical pressure, among 
others. This way, the overall change in the effective correlations (U/W) or the increase 
in the effective disorder (D/W) may induce metal–insulator and/or nonmagnetic–
magnetic transitions in the system. A short review about the electrical transport and 
magnetic properties of some of the most common Ir4+ iridates is given below. 
The compounds of the Ruddlesden–Popper series are a family of perovskite 
materials with stoichiometry Srn+1IrnO3n+1 (n = 1, 2, ∞), being n the number of Ir–O 
layers separated by Sr–O layers. Sr2IrO4 (n = 1) is notable for being the first proposed 
experimental realization of a jeff = 1/2 spin–orbit Mott insulator [27, 28, 47, 51, 68]. 
This compound develops canted antiferromagnetic order below TN ≈ 240 K [28]. As n 
increases, the electronic structure progresses towards a metallic ground state, as 
evidenced by the charge gap softening in Sr3Ir2O7 (n = 2). However, even the latter 
compound remains an as insulating weak ferromagnet. A further increase in the 
number of Ir–O layers eventually yields the n = ∞ member of the series, SrIrO3, which 
shows a paramagnetic metallic ground state [61]. Therefore, it can be postulated that 
an insulator–metal transition occurs at some point beyond n > 2. Qualitatively, this 
transition was proposed to occur due to a bandwidth broadening caused by the 
increase of the number of Ir nearest neighbors (by adding Ir–O layers, n), until W 
reaches U [50]. However, the microscopic picture is likely more complex and even the 
nature of the insulating states in Sr2IrO4 and Sr3Ir2O7 is under strong debate. Many 
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studies argue that itineracy effects are significant in these materials and the above 
picture of a jeff = 1/2 spin–orbit Mott insulator is insufficient, as the insulating state 
exhibits both, Slater and Mott characteristics [66, 69–71]. 
In the last years, much work has been focused on SrIrO3 and Sr2IrO4 thin 
films, as they allow tuning the U/W and D/W ratio by varying the film thickness or the 
lattice strain [65, 67, 72–74]. In the two–dimensional limit, the coordination of 
constituent ions at the interfaces is reduced, typically yielding a decrease in W. Thus, 
at a critical thickness depending on the relative magnitude of W and U, a MIT can take 
place [75]. This approach was applied by D. J. Groenendijk et al. [65], who found a 
thermal MIT in SrIrO3 deposited on SrTiO3(100) at a film thickness of 3–4 unit cells. 
Similarly, A. Biswas et al. [67] observed two different thermal MITs in SrIrO3: in the 
first one, reducing the thickness (dimensionality) of SrIrO3 films deposited on GdScO3 
from 35 nm down to 3 nm led to an Anderson (disorder) type MIT, where interactions 
did not seem to play a significant role. In a second approach, they grew 35 nm–thick 
SrIrO3 films with an increasing compressive strain via lattice mismatched substrates. 
They also observed a MIT here, though seemingly of “Mott–Anderson” type, where 
both correlation and disorder play a significant role. Regarding the insulating Sr2IrO4, 
J. S. Lee et al. [72] proved that the Mott gap collapses (insulator–metal transition) 
upon Rh or Ru doping due to a reduction of the SOC and increasing U/W ratio. On the 
other hand, C. R. Serrao et al. [73] observed that by increasing the in–plane tensile 
strain up to ~0.3%, a charge gap reduction from 200 meV down to 50 meV for the 
thinnest and most epitaxy–distorted film occurred. 
Similarly, the family of pyrochlore iridates, A2Ir2O7, where A is a rare earth, 
also gained interest with the discovery of a MIT accompanied by magnetic ordering as 
a function of the rare earth ion [76]. It was shown that the conductivity increases with 
increasing the A atomic radius. Early calculations of the electronic structure and X–ray 
diffraction measurements found that the width of the conduction band and resultant 
MIT in these iridates are greatly affected by small changes in the Ir–O–Ir bond angles 
and Ir–O bond lengths [77, 78]. Moreover, magnetization measurements revealed that 
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all insulating samples undergo a magnetic transition to a presumed antiferromagnetic 
or spin–glass state in the 130–150 K range [79]. 
1.3. IrO2 
1.3.1. Structure 
IrO2 crystallizes in the rutile–type structure (P42/mnm space group) with two 
units formula per unit cell, whose dimensions are a = b = 4.50 Å and c = 3.16 Å, as 
illustrated in Fig. 1.4. Each Ir is bonded to six O atoms in a slightly distorted 
octahedral environment, which leads to four long planar (1.99 Å) and two short apical 
(1.96 Å) Ir–O bonds with Ir–O–Ir angles of ~105 and ~127° in the xy plane. As can be 
seen in Fig. 1.4, the IrO6 octahedra in the three–dimensional network share corners 
along x and z, while they share edges along y. This is in contrast to perovskite iridates, 
which exhibit only corner–sharing octahedra. These details determine that W in IrO2 is 
greater than in SrIrO3 [80] and hence, its more metallic character. Besides, the fact that 
the IrO6 octahedra are sharing edges in the IrO2 structure makes this system more rigid 
than perovskite iridates against distortions, such as tilts in the Ir–O–Ir angles or 
variations in the Ir–O bond lengths. 
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1.3.2. Electronic Band Structure, Electrical Transport and 
Magnetic Properties 
The role of SOC in the IrO2 electronic structure is still under extensive debate. 
Some studies claim that the intriguing jeff = 1/2 state (Fig. 1.1) is applicable even in 
metallic IrO2 [37, 56, 81–83]. However, due to the itinerant nature and relatively large 
values of W in metallic compounds, other groups argue that the jeff = 1/2 state is not 
relevant in IrO2 [84–86]. In other words, even if strong SOC exist in IrO2, it does not 
seem to be responsible for any of the major features of the band structure. According 
to these works, the jeff = 1/2 state could be attained by reducing W. 
Regardless of whether the electronic structure is well described by the jeff = 1/2 
state or not, a wide consensus is reached regarding the metallic and non–magnetic 
nature of bulk IrO2. However, theoretical studies suggest that this ground state can 
indeed be tuned through structural modifications [82–84]. In this sense, S. K. Panda et 
al. [82] came up with an interesting phase diagram, where the non–magnetic metallic 
IrO2 becomes an antiferromagnetic metal and eventually an antiferromagnetic Slater 
insulator upon increasing U. On the other hand, J. M. Kahk et al. [84] predicted that 
the metallicity of IrO2 should be quite robust with respect to external influences, such 
as doping or non–stoichiometry. In contrast, effects that change the relative nature of 
the t2g orbitals, as epitaxial strain along the c axis, could lead to a marked change in 
the observed behavior. With a similar view, X. Ming et al. [83] focused on the 
evolution of the electronic structure as a function of the IrO2 layer thickness, m, in 
(IrO2)m(TiO2)10 heterostructures. They predicted, by density functional theory 
simulations, that the heterostructures do exhibit a thickness–controlled MIT, evolving 
from metal (m = 6) to bad metal (m = 4), and finally, to insulator (m = 2). According 
to their work, the subtle interplay between U and SOC leads to an almost pure jeff = 1/2 
spin–orbit insulating state at the level of atomically thin IrO2 monolayer. 
However, these predicted emerging insulating states are still waiting for 
experimental confirmation. The work carried out by J. K. Kawasaki et al. [87], which 
is, to the best of our knowledge, the only experimental work published on this subject, 
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did not succeeded in finding the insulating phase suggested in Ref. [83]. They grew 
(110)–oriented (IrO2)n/(TiO2)2 superlattices with n ≥ 3. Despite the resistivity of the 
films clearly increased upon decreasing the number of IrO2 layers, it was not enough 
to observe a clear MIT. Nevertheless, they predicted the electronic properties of the 
superlattices to be highly dependent on orientation. 
Finally, regarding the electrical conductivity of IrO2, M. Uchida et al. [56] 
proved that the Hall voltage on IrO2 epitaxial films can be reversed and also even 
turned to zero. This means that the dominant charge carrier type can be controlled in 
IrO2 by the direction of the applied magnetic field. This is an additional interesting 
feature that should also be taken into account when envisaging possible spintronic 
applications 
1.4. Outlook of This Dissertation 
The above presented scenario suggests the enormous potential of IrO2 for 
spintronic applications. However, the study of this compound is on a relatively early 
stage and it is still necessary to find experimental evidence of the predicted tunable 
electrical transport and magnetic properties [82, 83]. Lot of work is yet necessary 
to clarify the mechanisms determining the electrical and magnetic properties of IrO2, 
as well as the possibility of tuning these properties through diverse routes such as 
dimensionality (ultrathin films, ~2D), structural modifications affecting bond lengths 
and angles, doping or incorporation of exchange interactions. From the applied point 
of view, the control of its electronic state may be one key step to find optimized 
spintronic devices. Thus, for instance, increasing the electrical resistivity of IrO2 
without compromising its high SOC is a challenge that would make this compound 
even more attractive as spin current detector material. 
Another promising approach in the development of spintronics devices is 
based on the growth of iridate/3d–TMO structures. One can envisage the fabrication 
of controlled 5d–TMO/3d–TMO structures where the SOC of the 5d compound (IrO2) 
is combined with the high magnetic moment and Curie temperature (TC) of the 3d 
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compound to obtain a system with a tunable magnetic response and to modify the 
magnetic properties of IrO2. It should be noted that, compared to rare earths elements, 
the broad spatial extension of the 5d orbitals may prove to be more efficient in 
inducing hardness on the neighboring 3d–TM. It is still necessary, however, to find 
these optimized iridate/3d–TMO structures aimed at creating spin–polarized currents 
and/or manipulating nanomagnets, as well as a better understanding of the widely 
unknown 5d/3d interactions. 
Therefore, in order to gain a deeper knowledge about these issues, a 
systematic study on IrO2–based thin films was carried out. Three different approaches 
were followed aimed at modifying the electrical transport and magnetic properties of 
this compound. In particular, the main goal of this thesis is to synthesize and 
characterize IrO2–based thin films that are prospective to present insulating 
behavior and/or magnetic ordering. The 1st approach was focused on obtaining pure 
IrO2 thin films with differentiated microstructure, crystallography and thickness by 
using different fabrication methods and growing conditions. In the 2nd approach, a 
negative chemical pressure via substitutional doping was applied. This was expected 
to reduce the electronic bandwidth of IrO2, as it reduces the direct overlap between the 
Ir 5d orbitals. To this end, we synthesized and characterized Ir1-xSnxO2 dilutions, being 
x the Sn concentration. The binary oxide SnO2 presents an insulating behavior, which 
was expected to increase the resistivity of the samples without considerably affecting 
the SOC of Ir. Finally, the 3rd approach consisted on studying the effect of adding a 
magnetic 3d element. The combination of the high magnetic moment and high Curie 
temperature (Tc) of a 3d atom with the high anisotropy of Ir was expected to lead to 
electronic and magnetic changes, such as high coercive fields or 3d–induced 
polarization of the Ir atoms. In this sense, two different systems were studied: Ir1-
xCrxO2 monolayers (with x the Cr concentration) and Ir–/Fe–based heterostructures. 
With such 3d–5d metals combination we expected to obtain materials which are not 
only potentially interesting for spintronics, but also with the large magnetization and 
large magnetic hardness required for permanent magnets. 
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1.5. Dissertation Overview 
A brief introduction to this dissertation has been given in Chapter 1. 
Chapter 2 comprises the technical information about the experimental 
procedures, including sample preparation methods and characterization techniques 
implicated in the development of this thesis. 
Conventional reactive magnetron sputtering, high oxygen pressure sputtering 
and pulsed laser deposition techniques were used to grow all the IrO2 films under 
study in this thesis. In Chapter 3, it is shown how the different parameters involved in 
the fabrication process affect the microstructure of such samples. 
Chapter 4 presents the electronic, electrical and magnetic characterization of 
IrO2 thin films as a function of the microstructure, thickness and strain. 
Chapter 5 is devoted to the synthesis and characterization of Sn–doped IrO2 
thin films. In order to better understand and tailor the performance of IrO2 as spin 
current detector material, special attention is paid on the electrical response and 
strength of the SOC as a function of the Sn content. 
Similarly, Chapter 6 shows the synthesis and characterization of Cr–doped 
IrO2 thin films, where the interest here lies in the magnetic properties resulting from 
the 3d/5d interaction through substitution. 
In Chapter 7 the synthesis and characterization of Ir– and Fe–based 
multilayers is reported. In contrast to the previous chapter, the 3d/5d interaction takes 
place through the interface. Composition, structure, and magnetic behavior are 
carefully analyzed for each sample series. 
Lastly, the general conclusions and some general comments from the current 
























Experimental Techniques and 
Procedures 
 
This chapter is addressed to briefly describe the main experimental techniques 
and procedures employed in the synthesis and characterization of the samples studied 
in this thesis. The majority of them were grown by means of the sputtering technique. 
Thus, in section 2.1 the sputtering deposition process is presented along with a 
description of the equipment employed. The diverse set–up operations and 
implementations carried out during this dissertation are also shown. Other few 
samples were grown by pulsed laser deposition; thus, such technique is shortly 
introduced in section 2.2. Finally, in section 2.3 the annealing treatment performed in 
the samples (when necessary) is described. 
After introducing the fabrication procedures, the different characterization 
techniques employed are presented, grouped into: structural and morphological 
(section 2.4), compositional (section 2.5), magnetic (section 2.6) and electrical 
(section 2.7). Basic concepts about these techniques are given in Appendix B. 
2.1. Sputtering Deposition 
2.1.1. Basic Principles and Operation 
The sputtering technique is a physical vapor deposition (PVD) process in 
which a bulk starting material, called target, is eroded by an energetic–particle 
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bombardment. The ejected atoms from such target are subsequently deposited on a 
substrate. The main process, schematized in Fig. 2.1, has the following steps: 
1) The target is placed parallel to the substrate to be coated in a vacuum chamber 
filled with a particular process gas (Ar in Fig. 2.1) and set on a negative 
potential (cathode). 
2) This potential accelerates the few electrons (e) present in the chamber towards 
the grounded wall. 
3) While traversing the chamber, the electrons collide with the gas atoms (Ar) 
and generate, if the electric field is strong enough, electron–ion pairs (e + 
Ar+). 
4) These ions (Ar+) are then accelerated towards the target and create, upon 
impact with its surface, an atomic collision cascade ejecting those atoms 
which acquire enough energy to overcome the surface binding energy. 
5) Finally, the ejected atoms are condensed onto the surrounding surfaces. Here, 
the deposition rate (DR) is defined as the thickness of the layer deposited on 
the substrate during 1 minute of sputtering (in nm/min). 
In order to prevent the gas from reacting with the target it is necessary to use 
noble gases. Since the pulverizing ions must be relatively heavy, Ar is the most 
employed gas because of its atomic weight/price rate [88]. 
 
Figure 2.1 Basic sputtering process. 
In order to increase the ionization rate of the Ar gas and, in turn, the DR, a 
magnetic field is commonly used to confine the electrons near the target surface. This 
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also sustain the discharge at a lower pressure compared to that required if no magnetic 
field is present. 
By using reactive working gases the deposition of some compounds (such as 
oxides, for instance) can be carried out, what is known as reactive sputtering. This is, 
however, a more complex process usually exhibiting a non–linear behavior with 
respect to the main process parameters [89–91]. Provided a metallic target, as the 
reactive gas flow is increased, the topmost layer of the material may change from 
metallic to compound, commonly known as “target poisoning”. This fact often implies 
a change from conducting into non–conducting. Accordingly, the former sputtering 
condition is commonly referred to as “metal mode”, whilst the latter is known as 
“compound mode”, which is generally accompanied by a dramatic decay in the DR 
[89–91]. Note that, for Ir targets (most employed targets in this thesis), this should not 
represent a problem, since the resistivity of the oxide phase, IrO2, is only ~10 times 
greater than that of the metallic phase, preserving the conducting behavior. 
Depending on how the power is supplied, the sputtering technique is usually 
classified as RF (alternating current) or DC (direct current) sputtering. The use of a 
DC source requires electrically conductive electrodes. If one, or both electrodes are 
non–conductive (or if the target is “poisoned”), the insulator will charge up and, either 
the discharge will be terminated, or the charge accumulation will be dissipated in the 
form of an arc. In the latter case, droplets of material are produced and could be 
further deposited onto the substrate surface, leading to undesirable film properties and 
performance. The use of an alternating current source or pulsed DC bias can alleviate 
this problem, since positive charges accumulated during one half–cycle can be 
neutralized by electron bombardment during the next cycle. In RF deposition, the 
power is applied to the target material using an impedance matching box to transfer 
the maximum power. In this configuration, the target and the substrate holder act as 
the electrodes with the electrons oscillating between both. Because of the power being 
split between the two electrodes, the effective power at the cathode is typically only 
50% of the power delivered in DC sputtering. Thus, usually considerably lower DRs 
are found in RF than in an equivalent DC process [92–96]. Magnetron sputtering using 
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pulsed DC power delivery is also used in processes which are prone to arcing. The 
primary advantage of pulsed DC sputtering is that at optimum pulsing frequencies and 
duty cycles, higher DRs can be achieved compared to RF sputtering [97]. 
2.1.2. Experimental Equipment 
Most of the samples studied during this dissertation were synthesized in a 
stainless steel sputtering chamber designed by our group, fabricated by Cryovac, and 
mounted at Instituto de Ciencia de Materiales de Aragón (ICMA) right before the 
beginning of this Ph.D. work. During the thesis, several implementations were carried 
out to improve the performance of the equipment (see Appendix A). The complete 
system is shown in Fig. 2.2, where the main components, described below, are 
exposed: the main (1) and the load–lock (2) chambers, the vacuum system (3), the 
different power sources (4), the gas circuit (5), the substrate–temperature controller (6) 
and the monitored system (7) can be seen in Fig. 2.2(a). Fig. 2.2(b) shows the inside of 
the main chamber. When operating at room temperature, the substrates (typically 
Si(100) properly cut from a wafer) are attached with rubber cement on the sample 
holder. Such sample holder is introduced into the main chamber through a transfer bar 
and inserted into a rotatory arm (8) placed at a distance of 100 mm above the surface 
of the magnetrons (9). For high–temperature growths, the substrates are directly 
attached with silver paste to the heater (10), positioned 75 mm above the surface of the 
magnetrons. A stainless steel shutter (11) separates one magnetron from the other 
when co–sputtering deposition is not used. As an example, the Ar + O2 plasma 
generated during deposition is shown in the inset of Fig. 2.2(b). 
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Figure 2.2 (a) Sputtering equipment used for thin film deposition. (b) Interior of the main 
chamber. The inset shows the Ar + O2 plasma created during deposition. 
A base pressure in the 10-7 mbar range can be achieved in the main (growing) 
chamber by means of a Pfeiffer vacuum system, which consists of a DUO 10 M 
rotatory vane pump and a HiPace 300 turbo–pump controlled by a display and control 
unit (DCU). An additional small load–lock chamber, placed at the right side of the 
deposition chamber, allows manipulating the sample holder without breaking the 
vacuum in any other part of the system when operating at room temperature. This 
secondary chamber is connected to the main chamber by a guillotine valve and to the 
rotatory pump as well. 
Two water–cooled ferromagnetic–materials–compatible IONI’X UHV planar 
magnetrons (2” diameter) from Thin Film Consulting are placed inside the main 
chamber, what allows the deposition of the desired material. These magnetrons can be 
tilted in order to carry out co–sputtering growths, i.e., sputtering of more than one 
material simultaneously with the power supplied to each of the targets controlled 
independently, as shown in Fig. 2.3. In this configuration, the magnetrons are tilted 
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Figure 2.3 Magnetrons configuration for co–sputtering growths. 
The magnetrons were operated by different power sources depending on the 
requirements, as explained above: OL400W DC source from HiTek Power Limited, 
R301 RF source (operating at 13.56 MHz) from Kurt J. Lesker, or Pinnacle Plus+ 5 
kW pulsed DC source from Advanced Energy Industries. It has to be said that, while 
in these RF and pulsed DC sources the output power can be directly tuned, in the DC 
source the tunable output parameter is the intensity. Because of this, usually small 
differences are found in the output power for the same applied intensity, since the 
output voltage slightly varies in each growth. 
Regarding the working gases, Ar, O2 and N2, with 99.995%, 99.999%, and 
99.999% purities, respectively, can be introduced inside the chamber through F–
201CV mass flow controllers (MFCs) from Bronkhorst Hi–Tech. The gas circuit is 
also equipped with particulate filters and non–return valves. A valve was installed in 
the system right after each controller in order to achieve the base pressure mentioned 
above (10-7 mbar). Without these valves, the vacuum worsens one order of magnitude 
due to uncontrolled internal leaks in the MFCs. Additionally, an overpressure is settled 
at the other end of the MFCs to prevent air from entering into the system. 
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To grow films on substrates at temperatures up to 950 ºC, a home–designed 
substrate heating system based on a heater and a thermocouple controller was used. 
Finally, through a home–made software developed with the technical support 
of the Servicio de Instrumentación Electrónica at University of Zaragoza, it is possible 
to monitor: (i) the movement of the sample–holder arm, so that the substrate holder 
can be alternatively moved between several defined positions; (ii) the gas supply 
introduced in the chamber by the three MFCs, and (iii) the sputtering times (very 
useful to prepare multilayers). 
Systematically before each growth, a 5 minutes pre–sputtering (15 min for 
new targets or when the equipment has not been used for more than a week) was 
performed to clean the target surface. Usually, this procedure is carried out in Ar 
atmosphere. However, a greater amount of metallic Ir was found in (nominally) IrO2 
films grown under the same conditions but during less deposition time (i.e., thinner 
samples). From this fact, it was concluded that, during the pre–sputtering process, a 
very thin metallic Ir film (~1–2 nm) is deposited in the substrate if a pure Ar 
atmosphere is used. In consequence, the pre–sputtering process was carried out in an 
O2 + Ar mixture atmosphere. 
It is noted that some of the Ir– and Fe–based multilayers studied in Chapter 7 
were grown in a similar equipment located in the sputtering laboratory of the 
“Heterostructures for Optics and Optoelectronics” group at Instituto de Ciencia de 
Materiales de Madrid (ICMM). 
2.1.3. High Oxygen Pressure Sputtering 
The high oxygen pressure deposition technique was used to grow high–quality 
epitaxial films. In this variant from conventional sputtering, a complete thermalization 
of the extracted species is favored and, at the same time, prevents them from back–
sputtering and losing oxygen in the final crystal structure. Under these conditions, the 
DRs are very slow (commonly < 1 nm/min) and high–quality epitaxial films are 
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usually obtained [98]. Given those DRs, this technique was only used to grow 
ultrathin (≤ 5 nm) epitaxial films on TiO2 substrates. 
These samples were synthesized in collaboration with the group of Física de 
Materiales Complejos (GFMC) during a stay of four months at Universidad 
Complutense de Madrid (UCM). The equipment employed, exposed in Fig. 2.4(a), 
consists of a growing chamber in which a high vacuum of about 10-6 mbar is 
previously realized by a turbo–molecular pump supported by a membrane pump. A 
constant oxygen flow is injected and controlled by a system of needle valves. The 
substrate is placed on a heater located at the bottom of the chamber parallel to the 
target. An example of the plasma generated in the powered target is given in Fig. 
2.4(b). More detailed information about this equipment, as well as about its 
performance, can be found in Refs. [98–100]. 
  
Figure 2.4 (a) High oxygen pressure sputtering equipment employed for thin film deposition. 
(b) Enlarged view of the powered target on the substrate. 
2.2. Pulsed Laser Deposition (PLD) 
The pulsed laser deposition (PLD) technique is also a PVD process commonly 
employed in the deposition of high–quality epitaxial thin films, in which the material 
that is to be deposited is vaporized from the target by a pulsed laser beam and 
transported in a plasma plume to the substrate [101]. A simple scheme of the process 
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chamber thanks to an external optical set. Then, the laser strikes the surface of the 
target and a plasma plume is formed by the ejected atoms interacting with the chamber 
atmosphere. Finally, these atoms are deposited on the surrounding areas and on the 
substrate, which is placed on a heater opposite to the target. 
Since the DRs obtained by PLD are relatively high compared to those from 
high oxygen pressure sputtering, this technique was used to grow epitaxial films of 
thickness up to 100 nm using TiO2 and SnO2 substrates. It is worth mentioning that the 
growth of the thickest films (~100 nm) had to be done in 3 steps to calibrate the 
energy of the laser. For thinner films, the deposition process could be performed in 1 
step. 
The samples obtained by means of such technique were synthesized in 
collaboration with Pilar Jiménez and Dr. Irene Lucas at Instituto de Nanociencia de 
Aragón (INA). The system employed, shown in Fig. 2.5(b), is equipped with a 
vacuum chamber evacuated by a cryogenic pump to a base pressure in the 10
-7
 mbar 
range. The PLD module includes a high–energy excimer KrF laser whose spot is 
focused on the target surface by means of an external optical system. The PLD 
equipment also includes a load–lock chamber evacuated by a turbo–molecular pump 
to facilitate the manipulation of the substrate holder without breaking the vacuum in 
any other part of the system. More detailed information about this equipment and its 
performance can be found in Ref. [102]. 
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2.3. Sample Annealing 
In order to improve (when necessary) the crystallinity of the deposited films 
grown by conventional sputtering, a subsequent annealing treatment was carried out. 
A natural–convection muffle furnace allowed performing such treatment in air 
atmosphere at several temperatures (typically 600 ºC). For probing other atmospheres 
(O2 and Ar), a tube furnace was employed. In all the cases both, the heating and 
cooling rates, were 5 ºC/min (except in specific circumstances where an air or water 
quenching was performed). 
2.4. Structural and Morphological Characterization 
2.4.1. X–Ray Diffraction (XRD) and Reciprocal Space Maps (RSM) 
X–ray diffraction (XRD) measurements were systematically performed to 
obtain structural information about the deposited films, more specifically: phase 
identification, preferred orientation (texture), grain size and lattice parameters. 
Conventional XRD experiments were carried out by Dr. Concepción Sánchez 
from Servicio de Difracción de Rayos X y Análisis por Fluorescencia at University of 
Zaragoza. Data collection was performed at room temperature in a Rigaku D/max 
2500 and in a Rigaku D/Max Ru300 diffractometers, working at 40 kV and 80 mA. 
High–resolution XRD measurements (HR–XRD) were performed in epitaxial films, 
also at room temperature, at Laboratorio de Microscopías Avanzadas (LMA) at 
University of Zaragoza in a D8 Advance diffractometer from Bruker, working at 40 
kV and 40 mA; and at UCM by Ignacio Carabías in an X'Pert PRO MRD 
diffractometer from Malvern Panalytical, working at 45 kV and 40 mA. In all the 
cases, the Kα radiation line of Cu was used. 
The diffraction patterns of polycrystalline samples were analyzed with the 
Rietveld method using the FullProf software [103]. This is a refinement technique that 
allows accurately determining structural and compositional parameters of the sample 
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from the construction of a theoretical model that fits the experimental diffraction 
pattern by a least squares method [104]. It provides reliable information about phase 
identification, texture or lattice parameters even when the peak–to–background ratio is 
small and the peak width is relatively large (other structural parameters have not been 
fitted). With the FullProf software, the preferred orientation can be quantified by 
means of the Pref. parameter. A Pref. ≠ 1 means that the sample has grown with a 
preferred orientation. If the Pref. parameter is < 1, it indicates a platy habit; and if it is 
> 1, a needle–like habit [105, 106]. Additionally, the refinements have allowed 
discerning the presence of a small amount of metallic Ir (< 1%) which otherwise 
would easily go unnoticed. Finally, the sample displacement error is corrected with the 
refinement procedure, giving thus, in general, more precise values of the lattice 
parameters. Such error has been corrected in all the diffractograms from 
polycrystalline samples displayed in this thesis. 
The grain size of the films in the out–of–plane direction was obtained by 
measuring the full width half maximum (FWHM) of the diffraction peaks, which is 





where GS is the grain size, λ is the wavelength of the X–ray source (1.54 Å for the Cu 
Kα radiation line), B is the FWHM of the specific peak, θ is the Bragg angle of such 
peak, and K is the Scherrer constant (0.94 for our samples). 
Regarding the epitaxial films, reciprocal space maps (RSM) were recorded to 
determine with precision their lattice parameters [108]. They were collected and 
analyzed with the assistance of Pilar Jiménez at LMA in a D8 Advance diffractometer 
from Bruker. 2θ–ω scans were recorded from different values of ω, being 2θ the angle 
between the incident beam and the detector (detector angle), and ω the angle between 
the X–ray source and the sample (incident angle). This configuration allows 
determining the position of |σhkl| for the substrate (|σsubstrate|) and the film (|σfilm|) as 
shown in Fig. 2.6, being σhkl the reciprocal space vector defined as that normal to the 
(2.1) 
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(hkl) planes with a modulus the inverse of the inter–planar distance, 1/dhkl. When the 












Defining σ// and σ⊥ as the parallel and perpendicular component of the σhkl 
vector to the sample surface (see Fig. 2.6) and considering, for instance, a (001)–
oriented film, where a and b are the in–plane lattice parameters and c the out–of–plane 











Then, using (h0l)– and (0kl)–type reflections the lattice parameters of the 
deposited film are easily obtained from Eq. 2.3. 
 
Figure 2.6 Schematic description of a RSM measurement. 
2.4.2. X–Ray Reflectivity (XRR) 
The X–ray reflectivity (XRR) technique was systematically used to extract 
information about the thickness, density and surface roughness of the deposited films. 
The experiments were performed in a D8 Advance diffractometer from Bruker located 
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The main parameters that can be easily obtained from a XRR curve are 
displayed in Fig. 2.7(a). The period of the signal is related to the film thickness, the 
position of the critical angle, θc (angle under which the X–rays are totally reflected), 
provides information about the film density; and the decay rate of the curve, as well as 
the visible number and amplitude of the oscillations, give information about the film 
and substrate roughness. 
On the other hand, in the XRR curve of a multilayer, as that depicted in Fig. 
2.7(b), the following maxima can be resolved: (i) satellite maxima, whose angular 
spacing depends on the bilayer thickness; and (ii) Kiessig fringes, whose period 
depends on the total multilayer thickness. 
 
Figure 2.7 Examples of XRR curves measured in (a) an IrO2 single layer and in (b) a IrO2/Fe 
multilayer (10 repetitions). The satellite maxima are indicated by vertical arrows (bilayer 
thickness) and the Kiessig fringes by numbers (total thickness). 
The Leptos software was employed for fitting the experimental curves of 
single films, thus obtaining precise values of layer thickness and film density. In 
several cases, a reliable fit of the surface roughness was not achieved, and hence, the 
study of such parameter was limited to a more qualitatively analysis. On the other 
hand, the fittings of the Ir– and Fe–based multilayers were not trivial. In these 
samples, the total and bilayer thickness was determined by fitting the position of the 
Kiessig fringes or the satellite maxima, as appropriated, to next expression [109]: 
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𝜃𝑚
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where θm is the incident angle, m is the order of the interference, and t the bilayer 
thickness or the total layer thickness, as appropriated (satellite maxima or Kiessig 
fringes period). 
2.4.3. X–Ray Absorption Spectroscopy (XAS) 
X–ray absorption spectroscopy (XAS) is a well–established analytical 
technique for local structural determination (namely: the local environment of an 
atom). From the analysis of XAS spectra, information about the electronic state 
(oxidation state, density of states and local orbital symmetry) can also be obtained 
[110]. As explained in Appendix B, the absorption spectrum is in general divided into 
two regions: the XANES (X–ray absorption near edge structure) and the EXAFS 
(extended X–ray absorption fine structure). XANES experiments were performed to 
gain knowledge about the electronic structure of the absorbing atom (Ir, Fe or Cr), 
more specifically, about the strength of the spin–orbit coupling and the oxidation 
states; while EXAFS experiments provided information about the short–range crystal 
structures around Ir and Fe centers (interatomic distances and structural disorder). 
As the layers of interest are Ir, IrO2, Cr–based oxides, Fe, and Fe–based 
oxides, XAS experiments were performed at (i) the Ir L2, 3 edges, which corresponds 
to 2p → 5d transitions; and (ii) at the K-edge of both Cr and Fe, i.e., 1s → 4p 
transitions. All these absorption edges lie within the so–called hard X–rays region, 
which allows probing the whole sample instead of just the surface (typically 4–10 
nm), and using a single beamline to probe both, the 5d and 3d elements. In addition, 
choosing the K edge of the 3d metal over the L2, 3 edges (2p → 3d transitions) has 
several advantages, such as an easier and more accurate phase identification. As high–
energy (hard) X–rays are required, synchrotron radiation is practically the unique 
source capable of producing X–rays of such high intensity. Given the scarce 
measuring time which is usually granted at these facilities (and as long as the required 
proposal is accepted), the experiments were performed on representative samples. 
(2.4) 
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 Standard XANES and EXAFS spectra were collected in fluorescence yield 
mode at CLAESS beamline at ALBA synchrotron (Barcelona). A Si(111) double 
crystal monochromator was used to obtain a monochromatic beam, and Rh–coated 
collimating and toroidal mirrors were used to optimize the energy resolution, focus the 
beam and reject higher harmonics. The incoming beam was monitored by an N2–filled 
ionization chamber and the fluorescence lines were detected using a Si–drift detector. 
Due to the high intensity of the white line at the Ir L3 edge and the significant 
broadening due to the core–hole lifetime [111], high–energy resolution fluorescence 
detected XANES (HERFD–XANES) instead of conventional fluorescence XANES is 
required to record good spectra with optimized resolution. This technique makes it 
possible to overcome some of the main limitations of conventional XAS by measuring 
the X–ray absorption spectrum via monitoring the intensity of a fluorescence line 
corresponding to a specific excited state decay process using a narrow energy 
resolution. This is generally achieved by using a crystal analyzer to select a narrow 
energy band from the emission line of the sample. This way, the HERFD–XANES 
enhances features present in the edge region of the absorption spectrum resolving 
structures that are not visible in a conventional XANES spectrum [112, 113]. Such 
resolution enhancement allows determining the amplitude, position and width of the 
white line more accurately, which is crucial for a more precise determination of the 
spin–orbit coupling strength. 
HERFD–XANES measurements were carried out at Diamond Light Source 
facility (Oxford) at I20–Scanning beamline. Such beamline is equipped with a four–
bounce scanning Si(111) monochromator [114] and the harmonic rejection was 
achieved by using two Rh–coated mirrors operating at 4.0 mrad incidence angle. An 
X–ray emission spectrometer based on a 1 m–diameter Rowland circle operating in 
the Johann configuration in the vertical plane was used for the experiments [115]. 
Three 100 mm Si(555) spherical analyzer crystals were used to select the Lβ1 (10708 
eV) emission line, while three 100 mm Si(642) crystals were used in the case of the 
Lα1 (9175 eV) emission line. An ion chamber filled with the optimum gas mixture to 
absorb 15% of the incident radiation at the Ir L2, 3 edges energies was used as incident 
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monitor, while a Medipix area detector [116] was used to collect the intensity of the 
emission line. 
Once XAS spectra are recorded, a normalization procedure is necessary before 
data can be compared (see Appendix B). In this sense, XANES and EXAFS spectra 
have been analyzed according to standard procedures [117] using the HORAE–
IFEFFIT (Athena, Artemis) software package. 
Particular attention must be payed to the re–absorption of fluorescence 
photons in the sample, especially when grazing incidence is used. In order to correct 
self–absorption effects, the XANDA software was used [118]. As an example, Fig. 
2.8(a) shows the normalized XANES spectra of a 100 nm–thick amorphous IrO2 film 
measured at the Ir L3 edge for three configurations of the incident angle, ϕ, namely: 
normal incidence (ϕ ≈ 90º), ϕ = 45º, and grazing incidence (ϕ ≈ 0º). Although identical 
profiles should be expected, the intensity of the white line at grazing incidence is 
clearly lowered. In Fig. 2.8(b), the same spectra are displayed after correcting the self–
absorption effects by XANDA, showing now the three configurations practically 
identical profiles.  
 
Figure 2.8 Normalized XANES spectra recorded for different values of the incident angle, ϕ, 
(a) before and (b) after correcting self–absorption effects. 
Finally, for the sake of better understanding the XANES spectra, additional 
calculations of the Ir L2, 3–edges and the Cr and Fe K–edge XANES spectra were 
carried out by Dr. Jesús Chaboy using the multiple–scattering code Continuum [119] 
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included in the MXAN software package [120]. A complete discussion of the 
followed procedure can be found in Refs. [121–123]. 
2.4.4. Transmission Electron Microscopy (TEM) 
Cross–sectional TEM images were recorded on representative samples to gain 
a deeper knowledge about structural details of the deposited IrO2 films, such as 
crystallinity or porosity. Additionally, by means of this technique the layered structure 
in the Ir– and Fe–based multilayers could be observed. The diffraction mode of the 
microscope also allowed registering diffraction patterns of selected areas. 
Both, the sample preparation (standard procedure [124]) and image acquisition 
of these samples, were performed with the assistance of Dr. M. Ángeles Laguna 
Gómez at 200 kV using a JEOL–2000FXII microscope located at Servicio de 
Microscopía Electrónica de Materiales at University of Zaragoza. 
Additionally, for better characterizing the IrO2 epitaxial films, a high–
resolution TEM was used. Sample preparation (standard procedure [124]) and image 
acquisition were performed with the assistance of Dra. Mariona Cabero in a JEM 
ARM200cF microscope working at 120 kV at Centro Nacional de Microscopía 
Electrónica (Madrid). In these samples an alumina capping was needed on top, as 
shown in Fig. 2.9, otherwise the IrO2 layer was degraded under the beam. 
 
Figure 2.9 Illustrative low–magnification TEM image of an epitaxial IrO2 film in which an 
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Gatan Digital Micrograph software was used for image capture and further 
analysis. 
2.4.5. Field Electron Scanning Electron Microscopy (FE–SEM) 
FE–SEM images were recorded on the surface of representative samples to get 
a deeper knowledge about microstructural details, such as grain size and surface 
roughness. On the other hand, the cross–sectional configuration allowed discerning the 
layer thickness in those samples in which XRR experiments could not provide further 
information. 
Image recording was performed with the assistance of Cristina Gallego at 1–5 
kV in a Carl Zeiss MERLIN microscope located at Servicio de Microscopía 
Electrónica de Materiales at University of Zaragoza. 
For surface image acquisition, the samples were attached to a sample holder 
with carbon tape, as shown in Fig. 2.10(a). For cross–sectional image acquisition a 
small portion of the sample was cut and attached perpendicularly to the sample holder 
with silver paste with the cut part at the top, as exposed in Fig. 2.10(b). As the samples 
under study are metallic at room temperature, further preparation was not needed. 
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2.5. Compositional Characterization 
2.5.1. Rutherford Backscattering Spectroscopy (RBS) 
The Rutherford backscattering spectrometry (RBS) technique was employed 
to determine the elemental composition and thickness of the Ir– and Fe–based 
multilayers in terms of atoms/cm2. The results obtained by means of such technique 
were used to further ahead normalize the magnetization measurements into μB/at. Fe. 
The RBS experiments were carried out and analyzed by Dr. Javier García at 
Centro Nacional de Aceleradores (Sevilla). 3.016 MeV He2+ and 1.514 MeV He2+ 
beams, with a beam diameter of ~1 mm and scattering angle of 110º were employed. 
The first beam energy allowed separating the Ir and Fe signals and measuring the total 
multilayer thickness, as well as determining the mean concentration of the elements 
making up the samples (Ir, Fe, and O). The second beam energy has a better depth 
resolution and allowed individually discerning the monolayer in the thickest 
monolayers (> 40x1015 at/cm2). 
2.5.2. Energy Dispersive X–Ray Spectroscopy (EDX) 
The energy dispersive X–ray spectroscopy (EDX) technique was used to 
determine the concentration of the doping element in the Sn– and Cr–doped IrO2 
films. 
The experiments were carried out with the assistance of Gala Simón and Laura 
Casado at LMA in an INSPECT 50 FE–SEM working at 30 kV for the Sn–doped 
samples (in order to reach the Sn Kα line at ~25 kV) and at 10 kV for the Cr–doped 
samples (highest–energy principal line is Ir Lα at ~9 kV). Although at those voltages 
the beam penetrates relatively deep in the substrate, this is not a problem since the 
interest here lies on determining the amount of the dopant element relative to the Ir 
concentration. 
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Sample configuration is identical to that shown in Fig. 2.10(a). Systematically, 
to prove the homogeneity of the samples three different regions were scanned: two at 
opposite corners and one at the center. 
2.6. Electrical Characterization 
The electrical properties of the synthesized samples were studied by 
measuring the temperature–dependent electrical resistivity, ρ(T), by the Van der Pauw 
method [125]. 
The measurements were carried out in a Quantum Design PPMS 9 T at 
Servicio de Medidas Físicas at University of Zaragoza. During the stay at UCM, the 
measurements on the samples synthesized there were performed in a cryostat capable 
of reaching temperatures of ~15 K and Keithly current sources and nano–voltmeters 
were used. More detailed information about this equipment can be found in Ref. [126]. 
In both cases, an electrical current of 100 μA was applied from room temperature to 
10 K (~15 K with the UCM equipment set up). 
Fig. 2.11(a) shows the connections necessary to carry out the measurements. 
During the experiment two scans are performed: when cooling down the sample, the 
current (I) is applied from A to B, and the potential difference VD - VC is measured. 
This way, the quotient VCD/IAB provides the electrical resistance RAB, CD as a function of 
the temperature. Secondly, during a warm up scan the connections are accordingly 
exchanged, so that, I is applied from B to C and V is measured between A and D. Thus, 
the quotient VDA/IBC provides the electrical resistance RBC, DA. 
As shown in Fig. 2.11(b), for measuring with the PPMS device the electrical 
contacts were made with an aluminum–wire bonding equipment. Such equipment 
allows establishing a connection, with the aid of an optical microscope, between a 
micrometer–sized region of the sample and the millimeter–sized conducting pads from 
the “puck”. With the equipment employed at UCM, the four electrical contacts were 
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made on the surface of the sample by silver evaporation, and then connected to 50 
μm–size copper wires with silver paste, as shown in Fig. 2.11(c). 
       
Figure 2.11 Van der Pauw configuration for (a) temperature–dependent resistivity 
measurements (I states for the applied intensity). Panel (b) shows a photograph of three 
samples mounted in a “puck” to be measured in the PPMS, and panel (c) a photograph of the 
sample disposition for measuring with the equipment used at UCM. 
As can be seen in Fig. 2.11(b), whenever possible (e.g., when large 2” Si 
wafers are used), the substrates are previously cut, so roughly square samples are 
obtained. In such a case, for homogeneous samples RAB,CD ≈ RBC, DA and it holds: 




where R = (RAB,CD + RBC, DA)/2 and t is the film thickness. 
This procedure markedly simplifies the resistance to resistivity conversion. 
When this approximation cannot be made (for 5 x 8 mm TiO2 and SnO2 substrates), a 
mathematical software is needed to perform such conversion (see Appendix B). In this 
dissertation, Mathematica software was used with the assistance of a code written by 
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2.7. Magnetic Characterization 
2.7.1. Superconducting QUantum Interference Device (SQUID) 
The magnetic characterization of the samples was systematically performed in 
a SQUID (superconducting quantum interference device) MPMS XL (5 T) 
magnetometer from Quantum Design at Servicio de Medidas Físicas at University of 
Zaragoza. 
Methodically, a “magnet reset” was performed before introducing the samples 
in the device in order to remove the possible magnetic flux trapped in the 
superconducting magnet windings. Then, two different modes were used to carry out 
the measurements: “no–overshoot” and “hysteresis”. The no–overshoot mode is more 
precise but much slower than the hysteresis mode, being the latter more suitable for 
measuring samples with large magnetic moment [127]. All the measurements were 
carried out in the RSO option (4 cm of sample movement and 1 Hz of repetition 
frequency) and DC mode. 
Two types of measurements were recorded: temperature–dependent, M(T), 
and field–dependent, M(H). For the M(T) curves, commonly a zero–field–cooled 
(ZFC) measurement is first carried out, where the sample is cooled down to 5 K in the 
absence of a magnetic field, and a constant magnetic field (typically 1 kOe) is applied 
during the warm up scan. Secondly, in the field–cooled (FC) measurement, the sample 
is again cooled down to 5 K, but now in the presence of a constant magnetic field, and 
a warm up scan is performed also with the same applied field. Regarding the M(H) 
loops, the sample is subjected to a magnetic field cycling typically from 50 kOe to -50 
kOe at a particular temperature (usually 5 and 300 K). For low temperatures, the 
samples were zero–field–cooled before carrying out any measurement. 
When measuring a thin film, the sample is ideally placed inside a straw as 
shown in Fig. 2.12(a). Nevertheless, when the sample is not big enough to be placed in 
the straw without falling, it is introduced inside a gelatin capsule (employed for 
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measuring powder samples), as shown in Fig. 2.12(b). Additionally, for measuring the 
magnetic response with the magnetic field applied in the out–of–plane direction, the 
sample is placed between the ends of two straws and wrapped up by another straw 
attached with Kapton tape to the first ones, as exposed in Fig. 2.12(c). 
   
Figure 2.12 Different sample configurations employed for measuring thin films in the SQUID 
magnetometer, as explained in the main text. 
It is of crucial importance to very carefully manipulate low–magnetization 
samples [128], as it is the case of most of the samples in this dissertation. One of the 
mean contamination sources which might introduce spurious effects in magnetization 
measurements is the use of metallic tools (tweezers, awls, blades, etc.). These objects 
can introduce Fe micro–impurities and mask the actual sample signal. As an example, 
in Fig. 2.13, two M(H) cycles measured on identical Si substrates are compared. In the 
first one, no metallic tools were used during the process, while for the second substrate 
an awl was employed to make small holes in the straw to prevent the film from falling. 
The first measurement shows a typical diamagnetic signal with a slope of -6.9x10-9 
emu/cm
2
Oe. However, in the second substrate a clear ferromagnetic component 
appears over the same diamagnetic signal. This fact proves that Fe micro–particles 
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Figure 2.13 M(H) cycles on Si substrates without external spurious contributions (solid 
symbols) and with impurities from an awl (open symbols). 
In addition, not only is a careful manipulation needed, but also a careful data 
analysis. More specifically, in the magnetization measurements carried out in the IrO2 
films, to obtain the IrO2–layer magnetization (MIrO2) the background contribution, 
defined as Mbck = Mcapsule + Msubstrate, must be subtracted. In general, this is a 
straightforward procedure, but it may become complicated in some situations when 
small magnetic signals are expected, as for the case of IrO2 thin films. In such cases, 
the main spurious or unwanted contributions must be identified in order to discern 
them from any magnetic signal coming from the deposited layer. 
Ideally, the substrates should be measured before and after depositing the IrO2 
layer and employing the same capsule (when necessary) to correctly remove Mbck. 
Nevertheless, the dependence on external equipment, the fact that sometimes the 
capsule breaks, and that measuring the substrates before depositing the IrO2 layer 
would probably mess up the surface, prevents from doing so. Therefore, the 
differences among using different gelatin capsules and substrates must be taken into 
account. Additionally, other unwanted effects might come from the electronic noise 
of the SQUID magnetometer, due to, for instance, the use of different measuring 
modes. Thus, several backgrounds were measured under diverse conditions with a 
view to obtaining an estimation of the error bar when determining MIrO2. 
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The M(H) curves measured in three different empty gelatin capsules are 
depicted in Fig. 2.14(a). A diamagnetic signal is observed in the three of them with a 
maximum difference of 0.8x10-4 emu at the maximum applied magnetic field (Mmax). 
Taking the typical ~5 x 8 mm–size of our samples, this is translated into a maximum 
indetermination of 2.0x10-4 emu/cm2 when obtaining the IrO2 maximum 
magnetization (Mmax, IrO2). In view of this, to remove such contribution (if possible) it 
is better to use a second straw as in Ref. [129] to perform the measurements. 
Fig. 2.14(b) shows the M(H) curves measured in three different Si substrates 
(without capsule). The three of them show a similar diamagnetic response with slight 




Similarly, Fig. 2.14(c) shows the M(H) curves measured on TiO2 substrates for three 
different growing orientations (capsule included). The signal recorded in all the cases 
presented again a diamagnetic behavior. If the three different substrates are compared 
at Mmax, a maximum difference of 2.1x10
-4
 emu/cm
2 is observed between them. 
As a representation, Fig. 2.14(d) compares the same TiO2(100) substrate 
measured using consecutively the two measuring modes mentioned above. Such 
substrate was also measured on two different days, labeled as (1) and (2). 
Additionally, another TiO2(100) substrate, labeled as (3), is also represented in order 
to illustrate the importance of the noise coming from the equipment. When both 




is observed. On the other hand, when measuring on different days (electronic noise), 
the variations are found to be around 1.4x10-4 emu/cm2. A clear artifact was recorded 
in the sample labeled as (3) at low magnetic field (see inset), and a maximum 
difference of 1.8x10-4 emu/cm2 at Mmax is observed respect to the other substrates. As 
a consequence, though the measuring mode seems not to affect much the 
measurements at high applied fields (compared to other effects), the electronic noise 
might become important. In order to minimize this error, the measurements had to be 
repeated and compared to be sure they are reproducible. 
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Figure 2.14 M(H) curves measured at 5 K in (a) three different empty gelatin capsules, (b) 
three different Si substrates, (c) TiO2 substrates with different growing orientations, and (d) 
TiO2 substrates using different measuring modes and recorded on two different days labeled as 
(1) and (2). An additional substrate (3) illustrates the importance of the electronic noise. Panels 
(e) and (f) show Si and TiO2(100) substrates with diamagnetic contribution removed. 
Finally, the presence of magnetic impurities in the substrates must also be 
taken into account. If the diamagnetic slope is subtracted in the M(H) curves of the Si 
substrates, a small soft ferromagnetic impurity is observed (Fig. 2.14(e)). This signal 




 and a coercive field of ~700 
Oe. In this sense, A. Singh et al. [130] already found Fe and Cu micro–impurities in 
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silicon wafers by synchrotron techniques with a concentration of both elements in the 
order of 10-8 at./cm2, probably being responsible for these loops. Similarly, in the TiO2 
substrates a paramagnetic–like impurity is revealed (Fig. 2.14(f)), possibly due to Ti3+ 
centers [131]. Here, a maximum magnetization of ~1.5x10-4 emu/cm2 is measured. 
In view of this, it can be concluded that the error introduced by the unwanted 
or uncontrolled effects are in the order of ~2.5x10-4 emu/cm2. This means that a 
magnetic signal from the IrO2 layer smaller than such value cannot be considered 
reliable. In addition to this uncertainty, careful attention must be paid to properly 
interpret the origin of possible small hysteresis loops. Along this work special 
attention was also paid to avoid/correct other possible sources of experimental errors 
as those reported in Refs. [128, 129, 132]. 
2.7.2. X–Ray Magnetic Circular Dichroism (XMCD) 
The X–ray magnetic circular dichroism (XMCD) is a powerful tool for 
studying magnetic materials, capable of providing element and shell specific 
information about orbital and spin magnetic moments [133, 134]. In order to gain a 
deeper insight into the magnetic properties of the samples, and in particular about the 
orbital and spin magnetic moments of Ir in the different scenarios probed, XMCD 
spectra were recorded on selected films. 
The experiments were carried out at 4–ID–D beamline at Advanced Photon 
Source (Chicago). XMCD spectra were recorded in fluorescence mode at 10 K and 
under an applied magnetic field of 35 or 50 kOe. Since the main interest lies on the 
magnetic state of the Ir (5d) band, XMCD spectra were recorded at the Ir L2, 3 edges 
(2p → 5d transitions). Additionally, the Cr K edge (1s → 4p transition) was also 
measured. Note that the K edge provides magnetic information of the d states 
indirectly through the 3d–4p hybridization. In order to remove spurious signals in the 
XMCD spectra, the scans were collected for the two directions of the applied magnetic 
field, i.e., along and opposite the direction of the beam propagation. Undulator 
radiation was monochromatized with double Si(111) crystals and its polarization 
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converted from linear to circular with a diamond quarter–wave plate operated in Bragg 
transmission geometry. XMCD was measured by switching X–ray helicity and 
detecting the related modulation in absorption coefficient with a lock–in amplifier. 
The orbital (ml) and spin (ms) magnetic moments of the Ir atom were 
determined from the magneto–optical sum rules derived by B. T. Thole et al. [135] and 





















As shown in Chapter 1, small structural changes in iridates can lead to vastly 
different electrical and magnetic responses [56, 65, 67, 72, 73, 76, 82, 83, 87]. 
Therefore, being able to grow IrO2 with diverse structure might be crucial for 
tuning the macroscopic properties of this material. 
Up to now, IrO2 has been deposited by a variety of methods, including 
reactive sputtering [137–142], laser ablation [143], pulsed laser deposition [144–146], 
sol–gel [147], electrochemical deposition [148, 149], chemical vapor deposition [150] 
or molecular beam epitaxy [56]. The film characteristics, such as thickness, porosity, 
roughness, crystallinity or chemical composition have been found to rely much on the 
exact process conditions for each of these techniques. Unfortunately, the available 
literature reporting how the structure of the films depends on the growing conditions is 
relatively scarce, unsystematic, and in some cases, contradictory. As a consequence, a 
systematic work to understand the links between growing conditions and 
structure of the resulting film is required. 
The work presented along this chapter focusses on the synthesis of IrO2 thin 
films deposited by means of three different techniques, namely: reactive magnetron 
sputtering (RMS), high O2 pressure sputtering (HPS), and pulsed laser deposition 
(PLD). Regarding the RMS, the films were grown in our recently mounted sputtering 
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chamber. This enabled us to perform a systematic study about the influence of a wide 
range of sputtering deposition and annealing parameters on the thin film 
microstructure that barely exists in the literature. From such study, it was possible to 
grow IrO2 thin films with relevant microstructural differences in a controlled manner 
(section 3.2). On the other hand, the synthesis of IrO2 films by HPS and PLD, shown 
in sections 3.3 and 3.4, respectively, did not aim at growing films with different 
microstructure, but epitaxial films with the highest crystallographic quality to compare 
with those previously synthesized. 
3.2. Reactive Magnetron Sputtering (RMS) 
Fig. 3.1 schematizes the correlations between the synthesis conditions 
(growing and annealing) and the structural properties of the IrO2 thin films which have 
been studied. Within the growing conditions, the sputtering power (supplied by a DC 
source)1 and the Ar flux were increased from the lowest values at which the plasma 
could be sustained, namely: ~4 W and 10 ml Ar/min, respectively. The O2 flux was 
varied according to the typical oxygen mixing ratios found in the literature (~10–30% 
range) [140–142], being 2 ml/min the lowest O2 flux which can be supplied by the 
mass flow controller. As for the samples grown at high temperatures, the substrate 
temperature, Ts, was increased until metallic Ir was formed [151]. On the other hand, 
for finding the optimal annealing conditions, the annealing temperature, Tann, was 
progressively increased up to the temperature at which volatile IrO3 was formed [143]. 
Moreover, oxidizing and reducing atmospheres were probed. In general, Si(100) 
substrates have been used to carry out this study, but also the effect of growing a few 
selected films on substrates with the same structure than IrO2 (rutile–like) was probed. 
Besides, the effect of quenching some selected samples was also considered. The 
results from these studies are included in Appendix C. 
                                                     
1 For the sake of completeness several series of samples were also grown by a RF source. In all 
the cases the structural quality (roughness, crystallinity, density, etc.) was worse and their 
study has not been included here. 














Figure 3.1 Scheme of parameters varied in the synthesis of IrO2 thin films by RMS deposition 
and structural characteristics studied. 
Concerning the structural characteristics, the films were first grown at RT with 
the main goal of having a good control over the thickness of the deposited layer (in 
other words, the deposition rate, DR) and to gain knowledge about the film density 
and surface roughness. Then, the crystallinity of several ~100 nm–thick samples was 
compared in terms of texture, grain size (GS), lattice parameters and presence of 
secondary phases (metallic Ir). For that to be possible, the films were either annealed 
or grown at high temperatures. Note that, as illustrated in Fig. 3.2, the as–grown 
samples at RT showed an amorphous–like diffractogram only exhibiting the broad 
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feature at 2θ ≈ 34º typical of IrO2 [140, 143, 144]. Henceforth, all the diffraction 
patterns displayed (for samples grown at RT) correspond to annealed samples. 
 
Figure 3.2 Representative diffractograms of an as–grown IrO2 film at RT and commercial 
powder IrO2 (Sigma Aldrich, 99.9% purity). The diffractograms are vertically shifted for the 
sake of clarity. 
As one might expect, the amount of samples compared along this section is 
considerable in number. For the sake of making simpler this comparison, Table 3.1 is 
given as a compilation of the parameters employed for growing and annealing (if 
applied) each IrO2 film. The main structural characteristics determined by X–ray 
reflectivity (XRR) and X–ray diffraction (XRD) are also included. As mention in 
Chapter 2, a precise quantitative analysis for the surface roughness could not be 
performed by XRR, and hence, the analysis of such parameter has been carried out in 
a more qualitative way. 
It is noted that only the trends should be considered and not the absolute 
values of each growing parameter which are given throughout the chapter. The exact 
optimal values depend on the equipment and must be checked periodically as they 
may depend on other factors such as the target thickness, the materials deposited on 
the walls of the chamber, the performance of the magnetrons, etc. 
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Table 3.1: Synthesis parameters for IrO2 films using different sputtering powers, Ar and O2 fluxes, and substrate temperatures (Ts); as well as different 
annealing temperatures (Tann) and atmospheres. The layer thickness (t) and film density are extracted from the XRR curves. The preferred orientation (in 
terms of the Pref. parameter, explained in section 2.4.1), grain size (GS), lattice parameters with their difference respect to bulk IrO2 (ɛa and ɛc), and 































IO_01 3.8 10 2.0 RT – – 44.8 10.0        
IO_02 6.0 10 2.0 RT – – 66.3 10.7        
IO_03 8.0 10 2.0 RT – – 85.6 11.2        
IO_04 3.9 10 3.0 RT – – 47.8 9.9        
IO_05 5.8 10 3.0 RT – – 67.5 10.3        
IO_06 8.2 10 3.0 RT – – 93.2 10.7        
IO_07 3.8 10 5.0 RT – – 50.4 9.5        
IO_08 5.9 10 5.0 RT – – 71.9 9.9        
IO_09 8.2 10 5.0 RT – – 98.2 10.0        
IO_10 3.6 11 2.0 RT – – 45.8 10.3        
IO_11 3.6 12 2.0 RT – – 48.7 10.3        
IO_12 3.5 13 2.0 RT – – 43.3 10.2        
IO_13 3.6 12 2.0 RT 600 O2 98.1 11.2 0.97 8 4.500 0.0 3.152 -0.3 0.5 
IO_14 5.9 12 2.0 RT 600 O2 136.4 11.6 0.60 29 4.486 -0.3 3.127 -1.0 2.0 
IO_15 7.9 12 2.0 RT 600 O2 106.7 10.9 0.46 30 4.494 -0.1 3.128 -1.0 2.6 
IO_16 7.9 12 2.0 RT 600 Air 107.3 11.1 0.63 24 4.487 -0.3 3.126 -1.1 2.5 






























IO_17 21.5 12 2.0 RT 600 Air 91.9 11.6 0.91 16 4.508 0.2 3.152 -0.3 43.3 
IO_18 3.8 10 2.0 RT 600 Air 91.8 10.8 0.88 9 4.490 -0.2 3.138 -0.7 2.6 
IO_19 5.9 10 2.0 RT 600 O2 101.9 10.7 0.58 20 4.495 -0.1 3.131 -0.9 9.1 
IO_20 8.1 10 2.0 RT – – 107.5 10.7        
IO_21 8.1 10 2.0 RT 400 Air 97.8 11.0 0.54 27 4.492 -0.2 3.115 -1.4 6.3 
IO_22 8.1 10 2.0 RT 500 Air 104.2 11.0 0.54 26 4.491 -0.2 3.118 -1.3 4.9 
IO_23 8.1 10 2.0 RT 600 Air 98.7 11.1 0.54 29 4.491 -0.2 3.128 -1.0 14.0 
IO_24 8.1 10 2.0 RT 600 O2 101.5 10.9 0.55 33 4.492 -0.2 3.130 -0.9 9.4 
IO_25 8.1 10 2.0 RT 600 Ar 100.0 10.9 0.70 24 4.480 -0.4 3.127 -1.0 16.8 
IO_26 8.1 10 2.0 RT 700 Air 100.3 10.8 0.54 33 4.501 0.0 3.147 -0.4 22.1 
IO_27 8.1 10 2.0 RT 800 Air – – – – – – – – – 
IO_28 3.7 10 5.0 RT 600 Air 92.7 10.3 0.94 11 4.498 0.0 3.147 -0.4 0.4 
IO_29 5.8 10 5.0 RT 600 O2 147.6 9.6 0.98 12 4.493 -0.2 3.145 -0.5 0.1 
IO_30 8.1 10 5.0 RT 600 O2 96.3 10.6 0.89 9 4.500 0.0 3.145 -0.5 0.2 
IO_31 7.9 11 2.0 RT 600 Air 102.5 11.2 0.58 32 4.492 -0.2 3.127 -1.0 4.5 
IO_32 7.9 13 2.0 RT 600 Air 106.5 11.0 0.64 18 4.490 -0.2 3.127 -1.0 1.2 
IO_33 3.7 11 2.0 RT 600 Air 91.3 10.5 0.86 10 4.495 -0.1 3.143 -0.5 0.0 
IO_34 3.5 13 2.0 RT 600 Air 95.9 10.7 0.91 11 4.496 -0.1 3.138 -0.7 0.8 
IO_35 3.7 10 3.5 RT 600 Air 88.2 10.4 0.86 10 4.495 -0.1 3.143 -0.5 1.2 
IO_36 3.6 12 5.0 RT – – 87.1 9.8        
IO_37 3.6 12 5.0 RT 400 Air 88.1 10.0 1.03 6 4.494 -0.2 3.120 -1.3 0.0 






























IO_38 3.6 12 5.0 RT 500 Air 85.6 10.2 1.11 8 4.496 -0.1 3.137 -0.7 0.0 
IO_39 3.6 12 5.0 RT 600 Air 80.5 10.3 1.01 10 4.499 0.0 3.146 -0.4 0.0 
IO_40 3.6 12 5.0 RT 600 O2 80.5 10.8 1.04 10 4.500 0.0 3.147 -0.4 0.2 
IO_41 3.6 12 5.0 RT 600 Ar 75.8 10.2 0.96 8 4.496 -0.1 3.142 -0.6 0.0 
IO_42 3.6 12 5.0 RT 700 Air 79.7 9.7 1.01 13 4.497 -0.1 3.148 -0.4 0.1 
IO_43 3.6 12 5.0 RT 800 Air – – – – – – – – – 
IO_44 8.2 10 2.5 RT 600 Air 105.3 11.6 0.83 11 4.494 -0.1 3.134 -0.8 1.7 
IO_45 8.1 10 2.8 RT 600 Air 106.4 11.5 1.00 10 4.491 -0.2 3.140 -0.6 0.6 
IO_46 8.1 10 3.5 RT 600 O2 104.9 11.1 0.87 10 4.494 -0.1 3.146 -0.4 1.0 
IO_47 7.8 13 2.0 200 – – 108.5 11.5 – 8 – – – – – 
IO_48 7.7 13 2.0 300 – – 106.0 11.7 0.41 13 4.558 1.3 3.141 -0.6 0.0 
IO_49 7.7 13 2.0 400 – – 104.4 11.8 0.46 16 4.576 1.7 3.159 0.0 0.0 
IO_50 7.7 13 2.0 450 – – 80.0 11.7 0.56 14 4.553 1.2 3.160 0.0 11.02
IO_51 7.7 13 2.0 500 – – 40.2 22.5 – – – – – – 100.0
IO_52 7.7 13 4.0 500 – – 37.7 21.8 0.82 9 4.504 0.1 3.156 -0.1 76.2 
IO_53 7.4 13 13.0 500 – – 71.7 11.8 0.37 15 4.523 0.5 3.151 -0.3 5.6 
The error bar for the thickness and density measured by XRR was established at 0.5% and 4.0%, respectively, according to the research in Ref. [152]. 
The error bar in the parameters determined by XRD is shown in the comparisons made below. No convergence was found during Rietveld refining 
neither the sample grown at 200 ºC nor those annealed at 800 ºC, and no further information could be obtained with this technique from these samples.
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3.2.1. Sputtering Power 
When first films are synthesized with a new sputtering equipment, one of the 
most important parameters to be controlled is the output power, since critical 
properties such as DR or film density strongly depend on it. These parameters are 
easily determined from XRR experiments. Thus, Fig. 3.3(a) shows the XRR curves 
measured in three representative samples grown at different sputtering powers. It can 
be seen that, the higher the sputtering power, the higher number of oscillations in the 
same 2θ range, indicative of an increasing DR. On the other hand, a very small shift in 
the position of the critical angle, θc, towards greater 2θ values can be discerned as the 
sputtering power is increased, indicating a slightly greater film density at higher 
powers. Finally, a similar curve decay is observed in the three samples, which implies 
a comparable surface roughness regardless of the sputtering power. 
 
Figure 3.3 (a) Representative XRR curves measured in samples grown with different 
sputtering power for the same deposition time (30’). The curves are vertically shifted for 
clarity. Panels (b) and (c) show the dependence of DR and density with the sputtering power 
for three different O2 fluxes. Dashed lines represent linear fits and dotted line in panel (c) is a 
reference for IrO2 nominal density. Data correspond to the IO_01–09 samples in Table 3.1. 
Precise information about the dependences of DR and density on the 
sputtering power was obtained by fitting the XRR curves. The DR (Fig. 3.3(b)) shows 
a linear increment with the sputtering power with a slope almost independent of the O2 
flux (~0.35 nm/minW). The film density (Fig. 3.3(c)) is in all the cases lower than the 
nominal one and also shows a linear increment with the sputtering power, though with 
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a more oxygen–dependent slope. Finally, a very small surface roughness (< 0.3 nm) is 
obtained regardless of the sputtering power. 
The effect of the sputtering power on the sample crystallinity is reflected in 
Figs. 3.4(a) and 3.4(b), where the diffractograms of four different ~100 nm–thick 
films grown at 4, 6, 8 and 21 W, are compared. The diffraction patterns in Fig. 3.4(a) 
reveal a polycrystalline structure with well–defined diffraction peaks corresponding to 
the (110), (101), (200), (211), and (220) peaks of the rutile IrO2 pattern, as those 
observed in bulk IrO2 in Fig. 3.2. Moreover, it can be seen how the relative intensity 
of the (110) peak progressively increases with the sputtering power and the diffraction 
peaks become narrower. This indicates an increasing preferred orientation along 
such direction, as well as a greater GS, respectively. Regarding the lattice 
parameters, no clear dependence on the sputtering power can be inferred from the 
position of the diffraction peaks. However, a small shift in the Bragg positions 
towards greater angles (relative to those of bulk IrO2) can be discerned for P = 6 and 8 
W in all the visible peaks but in (110) and (220). This suggests slightly smaller values 
of the c parameter. Taking for instance the (101) reflection, a shift in 2θ around 0.2º 
respect to bulk IrO2 is observed. Using Bragg’s law and considering a = 4.50 Å (bulk 
value), such shift corresponds to a decrement in the c parameter around 0.03 Å. 
In the diffractogram of the film grown with the highest sputtering power (21 
W), two additional peaks at 2θ = 40.7º (111) and 2θ = 47.4º (200) identified as 
metallic Ir phase are clearly visible (Fig. 3.4(b)). On the other samples no secondary 
phase can be discerned. However, note that the (111) Ir–peak is located very close to 
the (200) IrO2–peak (2θ = 40.2º) and it could be, either overlapped for small metallic 
Ir percentages, and/or confused with a peak displacement. 
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Figure 3.4 Representative diffractograms of ~100 nm–thick samples grown with (a) different 
and relatively low sputtering powers (from 4 to 8 W) and (b) with relatively high power (21 
W). Dashed lines mark the diffraction peak positions of powder IrO2. The diffractograms are 
vertically shifted for the sake of clarity. *Metallic Ir peaks. Data correspond to the IO_13–15, 
17 samples in Table 3.1. 
To obtain more precise information about the trends in the structural 
parameters mentioned above with the sputtering power, the diffractograms were 
Rietveld refined. The results from such refinements are given in Fig. 3.5. As for the 
preferred orientation, represented in Fig. 3.5(a), the refinements confirm that the 
samples become more textured along (110) when increasing the sputtering power. 
Similarly, it can be seen in Fig. 3.5(b) that the GS increases with the power. 
Nevertheless, the GS seems to be mainly dependent on whether the film is textured or 
not. In non–textured samples, a roughly constant GS ≈ 10 nm is obtained, while in 
textured samples the GS is found to be between 20 and 30 nm. Regarding the lattice 
parameters, represented in Fig. 3.5(c), no clear tendencies to increase or decrease 
when varying the sputtering power can be extracted, though a slightly smaller c 
parameter can be inferred as the sputtering power is increased. The refinements agree 
well with the estimation made above using the Bragg’s law, obtaining in all the cases 
slightly smaller lattice parameters than those of bulk IrO2, especially along c. The 
differences relative to the bulk values are given in Table 3.1 in terms of a strain 
parameter defined as follows: 
ɛ % ∗ 100 
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Figure 3.5 Influence of the sputtering power on the (a) preferred orientation, (b) GS, (c) lattice 
parameters, and (d) metallic phase concentration. Dashed lines are drawn in panel (a) as 
reference for Pref. = 1 (non–textured) and in panel (c) as references for the lattice parameters 
of powder IrO2. Dotted lines are drawn as guides to the eye. Panel (e) shows a comparison of 
the Rietveld refinement for the IO_13 sample in the region from 2θ = 38–43º, depending on 
whether metallic Ir is included (0.5%) or not (RBragg parameter improves from 8.6 to 6.4%). 
Data correspond to IO_13–15, 18, 19, 23, 28–30 samples in Table 3.1. For clarity the sample 
grown at the highest power (21 W, IO_17) has not been included in the figure. 
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Thus, the values of ɛ obtained for these samples are between 0.0 and -0.3% in 
a and b, and between -0.3% and -1.0% in c. Note that there is a compressive strain in 
all the cases. Finally, as observed in Fig. 3.5(d), the metallic Ir phase is present in the 
majority of the samples, increasing almost linearly with the sputtering power. 
Additionally, the refinements indicate that the metallic phase grows preferentially 
along the (111) direction. This fact is actually what makes it not discernible directly 
over the diffractograms, since the expected (200) Ir–peak at 2θ ≈ 47º is practically 
hidden and the (111) Ir–peak (2θ ≈ 40.7º) overlaps with the (200) IrO2–peak (2θ ≈ 
40.2º) (see Fig. 3.4(b)). Despite of that, the refinements are markedly improved after 
including the metallic phase, even for atomic percentages of Ir lower than 1%. As an 
example, Fig. 3.5(e) compares a detailed region around 2θ = 40º with the refinements 
performed using a single phase (IrO2) or a phase mixture (Ir + IrO2) in a sample with 
0.5 at.% Ir (IO_13) according to the refinements. 
Returning to the analysis of the film density differences, taking for instance 
the IO_13 sample (P = 4 W), a metallic Ir content of 0.5% would imply a film density 
of 11.7 g/cm3. This is in contrast with the value of 11.2 g/cm3 determined from XRR 
experiments. In order to explain such difference (~4.5%) between the estimated and 
experimental values, the effect of porosity must also be considered. If the same 
calculations are now performed in the IO_15 sample (P = 8 W), a difference of around 
2% is observed between the estimated and experimental density. This fact suggests 
that, the higher the sputtering power, the lower porosity. 
Further confirmation of this trend is observed in the cross–sectional TEM 
images displayed in Figs. 3.6(a) and 3.6(b), recorded in representative as–grown 
samples synthesized at 4 W and 8 W, respectively. These images show that the sample 
grown at 4 W is more porous and inhomogeneous than that grown at 8 W. As the 
pictures correspond to amorphous samples, the different gray scales cannot be 
associated to different crystal orientations. Besides, no other IrOx phase than IrO2 is 
known. Therefore, the whitish areas in Fig. 3.6(a) (marked with arrows) can be 
associated to porosity, which agrees well with the less density observed in the 
samples grown at lower sputtering powers and with the calculations made above. 
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Figure 3.6 Illustrative TEM images taken in representative as–grown samples deposited (a) at 
P = 4 W, IO_04; and (b) at P = 8 W, IO_03. 
The results obtained in this subsection, summarized in Table 3.2, can be 
explained in terms of atom mobility: at higher sputtering powers the bombarding ions 
have higher kinetic energy, and due to momentum transfer, the target atoms are more 
easily sputtered out, increasing thereby the DR. Similarly, at higher sputtering powers 
the ejected atoms also obtain more kinetic energy for surface diffusion when they 
arrive at the substrate, leading to less porous films (greater density). This fact also 
increases the probability of the atoms to reach equilibrium positions ((110) is the 
lowest energy plane for IrO2 [153]), thus improving the film crystallinity (texture and 
GS) [154]. On the other hand, the more atoms ejected from the target, the more O2 
needed to oxidize them all, and hence, for a given atmosphere the percentage of 
metallic Ir in the film tends to increase. Finally, changing the sputtering power does 
not have any significant effect neither on the surface roughness nor on the lattice 
parameters, although smaller values than those measured in powder IrO2 are 
observed, especially along c. 
Table 3.2: Summary of the effects of increasing the sputtering power on the properties of IrO2 
thin films. Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
P (↑) ↑ ↑ ~ ↑ ~ ↑ 
5 nm 5 nm
(a) (b) 
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3.2.2. Argon Flux 
Several series of films were grown under different Ar fluxes to study its effect 
on the structure of IrO2 films. As shown in Figs. 3.7(b) and 3.7(c), the DR is mainly 
independent on the Ar flux and the density slightly decreases. As for the surface 
roughness, the XRR curve decay is more pronounced as the Ar flux is increased (Fig. 
3.7(a)), indicative of greater roughness. Indeed, the fits indicate an increment in the 
surface roughness from < 0.3 nm for 10 ml Ar/min, up to ~1.0 nm for 13 ml Ar/min. 
 
Figure 3.7 (a) XRR curves measured in representative samples grown with different Ar fluxes 
for the same deposition time (30’). The curves are vertically shifted for clarity. Panels (b) and 
(c) show the dependence of the DR and density with the Ar flux, respectively. Dashed lines are 
guides to eye and dotted line in panel (c) is a reference for the IrO2 nominal density. The 
results have been conveniently normalized to remove the dependence with the power.2 Data 
correspond to the IO_01, 10–12, 16, 23, 31, 32 samples in Table 3.1. 
The diffractograms obtained in representative samples grown under different 
Ar fluxes are shown in Figs. 3.8(a) and 3.8(b) for a sputtering power of 4 and 8 W, 
respectively. The results from the Rietveld analyses are displayed in Figs. 3.8(c)–(f), 
where two additional samples grown at 6 W are also included for completeness. 
Regarding the preferred orientation, the trends in Fig. 3.8(c) indicate that the texture 
is slightly lost as the Ar flux is increased. 
                                                     
2 As mentioned in section 2.1.2, small differences in the output power are obtained. Using the 
expressions in Fig. 3, the output power is normalized to 4 or 8 W, as appropriate. 
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Figure 3.8 Diffractograms of ~100 nm–thick samples grown using different Ar fluxes for (a) P 
= 4 W and (b) P = 8 W. Dashed guidelines mark the diffraction peak positions of powder IrO2. 
*Substrate peak removed for clarity. The diffractograms are vertically shifted for the sake of 
clarity. Panels (c)–(f) show the influence of the Ar flux on the preferred orientation, GS, lattice 
parameters, and metallic phase concentration, respectively. Dashed lines are drawn in panel (c) 
as reference for Pref. = 1 (non–textured) and in panel (e) as references for the lattice 
parameters of powder IrO2. Dotted lines are guides to the eye. Data correspond to the IO_13, 
14, 16, 18, 19, 23, 31–34 samples in Table 3.1. 
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As for the GS in Fig. 3.8(d), in non–textured samples it is found to be around 
10 nm irrespective of the Ar flux. On the contrary, for textured samples (i.e., the 
samples grown at higher powers) the trend in Fig. 3.8(d) indicates that the increment 
of the Ar flux reduces the GS (note that the sample grown at 6 W and 12 ml Ar/min 
has a greater thickness, hence its greater GS). As far as the lattice parameters are 
concerned, a clear dependence with the Ar flux is not detected within the probed range 
(Fig. 3.8(e)). Again, smaller lattice parameters than those of bulk IrO2 are found: ɛa 
remains between 0.0 and -0.3%, and ɛc between -0.3 and -1.4%. Differently, the 
presence of metallic Ir within the film is importantly affected by the Ar flux. As 
shown in Fig. 3.8(f), there is a drastic reduction of the metallic phase percentage as the 
Ar flux is increased. In the sample series grown at 8 W, the metallic Ir percentage is 
reduced from ~14% when using 10 ml Ar/min, to ~1% when using 13 ml Ar/min. 
Some of these trends were further confirmed by microscopy techniques. Fig. 
3.9 compares surface FE–SEM images recorded in samples grown under different Ar 
fluxes. It can be seen that the sample grown with 10 ml Ar/min (Fig. 3.9 (a)) presents 
a smoother surface and greater GS respect to the sample grown with 13 ml/min (Fig. 
3.9(b)). Moreover, from these images it can be seen that the GS is not homogeneous, 
with crystallite sizes ranging from a few nanometers up to ~200 nm in the sample 
grown with 10 ml/min, and up to ~100 nm in the sample grown with 13 ml/min. 
  
Figure 3.9 Illustrative FE–SEM images recorded in samples grown under different Ar fluxes: 
(a) 10 ml Ar/min (IO_23) and (b) 13 ml Ar/min (IO_32). 
The remarkable difference between the average (out–of–plane) crystallite size 
determined from XRD and the GS observed in the surface SEM images confirms the 
200 nm 200 nm
(a) (b) 
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platy–like shape of the grains, in agreement with the values of the Pref. parameter (< 
1) obtained from XRD. 
The trends observed in the structural parameters of the IrO2 films when 
increasing the Ar flux, summarized in Table 3.3, can be explained as follows: greater 
Ar fluxes increase the ion bombardment on the target surface. This boosts more target 
atoms to be ejected, but, at the same time, increases the atomic collisions, thus 
resulting in an essentially constant DR. These collisions also reduce the kinetic energy 
of the atoms when they arrive at the substrate surface, increasing the film porosity 
(less density) and the surface roughness [155–157]. The loss of kinetic energy also 
hinders the Ir atoms from reaching equilibrium positions. This causes the texture (if 
textured) to be slightly lost and the GS progressively decreases (worse crystallinity). 
Nevertheless, the advantage of increasing the atomic collisions is an enhanced 
probability of the Ir atoms to interact with the reactive gas (O2). This leads to a drastic 
reduction in the metallic phase percentage within the film when increasing the Ar 
flux. 
Table 3.3: Summary of the effects of increasing the Ar flux on the properties of IrO2 thin 
films. Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
Ar (↑) ~ ↓ ↑ ↓ ~ ↓ 
3.2.3. Oxygen Flux 
To study the influence of the O2 flux in the DR, density and surface 
roughness, XRR curves (Fig. 3.10(a)) were recorded on samples synthesized using 
different O2 fluxes for a given sputtering power (4, 6 or 8 W). It can be seen in Fig. 
3.10(b) that the DR slightly increases with the O2 flux, with a variation smaller than 
10% in the probed range. This is somehow an unusual result, as typically more oxygen 
is translated into lower DRs [158–161]. As for the film density, it decreases almost 
linearly with the O2 flux (Fig. 3.10(c)). Finally, the faster decay rate of the XRR 
curves for greater O2 fluxes indicates greater surface roughness. Despite of that, the 
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deposited films still have a good surface quality, since the fittings indicate a surface 
roughness < 0.3 nm in these samples. 
 
Figure 3.10 (a) XRR curves measured in representative samples grown with different O2 
fluxes for the same deposition time (30’). The curves are vertically shifted for clarity. Panels 
(b) and (c) show the dependence of the DR and density with the O2 flux, respectively. Dashed 
lines represent linear fits and dotted line in panel (c) is a reference for the IrO2 nominal density. 
The results have been conveniently normalized to remove the dependence with the power 
(explained in section 3.2.2). Data correspond to the IO_01–09 samples in Table 3.1. 
The diffractograms measured in representative samples grown under different 
O2 fluxes are given in Figs. 3.11(a) and 3.11(b) for a sputtering power of 4 and 8 W, 
respectively. The trends obtained from the Rietveld analyses are shown in Figs. 
3.11(c)–(f), where two additional samples grown at 6 W, and two samples grown at 4 
W and greater Ar flux (12 ml Ar/min), are also included for completeness. The results 
show that a substantial (110) preferred orientation is obtained only with the lowest 
O2 flux (2 ml/min) and provided P ≥ 6 W (Fig. 3.11(c)). For greater O2 fluxes the 
texture is lost regardless of the sputtering power. The drastic influence on the texture 
has a concomitant effect on the GS (Fig. 3.11(d)) [162, 163]: a relatively high GS (20–
30 nm) is obtained only with the lowest O2 flux (2 ml/min) and provided P ≥ 6 W. For 
O2 fluxes greater than 2 ml/min, all the samples show a roughly constant GS ≈ 10 nm. 
As for the lattice parameters, no dependence with the O2 flux is found (Fig. 3.11(e)). 
All the samples show lattice parameters smaller than those of bulk IrO2, being this 
difference larger for the c parameter (the values of ɛ are around -0.2% in a and b, and 
from -0.3% to -1.0% in c). 
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Figure 3.11 Diffractograms of ~100 nm–thick samples grown using different O2 fluxes for (a) 
P = 4 W and (b) P = 8 W. Dashed guidelines mark the diffraction peak positions of powder 
IrO2. The diffractograms are vertically shifted for clarity. Panels (c)–(f) show the influence of 
the O2 flux on the preferred orientation, GS, lattice parameters, and metallic phase 
concentration, respectively. Dashed lines are drawn in panel (c) as a reference for Pref. = 1 
(non–textured) and in panel (e) as references for the lattice parameters of powder IrO2. Dotted 
lines are guides to the eye. Data correspond to the IO_13, 18, 19, 23, 28–30, 35, 39, 44–46 
samples in Table 3.1. 
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Finally, the formation of metallic Ir decreases drastically as the O2 flux is 
increased (Fig. 3.11(f)). For 2 ml O2/min, the Ir content strongly depends on the 
sputtering power (already shown in section 3.2.1). For an O2 flow ≥ 2.5 ml/min the Ir 
content is in all the cases smaller than 2% regardless of the sputtering power and tends 
to decrease as the O2 flux is further increased. 
The influence of the O2 flux in the sample characteristics is summarized in 
Table 3.4. The increase of the O2 flux results in greater porosity (lower density) and 
surface roughness, and worse–crystallized samples (texture and GS). This may be 
due to bombardment of oxygen on the growing film itself [95, 164–167]. Moreover, 
the greater O2 pressure in the sputtering chamber obviously contributes to reduce the 
metallic Ir content within the film, further contributing to reduce the film density. 
Table 3.4: Summary of the effects of increasing the O2 flux on the properties of IrO2 thin 
films. Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
O2 (↑) ↑ ↓ ↑ ↓ ~ ↓ 
In view of the results obtained in sections 3.2.1, 3.2.2 and 3.2.3, it is clear that 
there are two competing trends in the synthesis of sputtered IrO2 films by RSM at RT: 
increasing the sputtering power or decreasing the gas pressure (Ar or O2) produces 
better–crystallized samples; however, both, the formation of metallic phase, as well 
as an increment in the surface roughness, are also promoted. This issue strongly limits 
the working conditions if a textured film is required. In fact, in our chamber the 
sputtering power must be set between 6 and 8 W and the Ar and O2 fluxes fixed at 13 
and 2 ml/min, respectively, to obtain polycrystalline textured samples with a 
reasonable amount of metallic Ir (< 1%) and surface roughness (< 1.5 nm). 
Nevertheless, for polycrystalline non–textured samples, there is a wide range of 
growing parameters that give rise to such microstructure with few metallic Ir and good 
roughness. This fact also allows classifying the “RT samples” into two groups: non–
textured and (110)–textured. In the first group a roughly constant GS around 10 nm is 
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obtained in all the cases, while in the second group the GS ranges from 20–30 nm 
approximately. 
3.2.4. Annealing Temperature (Tann) 
The effect of the annealing temperature (Tann) on the DR, density and surface 
roughness, is summarized in Figs. 3.12(a) and 3.12(b) (XRR curves), and in Figs. 
3.12(c) and 3.12(d) (fitted parameters), where representative samples from both 
groups, non–textured and (110)–textured, are shown.3 
 
Figure 3.12 XRR experiments carried out in representative (a) non–textured and (b) (110)–
textured samples annealed at different temperatures. The curves are vertically shifted for the 
sake of clarity. Panels (c) and (d) show the dependence of DR and density with Tann. Dashed 
lines are guides to the eye and dotted line in panel (d) is a reference for the IrO2 nominal 
density. Data correspond to the IO_20–23, 26, 27, 36–39, 42, 43 samples in Table 3.1. 
                                                     
3 As proved below, little differences are obtained when using air or oxygen atmospheres for the 
annealing treatment. Thus, the influence of Tann was studied solely using air. 
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As Tann increases, there are a slight reduction in the thickness (DR) of the 
samples and a small increase in their density, approaching that of nominal IrO2.
4 
Nevertheless, for Tann = 700 ºC there is a break on this trend and for Tann = 800 ºC no 
oscillations are observed, suggesting the formation of volatile IrO3 [143, 146]. As for 
the surface roughness, it progressively increases up to Tann = 600 ºC, where a surface 
roughness around 1.5 and 1.0 nm are found in the non–textured and (110)–textured 
samples, respectively. Then, for Tann = 700 ºC there is a rapid increment in the 
roughness of the films, as inferred for the faster decay rate of the XRR curves. 
Figs. 3.13(a) and 3.13(b) show the diffractograms obtained in representative 
non–textured and (110)–textured samples, respectively, annealed at different 
temperatures. The results from the Rietveld refinements are given in Figs. 3.13(c)–(f). 
Regarding the preferred orientation, all the samples from the first group present a 
non–textured rutile–like structure, while all the samples from the second group are 
(110)–textured. The degree of texture does not depend on Tann (Fig. 3.13(c)). On the 
contrary, the GS, represented in Fig. 3.13(d), does increase when increasing Tann in the 
400–700 ºC range, from 6 to 13 nm in the non–textured samples, and from 28 to 33 
nm in the (110)–textured samples. Above this temperature, at 800 ºC, few IrO2 was 
obtained, in agreement with the XRR experiments. On the other hand, as shown in 
Fig. 3.13(e), there is a slight increment in the lattice parameters as the annealing 
temperature is increased, becoming closer to those of powder IrO2. ɛc evolves in both 
types of samples from around -1.3% for Tann = 400 ºC to -0.4% for Tann = 700 ºC. a 
and b remain similar to powder IrO2 in all the temperature range. Finally, it can be 
seen in Fig. 3.13(b) that the formation of metallic Ir is favored at higher temperatures. 
In fact, the (111) Ir diffraction peak (2θ ≈ 40.7) is easily distinguished from the (200) 
IrO2 peak (2θ ≈ 40.2º) in the (110)–textured sample annealed at 700 ºC. More 
specifically, in Fig. 3.13(f), it can be seen that, although the metallic phase does not 
arise in the non–textured samples (Ir(%) < 0.1%), in the (110)–textured films the 
percentage of metallic Ir increases from 6 to 22% in the 400–700 ºC range. 
                                                     
4 Relative to the as–grown values, the reduction of the thickness is found to be always < 10% 
and the increase of the density < 6%. 
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Figure 3.13 XRD measurements as a function of Tann for representative (a) non–textured and 
(b) (110)–textured samples. *Si substrate. Dashed guidelines mark the diffraction peak 
positions of powder IrO2. The diffractograms are vertically shifted for the sake of clarity. 
Panels (c)–(f) show the influence of Tann on the preferred orientation, GS, lattice parameters, 
and metallic phase concentration, respectively. Dashed lines are drawn in panel (c) as reference 
for Pref. = 1 (non–textured) and in panel (e) as references for the lattice parameters of powder 
IrO2. Dotted lines are guides to the eye. Data correspond to the IO_21–23, 26, 27, 37–39, 42, 
43 samples in Table 3.1. 
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It is thus concluded (Table 3.5) that the annealing treatment produces a small 
variation in both, thickness (reduction) and density (increase), respect to the as–
grown films, which is probably due to a slight film compaction by reducing internal 
defects. Such increase in the film density is greater at higher temperatures, provided 
that Tann ≤ 600 ºC. Furthermore, the annealing process is accompanied by an 
increment of the surface roughness, which is accentuated as Tann increases. 
The recrystallization is a thermally activated process and, as the temperature is 
raised, the grain growth is favored, thus reducing the internal energy by decreasing the 
total area of grain boundaries. Thus, as Tann is increased up to 700 ºC the GS 
progressively increases and the lattice parameters approach those of bulk IrO2. On 
the other hand, the texture of the films seems not to be much affected by Tann. Finally, 
it has been seen that the formation of metallic Ir is favored at higher Tann. This, 
however, only happens when nucleation of metallic phase has been produced during 
deposition of the films, and its growth is energetically favored during annealing at the 
expense of the oxidized phase. Notwithstanding this, above 700 ºC, few IrO2 is 
obtained due to the formation of the volatile oxide phase, IrO3 [143, 146]. 
Table 3.5: Summary of the effects of the annealing temperature on the properties of IrO2 thin 
films. Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
Tann (↑) ~ ↑ ↑ ↑ ↑ ↑ 
Therefore, although the annealing treatment at 700 ºC enhances the sample 
crystallinity, the markedly worse surface roughness, the high probably of volatile IrO3 
to be formed, as well as the fact that the growth of the metallic phase is favored, 
makes Tann = 600 ºC a more appropriated annealing temperature. 
3.2.5. Annealing Atmosphere 
In order to find the optimum annealing atmosphere, representative samples 
were annealed under oxygen, air and argon (i.e., oxidizing to reducing atmospheres). 
Figs. 3.14(a) and 3.14(b) show XRR curves measured in representative non–textured 
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and (110)–textured samples, respectively, annealed under these atmospheres. The DR 
and density extracted from such curves (Figs. 3.14(c) and 3.14(d), respectively) are 
found to be mainly independent on this parameter. 
 
Figure 3.14 XRR experiments carried out in representative (a) non–textured and (b) (110)–
textured samples annealed under different atmospheres. The curves are vertically shifted for 
clarity. Panels (c) and (d) show the dependence of DR and density with the annealing 
atmosphere, respectively. Dashed lines are guides to the eye and dotted line in panel (d) is a 
reference for the IrO2 nominal density. Data correspond to the IO_23–25 and IO_39–41 
samples in Table 3.1. 
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In addition, the curve decay is also not much affected by the atmosphere, 
obtaining a roughly constant surface roughness around 1.5 nm in non–textured 
samples, and ~1.0 nm in (110)–textured samples.5 
At first sight, the recorded diffractograms seem to be independent on the 
annealing atmosphere for both, non–textured, Fig. 3.15(a), and (110)–textured 
samples, Fig. 3.15(b). Nevertheless, some small differences can be inferred. Regarding 
the preferred orientation, it is observed that the annealing atmosphere has only a 
minor effect. The non–textured samples show all similar random orientation of the 
grains regardless of the annealing atmosphere, while in textured samples the preferred 
orientation tends to be loosened when using an Ar (Fig. 3.15(c)). Similarly, it can be 
seen in Fig. 3.15(d) that there is a negligible influence of the gas in the GS of non–
textured samples (remaining around 10 nm), though for textured films the GS 
decreases from 33 to 24 nm (27% reduction) as more reducing atmosphere is used. 
The lattice parameters, represented in Fig. 3.15(e), are shown to be mainly 
independent on the atmosphere (the variations obtained are < 0.3%). Finally, as 
observed in Fig. 3.15(f), the metallic phase does not arise (≤ 0.2%) in non–textured 
samples regardless of the annealing atmosphere. On the contrary, in textured samples 
the atmosphere seems to play an important role, since the metallic phase percentage 
considerable increases as a more reducing atmosphere is used, from 9.4% in O2 up to 
16.8% in Ar. 
                                                     
5 The apparent difference observed in the profile of the textured samples is not related to the 
IrO2 films but to the substrate roughness, probably due to external contamination before 
deposition. 
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Figure 3.15 XRD measurements as a function of the annealing atmosphere for representative 
(a) non–textured and (b) (110)–textured samples. Dashed guidelines mark the diffraction peak 
positions of powder IrO2. The diffractograms are vertically shifted for the sake of clarity. 
Panels (c)–(f) show the influence of the annealing atmosphere on the preferred orientation, GS, 
lattice parameters, and metallic phase concentration, respectively. Dashed lines are drawn in 
panel (c) as reference for Pref. = 1 (non–textured) and in panel (e) as references for the lattice 
parameters of powder IrO2. Dotted lines are guides to the eye. Data correspond to the IO_23–
25 and IO_39–41 samples in Table 3.1. 
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Therefore, it has been seen that the annealing atmosphere (see Table 3.6) has a 
negligible effect on determining the structural properties of non–textured samples. 
However, in textured films the annealing atmosphere does play an important role. A 
more reducing atmosphere hinders texture and relatively large GSs. Besides, 
annealing in a reducing atmosphere favors the formation of metallic phase when 
nucleation has been produced during deposition of the films, as happened with 
increasing Tann. 
Table 3.6: Summary of the effects of the annealing atmosphere on the properties of IrO2 thin 
films. Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
Atm. (↑ox.) ~ ~ ~ ↑ ~ ↓ 
In conclusion, the results evidence that the annealing atmosphere has not a 
remarkable influence in the sample characteristics, especially when using oxygen or 
air. Hence, the annealing treatment was systematically performed in air atmosphere 
for the sake of readiness and availability.  
3.2.6. Substrate Temperature (Ts) 
Finally, to study the influence of the substrate temperature, Ts, several 100 
nm–thick (nominal) samples were grown at different Ts without any further annealing 
treatment. The sputtering power was set at ~8 W and the Ar and O2 fluxes were fixed 
at 13 and 2 ml/min, respectively. According to the results obtained in previous 
subsections, the samples with the best crystallinity/metallic Ir and surface roughness 
compromise are obtained under these conditions. 
In Fig. 3.16(a), the very similar XRR profile discerned for Ts ≤ 400 ºC 
indicates IrO2 films with similar structure, while the disparity of the curve recorded in 
the sample grown at Ts = 500 ºC indicates the formation of a different phase. Note that 
the sample grown at Ts = 450 ºC shows an intermediate profile. More in detail, in the 
200 to 400 ºC range there is a small reduction in the DR, from 5.4 to 5.2 nm/min (Fig. 
3.16(c)). Above 400 ºC, the DR decreases dramatically down to 2.0 nm/min for Ts = 
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500 ºC.6 On the other hand, the film density slightly increases in the 200 to 400 ºC 
range, from 11.5 to 11.8 g/cm3, and then it rapidly increases up to 22.5 g/cm3 for Ts = 
500 ºC. Finally, the surface roughness is found to be between ~2.0 nm for Ts ≤ 400 
ºC, and ~2.5 nm for Ts = 500 ºC. 
 
Figure 3.16 XRR measurements on samples grown at high Ts with (a) both gas flows fixed and 
different Ts, and (b) varying the O2 flux while fixing Ts at 500 ºC. The curves are vertically 
shifted for clarity. Accordingly, panels (c) and (d) show the dependence of the DR and density 
with Ts. The same deposition time (20’) and sputtering power was used in all the samples. 
Dashed lines are guides to the eye. Data correspond to the IO_47–53 samples in Table 3.1. 
Both the drastic reduction of the DR (the ratio of molar volumes VIrO2/VIr = 
2.26) and the value of the film density (Ir nominal density: 22.6 g/cm3), indicates the 
formation of a pure (or almost pure) metallic Ir layer for Ts = 500 ºC. For Ts = 450 ºC 
                                                     
6 As mentioned in chapter 2, the substrate to target distance is fixed at 75 mm when using the 
heater and at 100 mm for RT growths. This explains the greater DR of the films grown with the 
heater (~5 nm/min for P = 8 W) respect to the films grown at RT (~3 nm/min for P = 8 W). 
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a metallic/oxide phase mixture (with a majority of the later) can be inferred from the 
shape of the reflectivity curve in Fig. 3.16(a), and the values of DR (4.0 nm/min) and 
film density (11.70 g/cm3) in Fig. 3.16(c). 
Trying to reduce the metallic Ir content in the samples grown at 500 ºC, the O2 
flux was increased up to 13 ml/min (50% O2). From Figs. 3.16(b) and 3.16(d), it can 
be seen that, as the O2 flux is increased, the DR increases again, while the film density 
decreases. This suggests an increase of the oxide phase. Nevertheless, the increment of 
the O2 flux is accompanied by a considerable increase of the surface roughness (~4.0 
nm for 13 ml O2/min), in accordance with the results in section 3.2.3. 
XRD provides complementary structural information. It can be seen in Fig. 
3.17(a) that, already for Ts = 200 ºC, broad IrO2 lines are revealed for these as–grown 
(non–annealed) samples. As Ts increases up to 400 ºC, a roughly similar degree of 
texture is found for all the samples (Pref. = 0.4–0.5 in Fig. 3.17(c)), being the (200) 
IrO2–peak clearly dominant, i.e., the samples are (100)–textured. Note that this 
preferred orientation is different from that found when the samples are deposited at 
RT. Moreover, the diffraction peaks become narrower and more intense, indicating a 
greater GS up to 16 nm for Ts = 400 ºC (Fig. 3.17(d)). For Ts = 450 ºC, the GS slightly 
decreases (14 nm). Another striking feature in Fig. 3.17(a) is the shift in the Bragg 
peaks position towards lower angles, suggesting greater lattice parameters than in 
powder IrO2. Indeed, Fig. 3.17(e) shows that greater a and b lattice parameters are 
found in these samples compared to those of powder IrO2. A maximum increase is 
reached in the sample grown at 400 ºC, with ɛa = 1.7% (tensile strain). On the 
contrary, c remains more similar to that of powder IrO2 (ɛc ≥ -0.6%). 
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Figure 3.17 XRD measurements from samples grown at high Ts with (a) the O2 flux fixed at 2 
ml/min and different Ts, and (b) varying the O2 flux while fixing Ts at 500 ºC. Dashed 
guidelines mark the diffraction peak positions of powder IrO2. *Silicon peak subtracted for 
clarity. The diffractograms are vertically shifted for clarity. Panels (c)–(f) show the influence 
of Ts on the preferred orientation, GS, lattice parameters, and metallic phase concentration, 
respectively. Open symbols represent samples grown varying the O2 flux with Ts fixed at 500 
ºC. Dashed lines are drawn in panel (c) as reference for Pref. = 1 (non–textured) and in panel 
(e) as references for the lattice parameters of powder IrO2. Dotted lines are guides to the eye. 
Data correspond to the IO_47–53 samples in Table 3.1. 
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Finally, as the XRR curves suggested, the amount of metallic Ir very rapidly 
increases with Ts in the 450–500 ºC range (Fig. 3.17(f)), to the extent that the IrO2 
peaks are no longer visible for Ts = 500 ºC and a pure Ir–like diffractogram is obtained 
(Fig. 3.17(a)). If under the same conditions of Ts (500 ºC), power (~8 W) and Ar flux 
(13 ml/min), the O2 pressure is increased, the oxide phase arises again, as displayed in 
Fig. 3.17(b). However, the presence of a substantial amount of metallic Ir (~6%) 
persists up to a 50% O2. 
Therefore, it is concluded (summary in Table 3.7) that, by increasing Ts up to 
400 ºC, slightly smaller DRs and greater film densities (more similar to that nominal 
of IrO2) are obtained. This is compatible with a reduction of internal defects at higher 
temperatures due to an improved adatom mobility. The surface roughness remains 
roughly constant below this temperature. Such atomic mobility enhancement by 
increasing Ts also leads to greater GS, as happened with the annealing temperature. 
More importantly, two distinctive characteristics can be highlighted in these samples 
when compared to those grown at RT and subsequently annealed: the (100)–
preferred orientation and the greater lattice parameters than those from bulk IrO2. 
This agrees with the results previously reported by other groups [168–170]. 
Nevertheless, all these tendencies are valid only until metallic Ir is formed (Ts ≈ 450 
ºC (≈ 500 ºC) for Ar/O2: 13/2 ml/min (Ar/O2: 13/13 ml/min)) [151]. 
Table 3.7: Summary of the effects of increasing the substrate temperature on the properties of 
IrO2 thin films (for Ts ≤ 400 ºC Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
Ts (↑) ~ ↑ ~ ↑ ↑ ↑ 
3.3. High Oxygen Pressure Sputtering (HPS) 
The synthesis of IrO2 thin films by high oxygen pressure sputtering (HPS) 
aims at growing epitaxial films with the highest crystallographic quality. The key 
factor for an epitaxial growth to be achieved in thin films is having directions of 
similar spacing between atoms in the substrate and in the deposited film, so that these 
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directions tend to line up with each other. Hence, IrO2 thin films were deposited on 
(001), (100) and (110) single crystals TiO2 substrates, which have the same crystalline 
structure and similar lattice parameters.7 
Being to the best of our knowledge the first time IrO2 is deposited by means of 
this technique, a similar study to that performed in our sputtering chamber was carried 
out for finding the optimal growing conditions. The difference here is that the goal is 
not growing films with a wide range of structural properties, but high–quality epitaxial 
films. As schematized in Fig. 3.18, in this system the substrate to target distance, 






Figure 3.18 Scheme of parameters varied in the synthesis of IrO2 thin films by HPS 
deposition. 
The substrate to target distance is optimized when the plasma is tangent to 
the substrate holder, as represented in Fig. 3.19(a). Therefore, optimizing this 
parameter does not require depositing films at several testing distances, but a visual 
check is enough. In this case, the optimal substrate to target distance was 1.5 cm. 
Similarly, the optimization of the sputtering power did not require a 
systematic film deposition. It was set at 110 W after the very poor plasma generated 
                                                     
7 SrTiO3 substrates were also probed but no XRD patterns were observed (amorphous 
structure). 
GROWING CONDITIONS 
HIGH O2 PRESSURE SPUTTERED IrO2 THIN FILMS 
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for lower powers (the dependence here is typically exponential and negligible amount 
of material was deposited for lower sputtering power) and overheating at higher 
powers. 
In this equipment, decreasing the oxygen pressure (PO2) has a similar effect 
than increasing the sputtering power, but without the risk of overheating. Thus, PO2 
was varied in the 2.5–3.2 mbar range (the commonly used range [98–100]), being the 
main difference the greater thickness of the films deposited at lower pressures, as 
shown in Fig. 3.19(b). As no other differences were observed regarding the crystal 
quality, PO2 was set to 3.2 mbar. 
The parameter which needed a more careful analysis is the substrate 
temperature, Ts. On the one hand, the synthesis of compounds carried out by means 
of this technique requires, in general, growing temperatures above 750 ºC [98–100, 
171–173]. On the other hand, as shown in section 3.2.6, substrate temperatures below 
450 ºC are required to grow IrO2 by RMS. Therefore, to optimize Ts, thin films were 
grown at several temperatures from RT to 600 ºC. Fig. 3.19(c) shows the 
corresponding XRR curves. For Ts ≤ 200 ºC clear oscillations are discerned, indicating 
a deposited layer of 8–9 nm, i.e., a DR ≈ 0.07 nm/min.8 For Ts = 400 ºC no 
oscillations are observed, which can be associated to a relatively high surface 
roughness given the fast curve decay. For Ts = 600 ºC, again no oscillations are 
observed, but this time the profile suggests that (practically) no material has been 
deposited. This could be due to the formation of the volatile IrO3 phase emerging at 
lower temperatures than with RMS due to the high oxygen pressure. 
Regarding the crystallinity of the films, the diffractograms in Figs. 3.19(b) 
and 3.19(d) show that only the IrO2(002) reflection is revealed in the whole 2θ range. 
This proves that an IrO2 layer has been epitaxially deposited on the TiO2(001) 
substrate. Very little difference is observed in the samples grown with Ts ≤ 200 ºC. 
The sample grown at Ts = 400 ºC also shows an IrO2 single crystal–like structure, 
                                                     
8 Note the extremely low DR compared to that of RMS, where DRs > 1 nm/min were found 
even for P ≈ 4 W. 
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despite not showing oscillations in the XRR curve. No diffraction peak is observed at 
Ts = 600 ºC confirming that no material has been deposited. 
 
Figure 3.19 (a) Illustration of the optimized substrate to target distance. (b) HR–XRD signals 
for IrO2 films grown on TiO2(001) at different PO2. Panels (c) and (d) show the XRR and HR–
XRD signals, respectively, recorded in IrO2 films grown on TiO2(001) at different Ts. Dashed 
guideline in panel (d) marks the diffraction peak position of the (002) reflection from powder 
IrO2. The inset in such figure proves that no other reflections than (002) are observed. The 
curves are vertically shifted for the sake of clarity. *TiO2(001) substrate. 
To further prove the high–quality of these epitaxial films Fig. 3.20(a) shows 
an illustrative HR–TEM image recorded on an additional 9 nm–thick sample. It 
confirms the high–quality epitaxial growth even at RT. 
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Figure 3.20 (a) Illustrative cross–sectional HR–TEM image recorded in a t ≈ 9 nm (001)–
epitaxial sample (Ts = RT and PO2 = 3.2 mbar). (b) Cross–sectional HR–TEM image recorded 
in a t ≈ 2 nm (001)–epitaxial sample (Ts = 200 ºC and PO2 = 3.2 mbar). Note that the electron 
beam causes damage on the surface that prevented us from taking images in the samples 
studied in Chapter 4. 
Therefore, high–quality epitaxial IrO2 films can be deposited with this 
technique even at RT. Besides, it is found that lower substrate temperatures favor 
better surface roughness. This is quite an unexpected result, since, as commented 
above, the synthesis of oxides by means of this technique typically requires high 
growing temperatures [98–100, 171–173]. Note also the practical importance of this 
fact, which considerable reduces the overall production time. 
3.4. Pulsed Laser Deposition (PLD) 
In the previous section, epitaxial IrO2 films were successfully grown by HPS. 
However, the DRs obtained there were very slow and for growing thicker films other 
techniques are more appropriated. Thus, with the aim of growing IrO2 epitaxial films 
with a layer thickness up to ~100 nm (as the samples deposited by RMS in section 
3.2), the PLD technique was used. As schematized in Fig. 3.21, the main parameters 
involved during the deposition process are the energy and frequency of the laser 
(equivalent to the sputtering power), the oxygen pressure (PO2), the substrate 













Figure 3.21 Scheme of parameters varied in the synthesis of IrO2 thin films by PLD. 
The equipment employed is a widely–tested equipment and, contrary to the 
previous section, several works on IrO2 films deposited by PLD are available in the 
literature [144–146]. Thus, taking advantage of the previous experience of the group 
in charge of the PLD and the data from the literature, the laser energy after the 
attenuator was set at ~50 mJ and its frequency at 3 Hz.9 The PO2 was 50 mTorr, and a 
heater was employed to warm the substrates during the growth up to 480 ºC (Ts) with 
a rotation speed of 30 º/s. 
For these growing conditions, Figs. 3.22(a) and 3.22(b) show the XRR and 
XRD data, respectively, measured in a representative IrO2 film deposited on a 
TiO2(100) substrate. From Fig. 3.22(a), a layer thickness of 90 nm is obtained. This 
gives a DR around 1 nm/min, i.e., more than 1 order of magnitude faster than with the 
HPS technique, yet lower than the DRs obtained by RMS. The film density was found 
to be 11.63 g/cm3 (very close to the nominal value, 11.66 g/cm3) and the surface 
roughness around 2.5 nm. On the other hand, in the diffractogram shown in Fig. 
3.22(b), only reflections from the 〈100〉 family of planes emerge, proving the 
monocrystalline character of the sample. 
                                                     
9 A laser energy of ~80 mJ was first probed, but it turned out to be excessive energy and the 
target was rapidly eroded. 
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Figure 3.22 (a) XRR and (b) HR–XRD measurements carried out in a representative IrO2 
sample deposited on TiO2(100) by PLD. *TiO2(100) substrate signal. 
Therefore, epitaxial films with variable thickness were successfully obtained 
by PLD on TiO2(100) substrates. Similar results were obtained when depositing on 
TiO2(001) and TiO2(110) using the same growing conditions and measuring 
comparable values of DR, roughness, density and crystallinity (epitaxial films). The 
main difference here lies on the lattice parameters, which are different for the three 
growing orientations due to an effect of the substrate. This will be discussed in the 
next chapter. 
3.5. Conclusions 
IrO2 thin films with a wide range of different structural properties have been 
successfully grown by reactive magnetron sputtering in our recently mounted 
sputtering chamber by using different growing and annealing conditions. The trends 
observed when varying these parameters are summarized in Table 3.8. 
The sputtering power was found to be the only parameter which importantly 
affects the DR: the greater the sputtering power, the greater the DR. Increasing the 
sputtering power also favors lower porosity and better crystallinity. Indeed, two types 
of samples can be found when varying the power: non–textured samples with GS ≈ 10 
nm at relatively low power, and (110)–textured samples with GS ≈ 20–30 nm when 
the power is increased. At the same time, for a given atmosphere, the higher the 
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sputtering power, the more likely the formation of Ir–metal clusters. Varying the 
sputtering power do not to have any significant effect on the lattice parameters. 
However, it should be noted that the lattice parameters obtained in films grown at RT 
(and annealed) are always slightly smaller than those found in bulk. This relative 
reduction is especially relevant for the c parameter (-0.3% ≤ c ≤ -1.4 %). 
Increasing the Ar flux has no relevant effect on the DR, density or lattice 
parameters, but leads to rougher films and worse crystallized samples (loss of texture 
and smaller GS), as well as to less amount of metallic Ir impurity phase within the 
films. 
The O2 flux has a sharp effect on the microstructure of the films. Increasing 
the O2 flux yields to an increased porosity, worse crystallinity (texture and GS), and 
rougher surfaces, while it does not affect much the DR or the lattice parameters. As an 
advantage, the percentage of metallic Ir within the film decreases. 
The annealing treatment produces a density increase and a thickness 
reduction respect to the as–grown films due to a film compaction by reducing the 
internal defects. This effect is slightly enhanced at higher annealing temperatures 
(provided that Tann ≤ 600 ºC). Furthermore, the annealing process is accompanied by 
an increase in the surface roughness, which is accentuated as Tann increases. The 
crystallinity of the films is improved and the lattice parameters progressively approach 
those of bulk IrO2 as the temperature is increased. Rising Tann also favors the 
formation of metallic Ir when nucleation of the metallic phase has been produced 
during deposition of the films. In such a case, its growth is energetically favored 
during the annealing at the expense of the oxidized phase. As Tann approaches 800 ºC, 
the formation of volatile IrO3 oxide phase is enhanced. 
The values of the lattice parameters are not dependent on the type of 
annealing atmosphere. Regarding the crystallinity, no clear dependences are 
observed in non–textured samples, though in textured films a more oxidizing 
atmosphere is found to favor texture and larger GSs. If an Ir metallic seed is formed 
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during the growing process, the more reducing the atmosphere, the higher the amount 
of metallic Ir present in the film after the thermal treatment. This occurs at the expense 
of the GS of the oxide phase. 
By increasing the substrate temperature up to 400 ºC, the atoms obtain extra 
thermal energy, increasing the film density (lower porosity) and enhancing the GS. 
However, above 400 ºC, the metallic Ir content is found to increase exponentially. 
Two distinctive characteristics can be highlighted in these samples: (i) a (100)– rather 
than (110)–texture is preferred, and (ii) greater lattice parameters than those from bulk 
IrO2 (1.2 ≤ a ≤ 1.7 %). 
Table 3.8: Simplified scheme of the effects of varying a growing or annealing parameter on 
the properties of IrO2 thin films. Symbol (~) stands for roughly independent. 
 DR Density Roughness Crystallinity Latt. Parameters % Ir 
P (↑) ↑ ↑ ~ ↑ ~ ↑ 
Ar (↑) ~ ↓ ↑ ↓ ~ ↓ 
O2 (↑) ↑ ↓ ↑ ↓ ~ ↓ 
Ts (↑) ~ ↑ ~ ↑ ↑ ↑ 
Tann (↑) ~ ↑ ↑ ↑ ↑ ↑ 
Atm. (↑ox.) ~ ~ ~ ↑ ~ ↓ 
To sum up, two competing trends are clearly distinguished in the synthesis of 
reactively sputtered IrO2 films: increasing the sputtering power, decreasing the Ar or 
the O2 flux or increasing the substrate temperature produce (i) better–crystallized 
samples, but also (ii) increases the metallic phase content and the surface roughness. 
This issue strongly limits the working conditions if a textured film is required. On the 
other hand, for polycrystalline non–textured samples, there is a wider range of 
growing parameters that give rise to such microstructure.  
Although highly oriented films can be easily grown in our sputtering chamber, 
for epitaxial growths other techniques are more appropriated. In this sense, IrO2 
epitaxial films were successfully obtained by HPS for small layer thicknesses (≤ 10 
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nm), and by PLD for layer thicknesses up to ~100 nm. Importantly, high–quality films 
are obtained by HPS even at RT. 
Finally, it has to be noted that the expertise acquired during the growth of IrO2 
films by RMS will also help to optimize the synthesis of other compounds in our new 
sputtering chamber in a more straightforward way, as happened with the HPS and 
PLD techniques. Notwithstanding, it has to be taken into account that the synthesis 











































































IrO2 Thin Films: The Role of 
Structure and Dimensionality on the 
Electrical and Magnetic Behavior 
 
4.1. Introduction 
As a follow up to the work carried out in the preceding chapter, now the 
attention is focused on studying the relationship between structure and physical 
(electrical and magnetic) properties of IrO2 thin films. Motivated by the theoretical 
predictions suggesting that IrO2 can become magnetic as well as insulating through 
structural modifications [82, 83], a detailed characterization of representative IrO2 thin 
films with relevant structural differences (crystallinity, thickness, growing direction 
and lattice parameters/strain) has been performed. 
The effect of the layer thickness (t) has been studied prompted by the 
theoretical work by X. Ming et al. [83], who predicted a metal–insulator transition 
(MIT) and magnetic ordering in (001)–oriented IrO2/TiO2 superlattices at 2–3 IrO2 
atomic layers. In very thin films, the coordination of constituent ions at the surfaces 
and interfaces is reduced, typically yielding a decrease of the electronic bandwidth, W. 
This, in turn, yields an increase of the effective correlation (U/W, where U is the 
Coulomb repulsion). Moreover, lowering the thickness also makes the potential due to 
disorder (D) more effective in causing Anderson localization (weak localization) as 
D/W increases. As a consequence, by decreasing the layer thickness, a critical point 
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may be reached where a MIT is induced [75] (as explained in section 1.2.1). 
Experimental evidence of this thickness–dependent MIT has been recently reported 
for SrIrO3 thin films, being the underlying mechanisms (Mott vs. Anderson) still under 
extensive debate [65, 67, 174]. Though first attempts of finding such thickness–
dependent MIT by J. K. Kawasaki et al. [87] in (110)–oriented (IrO2)n/(TiO2)2 
superlattices (n ≥ 3) were unsuccessful, they predicted the electronic properties of such 
compounds to be highly dependent on orientation. In fact, the importance of 
orientation was already proved by M. Uchida et al. [56], who observed a change in the 
carrier type depending on this parameter. In view of these results, IrO2 epitaxial films 
have been grown with different orientations. Besides, by epitaxially depositing the 
IrO2 films on different substrates and orientations an additional parameter is 
introduced: the modification of the lattice parameters. The induced strain may reduce 
the orbital overlap and be a key factor in promoting the transitions mentioned above in 
an analogous way to that reported in SrIrO3 [67, 175]. 
It should be highlighted that, whereas extensive work has been carried out on 
engineering (through thickness and strain) and studying MITs in thin film systems like 
SrIrO3 and Sr2IrO4, to the best of our knowledge no experimental work other than that 
of J. K. Kawasaki et al. [87] has been published on IrO2 so far. Thus, first along this 
chapter the structural characterization of different IrO2 thin films is presented (section 
4.2). The influence of (i) crystallinity, (ii) thickness, (iii) growing direction and (iv) 
substrate–induced strain/modification of the lattice parameters on the electronic band 
description (section 4.3) and on the electrical (section 4.4) and magnetic (section 4.5) 
response is then studied. 
4.2. Structural Characterization 
Table 4.1 summarizes the structural details of the samples studied along this 
chapter (the synthesis conditions have been given in the previous chapter). To 
investigate the effect of crystallinity, ~100 nm–thick amorphous, non–textured 
polycrystalline (henceforth labeled as non–textured) with a grain size (GS) of 6 and 10 
nm, (110)–textured polycrystalline (labelled as (110)–textured), and epitaxial films 
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were considered. To explore the effect of thickness, ~100 nm, ~20 nm, ~5 nm, ~2 nm 
and, in some extra cases, ~1.5 nm–thick IrO2 films were compared for the amorphous, 
polycrystalline and epitaxial samples. Regarding the orientation, epitaxial films were 
deposited on TiO2 substrates with (001), (100) and (110) growing orientations. 
Finally, the epitaxial films were grown with different thicknesses and on substrates 
with different lattice parameters to study the effect of strain. For this purpose, TiO2 
and SnO2 substrates (both rutile) with nominal lattice parameters a = b = 4.59 Å and c 
= 2.96 Å, for TiO2; and a = b = 4.74 Å and c = 3.19 Å for SnO2, were employed. Note 
that the differences in the IrO2 lattice parameters obtained by using these lattice 
mismatched substrates will be presumably greater than those obtained “naturally” in 
the polycrystalline samples (-0.4% ≤ ɛa ≤ +1.7% and 0 ≤ ɛc ≤ -1.3% according to the 
results obtained in Chapter 3). For completeness, a ~100 nm–thick (100)–textured film 
grown at 400 ºC has also been included in the analysis because of presenting unusual 
large a and b lattice parameters respect to the nominal values. 
Due to the great amount of samples compared throughout this chapter, a color 
code has been followed: black curves are drawn for amorphous samples, red for non–
textured and (110)–textured polycrystalline samples, purple for the (100)–textured 
polycrystalline film, green for epitaxial films deposited on TiO2, and blue for the 
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Table 4.1: Structural properties of the samples studied in this chapter: layer thickness (t) 
determined by XRR and lattice parameters determined by XRD in polycrystalline samples 
showing a diffraction pattern. The lattice parameters in t ≈ 100 and 5 nm epitaxial samples 
were determined by RSMs. The difference in each lattice parameter with powder IrO2 (ɛ) is 
given in brackets. 
Sample Crystallinity t (nm) a (Å) b (Å) c (Å) 
Amorphous 
84.7‡ – – – 
17.4‡ – – – 
5.0 – – – 
4.1‡ – – – 
2.0‡ – – – 
Non–textured (GS = 6 nm) 88.1‡ 4.49 (-0.2%) 4.49 (-0.2%) 3.12 (-1.3%) 
Non–textured (GS = 10 nm) 
80.5‡ 4.50 (0.0%) 4.50 (0.0%) 3.15 (-0.3%) 
16.4‡ – – – 
3.3 – – – 
2.0# – – – 
(110)–textured 
106.5 4.49 (-0.2%) 4.49 (-0.2%) 3.13 (-0.9%) 
20.2‡ 4.51 (+0.2%) 4.51 (+0.2%) 3.14 (-0.6%) 
6.3 – – – 
3.3 – – – 
1.4# – – – 
(100)–textured 104.4 4.58 (+1.7%) 4.58 (+1.7%) 3.16 (0.0%) 
(001)–epitaxial 
96.0 4.59–4.50§ 4.59–4.50§ 3.12–3.15§ 
23.4 – – – 
5.7 4.59 (+2.0%) 4.59 (+2.0%) 3.11 (-1.6%) 
2.5* – – – 
2.2* – – – 
1.5* – – – 
(100)–epitaxial 
89.0 4.46 (-0.9%) 4.59 (+2.0%) 3.13 (-0.9%) 
21.5 – – – 
5.1 4.48 (-0.4%) 4.59 (+2.0%) 3.10 (-1.9%) 
1.7* – – – 
1.5* – – – 
(110)–epitaxial 
92.2 4.53† (+0.7%) 4.53† (+0.7%) 3.12† (-1.3%) 
22.3 4.56† (+1.3%) 4.56† (+1.3%) 3.07† (-2.8%) 
5.3 4.58† (+1.8%) 4.58† (+1.8%) 3.05† (-3.5%) 
2.7* – – – 
2.2* – – – 
(100)–epitaxial 5.1 4.30 (-4.4%) 4.72 (+4.7%) 3.16 (0.0%) 
*Layer thickness calculated by XRD. #Estimated thickness from the deposition time. 
†Estimated lattice parameters (explained in the main text). §Relaxed film. ‡Samples prepared 
using a pure Ar atmosphere during the pre–sputtering step (see section 2.1.2). 
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4.2.1. X–Ray Reflectivity (XRR) 
XRR experiments were carried out to determine the thickness of the samples. 
The corresponding curves are shown in Figs. 4.1(a)–(d) for a nominal thickness of 
100, 20, 5 and 2 nm, respectively, and in Table 4.1 the values extracted from such 
curves are given. It can be seen in Fig. 4.1 that, as expected, the oscillation frequency 
becomes lower as the thickness becomes thinner, down to the ~2 nm–thick samples 
where, practically, no oscillations can be discerned. Such layer thickness is in the 
detection limit of the technique, which makes the values obtained here less reliable. 
This is why no more XRR experiments were carried out in samples with a nominal 
thickness t ≤ 2 nm. Their thickness was further ahead determined by XRD (shown 
below). As can be seen in Table 4.1, in general, layer thicknesses close to the nominal 
values (within ± 20%) are obtained, so that the films are valid for our purpose. 
 
Figure 4.1 XRR measurements on IrO2 thin films for nominal (a) t = 100 nm, (b) t = 20 nm (c) 
t = 5 nm and (d) t = 2 nm. 
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4.2.2. X–Ray Diffraction (XRD) 
The sample crystallinity was probed by means of XRD, whose results are 
accordingly given in Fig. 4.2. As expected, amorphous samples do not present any 
diffraction peak (not shown). 
Regarding the polycrystalline films, Figs. 4.2(a) and 4.2(b) show the 
corresponding diffractograms for the non–textured and textured films, respectively 
(the parameters of the (100)–textured sample were discussed in the previous chapter). 
For nominal t = 100 nm, both non–textured and (110)–textured samples display the 
typical features of rutile IrO2, with the relative intensity of the (110)–peak clearly 
enhanced for the latter (in agreement with its textured character). In both set of 
samples, as t is reduced, the diffraction peaks become less pronounced. In fact, for 
nominal t = 20 nm, the non–textured sample only exhibits a small bump at the (110)–
IrO2 peak position. Contrary, the textured sample shows all the IrO2 features observed 
in the ~100 nm–thick sample, but certainly with less intensity. Note that the texture is 
still conserved. Then, for smaller thicknesses (t ≤ 5 nm), no features are discerned 
neither in the non–textured nor in the textured films. As the synthesis procedure of the 
samples is identical and only the sputtering time is varied, the disappearance of the 
diffraction peaks can be related to the smaller amount of material. A loss of 
crystallinity cannot be rule out, though. 
A Rietveld refinement was performed in those samples exhibiting a diffraction 
pattern. The results are given in Table 4.1. In all the cases, differences in the lattice 
parameters smaller than 1.5% respect to powder IrO2 (Fig. 3.2 in the previous chapter) 
are found. The refinements also confirm a percentage of metallic phase lower than 1% 
in the t ≈ 100 nm samples and a significantly greater percentage (~10%) in the t ≈ 20 
nm textured sample (deposited during the pre–sputtering step, as mentioned in section 
2.1.2). Finally, by means of the Scherrer equation (Eq. 2.1), GSs of 10 and 6 nm are 
obtained in the t ≈ 100 nm–thick non–textured samples (the thinner non–textured 
samples were synthesized with the conditions that give a GS = 10 nm for t ≈ 100 nm). 
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On the other hand, a GS = 18 nm is measured in the t ≈ 100 and 20 nm–thick textured 
samples. 
Figs. 4.2(c), 4.2(d), 4.2(e) and 4.2(f) show the HR–XRD experiments carried 
out in the epitaxially grown IrO2 samples. The sharpest peaks observed in each 
diffractogram belong to the respective substrate signal. Only peaks corresponding to 
the substrate growing orientation are observed in all the samples, proving their 
epitaxy. Regarding the lattice parameters, some peak shifts can be discerned 
depending on the layer thickness. This indicates that the lattice parameters slightly 
vary for samples with different thickness. In other words, the effect of the substrate on 
straining the lattice depends on the thickness. For instance, in Fig. 4.2(c) a peak 
displacement towards greater 2θ angles is observed for samples with smaller 
thickness. As the Bragg peak corresponds to the (001) reflection, this would indicate a 
gradually smaller c parameter as the thickness is reduced. Similarly, in Figs. 4.2(d) 
and 4.2(e) the peak shift in the (100) and (110) reflections, respectively, is found to be 
towards smaller 2θ angles. This indicates greater a lattice parameter for (100)–
epitaxial samples and greater a + b parameters for (110)–epitaxial films on reducing 
the thickness. The lattice parameters were obtained by reciprocal space maps (shown 
below). However, for the (110)–epitaxial samples no proper reflections could be found 
and their lattice parameters were estimated from the XRD data by assuming a = b and 
a constant cell volume. The results are given in Table 4.1. 
As for the possible relaxation of the cell along the sample thickness, the 
thinnest films (t < 20 nm) do not present any sign of relaxation. Contrary, it draws 
attention the diffractogram of the ~100 nm–thick (001)–epitaxial sample, represented 
in Fig. 4.2(c), where a double peak is clearly discerned at 2θ = 58.5º and 59.0º 
(marked with arrows in the figure). This could suggest an abrupt relaxation of the film, 
so that two differentiated regions with two different lattice parameters exist in the 
sample. This may be tentatively associated to the three–step fabrication process 
explained in Chapter 2. No other sample shows clear signs of relaxation, though the 
asymmetric shape of the Bragg peak at 2θ ≈ 40.5º observed in the ~100 nm–thick 
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(100)–epitaxial sample in panel (d) may be due to a strain gradient (gradual 
relaxation) [176]. 
 
Figure 4.2 XRD measurements for (a) non–textured and (b) textured samples, and HR–XRD 
for epitaxial films deposited on (c) TiO2(001), (d) TiO2(100), (e) TiO2(110) and (f) SnO2(100). 
Finally, the layer thickness was estimated by using the Scherrer equation in 
the thinnest epitaxial samples in which XRR experiments could not provide further 
information (nominal t = 2 and 1.5 nm). The results are given in Table 4.1, being close 
to the nominal values. 
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In order to obtain precise values of the lattice parameters for the (001)– and 
(100)–epitaxial films, reciprocal space maps were collected on representative samples 
(t ≈ 100 and 5 nm). The corresponding maps are depicted in Fig. 4.3 and the extracted 
lattice parameters are given in Table 4.1. 
First, in the ~100 nm–thick epitaxial film on TiO2(001), the extended spot 
observed in Figs. 4.3(a) and 4.3(b) shows that the in–plane lattice parameters, a and b, 
present both a gradual relaxation along the thickness, from 4.59 Å (same as in 
substrate) to 4.50 Å; and the out–of–plane parameter, c, from 3.12 Å (greater than in 
substrate, 2.96 Å) to 3.15 Å. These measurements indicate certain disagreement with 
the XRD (Fig. 4.2(c)), which suggested an abrupt relaxation of the lattice parameters. 
Anyway, both techniques agree in the film relaxation of this sample. For the t ≈ 5 nm 
film (Figs. 4.3(c) and 4.3(d)), the in–plane lattice parameters are perfectly matched 
with the substrate (a = b = 4.59 Å, tensile strain) and the out–of–plane parameter is 
compressed to compensate the tensile strain down to c = 3.11 Å. These differences are 
thus consistent with the gradually smaller c parameter inferred from the 
diffractograms in Fig. 4.2(c). 
As for the ~100 nm–thick epitaxial film on TiO2(100), represented in Figs. 
4.3(e) and 4.3(f), it can be seen that the in–plane lattice parameter, b, is matched with 
the substrate (4.59 Å, tensile strain), although the spot seems to be slightly extended 
indicating a small relaxation, in accordance with the XRD data. The other in–plane 
lattice parameter, c, is compressed down to 3.13 Å, and hence, it does not completely 
match the value of the substrate (2.96 Å). The out–of–plane parameter, a, is 
compressed down to 4.46 Å. When the layer thickness is reduced to t ≈ 5 nm (Figs. 
4.3(g) and 4.3(h)), b is again matched (4.59 Å, tensile strain), while the other in–plane 
parameter, c, is more compressed down to 3.10 Å, though it is not yet fully matched 
with the substrate. The out–of–plane parameter, a, is now compressed down to 4.48 Å. 
Again, this is consistent with the diffractograms from Fig. 4.2(d), where a greater a 
lattice parameter was detected in the thinnest samples. 
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Regarding the 5 nm–thick epitaxial film on SnO2(100), it presents in–plane 
lattice parameters, b = 4.72 Å (matched with SnO2, tensile strain), and c = 3.16 Å (c = 
3.19 Å for SnO2), extracted from Figs. 4.3(i) and 4.3(j). The out–of–plane parameter, 
a, is compressed down to 4.30 Å. It is striking the notable difference between a and b, 
equal at first in the rutile structure while a difference of 0.42 Å has been measured in 
this sample. 
 
Figure 4.3 Reciprocal space maps for epitaxial films deposited on (a) and (b) TiO2(001) with t 
≈ 100 nm, (c) and (d) TiO2(001) with t ≈ 5 nm, (e) and (f) TiO2(100) with t ≈ 100 nm, (g) and 
(h) TiO2(100) with t ≈ 5 nm, and (i) and (j) SnO2(100) with t ≈ 100 nm. 
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4.2.3. Extended X–ray Absorption Fine Structure (EXAFS) 
EXAFS spectrum provides information about structural factors, such as Ir–O 
distances, IrO6 octahedra distortion and Ir–O–Ir angles, which have proven to be 
fundamental in determining the electrical and magnetic properties of iridates [67, 72–
74, 77, 177]. However, since the allocated beam time at synchrotron facilities (if 
granted) is very limited, and much accumulation time is required in the thinnest films 
for achieving a measurement with a proper signal to noise ratio, EXAFS spectra were 
only collected in the ~100 nm–thick films. Additionally, the ~5 nm–thick amorphous 
sample could also be measured during the experiments. 
Fig. 4.4(a) shows the Ir L3–edge EXAFS signals recorded at RT on the 
selected samples and compared to a powder IrO2 reference. To correlate the spectral 
features with specific structural changes, in Fig. 4.4(b) the Fourier transform is 
depicted. At first glance, the disparity observed between the spectra is subtle, though 
some differences are discerned. The amorphous samples exhibit no long range order 
beyond the first octahedral shell (feature at R ≈ 1.65 Å, no phase correction applied). 
In contrast, all the polycrystalline and epitaxial samples present very similar profiles 
to that of the IrO2 reference, with the typical features due to scattering from second 
ordered nearest neighbors (features between R ≈ 3–4 Å). This proves the good crystal 
quality of our polycrystalline sputtered films. On closer examination, the position of 
the main peak (marked with a solid line in panel (b)) is lightly shifted towards lower R 
values as the sample crystallinity is improved. For clarity, the evolution of the peak 
position with the sample crystallinity is represented in Fig. 4.4(c). Here, it can be seen 
that the position of such feature progressively shifts (~0.03 Å) from the amorphous 
films to the (100)– and (110)–epitaxial samples, where this value is very similar to 
that observed in powder IrO2. This suggests greater Ir–O distances for samples with 
poorer crystallinity. Though the differences are small (note that the resolution is ~0.17 
Å), the tendency seems to be robust. 
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Figure 4.4 (a) EXAFS spectra recorded at the Ir L3 edge for representative samples. (b) Fourier 
transforms (real part) of the k2–weighted Ir L3–edge EXAFS signals in the 3 Å
−1 to 12 Å−1 
range. (c) Evolution of the main–peak position. In all the samples t = 100 nm except in the 
amorphous films, where it is also represented the t = 5 nm sample. The solid line in panel (b) at 
~1.67 Å is a guide to the eye. 
Thus, the structural characterization allows concluding that the synthesized 
samples have indeed relevant differences as far as the crystallinity, thickness, 
growing orientation and lattice parameters/strain are concerned. In addition, it has 
been observed that the Ir–O bond lengths are slightly greater in amorphous samples. 
Bearing this in mind, the effect that these structural differences have in the electronic 
description and in the electrical and magnetic properties, is discussed in the following 
sections. 
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4.3. Electronic Characterization 
Given the importance of SOC effects in iridates, it is crucial to quantify the 
strength of such interaction. In this sense, XANES provides a direct probe of the spin–
orbit interactions, since the branching ratio, defined as BR = IL3/IL2 (where IL2, 3 are the 
XANES white line intensities) is proportional to the ground–state expectation value of 
the angular part of the SOC, 〈L·S〉, via [178]: 
	
	 	〈 ∙ 〉/
	 	〈 ∙ 〉/
 
where n is the number of holes. Additionally, the XANES spectrum is very sensitive 
to the local bonding environment of the absorbing atom, so it can provide information 
with regard to oxidation state or density of states. High–energy resolution fluorescence 
detected XANES (HERFD–XANES) is used to optimize the sensitivity to 
modifications in the electronic state. 
The normalized HERFD–XANES spectra recorded at the Ir L2, 3 edges are 
compared in Figs. 4.5–4.8 for representative samples with different crystallinity, 
thickness, probed direction and strain, respectively. Additionally, the BR and the 
〈L·S〉 product calculated for each sample are given in Table 4.2. At first glance, very 
similar spectral profiles can be observed in all the figures. In all the cases, the 
HERFD–XANES data show strong white lines at both absorption edges independently 
on the structural details, indicative of a large local density of 5d states [81]. Note that 
this result is in stark contrast with the classical idea of largely extended 5d orbitals, 
broad 5d–bandwidth and metallic behavior. In addition, the BR is found to be around 
4 in all the samples (see Table 4.2). These experimental values, approximately two 
times larger than the statistical BR = 2, imply the presence of a large and robust SOC 
in all the cases [81]. This result agrees well with the SOC robustness (and BR ≈ 4) 
already observed in other Ir4+ iridates, such as in Sr2IrO4 [179] or in BaIrO3 [180, 181]. 
Looking carefully at the 〈L·S〉 values, some small, yet interesting differences 
can be discerned, indicating deviations in the electronic structure among these 
(4.1) 
104                                  Chapter 4. IrO2 Thin Films: The Role of Structure and Dimensionality 
samples. First, in Fig. 4.5(a) a representative comparison between the spectra recorded 
on samples with different crystallinity is displayed. A small shift in the L3 edge (~0.4 
eV) towards lower energies and a reduction in the intensity of the L2 white line can be 
discerned as the sample crystallinity is worsened. Moreover, whereas little differences 
are observed in the 〈L·S〉 values for polycrystallines and epitaxial films (< 3% 
difference), represented in Fig. 4.5(b), a noticeable increase in the SOC is observed in 
the amorphous sample (around 10%). The energy shift could be tentatively associated 
to the presence of a significant amount of metallic Ir. However, this would be 
accompanied by a decrease of the white line intensities and in the SOC, as shown by 
Clancy et al. [81]. Since this is not case, the presence of an important amount of 
metallic Ir can be ruled out. Such energy shift could also be associated to the larger Ir–
O distances observed in the amorphous samples in Fig. 4.4(b) [122, 182, 183]. This 
could explain, at least in part, such SOC enhancement in the amorphous samples. The 
increment of the Ir–O distances would reduce the orbital overlap and, in turn, the more 
atomic (less hybridized) character of the orbitals results in a higher SOC. Furthermore, 
as the SOC is one of the main factors involved in the spin–detection process, this 
could partially explain why K. Fujiwara et al. [7] found a better response for IrO2 as a 
spin–detector material in the amorphous state. 
 
Figure 4.5 (a) Representative comparisons between the normalized Ir L2, 3–edges HERFD–
XANES spectra recorded on samples with different crystallinity. Panel (b) plots the values of 
the SOC (〈L·S〉 product) in units of ћ2 obtained from the XANES data. 
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Representative spectra recorded on samples with different thickness are 
depicted in Figs. 4.6(a), 4.6(c) and 4.6(e) for the amorphous, polycrystalline and 
epitaxial sample series, respectively. The values of 〈L·S〉 obtained from the XANES 
data are conveniently represented in Figs. 4.6(b), 4.6(d) and 4.6(f). 
As displayed by the solid symbols in Fig. 4.6(b), when the layer thickness of 
the amorphous films is reduced from ~100 to ~5 nm, the 〈L·S〉 values remain constant 
(< 1% variation). It should be noticed, however, the noticeable effect of metallic Ir, 
see open symbols in panel (b). The presence of metallic phase in these samples, which 
can be inferred from the clear reduction in the intensity and the shift towards lower 
energies, of around 0.5 eV between the t ≈ 100 nm and t ≈ 2 nm samples; causes the 
SOC to be reduced around 7%. On the other hand, in the polycrystalline non–textured 
samples, represented in Figs. 4.6(c) and 4.6(d), the intensity of both white lines is 
reduced as the layer thickness decreases from t ≈ 100 to t ≈ 2 nm. In this case, the 
SOC slightly increases (~4%). Similarly, for the epitaxial samples the intensity of both 
white lines decreases as the layer thickness is reduced (Fig. 4.6(e)) and the SOC 
slightly increases (Fig. 4.6(f)). Although the differences are in general smaller than 
5%, the tendency seems to be robust, as it has been observed in the three probed 
directions within the same sample, as represented in Fig. 4.6(f); and in the rest of the 
samples measured (see Table 4.2).  
As proved by XRD measurements, all these samples are single crystals, so a 
SOC enhancement due to a poorer crystallinity can be ruled out. As mentioned in the 
introduction, by reducing the layer thickness the coordination of constituent ions at the 
interfaces is reduced. This yields a decrease of both, the orbital overlap and W [184], 
thus increasing the SOC. In fact, recent angle–resolved photoemission spectroscopy 
(ARPES) studies have reported narrower W in ultrathin IrO2 films [185]. Besides, 
angle–integrated measurements of the valence bands present a small shift in energy, in 
agreement with the shift observed in Fig. 4.6 [87]. However, the effect of thickness 
and strain/lattice parameters can be “overlapped” in these samples and both 
contributions must be identified separately. 
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Figure 4.6 Representative comparisons of the normalized Ir L2, 3–edges HERFD–XANES 
spectra recorded on samples with different thickness in (a) amorphous, (c) non–textured and (e) 
epitaxial samples. Panels (b), (d) and (f) plot the values of the SOC (〈L·S〉 product) in units of 
ћ2 obtained from the XANES data. In panels (a) and (b), samples prepared under two different 
pre–sputtering atmospheres, Ar + O2 (open symbols) or Ar (solid symbols), are compared (see 
section 2.1.2.). 
Dipole selection rules impose a strong dependence of the absorption cross–
section on the photon polarization, which makes the absorption spectra dependent on 
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the orientation of orbitals relative to the X–ray beam polarization (of the electric 
vector, E). Therefore, if linearly polarized light is used in single crystals, the 
directional dependence of the density of states (or the orbital occupancy or the 
direction of chemical bonds) of the atom selected by its absorption edge can be probed 
by varying the crystallographic alignment of the crystal with respect to the incident X–
ray polarization vector [186–190]. Hence, during the experiments data were collected 
along different directions for the epitaxial samples. As a representation of the 
differences observed when probing an epitaxial film along different directions, Fig. 
4.7(a) shows the spectra recorded in the t ≈ 5 nm (100)–epitaxial sample with the 
electric vector oriented along [100] (E//a), [010] (E//b) and [001] (E//c). Here, only a 
subtle yet robust difference is observed: the threshold shifts ~0.3 eV towards higher 
energy when the [001] direction is probed, and the intensity of the Ir L2 white line 
increases respect to the other directions. This is translated into an important reduction 
of the SOC, as represented in Fig. 4.7(b), around 10–15%. Since the same effect is 
observed in all the ~100 and ~5 nm–thick samples (see Table 4.2), a strain–induced 
effect can be ruled out. The shift observed with the electric vector oriented along [001] 
(E//c) relative to [100] (E//a), agrees well with the strong polarization dependence of 
the O K–edge XAS at low energy, where the intensity of π polarization (π//c) becomes 
strongly suppressed compared to that of σ polarization (σ//b) [191]. Besides, ab–initio 
calculations performed by Dr. J. Chaboy confirmed the small displacement (~0.3 eV 
experimental/~0.2 eV theoretic) of the threshold towards higher energies when the 
[001] direction is probed, as shown in Fig. 4.7(c). 
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Figure 4.7 (a) Representative comparison between the normalized Ir L2, 3–edges HERFD–
XANES spectra recorded on different directions. Panel (b) plots the values of the SOC (〈L·S〉 
product) in units of ћ2 obtained from the XANES data in representative samples measured 
along different directions. (c) Theoretical computations corresponding to the Ir L3–edge 
XANES of IrO2 (bulk lattice parameters) with the electric vector oriented along [100] (E//a) 
and [001] (E//c). 
Finally, Fig. 4.8(a) shows the spectra recorded in three representative samples 
with different degree of strain, showing negligible differences between them. In the 
same way, there seems not to be a clear tendency in the values of the SOC (〈L·S〉 
product) with the different degree of strain (Fig. 4.8(b)). The (100)–textured sample, 
which presented unusual large lattice parameters respect to powder IrO2, also shows a 
value of 〈L·S〉 (1.83) similar to other ~100 nm–thick samples (Table 4.2). Ab–initio 
calculations displayed in Fig. 4.8(c) and 4.8(d), indicate that there is a complex 
response of the polarization–dependent XANES spectra to strain. This is a 
consequence of the fact that the orientation of the d orbitals does not bear a direct 
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relationship with the lattice axes ([100], [010] and [001]) [84]. As shown in Fig. 
4.8(c), the absorption along a is strongly modified, not only when stretching the lattice 
parameter a in 5%, but also when b and c increase. Something similar happens when 
probing the absorption along c (Fig. 4.8(d)). As a result of this combined effect, and 
the smallness of the differences measured, fine details of the strain–dependence of 
absorption spectra cannot be easily accounted for. 
 
Figure 4.8 (a) Representative comparisons between the normalized Ir L2, 3–edges HERFD–
XANES spectra recorded on samples with different degree of strain. Panel (b) plots the values 
of the SOC (〈L·S〉 product) in units of ћ2 obtained from the XANES data. Panels (c) and (d) 
show theoretical computations corresponding to the Ir L3–edge XANES of (100)– and (001)–
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Table 4.2: Electronic characterization of the studied samples: integrals of the white lines (IL3, 
2, branching ratio (BR) and ground–state expectation value of the angular part of the SOC 
(〈L·S〉	in units of ћ2). 
Sample Crystallinity t (nm) 
Probed 
Direction 
IL3 IL2 BR 〈L·S〉 
Amorphous 
84.7  20.66 5.19 3.98 1.99 
17.4*  20.13 5.18 3.88 1.93 
5.0  21.41 5.36 3.99 1.99 
4.1*  18.82 5.04 3.73 1.83 
2.0*  18.22 4.85 3.76 1.85 
Non–text. (GS = 6 nm) 88.1  21.83 5.95 3.67 1.79 
Non–text. (GS = 10 nm) 
80.5  21.63 5.95 3.63 1.76 
2.1  21.16 5.68 3.73 1.83 
(110)–textured 106.5  21.25 5.84 3.64 1.77 
(100)–textured 104.4  20.89 5.60 3.73 1.83 
(001)–epitaxial 
96.0 
[100] 21.40 5.71 3.75 1.84 
[010] 21.53 5.62 3.83 1.89 
[001] 20.49 5.81 3.53 1.69 
23.4 
[010] 21.45 5.56 3.86 1.91 
[001] 20.81 5.93 3.51 1.67 
5.7 
[100] 21.45 5.53 3.88 1.92 
[010] 21.35 5.54 3.85 1.91 
[001] 20.71 5.81 3.56 1.71 
(100)–epitaxial 
89.0 
[100] 20.79 5.60 3.71 1.82 
[010] 21.64 5.86 3.69 1.80 
[001] 20.98 6.16 3.40 1.59 
5.1 
[100] 21.42 5.54 3.86 1.92 
[010] 21.58 5.63 3.84 1.90 
[001] 20.70 6.04 3.43 1.61 
2.0 
[100] 21.39 5.46 3.92 1.95 
[010] 23.16 5.49 4.22 2.13 
(110)–epitaxial 
92.2 [001] 21.18 6.09 3.48 1.65 
5.3 [001] 20.73 5.78 3.59 1.73 
(100)–epitaxial 5.1 
[100] 20.52 5.35 3.84 1.90 
[010] 21.84 5.60 3.90 1.94 
[001] 21.02 5.98 3.51 1.68 
*Samples prepared using a pure Ar atmosphere during the pre–sputtering (see section 2.1.2.). 
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In view of these results, it can be concluded that the SOC in IrO2 is very 
high and mainly independent on crystallinity, thickness, measuring direction or strain. 
However, a small yet robust increment of the SOC can be observed for the amorphous 
(~10%) and the finest (~1–10%) samples. Similarly, within epitaxial films, the SOC 
shows clearly smaller values when probed along the [001] direction (~10–15%).  
Finally, it is pertinent to note that the small differences observed in IrO2 are in 
contrast to the case of other widely studied spintronic oxides, such as wurtzite–ZnO 
[186, 192]. In the latter, the uniaxial crystal symmetry with fairly directional bonding 
of (strong covalent) ionic–like character leads to a clear directional dependence of the 
density of (unoccupied final) states probed by XANES, resulting in a large X–ray 
linear dichroic signal at the Zn K edge. Other rutile structures, such as TiO2 and SnO2, 
have also been reported to show X–ray linear dichroism [187–189]. Furthermore, this 
practically direction–independent electronic structure in IrO2 seems to be in 
disagreement with the predictions by J. K. Kawasaki et al. [87] mentioned in the 
introduction. 
4.4. Electrical Characterization 
The electrical characterization of the samples was carried out by measuring 
the temperature–dependent electrical resistivity, ρ(T). Fig. 4.9(a) shows the ρ(T) 
curves recorded for the ~100 nm–thick samples with differentiated crystallinity. At 
first glance it can be easily seen that: (i) ρ(T) is scarcely dependent on the temperature 
in all the samples, (ii) there is a trend in the resistivity to increase as the disorder 
increases (greater electron scattering at grain boundaries [193]), and (iii) the response 
of the amorphous sample is different from the monotonically increasing resistivity 
with the temperature observed in the crystalline films. 
All the non–amorphous samples present the typical metallic behavior of IrO2 
characterized by a slightly increasing electrical resistivity with the temperature over 
the whole temperature range. The values of the electrical resistivity in these samples 
are also within the same order of magnitude than those previously reported for 
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polycrystalline or epitaxial IrO2 films, as it may apply [7, 56, 58, 140, 141, 143–146, 
194]. 
In metals, resistivity arises due to collisions of the conduction electrons with 
vibrating lattice atoms (phonons), impurities and defects. As the temperature 
increases, the atoms vibrate with greater amplitude, making it more likely that a 
moving electron collide with them. This impedes the movement of the electrons and is 
translated into an increase of the electrical resistivity. This can be mathematically 
described as: 
0  
where ρTOTAL states for the total resistivity, ρ(0) is the residual resistivity due to defects, 
impurities, size effects, and grain boundary scattering, which is essentially 
temperature–independent and its value is the electrical resistivity when the 
temperature approaches zero; and ρ(T) is a temperature–dependent contribution which 
generally follows the Bloch–Grüneisen (B–G) semi–empirical relationship [195]. So 




where A is a constant depending on the electrons velocity at the Fermi surface and 
their density in the metal, θR is the Debye temperature characteristic of each material, 
and n is an integer that depends upon the nature of the interactions: n = 5 implies that 
the resistance is mainly due to scattering of electrons by phonons, n = 3 implies that 
the resistance is due to s–d electron scattering, and n = 2 implies that the resistance is 
due to electron–electron interactions. 
As an example of the fits carried out in the samples showing a metallic–like 
behavior, in Fig. 4.9(b) the fits for the ~100 nm–thick non–textured sample with GS = 
10 nm are displayed for the three possible values of n in Eq. 4.3. The excellent fitting 
curves obtained for n = 2 indicate that the electron–electron scattering dominates the 
(4.2) 
(4.3) 
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temperature dependent part of the electrical resistivity, i.e., a Fermi liquid behavior (ρ 
∝ T2). 
As for the electrical resistivity of the amorphous sample, it is found to be ~10 
times greater than in the representative epitaxial film, which can be attributed to the 
disorder of amorphous materials that hinders the conductive electrons in the film, 
increasing thereby their electrical resistivity. Although it remains largely unchanged 
(from 670 µΩ cm at RT to 690 µΩ cm at 10 K), two different behaviors can be 
distinguished: dρ/dT > 0 for low temperatures (T < 200 K), and dρ/dT < 0 in the high 
temperature range (T > 200 K). This behavior is typically found in amorphous samples 
[143, 195–198] and it is discussed below. 
 
Figure 4.9 (a) ρ(T) curves measured in the ~100 nm–thick samples with different crystallinity. 
(b) B–G fit for different values of n in the 100 nm–thick non–textured sample (GS = 10 nm). 
Regarding the effect of thickness, it is observed that the resistivity of the 
crystalline IrO2 films increase when decreasing the layer thickness, as represented in 
Fig. 4.10(a)–(e), for non–textured, (110)–textured, (001)–epitaxial, (100)–epitaxial, 
and (110)–epitaxial samples, respectively. In general, three different regimes can be 
identified:  
(i) For the thickest samples, i.e., for 5 nm ≤ t ≤ 100 nm (nominal), the 
electrical resistivity remains, roughly speaking, around 102 µΩ cm, showing a metallic 
behavior in the whole range of temperatures.  
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(ii) In the t ≈ 2–3 nm range, the electrical resistivity increases around one 
order of magnitude respect to the previous case. Moreover, in these samples the 
resistance decreases when decreasing temperature until Tmin (marked with arrows in 
Fig. 4.10), below which an upturn occurs (see inset in Fig. 4.10(b)). This kind of low 
temperature upturns in resistivity is often observed when a system approaches a MIT 
from the metallic side [67, 199–201]. In addition, the upturn is located at increasingly 
higher temperatures as the thickness is reduced. 
 (iii) Finally, for the thinnest samples (t < 2 nm), a dρ/dT < 0 response 
(semiconductor–like behavior) in the whole temperature range is observed.  
Therefore, it is apparent that the IrO2 crystalline films undergo a MIT in 
the 1.5–2.0 nm range. 
As for the amorphous series (Fig. 4.10(f)), the t ≈ 20 nm sample displays a 
similar profile to that already observed for t ≈ 100 nm, though with slightly larger 
values of electrical resistivity and also with a maximum at ~200 K. As the layer 
thickness decreases, the “high temperature mechanism”, which leads to dρ/dT < 0, 
becomes progressively more dominant, and for t ≈ 2 nm the slope of the resistivity 
curve remains negative over the whole temperature range. Roughly speaking, it can be 
seen that the “low temperature mechanism” (dρ/dT > 0) sets the electrical resistivity 
around 103 µΩ cm, while the “high temperature mechanism” lowers the resistivity 
almost one order of magnitude in the t ≈ 2 nm sample. The complex behavior of the 
electrical resistivity with the film thickness in amorphous materials was already 
observed by Y. Fu et al. [196]. Moreover, added to the amorphous state of these films, 
there are at least other two contributions that should be taken into account: the 
presence of Ir metal, with ρ ≈ 10 μΩ cm at 5 K; and the possible existence of a 
conducting channel switching between the upper IrO2 film and the inversion layer at 
the SiO2–Si interface underneath [202–204].  
In conclusion, it is clear that, in the amorphous films, the different 
contributions to the electrical resistivity lead to a complex response. Notwithstanding 
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this, it should be noted that the total variation of resistivity is very small, as it 
practically remains in the same order of magnitude regardless of the layer thickness. 
Hence, a deep study of these effects is beyond the aim of this chapter and the scope of 
the thesis. 
 
Figure 4.10 ρ(T) curves for (a) non–textured, (b) (110)–textured, (c) (001)–epitaxial, (d) 
(100)–epitaxial, (e) (110)–epitaxial and (f) amorphous samples with different thickness. 
Vertical arrows mark the position of upturns. 
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Trying to shed some light into the origins of the MIT observed in the 
crystalline samples, Fig. 4.11(a) shows the sheet resistance, Rs, as a function of the 
temperature for representative epitaxial samples (Rs is defined as Rs = Rπ/ln(2), being 
R the electrical resistance). It can be seen that Rs continuously increases as the film 
thickness is reduced. For relatively low Rs values (samples with t ≥ 5 nm) the Fermi 
liquid behavior was already proved (not included here). On further reducing t to the 3–
2 nm range, a strong upturn occurs. Then, it is important to realize that the change in 
the electrical behavior corresponds to Rs ≈ 25 kΩ. Ioffe and Regel pointed out that the 
simple kinetic theory of conductivity has to break down when the particle wavelength 
is longer than the mean free path, l. When kFl is close to unity, being kF the Fermi 




Therefore, the above criterion defines a crossover region between weak and 
strong localization [205]. 
Trying to elucidate the type of insulator, the resistivity curves were fitted to 
several theoretical models. The low temperature upturns can be explained by weak 
localization. Weak localization is a disorder–driven effect (Anderson type) due to 
quantum interference of the conducting charge carriers at defect sites, which increases 
the resistivity [206]. Fig. 4.11(b) illustrates that the Rs in the low temperature upturn 
region is well fitted to [174, 207]: 
0 / /  
where ρ(0), α, and β state for the remnant resistance, three–dimensional weak 
localization, and inelastic scattering due to electron–boson interactions, respectively. 
The weak localization coefficient for the t ≈ 3 nm (001)–epitaxial film is found to be 
α/ρ(0) = 0.004, which is practically identical to that found on SrIrO3 deposited on 
SrTiO3 (α/ρ(0) = 0.003) [175]. 
(4.4) 
(4.5) 
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On the other hand, the resistivity of the (001)–epitaxial film with t ≈ 2 nm has 
a sheet resistance very close to h/e2 at RT, resulting in kFl ≈ 1, and an insulating 
behavior is found in the temperature range. For this strongly localized regime, a 
variable range hopping (VRH) type of conduction is expected. In this case, at low 
temperatures, electrons hop between localized states and the resistivity is given by 
[208, 209]: 
	  
where C is a constant and T0 is the characteristic temperature of the compound, which 
depends on the density of localized states and the spread of their wave functions [210]. 
The fitting shown in Fig. 4.11(c) for the (001)–epitaxial sample with t ≈ 2 nm yields 
an exponent n = 0.46, being in good agreement with the Efros–Shklovskii VRH (ES–
VRH) model (n = 0.5). Such model assumes a Coulomb gap opening in the density of 
states near the Fermi level brought in by interactions between localized electrons, i.e., 
a Mott–insulator [211]. 
Finally, as shown in Fig. 4.11(d), the behavior of the (100)–epitaxial film with 
t ≈ 1.5 nm (sample with the highest electrical resistivity) is well described by an 
Arrhenius type behavior given by: 
	 	  
where C is a constant, Eg is the energy gap and kB is the Boltzmann constant. The fit 
yields to Eg ≈ 30 meV, which again suggests a Mott–insulator. 
Therefore, it is concluded that the electrical resistivity of crystalline IrO2 thin 
films is highly dependent on the thickness, up to the point where a clear MIT occurs 
in the 1.5–2.0 nm range. Such layer thickness corresponds to 3–5 unit cells, being 
quite in agreement with the theoretical predictions [82, 83]. It has to be noted that the 
superlattices are distinctly different from IrO2 single films, since the first may be 
affected by interlayer coupling. In particular, the superlattices could be affected by 
(4.6) 
(4.7) 
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additional hopping channels between the IrO2 layers, as observed in SrIrO3 
superlattices [212]. This could be the reason why J. K. Kawasaki et al. [87] could not 
find this MIT. By studying single IrO2 layers of different thicknesses, the effect of 
dimensionality (3D–2D) on IrO2 is directly addressed. By fitting the resistivity curves 
to different models, in the t = 2–3 nm range, signs of weak/Anderson localization 
emerge (upturns at low temperature), revealing an important role of disorder. 
However, on further reducing the layer thickness the hopping (ES–VRH) and thermal 
activation mechanisms suggest a gap opening, and hence, a major role of correlations 
(Mott–insulator). It is worth mentioning here that the same models were used by D. J. 
Groenendijk et al. [65] to study the MIT observed in SrIrO3 thin films deposited on 
SrTiO3, suggesting similar underlying mechanisms in both materials. 
 
Figure 4.11 (a) Sheet resistance calculated for the thinnest (001)– and (100)–epitaxial films. 
(b) ρ(T) curve for the t ≈ 3 nm (001)–epitaxial sample fitted to a weak localization model at 
low temperature. (c) ρ(T) curve for the t ≈ 2 nm (001)–epitaxial sample fitted to a ES–VRH 
model. (d) ρ(T) curve for the t ≈ 1.5 nm (100)–epitaxial sample fitted to a thermal activation 
model. 
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Therefore, these initial results suggest the contribution of both, disorder and 
correlations in inducing a MIT in IrO2 when reducing the film thickness. It has to be 
noted that revealing the origins of a MIT is an intricate work, where, as proved in 
previous research carried out on SrIrO3 and Sr2IrO4, several mechanisms might coexist 
[65, 67, 72–74, 175]. Although further work is needed to fully clarify this issue in 
IrO2, to the best of our knowledge this research is pioneer in finding a MIT in such 
iridate and starting to study its origins. 
Given the structural anisotropy of IrO2, the difference in resistivity when the 
current (I) is applied along different directions was also studied. It has to be noted 
that in this case, the van der Pauw method (section 2.6) does not apply, but a standard 
four probe configuration has been used for each direction separately (ρ = Rπt/ln(2), 
where R is the electrical resistance). In addition, samples with nominal t < 5 nm 
cannot be taken into account due to the strong influence of the thickness below this 
limit, as proved above. Despite these facts, some proper comparisons can be made. 
Fig. 4.12 shows the resistivity curves for the ~100 and ~5 nm–thick epitaxial films 
with I applied along different directions: I//a and I//c. It can be seen that, for both layer 
thicknesses, the electrical resistivity is 2–3 times greater when I//c. As mentioned 
above, this reflects the anisotropy in the crystal structure and could be due to the 
reduced hybridization of the t2g orbitals of Ir with the O–2p orbitals along [001] 
relative to the hybridization along [100] and [010] directions [191]. Compared to other 
structurally anisotropic iridates such as BaIrO3 or Sr2IrO4, the rutile iridate presents 
lower anisotropy of ρ(T), i.e., lower ρa/ρc [213, 214]. More importantly, the differences 
observed are negligible compared with those obtained when varying the layer 
thickness. 
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Figure 4.12 ρ(T) curves measured with I applied along different directions: I//a and I//c; for 
epitaxial films with (a) t ≈ 100 nm and (b) t ≈ 5 nm. 
Finally, no clear tendencies which could be attributed to a strain–driven effect 
are observed in Fig. 4.13, since samples with large differences in their lattice 
parameters display very similar resistivity curves. Compare for instance in Fig. 4.13(a) 
the (100)–epitaxial sample deposited on TiO2 (a = -0.4%, b = 2.0% and c = -1.9%) 
and the (100)–epitaxial sample deposited on SnO2 (a = -4.4%, b = 4.7% and c = 
0.0%). This behavior is noticeably different from that observed in SrIrO3, where a 35 
nm–thick film deposited on NdGaO3 (with a = +2.5% and c = -2.7%) results in 
d/dT < 0 in the whole temperature range [67, 175]. Such different response to the 
substrate–driven strain could be related to the structural differences of these iridates: 
while the IrO6 octahedra in IrO2 share corners and edges, in SrIrO3 they are only 
corner–sharing. This results in an initially broader bandwidth (W) as well as in a more 
rigid structure for IrO2 [80]. Remember that W ∝ cos/d (where  is the angle formed 
by Ir–O–Ir atoms, and d the Ir–O bond length). The MIT induced by the substrate–
driven strain observed in SrIrO3 is associated to a tilt in , while it is assumed that the 
bond length remains constant [67, 175]. Although a similar substrate–driven strain in 
IrO2 has been achieved, it seems not to be enough to significantly distort its structure 
and in turn, to reduce W. Therefore, this approach is certainly not a feasible method to 
find a MIT in IrO2. 
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Figure 4.13 Comparison of the ρ(T) curves measured in samples with different substrate–
driven strain with (a) t ≈ 5 nm and (b) t ≈ 100 nm. 
4.5. Magnetic Characterization 
Once experimental evidence of the predicted MIT has been proved in previous 
section, it is mandatory to search also for the expected nonmagnetic–magnetic 
transition induced in IrO2 by structural modifications [82, 83]. 
4.5.1. SQUID Magnetometry 
Fig. 4.14(a) shows the field dependent, M(H), curves measured in the ~100 
nm–thick films with different crystallinity. It can be observed that all the samples 
show a negligible response to the magnetic field regardless of their crystallinity, with a 
maximum magnetic moment at 5 K and 50 kOe (Mmax) in the order of 10
-5 emu/cm2. 
No hint of magnetic order is observed. The very small negative slope can be 
associated to a slightly imperfect correction of the substrate or to the silver paste 
diamagnetic contribution. 
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Figure 4.14 M(H) curves for the ~100 nm–thick amorphous, non–textured (GS = 10 nm) and 
(110)–textured samples, measured at 5 K. 
Similarly, Fig. 4.15 shows the M(H) curves measured in representative 
samples of the epitaxial series deposited on TiO2, at both 5 K (left panels) and 300 K 
(right panels). Again, no hint of magnetic order is detected regardless of the thickness, 
direction or strain, since the M(H) curves remain within the error bar extracted in 
Chapter 2. Therefore, even in the cases where a positive slope is observed, this signal 
cannot be undoubtedly associated to the presence of magnetic order. Note also that the 
apparent signal observed in the t ≈ 1.5 nm (100)–epitaxial sample in panel (c) is not 
real, at least in magnitude, since when associating the magnetic moment measured to 
the IrO2 layer, non–sense values up to 8 µB/at. Ir at H = 50 kOe are obtained. This is 
probably due small differences in the substrates employed (such as more Ti3+ 
impurities). 
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Figure 4.15 M(H) curves for representative samples of the epitaxial IrO2 series on TiO2 
substrates, measured at 5 K (left panels) and 300 K (right panels). Two dotted lines at ±2.5x10-
4 emu/cm2 mark the limit of the reliable magnetic response as explained in Chapter 2. In other 
words, any signal within these lines is in the order of the spurious/undesired effects. 
In order to elucidate what could be expected from the magnetometry 
measurements, Fig. 4.16(a) shows the M(H) curve recorded in powder IrO2 at 5 K. In 
Fig. 4.16(b) the curve is normalized to a 100 nm–thick film, i.e., this would be the 
expected signal for a pure 100 nm–thick IrO2 thin film. It shows a paramagnetic 
behavior with Mmax = 8.5x10
-6 emu/cm2. This value is, roughly speaking, one order of 
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magnitude smaller than the signals observed in Figs. 4.14 and 4.15 and the spurious or 
undesired effects introduced in the SQUID. 
 
Figure 4.16 M(H) curve measured in powder IrO2 and normalized to a 100 nm–thick film. 
On the other hand, if some of the structural modifications in the films were 
able to trigger a paramagnetic–to–ferromagnetic transition with an atomic magnetic 
moment of 1.0 µB/at. Ir (0.1 µB/at. Ir), then a Mmax in the 1–30x10
-4 (0.1–3x10-4) 
emu/cm2 range should be expected in the films, as displayed in Table 4.3. Note that 
these values could be even smaller for a canted antiferromagnetic ordering. 
Table 4.3 Expected IrO2 magnetization values, Mmax, IrO2, for an effective magnetic moment of 
1.0 and 0.1 µB/at. Ir, for a 100 and 5 nm–thick films. 
Sample 
Expected Mmax, IrO2 (x10
-4 emu/cm2) 
For 1.0 µB/at. Ir For 0.1 µB/at. Ir 
IrO2 film t = 100 nm 29.0 2.9 
IrO2 film t = 5 nm 1.5 0.2 
Thus, the M(H) curves measured in the ~100 nm–thick samples in Figs. 4.14 
and 4.15, seem to rule out a ferromagnetic ground state regardless of the degree of 
crystallinity. However, (canted) antiferromagnetism is still compatible with these 
results. Regarding the layer thickness, as showed in Table 4.3, the maximum expected 
magnetization for a t = 5 nm film is just on the limit of the reliable magnetic response, 
as explained in Chapter 2. Something similar happens with the analysis of the 
direction or strain, since all the signals in Fig. 4.15 are in the order or smaller than 
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the spurious/undesired effects. Therefore, the presence of a magnetically ordered state 
cannot be unambiguously neither confirmed nor discarded by the M(H) curves. 
On the other hand, Figs. 4.17(a) and 4.17(b) show the temperature–dependent 
magnetization curves, M(T), measured in the thinnest films from the (001)– and 
(100)–epitaxial sample series, respectively. While the curve recorded in the (001)–
epitaxial film shows a typical weak paramagnetic behavior, a small ferromagnetic–like 
transition is observed in the (100)–epitaxial film at Tc = 130 K. Also a paramagnetic 
contribution seems to be overlapped with such weak ferromagnetic signal. Zero–field–
cooled (ZFC) and field–cooled (FC) curves split at a temperature slightly below Tc. 
This fact indicates that the weak ferromagnetism might arise from a canted 
antiferromagnetic order, as occur in Sr2IrO4 [215] or in Sn–doped SrIrO3 [70, 71], and 
also in agreement with the theoretical predictions on IrO2 [82, 83]. Moreover, it can 
also be observed that this transition appears approximately in the same temperature 
range at which the electrical resistivity shows a drastic increase, in agreement with the 
Slater theory (Slater insulator). Therefore, without losing sight of the relatively high 
uncertainty of these results, which hinders extracting more conclusive results, this 
should be seen as a first hint of the possibility of inducing magnetic ordering in IrO2 
through structural modifications (thickness). 
 
Figure 4.17 M(T) curves measured on the thinnest (t ≈ 1.5 nm) (a) (001)–epitaxial and (b) 
(100)–epitaxial films. 
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Finally, it has to be said that for the sample grown on SnO2 (100), having this 
substrate a “natural growth”, it contains large and uncontrolled magnetic impurities 
that hindered any analysis of the magnetic signal of the deposited IrO2 layer. 
4.5.2. X–Ray Magnetic Circular Dichroism (XMCD) 
In view of the results obtained above, trying to disentangle any possible 
magnetic ordering of the Ir atoms, Fig. 4.18(a) shows the XMCD spectrum recorded at 
the Ir L2, 3 edges on the t ≈ 1.5 nm (100)–epitaxial sample, i.e., the sample exhibiting 
the largest electrical resistivity and traces of magnetic ordering in the M(T) curves at 
low temperatures. Although the signal to noise ratio is relatively big, a small XMCD 
signal (~0.2%) can be inferred in the Ir L3 edge. Regarding the Ir L2 edge the presence 
of an XMCD signal is ambiguous. If any, its size is much smaller than that at the L3 
edge. The position, shape and sign of the small signal observed agrees well with 
previous XMCD measurements carried out in other Ir4+–based compounds, such as in 
Sr2IrO4 [179], Sr2TiIrO6 [216] or BaIrO3 [180]. This suggests that such small signal 
may indeed be associated to magnetic ordering of the Ir4+ cations. In addition, the 
XMCD measurements on powder IrO2 present a much smaller intensity (Fig. 4.18(b)). 
Even when this commercial sample contains ~4% of metallic Ir (which explains the 
low intensity of the white line), the comparison points out, at least, to an enhanced 
paramagnetic signal in the film. Unfortunately, there is not a good reference on pure 
IrO2 available in the literature, neither in thin film nor even in bulk. 
Hence, this is another hint suggesting that magnetic ordering can be achieved 
in IrO2 through structural modifications (thickness), in agreement with theoretical 
predictions [82, 83]. However, these initial results need for complementary 
measurements to extract irrefutable conclusions, such as XMCD measurements as a 
function of the temperature, or X–ray magnetic scattering, for instance. These 
experiments entail long allocation time at large facilities such as synchrotrons or muon 
sources, and hence, they had to be left out from the scope of this thesis. 
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Figure 4.18 (a) Normalized XANES and XMCD spectra recorded in fluorescence mode at the 
Ir L2, 3 edges at T = 10 K and H = ±50 kOe on the t ≈ 1.5 nm (100)–epitaxial sample. (b) 
Normalized XANES and XMCD spectra measured in transmission mode at the Ir L2, 3 edges at 
T = 10 K and H = ±35 kOe on powdered IrO2. The lower intensity of the white line is due to a 
~4% of metal Ir phase. Solid blue lines are guides to the eye. 
4.6. Conclusions 
The relationships between the structure of IrO2 thin films and their electronic 
description and electrical and magnetic properties have been studied. 
The structural characterization allowed confirming that the samples under 
study present indeed, relevant differences in their crystallinity (from amorphous to 
epitaxial films), thickness (from ~100 to ~1.5 nm), growing orientation ((001)–, 
(100)– and (110)–oriented); and lattice parameters/strain (from -5 to +5% difference, 
approximately, respect to the powder IrO2). In addition, the EXAFS measurements 
revealed that the Ir–O bond lengths are slightly greater in amorphous samples. 
The SOC in IrO2 is very large and robust, being mainly independent on the 
structural details. A small but reproducible increment of the SOC is observed for the 
amorphous (~10%) and the finest (~1–10%) samples. Similarly, within the epitaxial 
films the SOC is slightly reduced when probed along the [001] direction (~10–15%). 
The differences observed are qualitatively well explained in terms of bandwidth 
reduction. 
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Regarding the electrical characterization, upon reducing the IrO2 film 
thickness, the response evolves from a metallic ground state (t ≥ 5 nm) to a strongly 
localized behavior (in the 1.5–2.0 nm range) as the RT sheet resistance approaches 
h/e2 ≈ 25 kΩ. A transition region between the metallic and the strongly localized states 
is observed around 2–3 nm–thickness, where the films show upturns in the resistivity 
at low temperatures explained by the theory of weak localization (Anderson/disorder). 
On further reducing the thickness of the deposited layer, in the 1.5–2.0 nm range a 
small band gap is opened (Mott/correlations). Thus, a thickness–dependent MIT has 
been found in IrO2 thin films. On the other hand, modification of the lattice 
parameters or the degree of crystallinity does not result in any significant modification 
of the electrical transport response (same order of magnitude). The resistivity is found 
to present only a slight anisotropy. 
As for the magnetic properties, the SQUID magnetometry gives ambiguous 
results in most cases, so that the presence of a magnetically ordered state cannot be 
neither confirmed nor discarded. However, the temperature magnetization curves 
suggest some (anti)ferromagnetic ordering at low temperature in the finest samples. 
The transition seems to occur at the same temperature at which the resistivity shows a 
strong increase (Slater insulator). In addition, the XMCD measurements also point out 
the presence of some magnetic ordering of the Ir4+ cations in the same sample at low 
temperature. However, the uncertainty of these results is not negligible and more 
experimental work is needed to confidently assert and better understand such magnetic 
ordering. 
Therefore, this research highlights ultrathin IrO2 films as a novel platform for 
tuning the electrical and magnetic response of this material. The main advantage over 
other iridates is the much easier synthesizing methods. A systematic study of the 
magnetotransport properties near the MIT and further XMCD measurements would be 
highly desirable to better characterize the transitions and have a deeper knowledge of 










































Ir1-xSnxO2 Thin Films 
 
5.1. Introduction 
An alternative route to that probed in the preceding chapter to tune the 
electrical and magnetic properties of IrO2 thin films consists on applying a negative 
chemical pressure by substitutional doping. Choosing Sn as the dopant element is 
especially promising, since it conforms the Hume–Rothery rules for the formation of a 
substitutional solid solution phase: (i) IrO2 and SnO2 have the same rutile crystal 
structure; (ii) in such structure, the Ir and Sn cations have the same valence state (4+); 
(iii) the size of the Sn+4 cation is only slightly larger than the Ir4+ (0.69 vs. 0.63 Å 
[217]); and (iv) the electronegativities of Ir and Sn are similar (2.20 vs. 1.96, 
according to Pauling scale [218]). Therefore, the formation of a stable Ir1−xSnxO2 solid 
solution is envisaged, even when phase separation and very low solubility have also 
been reported [219]. Regarding the electrical transport, the larger size of Sn4+ should 
result in a volume increase, which in turn may produce a decrease of the orbital 
overlap, thus favoring an increase in the electrical resistivity. Moreover, the closed–
shell electron configuration of the Sn4+ cation should also contribute to enhance the 
resistivity of the compound. In fact, bulk SnO2 (with Sn
4+: [Kr]4d10 and O2-: [Ne]) 
presents an insulating behavior [220, 221]. Finally, Sn4+ doping will not modify the 
electronic configuration of Ir, which will remain as Ir4+ irrespective of the doping 
content. Therefore, the modification of the resistivity due to a change in the Ir cation 
can be ruled out. On the other hand, given the robustness of the spin–orbit coupling 
(SOC) in Ir4+ systems [179–181], there is a reasonable likelihood that the Ir1−xSnxO2 
compound also remains in a high SOC regime. 
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From the applied point of view, the main motivation of the work described 
along this chapter is related to the potential of IrO2 in the development of pure spin–
current spintronic devices [7]. In particular, the main goal is to optimize the response 
of IrO2 as a spin–current detector material. To this end, special attention is paid to 
the main factors involved in the spin–current detection process, namely: the spin Hall 
angle, αSH, and the electrical resistivity, ρ. The spin Hall resistivity, given by 
, determines the efficiency of spin–current detection [222, 223]. This means that 
a sensitive detection of spin currents would be achieved in materials with both, large 
αSH and high ρ. The large αSH, owed to the strong SOC, is typically found in heavy 
transition metals. However, such materials typically present very low ρ. Although the 
resistivity of IrO2 is relatively high, it still belongs to the family of electrically 
conductive transition metal oxides, with ρ ≈ 102 µΩ cm [7, 56, 58, 140, 141, 143–146, 
194]. Therefore, in order to improve the usability of IrO2 as spin current detector, it is 
necessary to increase its electrical resistivity while keeping its high SOC. 
So far, the study of Ir1−xSnxO2 compounds has been limited to powder samples 
and nanoparticles in the field of catalysis [224–230] and prepared by chemical 
methods such as sol–gel [224, 225], Adams fusion [226, 227] or surfactant–assistant 
methods [228]. Nevertheless, no attention has been paid to the potential of these 
dilutions in the field of spintronics and, to the best of our knowledge, this is the first 
time that Ir1-xSnxO2 thin films have been grown by means of sputtering techniques. 
Thus, along this chapter the fabrication and characterization of sputtered Sn–doped 
IrO2 thin films with different doping content and microstructure is described. Section 
5.2 is devoted to the sample preparation. The structural properties are presented in 
section 5.3, and the electronic, electrical and magnetic characterization is discussed in 
sections 5.4, 5.5 and 5.6, respectively. 
5.2. Sample Fabrication 
Ir1-xSnxO2 thin films of ~100 nm (x = nominal Sn concentration) were 
prepared by reactive co–sputtering deposition (see Fig. 2.3) on Si substrates at room 
temperature (RT) from metallic Ir and SnO2 targets. The same Ir target employed in 
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the previous chapters for growing sputtered IrO2 films was connected to a DC–source, 
while the SnO2 target,
10 due to its insulating behavior, was connected to a RF–source. 
In order to avoid the formation of metallic Ir in significant amounts, which would 
suppose a decrement in the SOC [81], the sputtering power supplied to the Ir target 
was set to ~8 W and the gas flows at 13 ml Ar/min and 2 ml O2/min, according to the 
previous study shown in Chapter 3. As for the SnO2 target, the sputtering power was 
accordingly varied from 18 to 29 W to obtain dilutions with different Ir/Sn 
proportions, ranging from 10 to 50 at.% Sn. Additionally, pure SnO2 (x = 1) films 
fabricated under the same conditions, and analogous IrO2 (x = 0) films from Chapters 
3 (synthesis) and 4 (characterization) were used as reference materials. 
After studying the properties of the as–grown films, i.e., amorphous samples, 
they were subsequently annealed in air at 600 ºC during 6 h to obtain polycrystalline 
samples. Additionally, as the optimal annealing temperature for SnO2 is greater 
(around 1100 ºC from our experience), one amorphous Ir0.5Sn0.5O2 sample was 
annealed in air at 900 ºC during 6 h (labeled as Ir0.5Sn0.5O2(2)). It has to be noted that 
this is above the temperature at which the volatile IrO3 phase is formed (see section 
3.2.4). 
5.3. Structural and Compositional Characterization 
5.3.1. X–Ray Reflectivity (XRR) 
Fig. 5.1 shows the XRR curves measured to determine the thickness of the as–
grown samples. The values obtained from such curves, given in Table 5.1, are within 
the 100 ± 20 nm range. Additionally, looking at Fig. 5.1 the decay rate of the 
reflectivity curves is similar in all the samples, indicating a similar surface roughness, 
around 2.5 nm according to the fittings (except ~1.3 nm for x = 0.3 sample). 
Moreover, it can also be observed in this figure how the critical angle, θc, shifts 
towards lower 2θ values as the Sn content increases, consistent with the lower density 
                                                     
10 Home–made SnO2 target provided by Dr. C. Prieto from Instituto de Ciencia de Materiales 
de Madrid (ICMM). 
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of SnO2 (6.95 g/cm
3) against IrO2 (11.66 g/cm
3). On the annealed samples, 
unfortunately, the signal to noise ratio of the XRR curves (not shown) did not allowed 
a reliable determination of the layer thickness due to a relatively great roughness 
which hinders the X–ray interference created by the substrate and film surfaces. 
Nevertheless, from the results extracted in Chapter 3 and the absence of a volatile 
SnOx phase, the annealing treatment at 600 ºC is expected to reduce the film thickness 
less than 10% (the sample annealed at 900 ºC will be discussed in the next section). 
 
Figure 5.1 XRR measurements on as–grown Ir1-xSnxO2 samples. 
5.3.2. Field–Emission Scanning Electron Microscopy (FE–SEM) 
In order to study the effects of the annealing treatment on the morphology and 
thickness, cross–sectional FE–SEM images were taken on representative samples. 
Figs. 5.2(a) and 5.2(b) compare the Ir0.5Sn0.5O2 sample after the annealing treatment at 
both, 600 and 900 ºC, respectively. For the first, a homogeneous layer thickness of 
~105 nm is observed. That is ~7% lower than the thickness of the amorphous sample 
measured by XRR and in agreement with the results extracted from Chapter 3. As for 
the sample annealed at 900 ºC, a layer thickness of ~95 nm is measured, i.e., a ~16% 
reduction respect to the amorphous sample. In consequence, while the annealing 
treatment at 600 ºC seems to produce the typical compaction by reducing internal 
defects in the film, it is likely that, at 900 ºC, the formation of volatile IrO3 contribute 
to further reduce the layer thickness. 
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Table 5.1: Structural and compositional properties of Ir1-xSnxO2 thin films. Layer thickness 
measured by XRR in as–grown samples, Sn concentration determined by EDX (relative to the 







Lattice Parameters (Å) Cell Volume 
(Å3) a = b c 
Ir0.9Sn0.1O2 114 9 4.495(2) 3.142(2) 63.5(1) 
Ir0.8Sn0.2O2 80 19 4.510(4) 3.149(4) 64.1(1) 
Ir0.7Sn0.3O2 109 26 4.547(9) 3.151(9) 65.2(3) 
Ir0.6Sn0.4O2 111 42 4.590(4) 3.148(3) 66.3(1) 
Ir0.5Sn0.5O2 114/105* 46 4.583(6) 3.176(6) 66.7(2) 
Ir0.5Sn0.5O2(2) 95* 63 4.605(4) 3.171(3) 67.2(1) 
SnO2 114 100 4.736(1) 3.185(1) 71.4(1) 
*Measured on polycrystalline samples by FE–SEM. 
  
Figure 5.2 Cross–sectional FE–SEM images taken on Ir0.5Sn0.5O2 samples annealed at (a) 600 
ºC and (b) 900 ºC. 
5.3.3. Energy–Dispersive X–ray spectroscopy (EDX) 
To determine the composition of the films, EDX analyses were performed in 
the annealed samples. Additionally, in order to gain a deeper knowledge about the 
annealing effects, the Ir0.5Sn0.5O2 sample was measured before the annealing process, 
and after being annealed at 600 and 900 ºC. 
The Sn percentages (relative to the total Ir + Sn) obtained from these 
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% difference). Moreover, negligible differences in the Sn content (< 1%) were found 
between the as–grown Ir0.5Sn0.5O2 sample (not shown in the table) and that annealed at 
600 ºC. On the contrary, a 63 at.% of Sn was measured on the Ir0.5Sn0.5O2 sample 
annealed at 900 ºC (labeled as Ir0.5Sn0.5O2(2)). This fact confirms the formation of the 
volatile IrO3 phase. 
5.3.4. X–Ray Diffraction (XRD) 
Diffraction measurements were systematically performed on all the samples. 
In the as–grown films no diffraction patterns are revealed (not shown), indicating an 
amorphous character. On the other hand, Fig. 5.3(a) shows the corresponding 
diffractograms of the annealed Ir1-xSnxO2 samples, in which diffraction patterns arise. 
All of them exhibit a rutile–like polycrystalline non–textured microstructure, whose 
Bragg peaks position progressively shift from an IrO2–like to a SnO2–like structure as 
the Sn concentration is increased. Diffraction peaks corresponding to IrO2 or SnO2 
single phases are not discerned in any sample, i.e., phase separation is not observed. 
The peak width indicates a progressive reduction of the grain size, from 10 nm in the 
pure IrO2 film to 7 nm in the Ir0.5Sn0.5O2 sample (worse crystallized). Then, it slightly 
increases for Ir0.5Sn0.5O2(2). This is probably due the greater crystallization 
temperature needed for SnO2, as mentioned above. 
The calculated lattice parameters from Rietveld analyses are included in Table 
5.1 along with the cell volume. Even though the peak width is relatively large, a nearly 
linear increase of the cell volume with the Sn content is obtained (Fig. 5.3(b)). 
Therefore, the XRD experiments suggest that, when grown by the co–sputtering 
technique, Ir and Sn form a substitutional solid solution phase. The Ir0.5Sn0.5O2(2) 
sample is the only one considerably shifted from this linear tendency. In fact, its cell 
volume is only slightly larger than that found in the Ir0.5Sn0.5O2 sample (~0.7% 
difference). Taking into account that at 900 ºC volatile IrO3 is formed, the lattice 
parameters seem to indicate the presence of a great amount of Ir vacancies, rather than 
a “Ir0.4Sn0.6O2–like” dilution with the atomic sites fully occupied. 
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Figure 5.3 (a) XRD profiles for annealed Ir1-xSnxO2 thin films. *Substrate peak removed for 
clarity. A polycrystalline non–textured pure IrO2 film (x = 0) is included as reference. The 
dotted lines mark the position of the diffraction peaks measured on bulk IrO2 in Chapter 3. (b) 
Dependence of the cell volume with the Sn–concentration (EDX). The dotted line is a guide to 
the eye. 
5.3.5. Extended X–ray Absorption Fine Structure (EXAFS) 
In order to gain a deeper insight into the structural differences of the fabricated 
samples, EXAFS spectra were collected on the amorphous and polycrystalline films 
with the greatest Sn content. The recorded Ir L3–edge EXAFS signals are displayed in 
Fig. 5.4(a) and compared to amorphous and polycrystalline pure IrO2 films. To 
correlate the spectral features with specific structural changes, the Fourier transform of 
the EXAFS signal is shown in Fig. 5.4(b). It can be seen in such figure that both 
amorphous samples exhibited no order beyond the first shell (nearest neighbors), 
while the polycrystalline samples presented features due to scattering from ordered 
second nearest neighbors (features in the R ≈ 3–4 Å range, no phase correction 
applied). On closer examination of Fig. 5.4(b), the position of the main peak (marked 
with a solid line), which indicates the distance of the nearest neighbors, is slightly 
shifted towards larger R values for amorphous and doped samples, indicative of larger 
Ir–O distances. Fig. 5.4(c) helps to see the evolution of the main peak with the Sn 
content. The larger Ir–O distances in samples with poorer crystallinity were already 
observed and discussed in section 4.2.3 As far as the influence of the Sn doping, this 
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result supports the XRD analyses, indicating a unit cell expansion which, in turn, 
produces an enlargement in the Ir–O distances. 
 
Figure 5.4 (a) EXAFS spectra recorded at the Ir L3 edge at RT on representative Ir1-xSnxO2 
films. (b) Fourier transform (real part) of the k2–weighted Ir L3–edge EXAFS signal in the 
range from 3 Å−1 to 12 Å−1. The solid line is a guide to the eye. (c) Evolution of the main peak 
position with the Sn content obtained from EDX experiments. The dotted lines are guides to 
the eye. 
5.4. Electronic Characterization 
Given the importance of the SOC in the spin–current–detection processes, it is 
crucial to quantify such interaction. In this way, the X–ray absorption near edge 
spectroscopy (XANES) provides a direct probe of the spin–orbit interactions [178], as 
explained in section 4.3. 
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Figs. 5.5(a) and 5.5(b) show the normalized HERFD–XANES spectra 
recorded at the Ir L2, 3 edges on the end members of the amorphous and polycrystalline 
series, respectively. In all the cases, the HERFD–XANES data show strong white lines 
at both absorption edges, indicative of a large local density of 5d states [180]. At first 
glance, very similar spectral profiles can be observed regardless of the Sn amount, 
revealing very similar electronic structure and SOC for Sn–doped and pure IrO2 
samples. 
 
Figure 5.5 Comparisons between the normalized Ir L2, 3–edges HERFD–XANES spectra 
recorded at RT on representative (a) amorphous and (b) polycrystalline Ir1-xSnxO2 thin films. 
Panel (c) plots the values of the SOC (〈L·S〉 product in units of ћ2) obtained from the XAS. 
More quantitatively, Fig. 5.5(c) shows the ground–state expectation value of 
the angular part of the SOC, 〈L·S〉, calculated via the branching ratio as explained in 
section 4.3. Large and robust SOC is found in all the cases. Looking carefully at 
that figure, some small yet interesting differences can be noticed. The greater SOC 
measured on amorphous samples, compared to those of polycrystalline films, was 
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already discussed in Chapter 4. As far as the Sn doping is concerned, not only does the 
SOC not get worse, but it seems to increase. The value calculated for the amorphous 
Ir0.5Sn0.5O2 sample is around 2% greater than that found in the amorphous IrO2 thin 
film. The same tendency, even more evident, is observed in the polycrystalline 
samples. Here, the SOC is ~10% greater in the Ir0.5Sn0.5O2(2) sample than in pure IrO2. 
Therefore, in view of these results it can be said that the first condition mentioned in 
the introduction for an optimized spin–current detector is fulfilled (high SOC regime). 
As in the amorphous vs. polycrystalline comparison, discussed in Chapter 4, 
the small SOC enhancement observed after Sn doping can be associated to structural 
changes. In this case, the small shift (~0.2 eV) of the XANES threshold towards lower 
energies observed in the doped samples relative to pure IrO2 can be hardly seen in 
Figs. 5.5(a) and 5.5(b). Nevertheless, both XRD and EXAFS experiments do point out 
larger Ir–O distances in the doped samples. Assuming a homogeneous volume 
expansion, a ~1.8% increase, or in other words a ~0.04 Å increase in the Ir–O distance 
can be roughly estimated from the XRD data. This value should be seen as a 
maximum length increase, as the expansion is expected to be mainly due to the larger 
size of the Sn–octahedra. On the other hand, the EXAFS data indicate a ~0.02 Å and 
~0.01 Å Ir–O length increase for polycrystalline and amorphous samples, respectively. 
This is a very small change that can be hardly detected in the XANES spectra, but it 
might be related to the SOC increase. The mechanism can be tentatively explained as 
follows: the increment of the Ir–O distances reduces the orbital overlap and, in turn, 
the more atomic (less hybridized) character of the orbitals naturally results in a higher 
SOC. Moreover, the [Kr]4d10 electronic configuration of the Sn4+ cation, is also 
expected to contribute to enhance the atomic character of the Ir 5d orbitals. Finally, 
the certain resemblance of the trend observed in Fig. 5.5(c) to that observed in Fig. 
5.4(c) agrees with the hypothesis that an increase of the Ir–O bond distances is 
translated into higher SOC values. 
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5.5. Electrical Characterization 
Once proved the high SOC regime of the fabricated samples, it is mandatory 
to measure the other key property involved in a spin–current detection process, i.e., 
the electrical resistivity. Thus, temperature–dependent electrical resistivity curves, 
ρ(T), were systematically collected on all the amorphous and polycrystalline samples. 
First, the insulating behavior of pure SnO2 films (x = 1) was probed by 
measuring the corresponding ρ(T) curve. Fig. 5.6 shows the measurement carried out 
on the amorphous SnO2 sample synthesized as reference (see Table 5.1). A 
semiconductor–like behavior is observed (dρ/dT < 0) with an electrical resistivity of 
~2x107 µΩ cm at RT. The ρ(T) curve goes out of the PPMS range (> 108 µΩ cm) 
when cooling down below 155 K. 
 
Figure 5.6 Electrical resistivity of an amorphous pure–SnO2 thin film. 
Figs. 5.7(a) and 5.7(b) show the ρ(T) curves measured on the amorphous and 
polycrystalline Ir1-xSnxO2 samples, respectively (the electrical response of pure IrO2 
films were already discussed in Chapter 4 and are taken as references for x = 0). It can 
be seen in those figures that, as Sn atoms replaces Ir in the sample structure, there is 
an evident change in the slope of the ρ(T) curves. Such change takes place in the x = 
0.2–0.3 range for the amorphous films, and in the x = 0.3–0.4 range for the 
polycrystalline ones, turning from a metallic–like (dρ/dT > 0, for low x values) to 
semiconductor–like (dρ/dT < 0, for high x values) behavior. In addition, as shown in 
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Figs. 5.7(c) and 5.7(d), at RT there is an exponential increment in the electrical 
resistivity with the Sn concentration, increasing a factor 50 in both sample series, 
approximately. The differences are even more evident at low temperature (T = 10 K), 
where the resistivity increases more than five orders of magnitude (from ~7x102 µΩ 
cm to > 108 µΩ cm, out of the PPMS range) in the amorphous samples, and two orders 
of magnitude (from ~1x102 µΩ cm to ~1x104 µΩ cm) in the polycrystalline films. 
All the films are around 100 nm thick, not having very different surface 
roughness, microstructure or grain sizes. Hence, a relevant contribution due to size–
effects, surface or boundaries scattering can be ruled out. On the other hand, Sn 
doping can give rise to an increase of the electron scattering due to a larger number of 
defects and impurities (considering Sn as impurities) in the sample, which increases 
the residual resistivity (ρ(0) in Eq. 4.2). However, this effect alone would maintain a 
linear increase at higher temperature (as it happens for instance in the case of Ni 
impurities in Cu metal [231]). The drastic change of the thermal dependence indicates 
a change in the electronic structure. Such change is subtle as indicates the fact that 
HERFD–XANES data have not enough resolution to reveal this information, but 
clearly modifies the transport response towards the semiconducting–like behavior. 
Two possible mechanisms may contribute to this. On the one hand, the closed–shell 
electron configuration of the Sn4+ ions, [Kr]4d10, compared to the [Xe] 4f145d5 half–
filled shells of the Ir4+ ions, implies a reduction of the orbital hybridization along the 
sample. In other words, as the Sn4+ ions substitute Ir4+ in the sample structure the 
electronic bands become progressively narrower, and hence, the overlap between 
conduction and valence band decreases. Another possible mechanism could be the 
gradual increase of the volume, which also decreases the spatial overlap of the 
orbitals, thus contributing to narrowing the bands. Obviously, both effects can take 
place simultaneously, being both responsible for the huge increase in the electrical 
resistivity. 
In consequence, these results indicate that by suitably choosing the Sn content, 
it is possible to significantly tune the electrical response of the Ir1-xSnxO2 films, thus 
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accomplishing the second condition mentioned in the introduction for an optimized 
spin–current detector. 
 
Figure 5.7 Electrical resistivity of (a) amorphous and (b) polycrystalline Ir1-xSnxO2 thin films. 
The inset in panel (a) allows seeing the details of samples with x ≤ 0.3. The evolution of the 
resistivity measured at 300 K is plotted in panels (c) and (d) for amorphous and polycrystalline 
samples, respectively. 
The resistivity curves of samples showing a metallic–like behavior (x ≤ 0.2 for 
the amorphous films and x ≤ 0.3 for the polycrystalline samples) can be explained with 
the same models employed for pure IrO2 in Chapter 4 (Bloch–Grüneisen formula with 
n = 2), though with increasing values of residual resistivity. 
As for the semiconductor amorphous samples (x = 0.4 and 0.5), a thermal 
activation model provides a good fit of the resistivity curves even for T > 100 K, as 
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illustrated in Fig. 5.8(a). The band gap provided by such fit is EG ≈ 64 meV. This 
relatively small band gap between the occupied and unoccupied energy levels 
indicates that the system is situated on the verge of the metallic state (fits performed in 
the x = 0.4 amorphous sample or in other temperature range give similar values of EG). 
Regarding the behavior of the polycrystalline samples, the ρ(T) curve of the 
Ir0.5Sn0.5O2(2) film, shown in Fig. 5.8(b), presents a more complex response. It shows 
a transition from “bad metal” (relatively high resistivity) to “weak insulator” at TC ≈ 
245 K. When cooling down below this temperature, the ρ(T) curve shows a “shoulder” 
(marked with an asterisk in the figure) preceding a rapid increase in the resistivity. 
Looking at the relatively small variation of ρ with temperature, it is obvious that 
models such as the thermal activation do not provide good fits. Contrary, in this 
sample, as well as in the polycrystalline Ir0.5Sn0.5O2 film, a 3D Mott’s variable range 
hopping (Mott–VRH) model (ρ(T) = Cexp[(T0/T)
1/4], where C is a constant and T0 is 
the characteristic temperature of the compound [232]) provides a good fit (see inset in 
the figure). However, according to the Mott theory on VRH the average hopping 
distance, RM, must be larger than the localization length, a, which is RM/a = 3/8 
(T0/T)
1/4 > 1. This condition is not fulfilled in our case (T0 ≈ 0.02). This could be due 
to the presence of competing conducting mechanisms (metallic and semiconductor) in 
the system for being on the verge of the metal–insulator transition (MIT). In fact, in 
the three polycrystalline samples showing a semiconductor–like behavior (x ≥ 0.4), the 
increment of the resistivity when decreasing the temperature is relatively subtle. This 
further confirms that the system is on the verge of the MIT. 
At this point, it is instructive to make a comparison with the SrIrO3 perovskite. 
J. Cheng et al. [70] and Q. Cui et al. [71] studied the bulk Sn–doped SrIr1-xSnxO3 
compound, while M. Negishi et al. [233] investigated the same material though in the 
thin film structure (~15 nm thick). A similar behavior was observed, either in bulk or 
in thin film, finding a concentration, x = 0.1, where a thermal MIT is observed. Above 
this concentration, the resistivity curves present a semiconductor–like behavior, with a 
transition temperature TC located at around 280 K for x = 0.2, and a “shoulder” 
preceding the rapid increase in the resistivity. Additionally, it is found that the x = 0.2 
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sample well–followed a VRH model [208, 209]. The higher “transition concentration” 
found in the Ir1-xSnxO2 system relative to that found in the perovskite could be 
tentatively associated to the different arrangement of the Ir octahedra in both cases: 
corner–sharing in the perovskite vs. a combination of corner– and edge–sharing in the 
rutile structure (see Fig. 1.4). The latter favors shorter distances and higher orbital 
overlap [80]. Indeed, undoped SrIrO3 has an electrical resistivity in the order of 10
3 
µΩ cm [234, 235], which is 1 order of magnitude greater than in IrO2. 
 
Figure 5.8 Detailed temperature–dependent electrical resistivity of (a) amorphous Ir0.5Sn0.5O2 
and (b) polycrystalline Ir0.5Sn0.5O2(2) thin films. The inset in panel (a) shows a detailed region 
fitted to a thermal activation model (red solid line) and in panel (b) the inset shows the 
resistivity plotted as ln(ρ) vs. T-1/4. 
5.6. Magnetic Characterization 
As mentioned in Chapter 1, Panda et al. [82] predicted that IrO2 can be made 
insulating as well as magnetic upon reducing the direct overlap between the Ir 5d 
orbitals, for instance by increasing the unit cell volume, as in this case. 
Experimentally, the MIT observed in the SrIr1-xSnxO3 perovskite series has been 
proved to be accompanied by a weak ferromagnetism below TC [70, 71, 233], 
attributed to canted antiferromagnetism of the Ir4+ cations for analogy to the Sr2IrO4 
compound [215] (Slater–type MIT). Therefore, one could expect a similar behavior 
(magnetic ordering) in the Ir1-xSnxO2 material, especially for those Sn contents which 
give samples with the greatest electrical resistivity. 
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5.6.1. SQUID magnetometry 
Figs. 5.9(a) and 5.9(b) show the field–dependent magnetization curves, M(H), 
recorded in the amorphous and polycrystalline Ir0.5Sn0.5O2 samples, respectively, 
which exhibited the largest electrical resistivity (see Fig. 5.7). M(H) curves for pure 
IrO2 (x = 0) and SnO2 (x = 1) films are also included as references. As can be seen, a 
negligible magnetic response is obtained in all the cases, with absolute maximum 
magnetization values under 3x10-4 emu/cm2. Thus, the measurements on Fig. 5.9 
allow discarding the presence of a substantial net magnetic moment in the samples.11 
In fact, the M(H) curves seem to indicate a main diamagnetic character, resembling 
the magnetic response of SnO2. 
 
Figure 5.9 M(H) curves for (a) amorphous and (b) polycrystalline Ir0.5Sn0.5O2 samples 
measured at T = 5 K. Substrate background removed. 
Therefore, at first sight the magnetization measurements seem to rule out the 
appearance of magnetic order in the Sn–doped IrO2 films. However, it should be 
recalled that Panda et al. [82] predicted an antiferromagnetic arrangement. Therefore, 
whether there is an antiferromagnetic ordering fully collinear or a very small canting, 
the magnetic response of such samples could be hidden in these measurements. In 
addition, as shown in Chapter 2, the error bar at 50 kOe introduced by subtracting the 
Si substrate background is around 3.5x10-5 emu/cm2 (1x10-4 emu/cm2 from electronic 
                                                     
11 Temperature–dependent magnetization, M(T), curves were also recorded resulting in a 
negligible magnetic response as well (not shown). 

























 x = 0
 x = 0.5
 x = 1
 
Field (Oe)
Amorphous Ir1-xSnxO2T = 5 K
























2 )  x = 0
 x = 0.5
 x = 0.5(2)
 x = 1
 
Field (Oe)
T = 5 K Polycrystalline Ir1-xSnxO2(a) (b) 
5.6. Magnetic Characterization 147 
noise). This introduces further uncertainty to the analysis of the M(H) curves. As a 
consequence, from the magnetization data the presence of magnetic ordering cannot 
be, neither confirmed nor discarded. 
5.6.2. X–Ray Magnetic Circular Dichroism (XMCD) 
Trying to shed more light on this question, Fig. 5.10(a) shows the XMCD 
spectrum recorded at the Ir L3 edge on the polycrystalline Ir0.5Sn0.5O2(2) sample. It can 
be seen in the figure that, although the signal to noise ratio is relatively big, a small 
XMCD signal (~0.6%) can be inferred at ~11217 eV. The position and intensity of 
this signal agrees well with previous XMCD measurements carried out in other Ir4+–
based compounds, such as in Sr2IrO4 [179], Sr2TiIrO6 [216] or BaIrO3 [180]. In 
addition, the XMCD signal measured on powdered IrO2 in Fig. 5.10(b) presents a 
much smaller intensity. In consequence, these preliminary results suggest that the 
relatively small signal observed in Fig. 5.10(a) can be indeed associated to the 
presence of magnetic ordering of the Ir4+ cations or, at least, to an enhanced 
paramagnetic signal in the film. 
 
Figure 5.10 (a) Normalized XANES and XMCD spectra recorded at the Ir L3 edge at T = 10 K 
and H = 50 kOe on polycrystalline Ir0.5Sn0.5O2(2) sample. Solid blue line is a guide to the eye. 
(b) Ir L3–edge XANES and XMCD spectra measured in transmission mode at T = 10 K and H 
= 35 kOe on powder IrO2. The low intensity of the white line is due to a 4% of metallic Ir. 
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5.7. Conclusions 
Sn–doped IrO2 thin films, Ir1-xSnxO2 (x = 0.1–0.5), of ~100 nm have been 
successfully grown by reactive magnetron co–sputtering for the first time. The 
structural characterization shows that a single phase is formed in all the (crystalline) 
samples, confirming that Ir and Sn form a substitutional solid solution phase when 
grown by such technique. 
The analysis of the HERFD–XANES data reveals very strong 5d SOC in all 
the samples. The spin–orbit interaction is found to be slightly enhanced in the 
amorphous state, also in the doped samples. This confirms the result obtained in the 
pure IrO2 films from Chapter 4. Similarly, the SOC slightly increases when 
introducing the dopant element. From the XRD, HERFD–XANES, and EXAFS 
experiments, such SOC increase can be correlated, in both cases, to an enhanced 
atomic character of the Ir 5d orbitals. 
The electrical properties have proven to be strongly dependent on the Sn 
concentration, changing the metallic response of pure IrO2 to semiconducting–like 
for the highest Sn–doped samples. By changing the Sn content the electrical resistivity 
of the Sn–doped IrO2 films can be tuned in a range of several orders of magnitude. 
Regarding the magnetic properties, while the SQUID magnetometry gives 
ambiguous results, our initial XMCD measurements do point out the presence of 
certain magnetic ordering of the Ir4+ cations. Nevertheless, the uncertainty of this 
result is not negligible and more experimental work is needed to confidently assert and 
better understand such magnetic ordering. Unfortunately, the experiments required to 
confirm this preliminary result entail long allocation time at large facilities, such as 
synchrotrons or muon sources, and hence, they had to be left out from the scope of this 
thesis. 
As a concluding remark, the two main factors involved in the spin–current 
detection process are optimized for IrO2: (1) a nearly constant, or even slightly 
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enhanced, SOC (always in the high SOC regime); and (2) an increased electrical 
resistivity. Thus, our results point to a new direction in the quest of optimized 














































































Ir1-xCrxO2 Thin Films 
 
6.1. Introduction 
In the preceding chapter, the formation of the sputtered substitutional solution 
phase Ir1-xSnxO2 was proved to be successful. This compound exhibited an enhanced 
electrical resistivity and spin–orbit coupling (SOC). Considering the good results 
achieved in tuning the electrical response of IrO2 by Sn doping, now the attention is 
focused on modifying the magnetic properties of IrO2 through a similar doping 
route, though this time magnetic atoms are incorporated. Thus, this chapter aims at 
studying the magnetic properties of Cr–doped IrO2 thin films, i.e., a system where 
the high SOC of a 5d element (Ir) is combined with the high magnetic moment and 
Curie temperature (TC) of a 3d element (Cr) to modify the magnetic properties of IrO2, 
and in turn, to get a system with tunable magnetic properties. 
Combining IrO2 and CrO2 is an interesting approach, not only for tuning the 
magnetic properties of IrO2, but also for growing and manipulating the magnetism of 
CrO2. Indeed, CrO2 is a metastable phase and conventional film growing techniques, 
such as sputtering, pulsed laser deposition or molecular–beam epitaxy have not 
succeeded in synthesizing this compound. So far, chemical vapor deposition is the 
only successful technique in depositing CrO2 thin films [236, 237], whereas only small 
advances are being achieved with other techniques [238]. In addition, the CrO2 surface 
is thermodynamically unstable under atmospheric conditions with a tendency to 
decompose into the insulating, antiferromagnetic, and more stable phase, Cr2O3 [239]. 
Since both, IrO2 and CrO2, grow in the same rutile space group with similar lattice 
parameters, and IrO2 is the only stable solid IrOx compound, Ir may be expected to 
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stabilize Cr in the rutile structure. Besides, Cr and Ir conform the Hume–Rothery rules 
for the formation of a substitutional solid solution phase (see Chapter 5). Thus, the 
formation of a stable Ir1-xCrxO2 compound is expected, where the oxidation state of Cr 
would remain as 4+ (ferromagnetic). 
Regarding the magnetic properties, CrO2 (in bulk form and in ~2 μm thin 
films) is reported to be a half–metallic ferromagnetic material with a TC in the 385–
400 K range, very small coercive field < 100 Oe, and a magnetic moment of 2 μB/at. 
Cr [240–244]. By virtue of this property, it has been proposed as a source of spin–
polarized electrons for the fabrication of spintronic devices, such as magnetic tunnel 
junctions or spin valves [245–250]. Introducing high SOC Ir ions may result in an 
even more appealing material for spin–current manipulation. In addition, the use of 
high SOC elements is a key aspect in many of the current efforts devoted to optimize 
the control of the magnetic anisotropy (MA) in physical systems at the nanoscale 
[251–254]. Among the intrinsic ways of MA manipulation, one may cite the design of 
compounds including high single–ion anisotropy elements, such as Pt in Co and Fe 
nanostructures [255, 256], or more recently, Ir in several oxides [257, 258]. In this 
sense, huge coercivity (up to 550 kOe) has been reported on bulk BaIrO3 and 
Sr3NiIrO6 [257, 258]. In addition, compared to rare earths elements, the broad spatial 
extension of the 5d orbitals may prove to be more efficient in inducing hardness on the 
neighboring 3d–transition metal. From an applied point of view, magnetic materials 
with large coercivity have broad applications ranging from permanent magnets and 
data storage media to high–frequency electromagnetic wave filters [259–261]. 
This scenario reveals the potential interest of IrO2–CrO2 systems for 
spintronics and in the development of new permanent magnets. Surprisingly enough, 
to the best of our knowledge there are no works published so far on this issue. Thus, as 
an initial approach to this new playground, along this chapter the fabrication and 
characterization of sputtered Cr–doped IrO2 thin films with different doping content is 
described. Section 6.2 is devoted to the sample preparation. The structural properties 
are presented in section 6.3, and the electronic, electrical and magnetic 
characterization is shown in sections 6.4, 6.5, and 6.6, respectively. 
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6.2. Sample Fabrication 
Ir1-xCrxO2 thin films of ~100 nm (x = nominal Cr concentration) were prepared 
by reactive magnetron co–sputtering deposition (see Fig. 2.3) on Si substrates at room 
temperature (RT) from metallic Ir and Cr targets. The same Ir target employed in the 
previous chapters for growing sputtered IrO2 films was connected to a DC source, 
while the Cr target was connected to a pulsed DC source (frequency set at 25 kHz) to 
avoid “target poisoning” due to the formation of insulating Cr2O3 on top of the target 
[239]. 
To optimize the growth of IrO2, the sputtering power supplied to the Ir target 
was set to ~8 W and the gas flows to 13 ml Ar/min and 2 ml O2/min, according to the 
previous study shown in Chapter 3. As for the Cr target, the sputtering power was 
accordingly varied from 15 to 198 W to obtain dilutions with different Ir/Cr 
proportions, ranging from 10 to 80 at.% Cr. Pure IrO2 (x = 0) films from Chapters 3 
(synthesis) and 4 (characterization) were used as references. However, pure CrO2 
films could not be grown by reactive magnetron sputtering due to the formation of 
thermally more stable phases:12 Cr2O3 and CrO3 (boiling point: ~250 ºC [262, 263]). 
Hence, simulations and samples provided by other groups were used as references.13 
Finally, the as–grown films (amorphous) were subsequently annealed in air at 
600 ºC during 6 h to obtain polycrystalline samples. 
                                                     
12 Several combinations of growing parameters and subsequent annealing treatments were 
probed in our sputtering chamber, obtaining in all the cases other chromium oxides but CrO2. 
This study has not been included here for the sake of readability. 
13 Epitaxial CrO2 films deposited on TiO2(110) by chemical vapor deposition by the 
Nanotechnology of Surfaces group from Instituto de Ciencia de Materiales de Sevilla (ICMS) 
[244]. 
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6.3. Structural and Compositional Characterization 
6.3.1. X–Ray Reflectivity (XRR) 
Figs. 6.1(a) and 6.1(b) show the XRR curves measured to determine the 
thickness of the as–grown and annealed films, respectively. The values obtained from 
such curves, given in Table 6.1, are within 90 ± 10 nm for the as–grown samples, and 
within 80 ± 10 nm for the annealed samples, which is valid for our purpose. In 
general, the surface roughness remains between 1.5 and 2.5 nm according to the 
fittings. Moreover, it can be seen in Fig. 6.1(a) and 6.1(b) how the critical angle, θc, 
shifts towards lower 2θ values as the Cr content increases, consistent with the lower 
density of CrO2 (4.89 g/cm
3) against IrO2 (11.66 g/cm
3). 
 
Figure 6.1 XRR measurements on (a) as–grown and on (b) annealed Ir1-xCrxO2 samples. 
6.3.2. Energy–Dispersive X–ray spectroscopy (EDX) 
The composition of the films was determined by EDX analyses performed on 
all the as–grown and annealed samples. The Cr percentages (relative to the total Ir + 
Cr content) obtained from these experiments are in general close to the nominal values 
(Table 6.1). They range from ~10–80 at.% Cr, being homogeneously spaced, which is 
valid for our purpose. Furthermore, the values obtained before and after the annealing 
treatment showed remarkable similarities, with differences in the at.% Cr ≤ 3%. This 
suggests that volatile CrO3 is not formed during the annealing treatment. 
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Table 6.1: Structural and compositional properties of Ir1-xCrxO2 thin films: layer thickness (t) 
measured by XRR and Cr concentration determined by EDX (relative to the total Ir + Cr 
content) in as–grown and annealed films. Lattice parameters and cell volume calculated by 
XRD and Rietveld analyses. 
Sample 
t (nm)  Cr (%) ±2% Lattice parameters (Å) Cell Vol. 
(Å3) As–grown Ann.  As–grown Ann. a = b c 
Ir0.9Cr0.1O2 95 89  12 14 4.482(5) 3.118(4) 62.6(1) 
Ir0.8Cr0.2O2 95 89  22 25 4.488(5) 3.106(4) 62.5(1) 
Ir0.7Cr0.3O2 96 90  32 33 4.482(6) 3.091(5) 62.1(2) 
Ir0.5Cr0.5O2 92 90  46 46 4.466(6) 3.059(4) 61.0(1) 
Ir0.4Cr0.6O2 96 83  58 57 4.472(8) 3.056(8) 61.1(2) 
Ir0.3Cr0.7O2 83 71  70 68 4.42(1) 3.00(1) 58.6(4) 
Ir0.2Cr0.8O2 86 71  76 77 4.42(3) 2.98(3) 58.2(8) 
6.3.3. X–Ray Diffraction (XRD) 
Diffraction measurements were systematically performed on all the samples to 
determine their crystallinity. In the as–grown films, no diffraction patterns are 
revealed (not shown), indicating the amorphous character of these samples. In 
contrast, all the annealed films exhibited a rutile–like polycrystalline non–textured 
microstructure whose Bragg peaks position progressively shift from an IrO2–like to a 
CrO2–like structure as the Cr content is increased (Fig. 6.2(a)). Diffraction peaks 
corresponding to IrO2 or CrO2 single phases are not discerned in any sample, i.e., 
phase separation is not observed. 
The peak width indicates a roughly constant grain size of around 9 nm (Eq. 
2.1) regardless of the Cr content. On the other hand, for x ≥ 0.6 the diffraction peaks 
becomes less intense. The fact that the peak width is roughly constant and its intensity 
decreases with the Cr content, suggests the presence of differentiated crystalline and 
amorphous regions. This could be seen as crystalline clusters in an amorphous matrix, 
with greater relative weight of the latter as the Cr content is increased. 
158                                                                                              Chapter 6. Ir1-xCrxO2 Thin Films  
The calculated lattice parameters from Rietveld analyses are included in Table 
6.1 along with the cell volume. The fact that the diffraction peaks become less intense 
with increasing the Cr concentration makes the error bar larger for the greatest Cr 
percentages. Despite of that, a nearly linear decrease of the cell volume with the Cr 
content is obtained, as represented in Fig. 6.2(b). This suggests that the crystalline and 
amorphous regions do not present a big disparity of Ir/Cr percentages. Contrary to the 
unit cell expansion observed in Sn–doped IrO2 films in the previous chapter (negative 
chemical pressure), a unit cell contraction is observed with Cr doping (positive 
chemical pressure) driven by the smaller size of the Cr–octahedra. Such contraction is 
found to be up to ~10% in the Ir0.2Cr0.8O2 sample respect to pure IrO2. In view of all of 
this, the XRD experiments suggest that, when grown by the co–sputtering technique, 
Ir and Cr form a substitutional solid solution phase. 
 
Figure 6.2 (a) XRD patterns for annealed Ir1-xCrxO2 thin films. A polycrystalline non–textured 
pure IrO2 film (x = 0) from Chapter 3, and a simulated pattern of polycrystalline pure CrO2 (x = 
1) are included as references. The dashed lines mark the position of the diffraction peaks 
measured on bulk IrO2 in Chapter 3. (b) Dependence of the cell volume with the Cr–
concentration obtained from EDX experiments. The dotted line is a guide to the eye. 
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6.4. Electronic Characterization 
The XANES spectra recorded at the Ir L2, 3 edges and Cr K edge provided 
information about the SOC and oxidation state of Ir and Cr. Fig. 6.3(a) shows the 
normalized XANES spectra at the Ir L2, 3 edges measured on the Ir0.4Cr0.6O2 sample 
and compared to those of a pure IrO2 film. Practically identical profiles are obtained, 
indicating a similar ground–state expectation value of the angular part of the SOC, 
〈L·S〉, which is found to be 2.0 (in units of ћ2). Although more samples of the series 
should be measured, it seems reasonable to affirm that all the Ir1-xCrxO2 dilutions 
remain in a high SOC regime. In this figure, it can also be discerned a small shift 
(~0.5 eV) in the spectra of the Ir0.4Cr0.6O2 sample to higher energies respect to pure 
IrO2. Upon reducing the first neighboring interatomic distance of the absorbing atom a 
shift in the absorption threshold towards higher energies is expected. Therefore, the 
experimentally observed shift suggests smaller Ir–O distances as Cr is incorporated in 
the IrO2 framework. This is in agreement with the gradual reduction in the size of the 
lattice, induced by Cr doping, observed in the XRD experiments. While this reduction 
is rooted at the smaller size of the CrO6 octahedra, a concomitant reduction of the IrO6 
octahedra may also be expected (compared to perovskites, the rutile structure is quite 
rigid and not so susceptible to distort via inter–octahedral Ir–O–Ir tilting). Note that 
the shift is comparable to that observed in Chapter 5 with Sn doping, though obviously 
of opposite sign (opposite variation in the distances). Although the experiments 
strongly suggest that the shift is due to a reduction in the interatomic distances, the 
presence of a certain amount of Ir5+, which should also present a 0.5 eV shift [216], 
cannot be yet discarded from this data. Finally, it should be noted that the IrO2 film 
here measured corresponds to a ~1.5 nm thick (100)–epitaxial sample. As discussed in 
Chapter 4 (from the data displayed in Fig. 4.7) this shift could be, at least partially, 
explained in terms of the thickness difference. 
On the other hand, the normalized XANES spectrum recorded at the Cr K 
edge is given in Fig. 6.3(b) compared to that of a pure CrO2 film (1 m thick). Some 
notable differences can be observed between the two spectra. The amplitude and width 
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of the XANES oscillations is modified. Besides, regarding the near–edge region, the 
Ir0.4Cr0.6O2 film presents a worse defined shoulder–like feature at ~6003 eV and the 
raising edge looks, somehow, less sharp. As a result, in some parts of the threshold a 
small shift of ~0.6 eV towards lower energies is observed. To explain the changes of 
the profile one may propose the presence of Cr2O3, the most stable chromium oxide. 
However, Cr2O3 has a 3+ oxidation state and presents a shift in the threshold energy 
around 3 eV towards lower energies respect to the spectrum of pure CrO2 [264]. In 
consequence, the presence of a considerable amount of Cr3+ (Cr2O3–like) can be 
discarded. 
 
Figure 6.3 Normalized (a) Ir L2, 3–edges and (b) Cr K–edge XANES spectra recorded at 10 K 
on the Ir0.4Cr0.6O2 sample accordingly compared to those of pure IrO2 and CrO2 films. 
Trying to verify whether the observed shift is associated to larger Cr–O 
distances than those of CrO2, XANES simulations were performed by Dr. J. Chaboy. 
Details about the calculations (references, cluster size, potential used, treatment of the 
core–hole and experimental resolution, etc.) can be found elsewhere [265, 266]. Fig. 
6.4(a) shows three calculations corresponding to: CrO2, CrO2 simulated using the 
atomic distances of Ir0.4Cr0.6O2, and Ir0.5Cr0.5O2 simulated using the atomic distances of 
Ir0.4Cr0.6O2.
14 In addition, in Fig. 6.4(b) the profile calculated for two different clusters 
sizes of CrO2 is displayed to illustrate the effect of disorder. As can be seen in Fig. 
                                                     
14 In the spectra shown in Fig. 6.4 half of the Cr atoms in the cluster have been substituted by Ir 
atoms in an alternating manner. Choosing different positions for the Ir atoms slightly modifies 
the amplitude of the main peak, but the overall profile remains invariable. 
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6.4(a), modifiying the Cr–O distances to those of Ir0.4Cr0.6O2 has an important effect 
on the profile. In fact, the threshold is slightly shifted and the XANES oscillations are 
modified, so that the profile reproduces the experimental spectrum of the Ir0.4Cr0.6O2 
sample. From these simulations it is also established that substitution of Cr by Ir and 
the increase of structural disorder seem to have a smaller effect on the threshold, being 
in accordance with the observed experimental spectrum. Therefore, it can be 
concluded that the Cr ions in the Ir0.4Cr0.6O2 film are actually in a rutile crystal 
structure and present a 4+ oxidation state. This also confirms the 4+ oxidation state 
for Ir ions. 
 
Figure 6.4 (a) Normalized Cr K–edge XANES spectra of the Ir0.4Cr0.6O2 and pure CrO2 films 
compared to the theoretical spectra of CrO2, CrO2 with the atomic distances of Ir0.4Cr0.6O2, and 
Ir0.5Cr0.5O2 with the atomic distances of Ir0.4Cr0.6O2. In panel (b) the effect of disorder is 
illustrated by simulating two different cluster sizes (9 and 39 neighbors) compared with a CrO2 
reference. 
6.5. Electrical Characterization 
CrO2 is a good metal at low temperatures with a residual resistivity in thin 
films (t ≥ 100 nm) in the order of 10 μΩ cm and a poor metal at room temperature 
with a resistivity in the 102–103 μΩ cm range [236, 243, 267, 268]. Bearing this in 
mind, and the fact that IrO2 films of this thickness have also a metallic ground state 
(see section 4.4), one would naively expect the Ir1-xCrxO2 films to be metallic 
regardless of the Cr content. However, the ρ(T) curves measured in the polycrystalline 
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metallic curves observed in IrO2 and CrO2 films, clear upturns in the resistivity appear 
at low temperatures for relatively small values of x (marked with arrows in the figure). 
Such upturn is observed at increasing temperatures as the Cr content is increased, up 
to the point where, for x = 0.8, dρ/dT < 0 in the whole range of temperatures 
(semiconductor–like behavior). 
 
Figure 6.5 (a) ρ(T) curves measured in the annealed Ir1-xCrxO2 films. (b) ρ(T) curve of the 
Ir0.4Cr0.6O2 sample fitted to a weak localization model. The table gives the α/ρ(0) values 
obtained from the fittings for each sample. 
One could tentatively associate the change in the slope to the insulating and 
more stable phase, Cr2O3. However, the presence of Cr2O3 (or Cr
3+ in any other oxide) 
is neither observed in the XRD measurements nor in the XANES experiments. It is 
thus more likely the presence of localization mechanism(s) hindering the movement of 
the electrons. Following the same scheme from previous chapters, the possible 
mechanisms include those associated to enhanced correlations, disorder, and/or 
magnetism. Besides, given the large compression of the lattice observed in section 
6.3.3, structural distortions (in particular greater Ir–O–Ir tilting) reducing the 
bandwidth should also be taken into account. Although the detailed study of this 
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behavior is beyond the scope of this thesis (for instance, a more detailed structural 
characterization is currently not possible), a preliminary analysis can be made. On the 
one hand, typical resistivity models, such as thermal activation or Mott–hopping, are 
not able to reproduce the electrical response observed in Fig. 6.5(a). This fact suggests 
that neither correlations (Mott insulator) nor magnetism (Slater insulator) are 
responsible for the localization. Similarly, the shape of the curves seems not to be 
compatible (solely) with a Kondo effect (scattering mechanism of conduction 
electrons in a metal due to magnetic impurities) [269–272]. On the other hand, the 
response is similar to that observed by J. H. Gruenewald et al. [175] in compressed 
SrIrO3 thin films, who attributed the metal–insulator transition (MIT) to a weak 
localization effect (disorder). Fig. 6.5(b) shows a representative fit of the 
semiconducting region to a weak localization model (Eq. 4.5) in the sample with x = 
0.6, and the α/ρ(0) values (weak localization term in Eq. 4.5) obtained for each 
sample. Excellent fits are obtained in all the samples, giving increasing values of 
α/ρ(0) as the Cr content is increased. This points out to an important role of disorder as 
the underlying mechanism inducing the MIT in Ir1-xCrxO2 samples. 
6.6. Magnetic Characterization 
6.6.1. SQUID magnetometry 
As–grown Ir1-xCrxO2 films display a negligible response to the magnetic field 
with a maximum magnetic moment at 5 K and 50 kOe (Mmax) in the order of 10
-5 
emu/cm2 (not shown). No hint of magnetic order is observed in these samples. In 
contrast, very interesting phenomena arise after the thermal treatment. 
In annealed samples, the temperature–dependent zero–field–cooled (ZFC) and 
field–cooled (FC) M(T) curves, displayed in Fig. 6.6, show a very strong temperature 
dependence of magnetization, which also depends on the Cr content. In all the doped 
samples the FC magnetization increases with decreasing temperature. Differently, the 
ZFC magnetization increases gradually until it reaches a maximum at the peak 
temperature, TP. Then, it decreases monotonically as the temperature decreases. 
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Moreover, a pronounced bifurcation between the FC and ZFC curves occurs at the 
irreversibility temperature, Tirr. 
 
Figure 6.6 ZFC and FC M(T) curves recorded on representative annealed Ir1-xCrxO2 samples 
with H = 1 kOe (0.1 kOe for CrO2). Pure IrO2 and CrO2 films are included for comparison. 
Dotted lines are relevant for the discussion. 
The maximum values reached by the FC and ZFC magnetization are 
represented in Fig. 6.7(a) as a function of the Cr content. In a similar manner, the Cr 
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content dependence on TP and Tirr are displayed in Fig. 6.7(b). These four parameters 
show a progressive increase up to x = 0.7 and then decrease for x = 0.8. 
  
Figure 6.7 (a) Maximum magnetization measured in the FC and ZFC curves and (b) evolution 
of TP and Tirr with the Cr content extracted from EDX. Dotted lines are guides to the eye. 
In view of these results, M(H) curves were recorded in all the annealed 
samples at 300, 100, 40 and 5 K. In the representative curves displayed in Fig. 6.8, 
three different regions can be distinguished depending on the temperature: 
(i) When T > TP, i.e., T = 300 K, a paramagnetic–like behavior is observed in 
all the samples, with a relative small maximum magnetic moment irrespective of the 
Cr content. 
(ii) The temperatures at which TP < T < Tirr depend on the Cr content (see Fig. 
6.6). For instance, for x = 0.1, 0.2 and 0.3, T = 100 K lies between Tirr and TP. In these 
cases, a small ferromagnetic–like (or nearly saturated) component appears in the M(H) 
curves and small coercive fields (HC) are revealed. 
(iii) Finally, when T < TP the shape of the M(H) curves changes drastically: 
Mmax increases and huge coercive fields are observed. 
These results suggest a scenario where magnetically ordered clusters are 
formed in the TP < T < Tirr range, giving rise to the saturated (ferromagnetic–like) 
component observed in this range of temperatures. When T < TP, it is evident the 
appearance of an anisotropy source. 
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Figure 6.8 M(H) curves recorded on representative annealed Ir1-xCrxO2 samples at 5, 40, 100 
and 300 K. Pure IrO2 and CrO2 films are included for comparison. 
The evolution of Mmax (magnetization at T = 5 K and H = 50 kOe) with the Cr 
content is shown in Fig. 6.9(a) for the four temperatures probed. It can be seen in this 
figure that the net magnetic moment increases up to the sample with x = 0.7 and then 
decreases for x = 0.8. In all cases, the Ir1-xCrxO2 films present a relatively high 
magnetic moment at low T, up to ~0.4 μB/f. u. in the Ir0.3Cr0.7O2 sample. It is somehow 
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unexpected that Mmax decreases for x = 0.8. This could be due to the less crystalline 
structure of this film, as observed in the XRD experiments. 
Similarly, the dependence of HC on x is displayed in Fig. 6.9(b). It can be seen 
in this figure that HC increases up to the sample with x = 0.6 and then decreases. It is 
remarkable the observed giant coercive fields in these compounds, greater than 40 
kOe in the Ir0.4Cr0.6O2 film at 5 K (maximum HC measured). It is important to note that 
for 0.4 ≤ x ≤ 0.8, the large hysteresis loops are actually minor loops and remain far 
from saturating up to 50 kOe. This indicates that the actual HC for these samples is 
even larger, as well as the magnetic moment. Applying a field cooling from RT before 
measuring the loops increases the values of the magnetization (up to a factor ~2 has 
been observed at high fields in Ir0.4Cr0.6O2). However this magnetic state is found to be 
metastable and it rapidly relaxes. 
 
Figure 6.9 (a) Magnetization at H = 50 kOe and (f) and HC as a function of the Cr content. 
Dotted lines are guides to the eye. 
It is relevant to make a comparison with the magnetic response of pure CrO2 
(Fig. 6.8(f)). In this sense, the Ir1-xCrxO2 films present a relatively high magnetization, 
though obviously not as large as in bulk CrO2 (~2 μB/f. u.). On the other hand, the 
coercivity of these systems is remarkably different, from an almost negligible HC (< 
100 Oe) in bulk CrO2 to the huge HC (> 40 kOe) observed in the dilutions. 
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6.6.2. X–Ray Magnetic Circular Dichroism (XMCD) 
After the very interesting macroscopic magnetic response observed in the 
annealed Ir1-xCrxO2 films, XMCD is needed to microscopically disentangle the 
magnetic contributions coming from Ir and Cr atoms. Thus, XMCD spectra were 
recorded at the Ir L2, 3 edges and at the Cr K edge
15 of the sample exhibiting the largest 
coercive field at 5 K, i.e., the Ir0.4Cr0.6O2 sample. 
Ir L2, 3 edges 
Fig. 6.10(a) shows the XMCD spectra recorded at the Ir L2, 3 edges on the 
polycrystalline Ir0.4Cr0.6O2 sample. Contrary to the spectra measured in previous 
chapters, a clear and indubitable XMCD signal is revealed at both absorption edges, 
of similar magnitude (~2%), and of opposite sign. This demonstrates an important 
magnetic contribution coming from the Ir atoms to the magnetic response of the Ir1-
xCrxO2 films. The results derived from sum rule analysis [135, 136] indicate that the 
net magnetic moment of Ir is antiferromagnetically coupled to Cr and basically of 
spin nature: ms ≈ -0.11, ml = 0.01 μB/at. Ir, and m = (ml + ms) = -0.10 μB/at. Ir.
16 This 
is quite an unexpected and important result, since usually Ir XMCD signals observed 
in other Ir4+ iridates at the L2 edge are very small, leading to comparable ms and ml 
moments [179, 216, 273–275]. In this case, however, the nature of the magnetic 
moment is completely different. From this large XMCD signal the formation of Ir5+, 
which is a non–magnetic J = 0, is ruled out [276]. That is, this result further confirms 
that the shift observed in Fig. 6.3 is not due to charge transfer.  
In addition, Figs. 6.10(b) and 6.10(c) show the field– and temperature–
dependent XMCD signals, respectively, recorded in the same sample. The XMCD(H) 
measurement reveals a clear hysteresis loop with a coercive field HC = 5 kOe, which is 
                                                     
15 The K edge (1s → 4p transitions) provides magnetic information of the d states indirectly 
through the 3d–4p hybridization [277, 278]. 
16 These values are obtained assuming Tz = 0. While the precise values depend on Tz, the 
almost pure spin nature remains invariant. 
6.6. Magnetic Characterization 169 
relatively large but far from the HC > 40 kOe observed in macroscopic measurements 
(Fig. 6.8(d)). On the contrary, the XMCD(T) curve (Fig. 6.10(c)) presents a transition 
at ~225 K coincident with the macroscopic M(T) curve recorded with the SQUID. 
 
Figure 6.10 (a) Normalized XANES and XMCD spectra recorded at the Ir L2, 3 edges at T = 10 
K and H = 50 kOe on polycrystalline Ir0.4Cr0.6O2 sample. (b) Ir L3–edge field–dependent 
XMCD curve at T = 10 K and E = 11218 eV. (c) Ir L3–edge temperature–dependent XMCD 
curve with H = 1kOe. The FC–M(T) is also included for comparison. 
Cr K edge 
Figs. 6.11(a) and 6.11(b) show the XMCD spectra recorded at the Cr K edge 
on the polycrystalline Ir0.4Cr0.6O2 sample and on the pure CrO2 film, respectively. Both 
samples show similar XMCD signals. The similar size of both XMCD spectra 
indicates that in Ir0.4Cr0.6O2 the value of the Cr magnetic moment is similar to that 
found in CrO2 (~2 B/at. Cr) and that it orders ferromagnetically within the Cr 
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sublattice. This is a rather puzzling result as it is not in agreement with the 
macroscopic magnetization data, which indicates a noticeably smaller net moment of 
Cr. The origin of such an apparent contradiction is not clear and point to a complex 
magnetic behavior, whose clarification would require further extensive work. On the 
other hand, the spectral profile of Ir0.4Cr0.6O2 film shows a feature at 6010 eV that is 
not observed in CrO2. The small differences in the profile can be tentatively associated 
to differences in the structure (as observed in the case of the XAS profile) and/or 
hybridization with the Ir atoms. 
 
Figure 6.11 (a) Normalized XANES and XMCD spectra recorded at the Cr K edge at T = 10 K 
and H = 50 kOe on the polycrystalline Ir0.4Cr0.6O2 sample. (b) Normalized XANES and XMCD 
spectra recorded at the Cr K edge at T = 10 K and H = 10 kOe on the epitaxial CrO2 film. 
It is thus clear that the magnetic characterization of the Ir1-xCrxO2 samples has 
revealed a very interesting, yet intriguing scenario. These systems present high 
magnetization and, at the same time, huge coercive fields. 
In an initial approach, one could tentatively associate the increment in 
coercivity to the presence of small antiferromagnetic Cr2O3 clusters, where the 
existence of CrO2/Cr2O3 heterostructures would lead to an enhanced HC in a similar 
way to that observed for Fe/Fe2O3 and Co/CoO [279, 280]. However, as mentioned 
above the presence of Cr2O3 (or Cr
3+ in any other oxide) is neither observed in the 
XRD measurements nor in the XANES experiments. In addition, negligible HC in 
Cr2O3/CrO2 nanoparticles and nanorods have been previously reported [281, 282]. 
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Hence, this scenario can be reasonably discarded. On the other hand, other Cr–doped 
rutile structures (TiO2) have also proven to show negligible HC [283, 284]. 
Another source of magnetic frustrations could be RKKY or dipolar exchange 
interactions between crystallographically ordered regions (clusters) in a disordered 
matrix, which would agree with the XRD experiments. Nevertheless, these kinds of 
inter–cluster exchange interactions are too weak to be (solely) responsible for the huge 
coercivity and stronger short range interactions should be considered. 
In view of this, it seems that Ir could be the key ingredient. In this sense, two 
different pictures can be envisaged. One can propose the high SOC of Ir to be at the 
origin of the huge HC observed in the M(H) loops in a similar manner to that proposed 
in BaIrO3 and Sr3NiIrO6 [257, 258, 285]. According to these works, the huge HC 
would be linked to the unusual spin–orbit–entangled local state of the Ir4+ ion and its 
potential for anisotropic exchange interactions. Alternatively, one can propose an Ir–
driven exchange coupled core–shell–like heterostructure where the structural disorder 
at the surface (shell) of the cluster gives rise to a spin glass behavior that blocks the 
magnetic response of the whole cluster in a similar way to that observed in Fe2O3 
nanoparticles [286]. In this picture, the antiparallel coupling between Cr and Ir would 
be a key factor. Both scenarios, however, have also some drawbacks. In particular, the 
small orbital magnetic moment of Ir and the smaller HC found in the Ir L3–edge 
XMCD hysteresis loop do not seem to agree well with an Ir–induced anisotropy. 
The nature of the magnetic moment of Ir itself is rather puzzling. To the best 
of our knowledge, all the L–edge XMCD spectra reported so far for iridates with IrO6 
octahedra consist of a large signal at the L3 edge and a much smaller signal at the L2 
edge. In our case, however, the XMCD experiments indicate a drastic quenching of 
the Ir orbital magnetic moment with 〈ml〉/〈ms〉 = 0.09. This fact discards a jeff = 1/2 
state, which should lead to 〈ml〉/〈ms〉 ≈ 2 predicted for a purely ionic jeff = 1/2 model 
[27]. This result cannot be explained in terms of charge transfer either, since it would 
require having a majority of Ir6+ ions [216]. On the other hand, the jeff = 1/2 state of 
Ir4+ relies on a nearly cubic crystal field, and substantial distortions of the IrO6 
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octahedra are expected to destroy such state, leading to a quenched orbital moment. 
Thus, one could speculate that the quenched 〈ml〉 here observed occurs due to Ir
4+ ions 
placed in highly distorted octahedra. However, the high 〈L·S〉 is difficult to reconcile 
with a quenched 〈ml〉. 
Finally, a Cr–induced magnetic moment should also be considered. While 
such an origin is frequent in intermetallics and in metallic multilayers through direct 
orbital overlap [287, 288], it is quite controversial in oxides, where just a few cases of 
neighbor–induced XMCD signals have been only recently reported [289]. If verified, 
this would be a remarkable result that would clearly tilt the balance in this discussion, 
openning a new route to engineer the magnetic properties of oxides, thus contributing 
to future applications. 
It should be noted that all the factors mentioned above could be playing a 
certain role in the macroscopic response of these compounds depending on the Ir/Cr 
content. A systematic study (future work) is needed to clarify the relative weigh of 
each of them. 
6.7. Conclusions 
Polycrystalline Ir1-xCrxO2 (x = 0.1–0.8) thin films of ~100 nm have been 
successfully grown by reactive magnetron co–sputtering followed by an annealing 
treatment at 600 ºC. The structural characterization shows that a rutile single phase is 
formed in all the samples, confirming that Ir and Cr form a substitutional solid 
solution phase. 
The analysis of the XANES spectra of the Ir0.6Cr0.4O2 sample reveals very 
strong 5d SOC and further confirms the oxidation state of both, Ir and Cr, to be 4+. 
In contrast to the metallic ground state of IrO2 and CrO2, the electrical 
characterization of the Ir1-xCrxO2 samples reveals a clear upturn in the resistivity. This 
upturn appears at increasing temperatures for greater values of x, up to the point where 
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a semiconductor–like response is observed in the sample with x = 0.8. Disorder is 
proposed to be at the origin of this MIT. 
Contrary to CrO2, the Ir1-xCrxO2 samples present giant coercive fields (greater 
than 40 kOe). At low temperatures the hysteresis loops are minor loops and remain far 
from saturating up to 50 kOe. Besides, compared to other iridates with high coercivity 
like Sr3NiIrO6, in the Ir1-xCrxO2 films very large coercive fields are observed at 
relatively high temperatures (up to 200 K in the case of x = 0.7). Our results suggest 
that the presence of Ir is at the origin of this giant coercivity. Moreover, we have 
found that by changing the Cr content, both the magnetization and the coercive field 
can be widely tuned. 
The XMCD experiments show that Ir has a sizable magnetic moment in this 
samples, m = 0.10 μB/at. Ir. Surprisingly enough for a Ir
4+ iridate, the orbital 
contribution to the magnetic moment is negligible. Our data so far suggest that the 
magnetic moment of Ir is induced by Cr, which is a remarkable result for an oxide. 
The magnetic measurements also reveal a complex magnetic structure, where the net 
magnetic moment of Cr is antiferromagnetically coupled to the net magnetic moment 
of Ir. 
This work is the first report on the synthesis of Ir1-xCrxO2 samples. From the 
applied point of view, this material has huge potential for spintronics as it combines a 
half metal with the high SOC required for spin–current to charge–current conversion. 
In addition, it provides a new route to grow the thermally unstable CrO2 structure and 
even tune its magnetic response by dilution. The initial research carried out in this 
chapter has led to a very interesting yet intriguing scenario, in which further work is 





























The growth of structures based on 3d/iridate bilayers offers a promising 
approach in the development of new spintronics devices. One can envisage the 
fabrication of controlled 3d/5d structures where the high SOC of the 5d (Ir oxide) is 
combined with the high magnetic moment and Curie temperature (TC) of the 3d 
compound to obtain, for instance, a system with tunable magnetic properties. Pioneer 
works have recently shown, for instance, the capability of paramagnetic iridates, such 
as SrIrO3, to extrinsically manipulate the magnetic anisotropy of a neighbor 
La2/3Sr1/3MnO3 film [26]. The strong SOC of iridates has been reported to give rise to 
anisotropic magnetoresistance in La2/3Sr1/3MnO3/Sr2IrO4 [25] and anomalous Hall 
effect in Sr2MnO3/SrIrO3 [290]. In addition, the enhanced thermospin effects in 
Fe3O4/Pt multilayers [291] suggest an interesting thermoelectric performance also in 
the Fe3O4/IrO2 systems. 
 The growth of 3d/iridate heterostructures is, however, at a very early stage and 
it is still necessary to find these optimized 3d–transition metal oxide (TMO)/iridate 
structures aimed at creating spin–polarized currents and/or manipulating nanomagnets. 
In view of this, the current chapter aims at exploring IrO2/Fe3O4(Fe2O3) and IrO2/Fe 
heterostructures (multilayers). To the best of our knowledge, no previous work on 
IrO2/3d–TMO or IrO2/3d–metal systems has been published to date. Therefore, as a 
first step, we focus on the synthesis and characterization of samples prepared by 
conventional sequential magnetron sputtering at room temperature (RT) and with no 
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further thermal treatment, i.e., the simplest conditions, and in turn, the most interesting 
from the practical point of view (the most favorable industrial production conditions). 
For the sake of completeness Ir/Fe multilayers are also studied. While binary 
thin films and heterostructures based on combinations of Fe and Ag, W, Pt, or Au 
have attracted lot of attention for practical spintronic applications [288, 292–300], the 
Ir/Fe systems have been barely explored [301–306]. The lack of research on Ir/Fe 
systems is surprising taking into account that Ir also exhibits a strong SOC that could 
result in high magnetocrystalline anisotropy [307]. 
Thus, section 7.2 is devoted to the sample fabrication; the structural and 
compositional characterization is presented in section 7.3; and the magnetic response 
of such heterostructures is provided in section 7.4. Finally, the effect of annealing a 
few selected samples is described in section 7.5. 
7.2. Sample Fabrication 
Conventional (reactive) magnetron sputtering in a pure Ar atmosphere (Ar/O2 
mixture gas ~24% O2–rich) was used for depositing metallic (oxide) layers in a 
sequential way. All the samples were grown on Si(100) substrates at RT starting with 
an Ir–based layer. On top of the multilayer an Ir–based layer was also deposited to 
protect the last Fe–based layer from the environment. As schematized in Fig. 7.1, the 
samples studied along this chapter are classified within three groups regarding their 
nominal composition, namely: oxide/metallic (O/M), oxide/oxide (O/O) and 
metallic/metallic (M/M). IrO2 and FeOx (as shown below the phase is not well 
defined) stand for layers grown in an oxygen–containing atmosphere. The samples are 
also labeled according to the nominal thickness (in nm) of the Ir– and Fe–based layers, 
t and t’, respectively; and the number of bilayers, n. 
The sputtering parameters employed in the synthesis of the films are given in 
Table 7.1. The thickness of the Ir– and Fe–based single layers making up the 
multilayers was varied in the 0.3 to 10 nm range to study its influence in the magnetic 
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response. In some cases, samples with same bilayer structure but variable number of 








Figure 7.1 Scheme of the samples studied along this chapter. 
7.3. Structural and Compositional Characterization 
7.3.1. X–Ray Reflectivity (XRR) 
The XRR curves displayed in Figs. 7.2(a), 7.2(b) and 7.2(c) for the O/M, O/O 
and M/M sample series, respectively, provide information about the total and bilayer 
thickness, and about the interface quality (roughness) of the multilayers. The values of 
the total and bilayer thickness, calculated by means of the Eq. 2.4, are given in Table 
7.1. As shown in such table, the total thicknesses values are in good agreement with 
the nominal ones. Note that in the multilayers with a total nominal thickness of ~200 
nm, the actual total thickness could not be estimated by XRR because of being such 
value on the verge of the detection limit of the technique [308, 309]. This is reflected 
in Fig. 7.2 in the fact that the Kiessig fringes, which indicate the total layer thickness 
(see section 2.4.2), cannot be so clearly discerned in these samples. On the other hand, 
the deviations in the bilayer thickness are below 10% in the O/M and O/O groups, 
and around 20% in the M/M group. 
[Ir(t’)/Fe(t)]n [IrO2(t’)/FeOx(t)]n [IrO2(t’)/Fe(t)]n 
Ir(IrO2)/Fe(FeOx) multilayers 
O/M O/O M/M 
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Figure 7.2 XRR measurements for the (a) O/M, (b) O/O and (c) M/M sample series. 
Concerning the structural quality, satellite maxima (which indicate the bilayer 
thickness) can be discerned in a broad angular range in the O/M and M/M samples, 
indicative of well–defined layered structures with clean interphases. For instance, the 
satellite maxima are visible in the [IrO2(2)/Fe(2)]50 sample up to 2θ ≈ 7.0º (marked 
with vertical arrows in Fig. 7.2(a)), and in the [Ir(2)/Fe(2)]20 sample up to 2θ ≈ 8.5º. 
Contrary, the poorer–resolved XRR profiles of the O/O samples are indicative of a 
worse layered structure. In fact, satellite maxima are well resolved only for 2θ < 4.5º 
in the [IrO2(2)/FeOx(2)]50 sample. Furthermore, the curve of the 
[IrO2(0.3)/FeOx(0.3)]100 sample looks more similar to a single layer than to a 
multilayer, since no satellites are discerned. 
One possible explanation for such worse structural quality observed in the 
O/O sample series respect to the other groups is an intermixing at the interface, since 
XRR cannot distinguish interface compositional grading or diffuseness from interface 
roughness. Additionally, an effect due to the density difference in the layers should 
also be considered. In this sense, XRR is sensitive to the density difference along the 
surface normal direction. Hence, a better–defined profile should be expected for 
higher density differences between the layers, that is, for O/M and M/M samples. 
Obviously, both situations can take place simultaneously. 
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Table 7.1 Sputtering parameters employed in the synthesis of the multilayers and structural and compositional information: bilayer and total multilayer 
thickness calculated from XRR data, individual and total multilayer thickness according to TEM (in nm, ±0.5nm); and total multilayer thickness and 
relative abundance of elements obtained from RBS measurements. RBS experiments were carried out and analyzed by Dr. J. García López at Centro 
Nacional de Aceleradores (Sevilla, Spain) and were used to normalize the SQUID data (in section 7.4.1). More information about the RBS experiments 






XRR Thickness (nm) TEM Thickness (nm) Atoms 
(1015 at/cm2) 
Elemental 
Composition Bilayer Total Bilayer Total 
[IrO2(2)/Fe(2)]20
 RF/DC 5.0/3.4 4.2 87.0 1.5/2.7 87 750 Ir10Fe31O58Ar1 
[IrO2(2)/Fe(2)]50 RF/DC 5.0/3.5 3.9 * 1.5/1.8 173 1620 Ir16Fe30O53Ar1 
[IrO2(2)/Fe(5)]10
 DC/DC 4.0/6.0 7.7 79.5 1.6/5.8 84 660 Ir7Fe42O51Ar0 
[IrO2(2)/Fe(5)]20 DC/DC 4.0/5.8 6.9 145.3 1.7/4.5 136 1150 Ir10Fe44O45Ar1 
[IrO2(0.3)/FeOx(0.3)]100
 RF/DC 5.5/28.8 – 65.0 – 65 520 Ir12Fe18O70Ar0 
[IrO2(2)/FeOx(2)]50 DC/DC 4.0/28.0 4.0 * 1.9/1.0 153 1780 Ir17Fe13O69Ar1 
[IrO2(2)/FeOx(5)]20 DC/DC 4.0/27.7 – 122.0 2.5/3.0 118 1040 Ir11Fe22O66Ar1 
[IrO2(10)/FeOx(10)]10 DC/DC 3.6/28.3 20.3 148.4 9.4/7.0 151 1605 Ir34O65Ar1/Fe29O70Ar1
[Ir(2)/Fe(2)]20 DC/DC 3.4/3.1 3.2 66.2 1.8/1.2 67 460 Ir48Fe51Ar1 
[Ir(2)/Fe(5)]10
 RF/DC 3.1/3.4 5.3 61.0 2.1/3.0 58  – 
[Ir(10)/Fe(10)]10 DC/DC 3.3/6.0 16.1 * 9.0/6.7 176 1096 Ir98Ar2/Fe98Ar2 
*The actual total thickness could not be estimated because of being on the verge of the detection limit of the technique (~200 nm) [308, 309]. 
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7.3.2. Transmission Electron Microscopy (TEM) 
Further structural information was obtained by TEM microscopy. Illustrative 
cross–sectional TEM images are given in Fig. 7.3, showing the full layer; and in Fig. 
7.4, showing the bilayer structure in detail. Clear layered structures can be discerned 
in all the O/M and M/M samples, while a poorer defined (rougher) microstructure is 
observed in the O/O multilayers, in agreement with the XRR experiments. In fact, the 
layered structure disappears in the sample with the thinnest monolayers, 
[IrO2(0.3)/FeOx(0.3)]100. The relative roughness and the thickness values of each layer 
measured on the TEM images, shown in Table 7.1, are also in agreement with the 
XRR data. 
It is noticeable that the experimentally–obtained thickness of the Fe layer in 
O/M samples is considerably larger than that obtained in M/M samples with the same 
nominal thickness. On the other hand, the IrO2 layer in O/M samples is smaller than in 
O/O systems. This suggests some kind of “expansion” of the Fe layer at the expense 
of the IrO2 layer. 
Inside each individual layer, small regions of different shades of gray can be 
discerned. This could be due to different phases within the layer and/or different 
crystal orientation. On the one hand, the clusters observed inside the Fe layers of O/M 
samples look similar to a cluster/matrix biphasic system (see arrows in Fig. 7.4(g), for 
instance). On the other hand, in the M/M multilayers the sharp contrast observed 
inside most of the individual layers (Fig. 7.4(i)) suggests different grain orientations. 
Indeed, some crystalline planes are observable in most of the samples displayed in 
Fig. 7.4 and in the Fourier transform (FT) in panel (l). This proves the existence of 
certain order (polycrystallinity) even when no annealing treatment was performed. 
However, on the [IrO2(2)/Fe(2)]20, [IrO2(2)/Fe(5)]10, [IrO2(0.3)/FeOx(0.3)]100, and 
[IrO2(2)/FeOx(2)]50 samples, no crystalline planes can be distinguished, which 
suggests higher degree of disorder probably due to the smaller size of the layer. 
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Figure 7.3 Illustrative TEM images of O/M (left), O/O (middle) and M/M (left) samples 
showing the full cross–section. Darkest (lightest) layers are assigned to Ir–based [Z = 77] (Fe–
based, Z = 26) layers. 
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Figure 7.4 Illustrative TEM images of O/M (left column), O/O (middle column) and M/M (left 
column) samples showing the bilayer structure in detail. The panel (l) shows the FT 
corresponding to the selected area of the [IrO2(10)/FeOx(10)]10 sample. 
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7.3.3. X–Ray Absorption (XAS) 
In general, the magnetic response of systems containing Fe oxides is strongly 
dependent on the nature of the Fe phase [311, 312]. It has been demonstrated that the 
XAS technique is a powerful tool to elucidate the nature of such kind of phases [313, 
314]. Hence, a thorough XAS study was performed in representative samples. Both, 
X–ray absorption near edge structure (XANES) and extended X–ray absorption fine 
structure (EXAFS), were recorded at the Ir L3 edge and at the Fe K edge. 
Ir L3 edge  
Figs. 7.5(a) and 7.5(b) show the XANES and the EXAFS spectra, 
respectively, measured at the Ir L3 edge of representative samples. 
It can be seen that the XANES spectra of the O/M samples show an 
intermediate profile between the spectra of the M/M and the O/O samples (pure Ir and 
IrO2, respectively, as proved below), indicating a phase mixture (Fig. 7.5(a)). 
Moreover, in the case of the [IrO2(2)/Fe(5)]20 sample, such profile is closer to that of 
M/M samples than in the case of [IrO2(2)/Fe(2)]20 multilayers, indicative of a greater 
amount of metallic phase in the first. In fact, the FT of the EXAFS signal in Fig. 7.5(c) 
confirms that the Ir–based layers in [IrO2(2)/Fe(5)]20 (practically) correspond to Ir 
metal, even when they were grown as IrO2. On the other hand, the spectrum of the 
[IrO2(2)/Fe(2)]50 sample indicates a significant contribution of both, metallic and 
oxide phases, in agreement with the results from the XANES analysis. 
In order to get a rough estimation of the percentages of each phase in these 
samples, a linear combination fitting of the XANES profiles was carried out. The 
corresponding fits are displayed in Fig. 7.5(d) and the phase percentages obtained 
from such fits are given in Table 7.2. The [IrO2(2)/FeOx(2)]50 and [Ir(2)/Fe(2)]20 
multilayers are used as references for pure oxide and metal phases (proved below), 
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respectively.17 From such analyses, the greater percentage of metallic Ir in the 
[IrO2(2)/Fe(5)]20 sample than in [IrO2(2)/Fe(2)]50 is confirmed: ~94% in 
[IrO2(2)/Fe(5)]20 and ~67% in [IrO2(2)/Fe(2)]50. 
Table 7.2: Estimated percentages of each phase in the multilayers from a linear combination fit 
(fitting range -15 to 150 eV from E0) using [IrO2(2)/FeOx(2)]50 and [Ir(2)/Fe(2)]20 multilayers 
as references for pure oxide and metal phases, respectively. 
Sample 
 Fe  Ir 
 Metal (%) Oxide (%)  Metal (%) Oxide (%) 
[IrO2(2)/Fe(2)]50  17 83  67 33 
[IrO2(2)/Fe(5)]20  38 62  94 6 
As for the O/O samples, both [IrO2(2)/FeOx(2)]50 and 
[IrO2(0.3)/FeOx(0.3)]100 multilayers show the expected XANES spectrum for IrO2 
(Fig. 7.5(a)) [81]. The small differences in the profile can be addressed to small 
structural differences. The EXAFS signals of these samples, given in Fig. 7.5(b) 
compared to that of a bulk IrO2 reference, confirm that the Ir–based layers correspond 
to IrO2. The relative reduction of the FT at higher R values indicates that the local 
order in the multilayer is not as good as in the reference (Fig. 7.5(c)). Nevertheless, 
the sample keeps a certain degree of local structural order up to R = 5 Å (no phase 
correction applied). 
Regarding the representative sample from the M/M group ([Ir(2)/Fe(2)]20), it 
displays both XANES and EXAFS profiles practically identical to metallic Ir (Figs. 
7.5(a) and 7.5(c), respectively) [81]. The similarity of the EXAFS spectra also 
indicates that the Ir layers present a remarkable structural order taking into account 
that the thickness is only 2 nm. This was further confirmed by fitting the spectrum of 
the [Ir(2)/Fe(2)]20 sample to the theoretical spectrum of Ir metal (details in Ref. [310]). 
                                                     
17 It should be noted that the multilayer is not made of well-defined phases, so there is always 
an error inherent to the employed references in this procedure. Nevertheless, similar 
percentages and the same conclusions are drawn regardless of the chosen references: 
maghemite and Fe foil, or [IrO2(2)/FeOx(2)]50 and [Ir(2)/Fe(2)]20 multilayers. 
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Figure 7.5 Comparison of the Ir L3–edge (a) XANES and (b) EXAFS spectra recorded on 
representative O/M, O/O and M/M samples. Panel (c) shows the FTs (k2–weighted, range from 
3.0 Å−1 to 10 Å−1) of the EXAFS signals. For the sake of clarity the spectra have been shifted. 
Due to the lack of a good experimental metallic Ir reference, a simulated spectrum (Artermis 
software) of Ir metal has been used for comparison in panel (c). Panel (d) shows the linear 
combination fits of the XANES spectra at the Ir L3 edge in the samples from the O/M group 
(fitting range -15 to 150 eV from E0) using [Ir(2)/Fe(2)]20 and [IrO2(2)/FeOx(2)]50 samples as 
references for pure metal and oxide phases, respectively. 
Fe K edge 
The XAS spectra of two representative (nominal) O/M samples are displayed 
in Fig. 7.6 and compared to bulk maghemite (γ–Fe2O3), the most frequent iron oxide; 
and to bcc Fe references. Regarding the [IrO2(2)/Fe(5)]20 sample, in the XANES 
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spectrum (Fig. 7.6(a)) the energy position of the threshold, E0, the height of the pre–
edge at ~7115 eV and the profile just above the edge, can only be accounted for by a 
mixture of metallic and oxidized phases. Moreover, in the FT of the EXAFS signal, 
the peak at ~2 Å in the real part (dotted line in Fig. 7.6(d)) also reveals a metallic 
contribution added to the main oxide phase. Thus, both the XANES and the EXAFS 
signals indicate a mixture of metal and oxide phases in this sample, even when, 
according to the growing conditions, the Fe–based layer should be pure Fe metal. As 
for the crystallinity, the presence of a second peak at R ≈ 2.7 Å on the FT (Fig. 7.6(c)) 
indicates the formation of a second coordination shell in the oxide. However, the 
reduced intensity of the peaks relative to the bulk references, and the fact that this 
reduction is larger for the second peak, indicates a certain degree of crystallographic 
disorder. Such disorder, along with the presence of two phases, prevents the oxide in 
the Fe layer from being identified as a specific crystallographic phase. 
Similar conclusions are drawn for the (nominally) [IrO2(2)/Fe(2)]50 sample: 
there is a mixture of metal and oxide phases, both of them structurally disordered. 
However, the XANES and the EXAFS signals are found to be more similar to those of 
the γ–Fe2O3 reference, indicating a smaller amount of metallic Fe respect to the 
[IrO2(2)/Fe(5)]20 sample. Moreover, based on the comparisons of the FT in Fig. 7.6(c), 
the reduced intensity of the features respect to the [IrO2(2)/Fe(5)]20 sample indicates 
higher degree of disorder, as one could expect from the smaller thickness of the Fe–
based layers. 
By applying a linear combination fit to the XANES region (Fig. 7.6(e)), 
similar to that followed for the Ir L3 edge, the greater percentage of metallic phase in 
the [IrO2(2)/Fe(5)]20 sample than in [IrO2(2)/Fe(2)]50 is confirmed (Table 7.2): around 
60% of the Fe atoms are found to be in an oxide phase in the [IrO2(2)/Fe(5)]20 sample, 
and ~85% in the [IrO2(2)/Fe(2)]50 multilayer. 
Therefore, it can be concluded that, in O/M samples, the resulting actual 
heterostructures are significantly different from the nominal (deposited) ones. In 
particular, the XAS spectra evidence strong oxygen diffusion from the Ir layers to the 
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Fe ones, rooted at the disparate affinity of Ir and Fe atoms for oxygen. The result is 
diverse oxide–metal structures depending on the Ir/Fe ratio. It should also be noted 
that the migration of oxygen from the IrO2 layers to the Fe ones explains well the 
thicknesses observed in the TEM images. The Fe layers thickness in the O/M samples 
is relatively higher that in M/M samples due to oxygen atoms transferring to the Fe 
layers. Accordingly, the IrO2 layers in O/M samples is thinner than in O/O. 
 
Figure 7.6 (a) Fe K–edge XANES spectra recorded on the [IrO2(2)/Fe(2)]50 and 
[IrO2(2)/Fe(5)]20 samples and comparted to bulk γ–Fe2O3 and Fe foil references. (b) EXAFS 
spectra recorded at the Fe K edge on the same samples from panel (a). In panels (c) and (d), the 
FTs (modulus and real part, respectively) of the k2–weighted Fe K–edge EXAFS signal in the 
range from 3 Å−1 to 10 Å−1 are depicted. For the sake of a better comparison, the FT of the Fe 
foil has been multiplied by a factor of 0.3. The dotted line is a guide to the eye. It helps to 
identify the contribution of Fe metal phase in the mainly oxidized samples. Panel (e) shows the 
linear combination fit of the XAS spectra of these samples (fitting range -15 to 150 eV from 
E0) using [IrO2(2)/FeOx(2)]50 and [Ir(2)/Fe(2)]20 multilayers as references for pure oxide and 
metal phases, respectively. 
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For the sake of coherence Table 7.3 shows the notable agreement between the 
percentage for each element (Ir, Fe, and O) estimated form the combination of TEM 
(Table 7.1) and XANES (Table 7.2) data, and that obtained by RBS. 
Table 7.3: Estimated atomic percentages of each component from XANES combination 
fittings and layer thickness from TEM microscopy compared with results from RBS. 
Sample 
Fe (%)  Ir (%)  O (%) 
TEM & 
XANES 




 TEM & 
XANES 
RBS  
[IrO2(2)/Fe(2)]50 35 30  15 16  50 54 
[IrO2(2)/Fe(5)]20 51 45  7 10  42 45 
In Fig. 7.7(a) the XANES spectrum of a representative O/O sample, 
[IrO2(2)/FeOx(2)]50, is compared to bulk γ–Fe2O3 and Fe3O4 references. As the 
position of the threshold, E0, is determined by the bond lengths, which in turn gives a 
hint on the oxidation state [122, 182, 315], this comparison has been used to estimate 
the Fe oxidation state to be 2.85+ in such multilayer. Besides, the poor structure of the 
XANES spectrum indicates a highly distorted local structure around Fe. Note that the 
XANES profile of this sample is less structured than that of the ferrihydrite (Fig. 
7.7(b)), which is typically considered a structurally disordered iron oxide itself. In 
fact, the XANES spectrum resembles that found on very short range coordinated Fe–O 
arrangements, such as mesoporous aluminosilicates with a tiny 0.5 wt.% load of Fe or 
simple Fe3+ aqueous solutions [313, 316]. Further confirmation of the high structural 
disorder around Fe in the [IrO2(2)/FeOx(2)]50 sample is obtained from the barely 
perceivable second peak of the EXAFS FT represented in Fig. 7.7(d) (marked with an 
asterisk). 
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Figure 7.7 Fe K–edge XANES spectrum of the [IrO2(2)/FeOx(2)]50 sample and compared to 
(a) bulk γ–Fe2O3 and Fe3O4 references, and to (b) ferrihydrite, Fe–doped aluminosilicate and 
Fe3+ aqueous solution [313, 316]. (c) Comparison of the Fe K–edge EXAFS spectrum recorded 
on the [IrO2(2)/FeOx(2)]50 sample and bulk γ–Fe2O3 and Fe3O4 references. (d) FTs of the k
2–
weighted EXAFS signal in the 3–10 Å−1 range. 
Finally, the normalized XAS spectrum recorded at the Fe K edge on the 
representative [Ir(2)/Fe(2)]20 M/M sample, is shown in Fig. 7.8(a) along with bulk bcc 
Fe and γ–Fe2O3 references. It can be seen that the energy position of the threshold, E0, 
is located at the same energy that bulk bcc Fe (~7112 eV), indicating that the Fe layers 
are fully metallic as expected. However, as shown in Fig. 7.8(b), the details of the 
profile, i.e., position and width of the features, do not match the profile of bulk bcc Fe, 
bulk fcc Ni (universal fcc reference) nor fcc Fe nanoparticles references [296, 317]. 
Similarly, clear differences are observed between the EXAFS spectral profile of this 
sample and those of the references (Fig. 7.8(c)). More clearly, the FT of the EXAFS 
spectrum shows that at higher R values (4–5 Å range, no phase correction applied), the 
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intensity of the main peak is reduced relative to the bulk references, indicative of 
structural disorder (Fig. 7.8(d)). Moreover, at first sight the position and width of the 
first peak of the FT looks more similar to the fcc than to bcc references, whereas at 
higher R values the profile resembles more closely the bcc one. All this hampers a 
clear identification of the crystallographic structure. 
 
Figure 7.8 (a) Fe K–edge XAS spectrum recorded on [Ir(2)/Fe(2)]20 sample at RT and 
compared to (a) bulk Fe and γ–Fe2O3 references and to (b) bulk Fe bcc, bulk fcc Ni and Fe fcc 
nanoparticles [296, 317]. (c) Fe K–edge EXAFS spectrum recorded on [Ir(2)/Fe(2)]20 sample 
along with the same references from panel (b). In panel (d), the FTs of the k2–weighted Fe K–
edge EXAFS signals in the 3–10 Å−1 range is represented. For the sake of a better comparison 
the references have been multiplied by a factor of 0.3. 
Trying to elucidate whether the crystalline Fe phase is a disordered bcc or fcc 
phase, the EXAFS spectrum of the [Ir(2)/Fe(2)]20 sample was fitted using the bcc and 
fcc crystal structures and the standard EXAFS formula (Eq. B.12). The results from 
the best fits are displayed in Fig. 7.9 and the corresponding parameters are given in 
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Table 7.4. As can be seen in the figure, the best fit is obtained when the bcc model is 
used. Moreover, the interatomic distances (Rj) are very similar to those found for a Fe 
foil. The only difference is the larger Debye–Waller factors indicating higher disorder. 
It is noted that a fit using the crystal bct structure [301–303] does not result in any 
improvement (not shown). Attempts to refine the EXAFS signal using the fcc model 
gave an unsatisfactory fit, as shown in Fig. 7.9(b). Notably, the values of Rj tend to be 
slightly smaller than those found for bulk Ni, while slightly larger values should be 
expected [317]. Therefore, the EXAFS analysis indicates that the Fe layer of the M/M 
sample can be accounted for in terms of a disordered bcc structure and discards the 
formation of disordered fcc or bct structures. This agrees well with the XANES 
simulations performed by Dr. J. Chaboy showing an optimal match with two 
coordination shells of a bcc structure [310]. 
 
Figure 7.9 FT of the Fe K–edge EXAFS spectrum (k–range from 3.0 A−1 to 10.0 A−1; k2–
weighted) recorded on the [Ir(2)/Fe(2)]20 sample compared to the best fits obtained for (a) bcc 
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Table 7.4 Values of the structural parameters obtained from the best fits: interatomic distances 
(Rj) and Debye–Waller factors (σ
2). The number of atoms at mean distances Rj around the 
absorbing atom (Nj) are fixed in the model (8, 6, 12, 14 and 8 for bcc, and 12, 6, 24 and 12 for 
fcc). To have good references for the analysis of the EXAFS spectra, the experimental data of 
well–crystallized Fe and Ni foils were also fitted. 
Sample Fe foil [Ir(2)/Fe(2)]20 Ni foil [Ir(2)/Fe(2)]20 
Crystal structure Fe bcc Fe bcc Ni fcc Fe fcc 
S0
2 0.85 0.83 0.79 0.79* 
ΔE0 4.28 4.09 6.61 6.61* 
R1(Å) 2.46 2.51 2.49 2.51 
R2(Å) 2.84 2.85 3.49 3.41 
R3(Å)
 4.04 4.07 4.33 4.27 
R4(Å) 4.69 4.38 5.01 5.01 
R5(Å) 4.98 4.97 – – 
R6(Å) – – – – 
R7(Å) – – – – 
σ1
2(Å2) 0.005 0.013 0.006 0.018 
σ2
2(Å2) 0.005 0.020 0.008 0.023 
σ3
2(Å2) 0.008 0.025 0.006 0.052 
σ4
2(Å2) 0.007 0.041 0.006 0.024 
σ5
2(Å2) 0.004 0.020 – – 
σ6
2(Å2) – – – – 
σ7
2(Å2) – – – – 
*Fixed value 
7.4. Magnetic Characterization 
7.4.1. SQUID Magnetometry 
To analyze the magnetic response of these systems, Fig. 7.10 shows the 
temperature–dependent magnetization curves, M(T), for the O/M, O/O and M/M 
samples. Both zero–field–cooled (ZFC) and field–cooled (FC) data were collected at 
100 Oe (left column) and 1000 Oe (right column). Similarly, Fig. 7.11 shows the 
field–dependent magnetization curves, M(H), recorded at 5 K (left column) and 300 K 
(right column). 
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The M(T) curves of the O/M samples (Figs. 7.10(a) and 7.10(b)) behave 
similarly irrespectively of the number of layers or their thickness. When decreasing 
the temperature, the ZFC and FC magnetization increases gradually up to a maximum 
value at TP, (see Fig. 7.10(b)). On further decreasing the temperature, the 
magnetization decreases monotonically in both branches. Besides, a clear bifurcation 
between the ZFC and FC curves occurs at the irreversibility temperature, Tirr.. This 
behavior agrees well with a structural model consisting of magnetic clusters (metallic 
Fe phase) embedded in a non–magnetic matrix (Fe oxide phase). The maximum at Tp 
and the irreversibility between the ZFC and FC branches are indicative of 
magnetically frustrated interactions, i.e., the system behaves as a cluster spin glass (or 
superspin glass) [318, 319]. Moreover, the decay in the FC magnetization for T < Tp is 
probably reflecting some kind of reentrant cluster glass behavior. Supporting this 
hypothesis, it can be seen that the maximum magnetization (Mmax) and TP are higher 
for the [IrO2(2)/Fe(5)]n samples than for [IrO2(2)/Fe(2)]n, indicating that the clusters 
formed in the [IrO2(2)/Fe(5)]n films are greater. Finally, it should be noted that the 
differences observed between samples of the same nominal thickness can be explained 
by the small structural and compositional differences. 
The M(H) curves of these samples show a diverse behavior (Figs. 7.11(a) and 
7.11(b)). The values of Mmax at 5 K range from 0.05 μB/at. Fe in the [IrO2(2)/Fe(2)]50 
sample (~85% of Fe oxide according to XAS) up to 0.4 μB/at. Fe in [IrO2(2)/Fe(5)]10 
(~60% of Fe oxide according to XAS). These data agree well with the structural model 
previously inferred from the behavior of the ZFC–FC M(T) curves. When the 
thickness of the Fe layer is 2 nm or less (as in [IrO2(2)/Fe(2)]50), the Fe layer is fully 
(or almost fully) oxidized, resulting in a linear M(H) response similar to that found in 
the O/O samples (shown below in Fig. 7.11(c)). Contrary, in the [IrO2(2)/Fe(5)]10 
multilayer, with an actual Fe thickness of 5.8 nm according to TEM, the amount of 
oxygen is not enough to fully oxidize the Fe layers. A significant amount of Fe 
remains metallic and Mmax at 5 K rises up to 0.4 μB/at. Fe. The other two samples show 
intermediate M(H) curves in agreement with the relative amount of metallic Fe. In 
addition, at low temperature these samples present high coercivity (HC). The values of 
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HC, in the 4–6 kOe range, are among the highest reported for Fe–based systems [286, 
314, 320, 321]. Notwithstanding the high HC, no exchange–bias is observed. As 
expected in a granular system, at RT the M(H) curves show the typical behavior of a 
superparamagnetic or cluster glass system. 
Regarding the O/O multilayers, the magnetization values measured are very 
small (Mmax ≤ 0.10 μB/at. Fe) compared to those of the other families. The M(T) 
curves are almost flat (Figs. 7.10(c) and 7.10(d)), whereas a linear M(H) response is 
observed in all the samples (Figs. 7.11(c) and 7.11(d)). These results discard the 
formation of well–defined maghemite–like phases that should display hysteresis loops 
with a sizable magnetic moment. In contrast, this response indicates a paramagnetic–
like behavior. However, taking into account that most of the disordered iron oxides, 
such as goethite or ferrihydrite, are antiferromagnets in the bulk form, and the 
antiferromagnetic nature of the superexchange interaction between Fe atoms in all the 
Fe oxides, the random formation of small regions with antiferromagnetic or frustrated 
behavior cannot be ruled out. Finally, the behavior of all the samples in this group is 
very similar, with only small differences that can be ascribed to the particular 
microstructural details of each sample. 
The M(T) curves of the M/M samples measured at relatively low field (100 
Oe, Fig. 7.10(e)) behave similarly irrespective of the number of layers or their 
thickness. A clear bifurcation between the ZFC and FC curves occurs at Tirr. Below 
this temperature, the FC magnetization remains almost constant, while the ZFC branch 
decreases as the temperature is decreased. The maximum irreversibility is observed in 
the sample with more relative Fe content, [Ir(2)/Fe(5)]10. For higher measuring fields 
(1 kOe, in Fig. 7.10(f)) the irreversibility between the ZFC and FC curves disappears, 
and only a small reminiscence is observed in the [Ir(2)/Fe(5)]10 sample. 
As for the M(H) curves, all the samples show ferromagnetic–like M(H) loops 
with a significant magnetic moment (Figs. 7.11(e) and 7.11(f)). On closer 
examination, however, they present some features indicating a deviation from standard 
ferromagnetic behavior as the Fe layer thickness decreases. First, the M(H) curves for 
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the [Ir(10)/Fe(10)]10 sample show a squared hysteresis loop with a very low HC (125 
Oe at 5 K and ≤ 20 Oe at 300 K) and a magnetic moment of 2.16 μB/at. Fe at 5 K, i.e., 
very close to that of bulk Fe (2.20 μB/at. Fe). That means that a thickness of 6.7 nm 
(10 nm nominal) is enough to show a behavior similar to that found in bulk bcc Fe. As 
the thickness of the Fe layer decreases, the profile of the hysteresis loop at 5 K 
becomes less squared, the magnetic moment decreases down to 1.20 μB/at. Fe and HC 
increases up to 700 Oe ([Ir(2)/Fe(2)]20 sample). These results, together with the 
irreversibility found in the ZFC–FC curves measured at 100 Oe, indicate an evolution 
from a magnetically percolated system (i.e., strongly interacting grains) for the 
[Ir(10)/Fe(10)]10 sample towards a weakly interacting granular system when 
decreasing the Fe thickness [322]. The granular structure in these samples can be 
associated to better crystallized bcc magnetic regions (clusters) separated by more 
disordered regions (matrix) that inhibit the magnetic percolation. 
Finally, note that, in both O/M and M/M sample series, we are dealing with 
similar clusters: magnetically–ordered Fe atoms embedded in an oxide (paramagnetic) 
matrix in the O/M case, or in a ferromagnetic matrix in the M/M samples. Hence, the 
different behavior observed in each series 
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Figure 7.10 M(T) FC (solid symbols) and ZFC (open symbols) curves at H = 100 Oe (left 
column) and H = 1000 Oe (right column) for the O/M (panels (a) and (b)), O/O (panels (c) and 
(d)) and M/M samples (panels (e) and (f)). To normalize per Fe atom, the elemental thickness 
obtained by RBS (Table 7.1) has been used. 























H = 100 Oe
O/M samples



























H = 1000 Oe
O/M samples























H = 100 Oe
O/O samples


























H = 1000 Oe
O/O samples




























H = 100 Oe
M/M samples






























7.4. Magnetic Characterization 197 
 
Figure 7.11 M(H) curves recorded at 5 K (left column) and 300 K (right column) on the O/M 
(panels (a) and (b)), O/O (panels (c) and (d)) and M/M samples (panels (e) and (f)). To 
normalize per Fe atom, the elemental thickness obtained by RBS (Table 7.1) has been used. 
7.4.2. X–Ray Magnetic Circular Dichroism (XMCD) 
Finally, to elucidate if there is any contribution of Ir to the magnetic response, 
XMCD measurements were recorded at the Ir L2, 3 edges at 10 K and under an applied 
magnetic field of 35 kOe in representative samples from each group. 
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As for the measurements performed in the O/M series, no XMCD signal (if 
any, is within the noise level, ~0.4%) is observed in the [IrO2(2)/Fe(2)]20 sample (Fig. 
7.12(a)). Contrary, a small but clear XMCD signal is revealed in the [IrO2(2)/Fe(5)]10 
multilayer (Fig. 7.12(b)). Such signal is of opposite sign at both absorption edges and 
resembles of those reported for Fe–Ir intermetallic compounds [323, 324]. Regarding 
the [IrO2(0.3)/FeOx(0.3)]100 sample from the O/O group, displayed in Fig. 7.12(c), no 
XMCD signal can be discerned (the relative high level of noise should be noted). 
Eventually, the [Ir(2)/Fe(2)]20 sample from the M/M group (Fig. 7.12(d)) exhibits a 
similar XMCD signal, in shape and magnitude, to that observed in the 
[IrO2(2)/Fe(5)]10 sample. 
 
Figure 7.12 Normalized XAS and XMCD spectra recorded at the Ir L2, 3 edges at T = 10 K and 
H = 35 kOe on four representative samples: (a) [IrO2(2)/Fe(2)]20, (b) [IrO2(2)/Fe(5)]10, (c) 
[IrO2(0.3)/FeOx(0.3)]100 and (d) [Ir(2)/Fe(2)]20. 
Hence, from the similar XMCD signals observed in Ir–Fe intermetallics and in 
our [Ir(2)/Fe(2)]20 and [IrO2(2)/Fe(5)]10 multilayers, it can be concluded that this 
XMCD signal corresponds to the magnetic moment induced in metallic Ir by metallic 
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Fe at the interfaces. Indeed, in the (nominally) [IrO2(2)/Fe(5)]10 sample, the Ir layer is 
almost fully metallic (~94% according to XAS combination fittings) and at least part 
of the metallic Fe clusters are located in the vicinity of the Ir layer. On the other hand, 
in the (nominally) [IrO2(2)/Fe(2)]20 sample, it is reasonable to assume that there is not 
metal/metal interfaces, since the amount of metallic Fe is very small (~17%) and the Ir 
layer is not fully metallic (~67%). Accordingly, the XMCD, if any, is much smaller 
and cannot be distinguished from the noise. 
Sum rules gives ms ≈ 0.019 and ml = 0.004 μB/at. Ir in the [IrO2(2)/Fe(5)]10 
sample and ms ≈ 0.015 and ml = 0.000 μB/at. Ir in the [Ir(2)/Fe(2)]20 sample. The 
results derived from sum rule analysis [135, 136] indicate that the induced magnetic 
moment is ferromagnetically coupled to Fe and basically of spin nature. This is in 
agreement with the results observed in bulk intermetallics and with the calculations 
performed by I. A. Campbell [325]. However, the values of the magnetic moment are 
one order of magnitude smaller than those found by V. V. Kristnamurthy et al. in Ir–Fe 
alloys [323]. This can be explained by the fact that only Ir at the interfaces is expected 
to have a significant induced magnetic moment. Besides, it has been observed that the 
moment in the [Ir(2)/Fe(2)]20 sample is reduced relative to the bulk value (Fig. 
7.10(a)). This reduction of the Fe moment will, in turn, result in a smaller induced 
moment on Ir. 
7.5. Effect of the Annealing Treatment 
As shown in the previous sections, the as–grown O/M samples display a very 
small magnetic response whose behavior is associated to the migration of oxygen and 
the formation of Fe/FeOx core–shell heterostructures. The Ir layer does not seem to 
play any relevant role. In this case no annealing treatment is expected to revert the 
oxygen migration and result in an IrO2–based structure with potential spintronic 
interest. 
The as–grown O/O samples show no magnetic order. Since this is addressed 
to the mainly amorphous and paramagnetic nature of the FeOx layer, an annealing 
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treatment has been attempted trying to transform the FeOx layer in a magnetic phase 
(maghemite–like). In particular, two sequential treatments were followed: first, the 
sample was annealed for 1 hour at 300 ºC under a H2 (2%) + Ar (98%) mixture 
atmosphere to promote the hematite–like to magnetite transition. Then, the sample 
was annealed for 6 hours at 300 ºC in air to get the maghemite phase. This procedure 
is based on those typically followed in nanoparticles to transform hematite into 
maghemite. 
After annealing the [IrO2(2)/FeOx(2)]50 multilayer, the two weak XRD peaks 
observed in Fig. 7.13(a) indicate that the annealing treatment transforms IrO2 into 
metal Ir. On the other hand, no information about the Fe phase can be inferred. As for 
the magnetic response, the M(H) curve of this annealed sample, represented in Fig. 
7.13(c), shows that the application of a thermal treatment to convert the FeOx layer 
into γ–Fe3O2 or Fe3O4 results in a ferromagnetic behavior with a remarkable increase 
in the magnetization, up to ~0.3 μB/at. Fe and HC = 550 Oe. This fact could indicate 
that, indeed, (some of) the FeOx has transformed into γ–Fe3O2 or Fe3O4. However, 
from these results the formation of metallic Fe centers cannot be ruled out. 
Regarding the M/M multilayers, the low magnetic coercivity is the most 
striking result, especially when compared to the extremely high HC, up to 63 kOe, 
observed in L10–ordered Pt/Fe films [326]. Although no diffraction peaks were 
detected in the XRD patterns (not shown), likely due to the smallness of the samples 
along with their polycrystalline character (observed by TEM), a multilayer structure 
with fcc–Ir and bcc–Fe layers separated by a clean interface has been identified. 
Trying to increase the coercivity of these samples, the [Ir(2)/Fe(2)]10 multilayer was 
annealed during 4 hours at 500 ºC under a He flow to prevent it from oxidizing and 
under a magnetic field of 5 kOe applied in the in–plane direction. 
As for the structural effects of the thermal treatment, no diffraction peaks were 
detected in the annealed [Ir(2)/Fe(2)]10 sample (not shown), while the XRR curve 
shown in Fig. 7.13(b) reveals that the layered structure is practically lost likely due to 
intermixing between layers. As for the magnetic response, it can be seen in Fig. 
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7.13(d) that the thermal treatment in the M/M sample leads to a magnetization 
reduction and a small increase of the coercivity up to 1.5 kOe (much smaller than that 
found on Fe/Pt films). This can be associated to the fact the Fe and Ir may only form a 
disordered fcc (A1) or disordered hcp (A3) phase [327], in contrast to the ordered L10 
phase in Fe/Pt multilayers. 
 
Figure 7.13 (a) XRD measurement on [IrO2(2)/FeOx(2)]50 after being annealed. (b) XRR 
measurement recorded on [Ir(2)/Fe(2)]20 sample before and after the annealing treatment. 
Panels (c) and (d) show the M(H) curves recorded on [IrO2(2)/FeOx(2)]50 and [Ir(2)/Fe(2)]20 
samples before and after the annealing treatment. 
7.6. Conclusions 
Nominal IrO2/Fe (O/M), IrO2/FeOx (O/O) and Ir/Fe (M/M) multilayers have 
been prepared by magnetron sputtering. Clear layered structures are distinguished by 
XRR and TEM for layer thicknesses greater than 1 nm. Both, the structure and the 
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magnetic response of the samples are found to be highly dependent on the preparation 
method conditions. 
As for the O/M samples, the resulting heterostructures are significantly 
different from the nominal ones. The different affinity of Ir and Fe for oxygen is able 
to displace the oxygen from the Ir–based layers and form diverse metal–oxide 
structures depending on the Ir/Fe ratio. For the thinnest Fe layers (2 nm), the oxygen 
initially in the Ir layers is enough to (almost) fully oxidize the Fe layers. At the same 
time, a biphasic metal–oxide structure is formed in the Ir layers. On the other hand, for 
thicker Fe layers (5 nm) there is not enough oxygen in the Ir–based layers to fully 
oxidize the Fe ones. In this case the initial IrO2 layers become purely metallic. 
The magnetic characterization of these samples indicate the presence of 
metallic magnetic Fe clusters embedded in a mainly paramagnetic FeOx matrix, 
giving rise to a cluster spin glass behavior. The size of these clusters and their 
magnetic response (Mmax and HC) depend on the initial thickness ratios of the IrO2 and 
Fe layers. A large coercivity up to ~6 kOe and a negligible exchange bias is found in 
these samples. On the other hand, the XMCD experiments point to a purely induced Ir 
moment associated to the presence of metallic–Ir/metallic–Fe interfaces. The 
formation of complex metal–oxide structures at the Fe layer might be hampering a 
more relevant role of Ir. 
Regarding the O/O samples, the Ir phase is identified as IrO2 and the Fe–
based layer is found to be a highly disordered oxide phase with an oxidation state 
close to Fe3+. 
The magnetization measurements undoubtedly discard the formation of a 
ferro– or ferrimagnetic phase and indicate a paramagnetic behavior, which seems in 
accordance with an ill–defined iron oxide phase. 
Standard thermal treatments to convert hematite into maghemite cause also the 
reduction of IrO2 to Ir metal. Therefore, annealing is not a good way for the 
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fabrication of IrO2/Fe3O4 or IrO2/γ–Fe3O2 samples. Given their vast potential for 
spintronics, alternative routes should be explored. 
Finally, in the as–grown M/M samples, the XANES and EXAFS experiments 
allowed identifying the Ir and Fe phases as fcc and bcc structures, respectively. 
The magnetic response is that expected for a Fe percolated system when the 
thickness of the Fe layer is ~7 nm. The thickness decrease results in a granular cluster 
glass–like behavior and in a slight increase of the coercivity at 5 K. In this case, the 
clusters can be associated to better–defined ferromagnetic bcc regions dispersed in 
crystallographically disordered regions (acting as a matrix between the clusters). The 
XMCD measurements prove the presence of induced Ir magnetic moments at the 
interface ferromagnetically aligned to Fe and mainly of spin nature. Nevertheless, the 
contribution of Ir to the total magnetization is found to be negligible and the proposed 
increase of HC is not observed. 
Attempts to increase the coercivity by thermal treatments were also 
unsuccessful, likely due to the formation of a disordered fcc (A1) or disordered hcp 






























Concluding Remarks and Outlook 
This thesis was focused on the study of IrO2 motivated by the interesting 
predictions suggesting tunable physical properties added to its enormous potential for 
spintronic applications. In particular, this dissertation had the general goal aimed at 
finding experimental evidence of the predicted tunable electrical transport and 
magnetic properties of IrO2–based systems. For this purpose to be achieved, three 
different approaches were followed: (1) growing IrO2 thin films with relevant 
structural differences as far as thickness (dimensionality), crystallinity and lattice 
parameters (substrate–induced strain) are concerned; (2) applying a negative chemical 
pressure via substitutional doping; and (3) combining IrO2 with magnetic 3d elements. 
The diverse set–up operations and implementations carried out in our recently 
mounted sputtering chamber allowed optimizing the performance of the equipment. A 
subsequent comprehensive and systematic work carried out to optimize the film 
growth allowed depositing samples of disparate structure in a controlled manner by 
means of this technique. In combination with high O2 pressure sputtering and pulsed 
laser deposition techniques, IrO2 films with relevant differences in their thickness 
(from ~100 to ~1.5 nm), crystallinity (from amorphous to epitaxial), growing 
orientation ((001)–, (100)– and (110)–oriented); and strain (from -5 to +5%, 
approximately) were successfully synthesized. Moreover, the co–sputtering 
configuration of our chamber was used to grow novel Ir1-xAxO2 compounds, with A = 
Sn, Cr. 
1st Approach: Structure of IrO2 Thin Films 
The spin–orbit coupling (SOC) in all the IrO2 thin films is found to be very 
large and robust, being mainly independent on structural details. A small, but 
reproducible increment of the SOC is observed in the amorphous (~10%) and finest 
(~1–10%) samples. Similarly, within the epitaxial films the SOC is slightly reduced 
when probed along the [001] direction (~10–15%). 
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Upon reducing the IrO2 film thickness, the electrical response evolves from 
the metallic ground state (t ≥ 5 nm) to a strongly localized behavior (in the 1.5–2.0 nm 
range), so that a clear thickness–dependent metal–insulator transition (MIT) is 
revealed. The analysis of the resistivity curves indicates a gap opening and the 
relevant role of effective correlations. Modification of the lattice parameters or the 
degree of crystallinity does not yield to any significant variation of the electrical 
transport response, which remains within the same order of magnitude. 
The initial measurements suggest antiferromagnetic ordering of the Ir4+ 
cations at low temperature in the finest samples. The ordering transition seems to 
occur at the same temperature at which the resistivity shows a strong increase. Hence, 
the insulating IrO2 is likely to be located in an intermediate region between a Slater– 
and a Mott–type insulator. 
2nd Approach: Negative Chemical Pressure 
Sn–doped IrO2 thin films, Ir1-xSnxO2 (x = 0.1–0.5), of ~100 nm were grown by 
reactive magnetron co–sputtering for the first time. 
A nearly constant or even slightly enhanced SOC is observed in these 
compounds. 
The electrical response is strongly dependent on the Sn content, changing the 
metallic ground state of IrO2 to semiconducting–like for the highest Sn–doped 
samples. By changing the Sn concentration the electrical resistivity can be tuned in 
a range of several orders of magnitude. 
The two main factors involved in the spin–current detection process are thus 
optimized for Sn–doped IrO2: high SOC and increased electrical resistivity; pointing 
to a new direction in the quest of optimized materials for spin–current detection. 
The preliminary measurements also point out the presence of certain magnetic 
ordering of the Ir4+ cations in the most resistive samples. 
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3rd Approach: IrO2 Combined with Magnetic 3d Elements 
Cr–doped IrO2 thin films, Ir1-xCrxO2 (x = 0.1–0.8), of ~100 nm and nominal 
IrO2/Fe and IrO2/FeOx multilayers were synthesized by magnetron sputtering. 
As for the novel Ir1-xCrxO2 samples, the experiments reveal a very strong 5d 
SOC and confirm the oxidation state of both, Ir and Cr, to be 4+, thus providing a new 
route to grow the thermally unstable CrO2 structure. 
In contrast to the metallic ground state of IrO2 and CrO2, the electrical 
characterization of the Ir1-xCrxO2 samples reveals a clear upturn in the resistivity. This 
upturn appears at increasing temperatures for greater values of x, up to the point where 
a semiconductor–like response is observed for x = 0.8. Disorder seems to be at the 
origin of this MIT. 
By changing the Cr content, both the magnetization and the coercive field 
can be widely tuned, reaching both its maximum in the x = 0.6–0.7 range. Giant 
coercive fields (greater than 40 kOe) are revealed in these dilutions. 
In these samples, Ir has a clear sizable magnetic moment, m = 0.10 μB/at. Ir. 
Surprisingly enough for a Ir4+–iridate, the orbital contribution to the magnetic moment 
is negligible. In addition, our data so far suggest that this magnetic moment is related 
to the presence of Cr4+ ions (i.e., Cr–induced). The magnetic measurements also reveal 
a complex magnetic structure, where the net magnetic moment of Cr is 
antiferromagnetically coupled to the net magnetic moment of Ir. 
Regarding the nominal IrO2/Fe multilayers, the different affinity of Ir and Fe 
for oxygen results in actual heterostructures where the oxygen is displaced and form 
diverse metal–oxide structures depending on the Ir/Fe ratio. Magnetically, the 
resulting system can be seen as metallic magnetic Fe clusters embedded in a mainly 
paramagnetic FeOx matrix, giving rise to a cluster spin glass behavior. Large 
coercivity up to ~6 kOe is found in these samples. The lack of clear IrO2/Fe interfaces 
hinders studying the effect of a neighbor magnetic layer on IrO2. 
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With respect to the IrO2/FeOx samples, the as–grown Fe–based layers consist 
of highly disordered and non–magnetic oxide phase. Application of conventional 
thermal treatments to convert FeOx into Fe3O4/γ–Fe3O2 causes also the reduction of 
IrO2 to Ir metal. As a result, no IrO2/Fe3O4 (IrO2/γ–Fe3O2) interfaces are obtained to 
study of the effect of a neighbor magnetic layer on IrO2. 
Outlook 
This dissertation has provided a deep insight into the actual experimental 
conditions that make it possible to tune the electrical and magnetic response of IrO2–
based systems. The pioneering experimental observation of metal–insulator and 
nonmagnetic–magnetic transitions in this iridate leads to several opened questions 
and opens the door to future research. 
While our results on IrO2 and Ir1-xSnxO2 films suggest the combined role of 
correlations and magnetism to be at the origin of the MITs (Mott vs. Slater), further 
work is desirable to confirm our results and provide a deeper knowledge about the 
underlying mechanisms triggering such MITs. In this sense, it is important to recall 
that this open question concerns not only IrO2, but iridates in general. A systematic 
study based on magnetotransport properties near the MIT and further XMCD 
experiments could be of help. 
As for the Ir1-xCrxO2 system, our pioneer research has shown exciting 
properties and revealed a promising scenario. To better understand the origin of such a 
giant coercive field, it would be desirable to synthesize better crystallized (and even 
epitaxial) films. HR–TEM and EXAFS measurements would provide a deeper 
knowledge about the growth of these compounds. XMCD experiments carried out in 
several samples of the series could provide the information necessary to understand 
the complex magnetic response observed in this system. Similarly, the puzzling nature 
of the magnetic moment of Ir in these films deserves further consideration. Provided 
the hypothesis of a Cr–induced magnetism is confirmed, it would open the door to a 
new route for engineering the magnetic properties of oxides, thus contributing to 
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future applications. In this sense, theoretical calculations added to the experiments 
mentioned above could give a boost to this hypothesis. 
Finally, given their vast potential in spintronics, alternative routes to 
















































































This appendix contains further information to that provided in Chapter 2 about 
the implementation of certain components carried out in our sputtering chamber which 
could be of help to other groups looking into a similar project. 
A.1. RF Source 
Regarding the RF–source installation, to control the input parameters from the 
front panel (Front Panel Operation mode) a contact closure between pins 2 and 15 
(external interlock) in the corresponding 25–pin “D” sub–miniature connector must be 
made before the RF output can be enabled. This fact is mentioned because usually it is 
not a straightforward information which can be extracted from the user manual. 
Similarly, to install the sensor located in the refrigeration system (poka–yoke 
mechanism which allows operating the source only when water flows through the 
tubes towards the magnetrons) it was also necessary to make a contact closure 
between pins 1 and 14 (in the same connector mentioned above), which control the 
status of the power supply. 
It is also important to note that, in order to initialize the discharge, the gas 
pressure must be considerably increased (e.g., increasing the Ar flux, in our case up to 
80 ml/min). Once the plasma is stable, the gas pressure can be set to that desired. 
A.2. Substrate Heater 
A substrate heating system, exposed in Fig. A.1, was implemented to grow 
samples at temperatures up to 950 ºC. A 2”–diameter SU–200–HH substrate heater (1) 
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from Meivac is placed over an additional designed arm (2) which allows the heater to 
move from one position to another. The designed arm drawn with AutoCAD is shown 
in Fig. A.2. A cylindrical–shape counterweight (3) of ~380 g (approximately the 
heater mass) is placed at the other end of the arm to prevent the motor axis from 
bending. The substrate temperature is measured by means of a K–type thermocouple 
(4) embedded in the substrate holder beneath the substrate mounting area. 
Temperature programs with heating and cooling ramps can be set up with a 
homemade temperature controller directly connected to the heater. A 220/40 V 
transformer was installed to avoid arcing in the electrical contacts inside the chamber 
during the process. The power cables are protected with ceramic (alumina) beads (5) 
and rolled up around the motor axis in order not to hinder the arms movement. Before 
installation, the heater had to be operated in air at 700 ºC for an hour in order to 
produce an oxide passivation layer on the surface, thus preventing any contamination 
of the process. 
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This appendix provides complementary information about basic concepts of 
the characterization techniques employed in this thesis. 
B.1. X–Ray Diffraction (XRD) 
X–rays are electromagnetic waves with a wavelength (0.1–10 nm range) in the 
order of magnitude of interatomic distances in crystalline materials. Because of this, 
and thanks to its periodic structure, crystals elastically scatter the X–ray beams in 
certain directions and amplify them by constructive interference. The outcome is a 
diffraction pattern whose interference condition, schematized in Fig. B.1(a), is given 
by the Bragg’s law [328]: 
2 	  
where n is the order of a reflection, λ the wavelength of the X–ray source, dhkl the 
distance between parallel planes of the network, and θ the angle between the incident 
beam and the plane of the crystal. The diffraction pattern contains information about 
the atomic arrangement within the crystal. For a polycrystalline sample, as that shown 
in Fig. B.1(b), each diffraction peak is attributed to the scattering from a specific set of 
parallel planes of atoms, identified by the Miller indices (hkl). Similarly, amorphous 
solids, which do not have long–range atomic order, will not produce a diffraction 
pattern but only broad scattering features; and single crystals only produce peaks from 
a family of planes. 
(B.1) 
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Figure B.1 (a) Bragg’s law description and (b) XRD pattern example from a powder IrO2. 
The height, width and position of these reflections generated by the emerging 
X–ray beam can be used to determine many aspects of the material's structure: 
The relative intensity of the peaks provides information about directions of 
preferred orientation. While the absolute intensity can vary due to instrumental and 
experimental parameters, the relative intensities of the diffraction peaks are 
instrument–independent [329]. Peaks with relative intensities greater than those 
standards (i.e., those obtained for a given sample with randomly oriented crystallites) 
indicate that a preferred orientation is present in the material. A texture coefficient, 
TC(hkl), is calculated using the Harris analysis shown in Eq. B.2, where a TC(hkl) > 1 




where I(hkl) and I0(hkl) state for the measured and standard integrated intensity of the 
(hkl) reflection, respectively; and N is the number of reflections observed. 
The full width half maximum (FWHM) of the diffraction peaks is directly 
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where GS is the mean grain size in the direction perpendicular to a given plane, λ is 
the wavelength of the X–ray source, B is the FWHM of the specific peak (in radians), 
θ is the Bragg angle of such peak and K is the Scherrer constant (0.94). However, peak 
broadening may also be indicative of more stacking faults (microstrain and/or other 
defects in the crystal structure) or an inhomogeneous composition in a solid solution 
or alloy. Besides, different instrument configurations can change the peak width. In 
consequence, a careful evaluation is required to separate all the different potential 
causes of peak broadening. 
The unit cell dimensions (lattice parameters) can be correlated to the position 
of diffraction peaks. Anything that changes the unit cell dimensions (temperature, 
substitutional doping, strain, etc.) will be translated into a peak shift. In the tetragonal 
structure of IrO2, where a = b ≠ c and α = β = γ = 90º, next expression applies: 
 
where hkl are the Miller indices and the d–values (interplanar spacing) are calculated 
with Eq. B.1. 
B.1.1.1. Rietveld Analyses 
Peak–overlapping, displacement error, significant background difficult to 
define or preferred orientations, among other things, usually hinder a straightforward 
analysis of the diffractograms. The Rietveld method is a refinement technique which 
has the ability to accurately determine structural parameters of the sample from the 
construction of a theoretical model that fits the experimental pattern by the least 
squares method [104]. 
Most of the diffraction patterns measured in this dissertation have been 
analyzed with the Rietveld method using the FullProf code [103]. As a representative 
example, the analysis carried out in a diffractogram measured on an IrO2 film is given 
in Fig. B.2. Here, values of χ2 between 1–2 are obtained, indicative of good fits. 
(B.4) 
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According to the Rietveld analysis the lattice parameters are: a = b = 4.493 Å and c = 
3.145 Å; while when using Eq. B.4 the calculated parameters are: a = b = 4.488 Å and 
c = 3.141 Å; which is < 0.2% difference. On the other hand, in the FullProf code the 
preferred orientation can be quantified by means of the Pref. parameter. A Pref. ≠ 1 
means that the sample has grown with a preferred orientation. If the Pref. parameter is 
< 1, it indicates a platy habit, and if it is > 1, a needle–like habit [105, 106]. In the 
sample from Fig. B.2, Pref. = 0.97, which is consistent with the TC ≈ 1 (non–textured) 
obtained when using equation B.2 for all the reflections observed (the standard 
intensities have been obtained from the powder IrO2 diffractogram in Fig. B.1(b)). In 
addition, the refinements allow discerning the presence of a small amount of metallic 
Ir (< 1%), which otherwise would easily go unnoticed. 
 
Figure B.2 XRD pattern measured in an IrO2 film and Rietveld analysis using the FullProf 
code [103]. Red dots correspond to the experimental data and the black solid line is the 
calculated pattern. The difference between them is represented by a blue line. Small vertical 
green and orange lines mark the Bragg positions of IrO2 and Ir phases, respectively. 
B.1.1.2. Reciprocal Space Mapping 
Reciprocal space maps are commonly used to study and determine structural 
properties of epitaxial thin films, such as lattice parameters or structural quality [108]. 
In real space the crystal unit cell can be defined by three basis vectors: a1, a2 and a3; so 
that any lattice point can be described by a vector that is a linear combination of them: 
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Rn = n1a1 + n2a2 + n3a3, where n1, n2 and n3 are integers. The reciprocal space (also 








In terms of a crystallographic plane (hkl) in real space, the reciprocal space 
vector is defined as σhkl = ha* + kb* + lc*. It is easy to prove that this vector is 
perpendicular to the (hkl) plane and of magnitude the inverse of the inter–planar 
distance dhkl, i.e., |σhkl| = 1/dhkl [108]. Therefore, when a, b and c are orthogonal, as in a 
tetragonal crystalline structure of IrO2, from Eq. B.4 next expression is fulfilled: 
| |  
The determination of σhkl is carried out by the so–called reciprocal space 
maps, which consists of 2θ–ω scans for different values of ω, being 2θ the angle 
between the incident beam and the detector (detector angle), and ω the angle between 
the X–ray source and the sample (incident angle), as illustrated in Fig. B.3(a). In order 
to determine the in–plane and the out–of–plane parameters, it is useful to define σ// 
and σ  as the parallel and perpendicular components of the σhkl vector to the sample 
surface, respectively. Considering a and b the in–plane and c the out–of–plane lattice 
parameters in an orthogonal base, then from Eq. B.6: 
//   	  
A (h0l)–type reflection tends to be used here to have Eq. B.7 simplified in the 
form: 
//  	  
Therefore, the RSMs allow the determination of σ// and σ  of the Bragg spots 
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plane lattice parameters of the film and the substrate as in Fig. B.3(b). That is why this 
technique is widely used in the characterization of epitaxially grown films. 
 
Figure B.3 (a) Reciprocal space vector σhkl and relations with θ and ω angles. (b) Schematic 
description of a RSM measurement. 
B.2. X–Ray Reflectivity (XRR) 
X–ray reflectivity (XRR) is a non–destructive and non–contact technique for 
thickness determination in the 2–200 nm range with a precision of about 1–3 Å. This 
technique can also be employed to estimate the density and roughness of films and 
multilayers [309, 308]. The physical phenomenon on which this technique is based is 
the same as that already explained for XRD, with the difference that in this case the 
interference pattern is obtained after the diffraction produced between two surfaces 
delimiting a film, as represented in Fig. B.4. 
 
Figure B.4 Schematic representation of reflected and refracted beams in thin films. The X–
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Consider the well–known Snell equation. Since the refractive index, n, of the 
film is smaller than that of the air (nair = 1), there is an angle, known as critical angle, 
θc, under which the X–rays are totally reflected. Above such angle, due to the 
interference between the X–ray beams scattered from the different interfaces, it is 
possible to record a scan consisting of the so–called Kiessig fringes, i.e., intensity 
maxima corresponding to constructive interferences and minima due to destructive 
interferences. The position of these fringes is directly related to the thickness of the 
layer (t) [109]: 
2  
where m is an integer. 
Considering the incident angle θ sufficiently small, Eq. B.9 has the form: 
 
For a periodic multilayer containing N periods, each consisting of a layer A, 
with thickness tA, and a layer B, with thickness tB; and considering the incident angle θ 
sufficiently small, Eq. B.9 is written as [109]: 
 
where D = tA + tB. 
B.3. X–Ray Absorption Spectroscopy (XAS) 
X–ray absorption spectroscopy (XAS) is a well–established analytical 
technique for structural determination (namely: the local environment of an atom). 
This technique is based on the electron excitation from deep core levels of a selected 
atom by the absorption of an X–ray photon. In general, the X–ray absorption 
coefficient smoothly varies with the photon energy. However, when the incident 
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absorption occurs, known as absorption edges. After a short time (~10-15 s), the 
generated core–hole is occupied by an electron from higher–energy states and the 
corresponding energy difference is commonly released via X–ray fluorescence or 
Auger electron emission. For these transitions to happen certain requirements called 
electric dipole selection rules must be met: 
1) Transitions are mono–electronic, i.e., only one electron is involved in each 
transition. 
2) The relative orientations of the spin of a complex cannot be modified. 
3) The only allowed transitions are those that involve a change in parity. 
In other words, these rules imply that Δs = 0 and Δl =  1 [110, 331]. As the 
inner shell absorption occurs at characteristic energies with a considerable difference 
between each other, by properly tuning the X–ray energy it is possible, not only to 
select a specific element in the sample (element–selective), but also a specific shell 
within the same atom, i.e., shell–selective. 
As shown in Fig. B.5, these allowed transitions are characterized by the initial 
and final states of the excited electron and are usually labeled by the spectroscopic 
name: 1s is called K edge and 2s is called L1 edge. For the two spin–orbit split shells 
2p1/2 and 2p3/2 the edge names are L2 and L3 edge, respectively; and so on. 
 
Figure B.5 Scheme of the excitation of an electron by the absorption of an X–ray photon. 
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Once an allowed transition occurs, a photoelectron is emitted and its wave is 
backscattered by the surrounding atoms. As a result, constructive and destructive 
interferences are created between the outgoing photoelectron wave and the 
backscattered wave that extends beyond the edge by an amount typically of the order 
of 1 keV. Hence, the absorption spectrum is usually divided into two main regions, as 
shown in Fig. B.6: (i) the XANES (X–ray absorption near edge structure) region, 
which extends about 20 eV below the edge to ~30–100 eV beyond the edge. In certain 
XANES spectra, depending on the details of the density of states, the rising absorption 
edge might lead to a sharp intense peak, usually referred to as “white line”. (ii) And 
the EXAFS (extended X–ray absorption fine structure) region, which extends from 
~30–100 eV to ~600–1000 eV beyond the edge. 
 
Figure B.6 (a) Low resolution XAS spectrum example [332] where three major transitions can 
be discerned (K, L, and M edges), corresponding to excitation of an electron from n = 1, 2, and 
3 shells, respectively. At higher resolution (inset) both the L and the M edges are split. (b) 
Typical regions in a XAS spectrum. 
The spectral shape of the XANES region is characterized by transitions of the 
photoelectron to unoccupied bound states. The XANES is thus sensitive to the 
chemical bonding and local bonding environment of the absorbing atom, exhibiting, 
for instance, characteristic features for different oxidation states of the absorbing 
atom. The XANES features are also influenced by strong multiple scattering effects 
(Fig. B.7(a)), which depend on the three–dimensional geometry of the crystal 
structure. This provides a way of distinguishing between different crystal phases or 
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different coordination. Although theoretical complex calculations are possible, typical 
(simpler) analyses are based on comparing the measured spectra to those of known 
standards. Quantitative values are commonly obtained by linear combination fittings. 
As far as the EXAFS region is concerned, single scattering events of the 
outgoing electron on the neighboring atoms domain, as schematized in Fig. B.7(b). 
This gives information about the local atomic structure around the absorbing site: 
coordination number, interatomic distances, structural disorder, etc. The EXAFS 
oscillations for a Gaussian distribution of Nj atoms at mean distances Rj around the 
absorbing atom, considering single scattering and plane–wave approximation, are 
described by next expression [333]: 
∑ 2  
where  is an intrinsic loss factor, Nj is the average coordination number for the 
Gaussian distribution of distances centered at the Rj value, σj is the Debye–Waller 
factor, and ϕj(k) = 2δ(k)+ φj(k) is the phase shift, being δ(k) and φj(k) the central and 
backscattering atom phase shifts, respectively. fj(k) is the magnitude of the 
backscattering amplitude of the jth–neighbour atom, and λ is the mean free path of the 
photoelectron traveling from the absorbing atom to the backscatterer in the jth–shell 
and the life time of the core hole. 
 
Figure B.7 Multiple and single scattering contributions dominating in (a) XANES and (b) 
EXAFS regions, respectively. 
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B.3.1. Transmission vs. Fluorescence Measurements 
Due to the manner X–rays interacts with matter, schematized in Fig. B.8, X–
ray absorption spectra are usually recorded on transmission or fluorescence mode. The 
choice of carrying out one measurement or another depends solely on the type of 
sample. 
In the transmission mode, the absorption is recorded by measuring what is 
transmitted through the sample (see Fig. B.8). An X–ray beam with intensity I0 will be 
attenuated when it passes through a sample with a thickness t according to the 
Lambert equation: 
  
where  is the absorption coefficient and I the X–ray beam intensity after passing 
through the sample. If a transmission measurement can be made, it is relatively easy 
and gives excellent data. For transmission measurements, a uniform sample free from 
pinholes is needed. It is commonly used for concentrated samples in which the 
element of interest is above ~10 wt. %, and a thin enough sample can be prepared. It is 
noted that sample preparation is more stringent for transmission measurements than 
for fluorescence measurements. 
In the fluorescence mode, the photons emitted during the re–filling of the 
deep core–hole are detected and it holds that:  
 ∝ /  
being If the intensity of the fluorescence X–rays (see Fig. B.8). This kind of 
measurement is employed in thin films deposited on a substrate and in dilute samples 
in which the element of interest is below ~10 wt. %. For concentrated samples that 
cannot be made thin enough for transmission the fluorescence mode can be used, but 
special attention must be payed to the re–absorption of the fluorescence photons by 
the same species before the photons leave the sample (self–absorption effects). 
(B.13) 
(B.14) 
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Figure B.8 Scheme of the X–ray radiation and matter interactions. 
B.3.2. Spectra Normalization 
Once a XAS spectrum has been experimentally recorded, a normalization 
procedure is necessary before data can be compared. The procedure, schematized in 
Fig. B.9, has the following steps [178, 135, 136, 334, 81]: 
1) Convert the recorded intensities to μ(E), correcting systematic measurement 
errors such as self–absorption effects and detector dead time (time after each 
event during which the system is not able to record another event). 
2) Subtract a smooth pre–edge function from μ(E) to get rid of any instrumental 
background and absorption from other edges. Typically, the background μ0(E) 
can be approximated by a linear function. 
3) Identify the threshold energy, E0, typically as the energy of the maximum of 
the first derivative of μ(E). 
4) The intensity of the post–edge region varies from one sample to another due to 
thickness differences. To remove such dependence, μ(E) is normalized so that 
the average absorption coefficient at high energy is equal to 1 at the L3 (and 
K) edge and 0.5 at the L2 edge. This normalization scheme reflects the number 
of initial core–electron states available for the L2 and L3 absorption processes, 
since the ratio of occupied 2p1/2 and 2p3/2 states is 1:2 [81]. 
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Figure B.9 XAS spectra (a) as–recorded and (b) after background subtraction and 
normalization. 
B.3.3. Synchrotron Facility and Synchrotron Radiation 
XAS experiments were performed at synchrotron facilities due to the 
requirement of high X–ray intensities and a continuous energy spectrum. Classically, 
any charged particle moving in a curved path or accelerated in a straight line emits 
electromagnetic radiation. Synchrotron radiation is electromagnetic radiation 
generated by charged particles (electrons) moving along a curve path at relativistic 
velocities in a magnetic field. In a typical synchrotron facility, as that shown in Fig. 
B.10(a), the electrons emitted from a thermionic electron gun (1) are first accelerated 
in a linear accelerator (2). Then, the electrons get inside a circular accelerator (booster 
ring) where they are boosted by electric fields (3). The electrons are subsequently 
injected into the storage ring (4), where they travel through different types of magnets 
making them deflect from their straight path by several degrees. This fact causes them 
to emit a synchrotron radiation that will be used in the beamlines (5) to perform 
different kind of experiments (6). 
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Figure B.10 (a) scheme of a synchrotron facility and (b) synchrotron radiation illustration. 
B.4. Transmission Electron Microscopy (TEM) 
In the transmission electron microscopy (TEM) a beam of electrons is 
transmitted through an ultra–thin specimen and the images are formed from the 
interaction of the electrons transmitted through it. That makes it necessary a prior 
(non–trivial) sample preparation to thin it down in order to enable electrons to pass 
through it. 
The electrons are first produced either thermoionically by heating a W or LaB6 
cathode, or by a field emission electron gun. The electron beam is then accelerated and 
confined onto the sample by a magnetic lens system. After going through an optical 
set, the transmitted electrons are gathered and collected in the image plane and the 
image is formed on the screen. These microscopes usually incorporate a “diffraction 
mode” which allows recording a diffraction pattern of selected regions from the 
sample. 
B.5. Field–Emission Scanning Electron Microscopy (FE–
SEM) 
The scanning electron microscope (SEM) scans a sample with a focused 
electron beam over its surface to create an image. The signals derived from the 
electron–sample interactions reveal information about the external morphology, 
chemical composition or crystalline structure and orientation of materials making up 
the sample. 
(a) (b) 
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In conventional SEM, the electrons are produced thermionically by heating a 
W or LaB6 cathode. In field–emission scanning electron microscopes (FE–SEM), the 
electrons are emitted from the surface of a conductor by means of a strong electric 
field, producing a much smaller–diameter electron beam, which allows recording 
much higher–resolution images. Once the electrons have been produced, the electron 
beam is focalized onto the sample by electromagnetic lenses. When the electron beam 
hits the sample, both electron and photon signals are emitted. The signals most 
commonly used are the so–called secondary electrons, backscattered electrons and X–
rays. The secondary electrons come from atoms of the sample that have been ionized 
by the impact of the primary electrons (electron beam); the backscattered electrons are 
primary electrons that have been elastically backscattered; and the production of X–
rays is due to electron transitions of the atoms of the sample excited by the primary 
electrons. Both, the secondary and the backscattered electrons are used to form the 
image, and the X–rays give compositional information. 
B.6. Energy Dispersive X–Ray Spectroscopy (EDX) 
The energy dispersive X–ray spectroscopy (EDX) technique is based on the 
X–ray spectrum emitted by a solid bombarded with a focused beam of electrons to 
obtain a localized chemical analysis. Each element produces X–rays corresponding to 
characteristic electronic transitions which allow its identification. 
This compositional analysis is commonly combined with the morphologic 
study provided by SEM, and hence, it is usually incorporated in such microscopes. 
B.7. Rutherford Backscattering Spectroscopy (RBS) 
Rutherford backscattering spectrometry (RBS) is a quantitative and non–
destructive technique employed for precise determination of stoichiometry, elemental 
surface density and distribution of impurities in the surface region of solids [335, 336]. 
This technique is based on the measurement of the number and energy distribution of 
the elastically backscattered ions due to the Coulomb repulsion effect between 
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positive beam particles and nuclei in the sample [337, 338]. From the energy spectrum 
of the backscattered particles, elemental concentration and depth profiles can be 
calculated. 
In a RBS experiment, the sample is bombarded with light ions (typically H+ or 
He2+) perpendicularly directed to it with typical energies between 0.4 and 3 MeV (Fig. 
B.11). These particles collide elastically with the atoms of the sample, being dispersed 
with a characteristic energy which depends on the mass of the scattering center (the 
larger the mass of the collided atom, the greater the energy of the particle to be 
detected). The dispersed particles are then detected in certain directions with silicon 
barrier detectors. 
 
Figure B.11 RBS fundamentals. 
B.8. Electrical Resistivity (Van der Pauw) 
The electrical resistivity, ρ, is an intrinsic property that quantifies how 
strongly a material opposes the flow of an electric current. It is usually calculated as: 
 
where R states for the electrical resistance, A is the cross–sectional area, and L is the 
length of the sample. 
To measure the electrical resistivity in thin films the Van der Pauw technique 
is commonly used [125]. The typical scheme of such experiment has 4 electrical 
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B.12. The sample resistivity is calculated using the voltage measured between two 
adjacent contacts while applying a current between the two opposite adjacent contacts. 
 
Figure B.12 Van der Pauw typical geometry. 
This method is applicable for an arbitrary sample as long as its thickness is 
known and uniform and the contact areas are small and placed on the perimeter of the 





where t is the thickness of the sample, ρ the resistivity, RAB,CD is the resistance 
determined by dividing the potential difference VD - VC by the current going from A to 
B, and RBC, DA is defined similarly. 
Assuming L1 = L2 (square samples) and RAB, CD = RBC, DA; Eq. B.16 can be 
simplified by: 
	  
However, when this approximation cannot be made, a mathematical software 
is needed to solve Eq. B.16. In this dissertation, Mathematica software has been used 
for solving equations in the form: 
 +	 1 
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B.9. Superconducting QUantum Interference Device 
(SQUID) 
The SQUID is one of the most sensitive devices currently available for 
measuring the magnetization of different types of samples. As schematized in Fig. 
B.13, the measurement is carried out by displacing the sample, typically inserted in a 
straw, along a series of pick–up coils. The variations in the electric current induced in 
such coils by the magnetic moment of the sample are recorded, converted into voltage 
by a Josephson junction (insulating barrier between two superconductor materials), 
and eventually transmitted as an electric signal proportional to the magnetic moment 
of the sample. 
Two different modes are available in the device to perform the experiments: 
“no–overshoot” and “hysteresis”. In the no–overshoot mode, when the magnetic field 
is changed the field is ramped quickly at the beginning, but as the field approaches the 
target value, the field changes much more slowly to avoid overshooting the requested 
value. In contrast, in the hysteresis mode the magnet is charged directly to the final 
field and the magnet current is maintained during the measurements. Thus, this last 
mode allows measuring sequential field settings much more rapidly than the no–
overshoot mode, but the sensitivity of such measurements is substantially reduced due 
to the increased magnetic noise from the magnet supply current [127]. 
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B.10. X–ray Magnetic Circular Dichroism (XMCD) 
The X–ray magnetic circular dichroism (XMCD) is a powerful tool for the 
study of magnetic materials, capable to provide element and shell specific information 
about orbital and spin magnetic moments [133, 134]. This technique is based on the 
fact that the absorption of X–rays in magnetic materials depends on the polarization of 
light. Measuring the absorption coefficient (XAS) of a sample under an applied 
magnetic field for both circular polarizations, i.e., left (-) and right (+), and 
subtracting both signals, an XMCD spectra is obtained: μc = μ
- - μ+. 
XMCD became more powerful as a tool for the element–selective magnetic 
characterization of materials with the derivation of the magneto–optical sum rules by 
B. T. Thole et al. [135] and P. Carra et al. [136]. Via these sum rules it is possible to 
determine both, the orbital (ml = -〈Lz〉, in units of B/atom), and spin (ms = -2〈Sz〉, in 
B/atom) magnetic moments of the probed (X–ray absorbing) atom from the 
integrated intensities of the measured XMCD. In the case of XMCD measured at L2, 3 
edges, the first sum rule states that the orbital magnetic moment 〈Lz〉 is proportional to: 
〈 〉 2	  
where nh is the number of holes and µ
0 states for the absorption of X–rays linearly 
polarized along the magnetization direction, usually approximated by (µ+ + µ-)/2. 
The sum rule for the expectation value of the spin momentum is: 
〈 〉 〈 〉 	
	 	
 
where 〈Tz〉 is the magnetic dipole operator. 
It is common in the XMCD literature [133, 339, 340] to refer to the first 
integral in the numerator of Eq. B.20 as “A”, the second integral as “B”, and the 
(B.19) 
(B.20) 
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denominator as “3C” (see Fig. B.14). Therefore, the sum rules can be re–expressed in 
the following manner (in units of ħ/atom): 
〈 〉 	2 												〈 〉 	 〈 〉 
 
Figure B.14 Necessary integrals for the determination of the orbital and spin magnetic 
moments. Black lines: XAS at Ir L2, 3 edges, red lines: steps for background removal, and blue 

















This last appendix contains further non–systematic experiments carried out to 
optimize the growth of IrO2 thin films in our sputtering chamber. 
C.1. Substrate Adherence 
It was observed that a few days after being deposited, some kind of “spots” 
appeared on the surface of some non–annealed samples visible with the naked eye, as 
shown in Fig. C.1(a). In the same figure, the diffractograms of one sample affected 
with such “spots” (labeled as NOK) and another one not affected (labeled as OK) 
grown under the same conditions are compared. These diffractograms and the results 
obtained from Rietveld analyses (not shown) proved that there is no appreciable 
difference in the structure of these two samples. 
 
Figure C.1 (a) XRD experiments carried out in samples with (NOK) and without (OK) 
“spots”. The inset shows an image of one sample affected with such “spots”. In panel (b) 
illustrative FE–SEM images from this affected sample are displayed. 
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Affected samples with such “spots” were observed under a FE–SEM (Fig. 
C.1(b)). The images reveal that these “spots” are in fact due to bad adherence of the 
IrO2 layers to the silica substrate. It is known that high–thickness films can accumulate 
stress and hence induce the film to separate from the substrate. 
C.2. Influence of the Substrate 
In the work presented in section 3.2 Si substrates were used. Such substrates 
have an amorphous naturally passivated SiO2 layer of ~2–5 nm on their surface. 
Trying to improve the crystallinity (GS mainly) of the films, polycrystalline (non–
textured) SnO2
18 substrates, which have the same crystalline structure and similar 
lattice parameters than IrO2, were used. An IrO2 layer was deposited on Si/SnO2 using 
growing conditions that yield to polycrystalline non–textured and (110)–textured 
samples after annealing. The diffractograms measured in these systems are given in 
Fig. C.2(a) and compared to the respective IrO2 films grown Si substrates. 
It can be seen in that figure that no appreciable changes occur when using 
“non–textured conditions”. Contrary, for the “(110)–textured conditions” the crystal 
orientation of the IrO2 film is lost, indicative of a worse crystallinity. Such poorer 
crystallinity could be due to the relatively high surface roughness observed in the 
SnO2 substrates (see Fig. C.2(b)).  
These results indicate that an amorphous smooth surface is better than a 
relatively rough polycrystalline one (even if it presents the same crystal structure and 
similar lattice parameters) for growing better crystallized IrO2 films. 
                                                     
18 ~80 nm-thick amorphous Si(SiO2)/SnO2 films were provided by Dr. Ana Cueva from Univ. 
of Zaragoza, and annealed at 1100 ºC in air during 6 h to obtain polycrystalline films. 
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Figure C.2 (a) XRD measurements in IrO2 films deposited on polycrystalline SnO2 substrates 
using growing conditions which give polycrystalline non–textured (IO_39) and (110)–textured 
(IO_23) samples from Table 3.1. *SnO2 peaks. (b) Illustrative surface FE–SEM image from 
one of the SnO2 substrates employed. 
C.3. Effect of Quenching 
It is well known that a rapid cooling of a sample after annealing (quenching) 
can result in different material properties and commonly stress is induced [341–343]. 
This could have an important effect on the macroscopic properties of IrO2, as explain 
in Chapter 1. Thus, three cooling procedures were compared in a (110)–textured film. 
The samples were first heated up to 600 ºC in air atmosphere. After 4 hours, one of the 
samples was air quenched (removed from the furnace) and another sample was water 
quenched (without agitation). The third sample was annealed at 600 ºC in air 
atmosphere for 6 hours and cooled down to RT at 5 ºC/min. Fig. C.3 compares the 
diffractograms of these samples, showing negligible differences. In view of this 
results, the typical “slow” cooling (5 ºC/min) was used for all the samples. 
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