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Abstract
In this paper we examine the phase space structure of a noncanon-
ical formulation of 4-dimensional gravity referred to as the Instanton
representation of Plebanski gravity (IRPG). The typical Hamiltonian
(symplectic) approach leads to an obstruction to the definition of a
symplectic structure on the full phase space of the IRPG. We circum-
vent this obstruction, using the Lagrange equations of motion, to find
the appropriate generalization of the Poisson bracket. It is shown that
the IRPG does not support a Poisson bracket except on the vector
constraint surface. Yet there exists a fundamental bilinear operation
on its phase space which produces the correct equations of motion
and induces the correct transformation properties of the basic fields.
This bilinear operation is known as the almost-Poisson bracket, which
fails to satisfy the Jacobi identity and in this case also the condition
of antisymmetry. We place these results into the overall context of
nonsymplectic systems.
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1 Introduction
The physics literature is replete with examples of dynamical systems whose
Hamiltonian formulations admit a symplectic structure [1], [2]. In certain
systems a symplectic structure is not available, and one may instead have to
work with a residual Poisson structure if one exists. Such situations might
occur when the phase space of the system is odd-dimensional, for example as
in spin systems. For systems lacking a Poisson structure, another possibility
is that they might exhibit an almost Poisson structure. An almost Poisson
bracket satisfies all the usual properties of a Poisson bracket with the ex-
ception of the Jacobi identity, which is an integrability condition. Almost
Poisson structures in classical mechanics have had a long history, and typ-
ically have been associated with systems having nonholonomic constraints
[3], [4], [5]. Some examples of almost-Poisson systems include autoparallels
on Riemann–Cartan spacetime [6], the Foucault pendulum and the rolling
sphere, and a point particle coupled to a magnetic monopole [7].
In [10] a reformulation of gravity was introduced, referred to as the in-
stanton representation of Plebanski gravity. The instanton representation,
with starting action IInst, uses a different set of variables than the conven-
tional canonical descriptions of gravity. The purpose of the present paper
is to classify the Poisson structure which governs the evolution equations
of IInst, and to determine the fundamental bilinear operation on its phase
space variables. A natural question is why one should want to study the
structure of yet another formalism of gravity, when for instance one has
the Ashtekar variables [8],[9] which provide a simple canonical structure.
It has been shown in [10] that the evolution and constraint equations of
IInst contain comparatively few spatial derivatives acting on the Lagrange
multiplier fields, which suggests that they could be more amenable to gauge-
fixing procedures. Given this prospect, it makes sense to learn as much as
possible about the internal structure of IInst. In this paper we would like
to determine what sort of symplectic structure IInst possesses. But a first
order of business will be to show that IInst does indeed describe gravity for
spacetimes of Pertov Types I, D and O.
The results of this paper will show that the instanton representation
can best be thought of as an almost-Poisson system. It is well-known that
given a physical system with a complicated noncanonical structure, it is
always possible to introduce auxiliary fields as necessary put the system
into canonical form. But that is not the purpose of this paper. Rather, we
would like to determine the correct structure of IInst in terms of its original
variables, without the introduction of auxiliary fields. The motivation comes
from the need to verify that IInst is an internally consistent, stand-alone
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theory of gravity.
The organization of this paper will be as follows. In section 2 we provide
a basic review of Poisson brackets for symplectic manifolds. In section 3 we
introduce the action for IInst and attempt to identify its Poisson structure.
We find that the symplectic matrix, while nondegenerate, is too difficult to
invert owing to the presence of spatial derivative operators which cannot be
decoupled from the individual one forms in the wedge product. In order to
obtain a well-defined symplectic two form where the derivatives are decou-
pled, we must impose a constraint at the level of the starting action. But
this makes the symplectic two form degenerate, leading to an impasse.
In sections 4 and 5 we find the bilinear brackets directly by using the
Lagrange equations for IInst, regarded as more fundamental. In section
7 we evaluate the brackets against the conditions required for a Poisson
structure. The interpretation is that the action IInst degenerates from a
genuine symplectic structure into a Poisson structure which is not symplectic
when the aformentioned constraint holds. The structure derived directly
from the equations of motion, however, is not a Poisson structure since it
fails to satisfy the condition of antisymmetry and the Jacobi identity. On
the aforementioned constraint surface, this latter structure also becomes a
Poisson structure which is not symplectic. Section 7 is a conclusion section,
including directions for future research.
Finally, prior to proceeding, possible extension of the formalism of this
paper to third quantization as studied in [12],[13],[14],[15], [16], could con-
stitute a basis for future potential research.
2 Background and basic terminology
Let M be a manifold and let f(M) denote the set of smooth functions on
M . A bilinear bracket operation {, } from f(M)× f(M)→ f(M) satisfying
the conditions of antisymmetry, bilinearity, the Leibniz rule and the Jacobi
identity
(i) Antisymmetry : {f, g} = −{g, f}; (1)
(ii) Bilinearity : {αf + βg, h} = α{f, h}+ β{g, h}, α, β ∈ C; (2)
(iii) Leibniz rule : {f, gh} = {f, g}h + g{f, h}; (3)
(iv) Jacobi identity : {f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0 (4)
is known as a Poisson bracket, and M is known as a Poisson manifold. Let
ξi, where i = 1, 2, . . . dim(M) be local coordinates on M . Then from the
Poisson brackets one may define a Poisson tensor P with components
{ξi, ξj} = P ij . (5)
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The fundamental Poisson bracket (5) induces the following bracket between
any two smooth functions f, g ∈ C∞(M)
{f, g} = P ij ∂f
∂ξi
∂g
∂ξj
. (6)
As a consequence of the Jacobi identity, the Poisson tensor must satisfy the
following relation
P lk
∂P ij
∂ξl
+ P li
∂P jk
∂ξl
+ P lj
∂P ki
∂ξl
= 0. (7)
If dim(M) = 2n, e.g. M is of even dimension and if P is nondegenerate in
the sense that Rank(P ) = 2n, then there exists a fundamental two form Ω
on M such that Ω = P−1. In local coordinates this is given by
Ω =
1
2
Ωijdξ
i ∧ dξj . (8)
If dΩ = 0, then this combined with the fact that Ω is nondegenerate endows
M with the structure of a symplectic manifold, and (8) is known as a sym-
plectic two form. Note that the condition that Ω be closed is equivalent to
condition (7), which is due to the Jacobi identity.
When one has a genuine symplectic manifold M , then one can define
canonical transformations as the set of diffeomorphisms of M which pre-
serves the symplectic two form Ω. Such transformations are generated by
vector fields X such that LXΩ = 0, where LX is the Lie derivative of Ω in
the direction of X. By Cartan’s magic formula we have
LXω = d(iXΩ) + iX(dΩ) = 0, (9)
where iX denotes the interior product in the direction of X. When M is
symplectic, then the symplectic 2 form Ω is closed, and dΩ = 0. From (9)
this implies that d(iXΩ) = 0, and for manifolds with trivial cohomology, the
Poincare lemma implies that
iXω = df (10)
for some function f on M . Hence, for symplectic manifolds there is a corre-
spondence between functions f and vector fields X.
However, if the bilinear operation {, } on M satisfies conditions (i), (ii)
and (iii) but does not satisy condition (iv), the Jacobi identity, then {, }
is known as an almost-Poisson bracket and M is an almost-Poisson mani-
fold. For almost-Poisson manifolds, given that there is no closed symplectic
2 form, the question arises as to whether there exists an analogous corre-
spondence between phase space functions and vector fields in some suitable
sense. We will relegate this question to [17].1
1For clarification, the brackets which we will derive for gravity will satisfy neither the
3
3 Ashtekar variables and the instanton represen-
tation evolution equations
Let M be a four dimensional spacetime manifold of topology M = Σ × R,
for some 3 dimensional spatial manifold Σ of a given topology. Then the
action for General Relativity in the Ashtekar variables is given by [8], [9]
I =
∫
dt
∫
Σ
d3x
[
σ˜iaA˙
a
i +A
a
0Diσ˜
i
a − ǫijkσ˜iaBjaNk − iN
√
detσ˜
(
Λ+Bia(σ˜
−1)ai
)]
,(11)
where the phase space variables are a self-dual SO(3) gauge connection Aai ,
2
(with magnetic field Bia) and a densitized triad σ˜
i
a. These phase space vari-
ables (Aai , σ˜
i
a) form a canonical pair, and the fields A
a
0, N
i, N are auxiliary
fields.
The Lagrange equations of (11) consist of the constraints,
δI
δAa0
= Diσ˜
i
a = 0;
δI
δN i
= ǫijkσ˜
i
aB
j
aN
k;
δI
δN
=
√
detσ˜
(
Λ+Bia(σ˜
−1)ai
)
= 0, (12)
and the evolution equations for the dynamical variables
A˙ai = DiA
a
0 + ǫijkB
j
aN
k − iN
√
detσ˜Bnd (σ˜
−1)di (σ˜
−1)an, (13)
and
˙˜σia = fabcσ˜
i
bA
c
0 + ǫmjkǫ
jniDn(σ˜
m
a N
k)− iǫijkDj(N
√
detσ˜(σ˜−1)ak). (14)
The canonical analysis of (11) has been treated in the literature. In this
paper we will introduce a noncanonical formulation of gravity, which exhibits
a new kind of Poisson structure. Let us perform the following transformation
σ˜ia = ΨaeB
i
e, detB, detΨ 6= 0 (15)
to a new set of variables. In this paper we will write down an action I[A,Ψ]
corresponding to the variables (Aai ,Ψae) and determine its Poisson structure.
It may be tempting to perform the substitution (15) at the level of the
action (11). We will show that this procedure does in fact lead to the correct
action by showing that the substitution (15) commutes with the equations
condition of antisymmetry nor the Jacobi identity and do not meet the criteria of an
almost-Poisson structure in the strict sense. We use the term almost-Poisson more-so in
the context that the system starts as a non-Poisson system and in the end, when a certain
constraint holds, becomes Poisson system.
2For index conventions, symbols from the beginning of the Latin alphabet a, b, c, . . .
refer to internal SO(3) indices, while those from the middle i, j, k, . . . refer to spatial
indices
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of motion. That is, implementing (15) at the level of the equations of motion
derived from (11), which is defined on the phase space (Aai , σ˜
i
a), will yield
the same equations as the equations of motion resulting from (15) made at
the level of the action (11), transforming it into an action I[A,Ψ].
Substitution of (15) into (13) yields the following equation for Aai on the
phase space A,Ψ
A˙ai = DiA
a
0 + ǫijkB
j
aN
k − iN
√
detB
√
detΨ(Ψ−1Ψ−1)ad(B−1)di (16)
Now we will derive the evolution equation for Ψ. Applying the Leibniz rule,
the time derivative of (15) is given by
˙˜σia = Ψ˙aeB
i
e +ΨaeB˙
i
e = Ψ˙aeB
i
e +Ψaeǫ
ijkDjA˙
e
k. (17)
Substituting (13) into (17) we have3
˙˜σia = Ψ˙aeB
i
e +Ψaeǫ
ijkDj
(
DkA
e
0 + ǫkmnB
m
e N
n − iN
√
detσ˜ΨaeB
n
d (σ˜
−1)dk(σ˜
−1)en
)
= Ψ˙aeB
i
e +Ψaef
ebgBibA
g
0 +Ψaeǫ
ijkDj
(
ǫkmnB
m
e N
n − iN
√
detσ˜ΨaeB
n
d (σ˜
−1)dk(σ˜
−1)en
)
(18)
where we have used ǫijkDjDkA
e
0 = f
ebgBibA
g
0, namely the definition of cur-
vature as the commutator of two covariant derivatives.
Next we will apply the Leibniz rule to the last terms of (18), bringing
Ψae into the large brackets and subtracting the remainder. This yields
˙˜σia = Ψ˙aeB
i
e +Ψaef
ebgBibA
g
0
+Dj
(
ǫijkǫkmnΨaeB
m
e N
n − iǫijkN
√
detσ˜ΨaeB
n
d (σ˜
−1)dk(σ˜
−1)en
)
−
(
ǫijkǫkmnB
m
e N
n − iǫijkN
√
detσ˜Bnd (σ˜
−1)dk(σ˜
−1)en
)
DjΨae. (19)
So we have two expressions for ˙˜σia, namely (14) and (19), which we can set
equal to each other. Using (15) in the middle line of (19) and in the first
term of (14) and upon relabelling of indices, one sees that the second and
third terms on the right hand side of (14) are the same as the middle line of
(19). So cancelling these terms out, we are left with the following relation
fabcΨbeB
i
eA
c
0 = Ψ˙aeB
i
e +Ψaef
ebcBibA
c
0
−(δimδjn − δinδjm)Bme NnDjΨae + iN√detσ˜ǫijk(Ψ−1)ed(σ˜−1)dkDjΨae. (20)
Multiplying (20) by (B−1)gi and rearranging, we get the following evolution
equation for Ψag
Ψ˙ag =
(
fabcΨbg + fgbcΨab
)
Ac0 +N
jDjΨag −N i(B−1)giBjeDjΨae
+iN
√
detΨ
detB
ǫfbg(Ψ−1Ψ−1)feBjbDjΨae. (21)
3We will substitute (15) near the end of the derivation, for convenience.
5
Having derived the evolution equations for Aai and Ψae, we will now propose
a starting action for GR based on these variables, as a point of departure
for this paper.
4 Poisson structure of IInst
We propose the following first order action, referred to as the instanton
representation of Plebanski gravity [10], as a starting action for GR based
on the noncanonical variables (Aai ,Ψae)
IInst =
∫
dt
∫
Σ
d3x
[
ΨaeB
i
eA˙
a
i +A
a
0B
i
eDiΨae
−ǫijkN iBjeBkaΨae −N(detB)1/2
√
detΨ
(
Λ+ trΨ−1
)]
, (22)
where Λ is the cosmological constant. The basic phase space variables are a
SO(3) connection Aai and a three by three matrix Ψae, taking its values in
two copies of SO(3), and N , N i and Aa0 are auxiliary fields.
Equation (22) is the result of substitution of (15) into (11) which is not,
strictly speaking in general, a valid procedure.4 However, in this case the
procedure works, which we will demonstrate by showing obtaining the same
equations (12), (13) and (19) from the action (22). Ultimately in this paper,
we would like to determine the intrinsic structure of (22). The equations of
motion for the auxiliary fields, for (detB) 6= 0 and (detΨ) 6= 0, imply
BieDiΨae = 0; ǫdaeΨae = 0; Λ + trΨ
−1 = 0, (23)
which are the same result of substituting (15) into the equations (12). In
the next section we will show that this feature extends to the evolution
equations.
In this paper we will attempt to unravel the Poisson and symplectic
structures of (22). The symplectic potential from (22) is given by
θInst =
∫
Σ
d3xΨaeB
i
eδA
a
i . (24)
To find the symplectic 2-form ΩInst, we will proceed by first taking the
exterior functional derivative of (24), yielding
δθInst =
∫
Σ
d3xBieδΨae ∧ δAai +
∫
Σ
d3xΨaeǫ
ijkDj(δA
e
k) ∧ δAai . (25)
4This is because the Lagrange’s equations assume independent degrees of freedom.
When a substitution is made at the level of the action, it is possible that degrees of
freedom may be constrained, resulting in a different theory than the original action.
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The first term of (25) is relatively straightforward to interpret. However the
second term will yield a symplectic matrix with derivatives acting on δAek.
This could be problematic for finding the Poisson matrix, since one would
need to invert a symplectic matrix containing differential operators, whose
action moreover appears to be unclear. Let us average this term with its
clone with indices relabelled a ↔ e and i ↔ k. Hence the second term on
the right hand side of (25) is the same as
1
2
∫
Σ
d3xΨaeǫ
ijkDj(δA
e
k) ∧ δAai +
1
2
∫
Σ
d3xΨeaǫ
ijkδAek ∧Dj(δAai ), (26)
where we have used the anticommutativity of one forms to anticommute
Dj(δA
a
i ) to the right in the second term. Let us now decompose Ψae =
Ψ(ae) + Ψ[ae] into its symmetric and its antisymmetric parts. Then (26)
splits into four terms
1
2
∫
Σ
d3xΨ(ae)ǫ
ijkDj(δA
e
k) ∧ δAai +
1
2
∫
Σ
d3xΨ(ea)ǫ
ijkδAek ∧Dj(δAai ) +Q,(27)
where Q, which is linear in the antisymmetric part of Ψae, is given by
Q =
1
2
∫
Σ
d3xΨ[ae]ǫ
ijkDj(δA
e
k) ∧ δAai +
1
2
∫
Σ
d3xΨ[ea]ǫ
ijkδAek ∧Dj(δAai )
=
1
2
∫
Σ
d3xΨ[ae]ǫ
ijk
(
Dj(δA
e
k) ∧ δAai − δAek ∧Dj(δAai )
)
. (28)
Using Ψ(ae) = Ψ(ea), the first two terms of (27) can be combined via the
Leibniz rule, followed by an integration by parts to transfer the derivatives
from δAek ∧ δAai onto Ψ(ae).5 The result of this is a well-defined two form
1
2
∫
Σ
d3xǫijk(DjΨ(ae))δA
a
i ∧ δAek, (29)
where we have used anticommutativity of one forms. Using these results we
can now write (25) in the following form
δθInst = ΩInst +W, (30)
where
ΩInst =
∫
Σ
d3x
[
BieδΨ(ae) ∧ δAai +
1
2
ǫijk(DjΨ(ae))δA
a
i ∧ δAek
]
;
W =
∫
Σ
d3x
[
BieδΨ[ae] ∧ δAai +
1
2
Ψ[ae]ǫ
ijk
(
Dj(δA
e
k) ∧ δAai − δAek ∧Dj(δAai )
)]
.(31)
5In this paper we will always assume that all boundary terms can be discarded, either
by suitable fall-off conditions at infinity for all fields or by restriction to spatial manifolds Σ
having no boundary. While the latter case poses no obvious difficulty, note that the former
case does not preserve the conditions detΨ,detB 6= 0, hence violating the equivalence to
General Relativity at infinity. This is not an issue for A,Ψ within the bulk of spacetime.
7
Note that ΩInst has the clear interpretation as a symplectic two form on the
phase space Ψ(ae), A
a
i , whereas it appears difficult or impossible to decouple
the spatial derivatives from the one forms δA in W .
If one is able to invert the symplectic matrix, then one could deduce the
Poisson brackets for IInst. But the contribution due toW is ill-defined owing
to these derivatives. By choosing Ψ[ae] = 0 at the level of the action (22),
then we haveW = 0 and are left with a symplectic matrix with components6
ΩIJ(x, y) =
(
ǫijkDjΨae −δabBig
δceB
k
f 0
)
δ(3)(x, y)
∣∣∣∣
ψ[ae]=0
,
which is clearly well-defined.
The original phase space ΓInst was of dimension 9 + 9 = 18 which is
even. But upon implementation of Ψ[ae] = 0, which incidentally is the
vector constraint, the middle equation of (23), then Ψae has three fewer
degrees of freedom compared to Aai and the phase space dimension becomes
9 + 6 = 15 which is odd. So it would be more appropriate at this stage to
classify the manifold A,Ψ as a Poisson manifold which is not symplectic,
since the matrix ΩIJ is now degenerate. One possibility is to attempt to
reduce the system, e.g. by some sort of gauge-fixing mechanism reduce the
connection Aai by three degrees of freedom to get a phase space of dimension
6+6 = 12. However we will postpone that approach for future research once
further developed. Since it is really the bilinear brackets that we are after,
then we will rather find them more directly by appealing to the Lagrange
equations for IInst, which are more straightforward to find. Then we can
determine, in retrospect, the precise nature of the true symplectic matrix if
one exists.
5 Lagrange’s equations of motion
The system defined by the action (22) is noncanonical since Ψae is not the
momentum conjugate to Aai . We would like to determine their Poisson
brackets but the symplectic matrix ΩIJ is degenerate for Ψ[ae] = 0. Off
the constraint surface, we will describe (22) analogously to a Hamiltonian
system since using the Lagrange equations, we will be able to deduce Ψ˙ae, A˙
a
i
directly. In the spirit of [11], we can generalize the Poisson bracket as
necessary to produce these equations. Assuming that the resulting Poisson
matrix P IJ is invertible, then we can invert it and find the symplectic matrix
6The factor of 1
2
has been extracted as in the definition of two forms.
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indirectly.7 First let us re-write the action by integrating (22) by parts
IInst =
∫
dt
∫
Σ
d3x
[
ΨaeB
i
e
(
F a0i − ǫijkBjaNk
)
−N(detB)1/2
√
detΨ
(
Λ + trΨ−1
)]
. (32)
Then the Lagrange equation of motion for Ψae is given by
δIInst
δΨae
= Bie
(
F a0i − ǫijkBjaNk
)
+N(detB)1/2
√
detΨ(Ψ−1Ψ−1)ea = 0, (33)
which we will intepret as an evolution equation for Aai . Left-multiplication
by B−1 yields
F a0i − ǫijkBjaNk +N(detB)1/2
√
detΨ(B−1)ei (Ψ
−1Ψ−1)ea = 0. (34)
Next, we will find the Lagrange equation for Adm. The contribution from the
BieF
a
0i term, after the appropriate integrations by parts, is given by
δ
δAdm
(∫
Σ
d3xΨaeB
i
eF
a
0i
)
=
δ
δAdm
( ∫
Σ
d3xΨaeB
i
e
(
A˙ai − ∂iAa0 − fabcAbiAc0
))
= ǫmjiDj(ΨadF
a
0i)−
∂
∂t
(ΨdeB
m
e )− fdcaAc0(ΨaeBme ). (35)
The contributions from the ~V [ ~N ] and H[N ] terms will be directly propor-
tional to the ~V and H constraints and their spatial derivatives and therefore
vanish on the constraint surface.8 The desired equation of motion is then
the vanishing of (35). Note, using the relation D0va = ∂0va + fabcA
b
0vc,
that we can combine the last two terms of (35) into a temporal covariant
derivative, hence an equation of motion
ǫmijDj(ΨadF
a
0i) +D0(ΨdeB
m
e ) = 0. (36)
Let us expand (36) using the Leibniz rule
ǫmij(DjΨad)F
a
0i + ǫ
mijΨadDjF
a
0i + (D0Ψde)B
m
e +ΨdeD0B
m
e = 0. (37)
To put (37) into a more transparent form it will be convenient to recall the
Bianchi identity which splits into temporal and spatial components
ǫµνρσDνF
e
ρσ = 0 −→ DiBie = 0; D0Bie = ǫijkDjF e0k. (38)
7This is mainly for comparison purposes with ΩIJ from the previous section. Upon
finding the brackets themselves, we will have achieved the main aim of this paper.
8It must subsequently be shown that these constraints form a closed algebra, an exercise
which we will relegate to the second paper in this series [17].
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Substituting the second Bianchi identity of (38) into the last term of (37)
and relabelling k → i on this term (and relabelling a→ e on the first term,
we get
(D0Ψae)B
m
e + ǫ
mijF e0i(DjΨed) + (Ψde −Ψed)ǫmjkDjF e0k = 0. (39)
Then using the definition Bie =
1
2ǫ
ijkF ejk and multiplying by B
−1, equation
(39) then becomes
D0Ψae + ǫ
mij(B−1)emF
g
0i(DjΨad) = −2Ψ[de](B−1)emǫmjkDjF e0k. (40)
It is satisfactory to implement the constraints at the level after, and not
before, applying the equations of motion. Therefore we will set the right
hand side of (40) to zero, via the vector constraint.
6 Fundamental brackets of the basic fields
We will now determine the basic brackets for Ψae and A
a
i using their La-
grange’s equations of motion. Prior to proceeding we will make the replace-
ment Ψ(ae) → Ψae as a weak equality.9 So (34) and (40), repeated here for
completeness, will form the starting point
F a0i − ǫijkBjaNk +N(detB)1/2
√
detΨ(B−1)ei (Ψ
−1Ψ−1)ea = 0;
D0Ψae = −ǫijk(B−1)eiF g0jDkΨag. (41)
The first line of (41) is an evolution equation for Aai . To obtain an evolution
equation for Ψae we substitute F
g
0j from the first equation into the second
equation, which yields
D0Ψae = −ǫijk(B−1)ei ǫjmnBmg NnDkΨag
+N(detB)1/2
√
detΨǫijk(B−1)ei (B
−1)fj (Ψ
−1Ψ−1)fgDkΨag. (42)
Using epsilon identities and the definition of determinants, we have
D0Ψae = −
(
δkmδ
i
n − δknδim
)
(B−1)eiB
m
g N
nDkΨag
+N(detB)−1/2ǫefd(Ψ−1Ψ−1)fgBkdDkΨag
= −N i(B−1)eiBkgDkΨag +NkDkΨae +N(detB)−1/2ǫefd(Ψ−1Ψ−1)fgBkdDkΨag.(43)
Note that the first term on the right hand side of (43) is directly proportional
to the Gauss’ constraint, which we will set weakly to zero. Using the relation
D0Ψae = Ψ˙ae +A
b
0
(
fabcΨce + febcΨac
)
, (44)
9This will be for calculational convenience of what follows. This step will be justified
in the end when we show that Ψ[ae] = 0 is preserved under time evolution.
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then we can separate the part of (43) containing Ψ˙ae from the remaining
part, which involves a gauge transformation with parameter Ab0. The result
is that the Lagrange equations for (22) imply the evolution equations
A˙ai = DiA
a
0 + ǫijkB
j
aN
k −N(detB)1/2
√
detΨ(B−1)bi (Ψ
−1Ψ−1)ba;
Ψ˙ae = −Ab0
(
fabcΨce + febcΨac
)
+NkDkΨae
+N(detB)1/2
√
detΨ
[
(detB)−1ǫefd(Ψ−1Ψ−1)fbBkdDkΨab
]
. (45)
Comparison of (45) with (13) and (19) confirms that (22) is indeed an action
for GR for (detB) and (detΨ) nonzero. Note that the second equation of
(45) is valid if and only if Ψ[ae] = 0, the consistency of which we can check by
examining its antisymmetric part. Contracting this equation with ǫgae yields
ǫgaeΨ˙ae for the left hand side. The right hand side splits into two terms which
we will in turn analyse. The term Nk∂k(ǫgaeΨae) in the covariant derivative
is automatically zero when Ψ[ae] is zero. The antisymmetric part of all the
gauge transformation terms is of the form (defining ηb = Ab0 −NkAbk)
ǫdae
(
fabcΨce + febcΨac
)
ηb
=
((
δebδdc − δecδdb
)
Ψce +
(
δbdδca − δbaδcd
)
Ψac
)
ηb = 2Ψ[bd]η
b (46)
which is also antisymmetric. This leaves remaining the term involving N ,
whose antisymmetric part up to multiplicative factors is
ǫgaeǫ
efd(Ψ−1Ψ−1)fcBkdDkΨab =
(
δfg δ
d
a − δfaδdg
)
(Ψ−1Ψ−1)fbBkdDkΨab
= (Ψ−1Ψ−1)gbBkaDkΨab − (Ψ−1Ψ−1)fbBkgDkΨfb. (47)
Note that the first term on the right hand side of (47) is directly proportional
to the Gauss’ constraint. The second term can be written as
(Ψ−1Ψ−1)fbBkgDkΨfb = B
k
d∂k(Λ + trΨ
−1) (48)
when Ψae is symmetric. Note that we have appended Λ as a constant of spa-
tial integration. This permits the identification of the covariant derivative
with the spatial derivative of the Hamiltonian constraint which is a gauge
scalar. This term also vanishes on-shell. The result is that the previous ma-
nipulations involving Ψ[ae] are valid when all initial value constraints hold,
namely on the constraint surface.
We have obtained time evolution equations (45) without the use of Pois-
son brackets. Using these results, we can deduce what the appropriate
brackets should be. It will suffice to deduce them using the evolution in-
duced solely by the Hamiltonian constraint. These are given weakly by
δNA
a
i = {Aai ,H[N ]}∗ = −N(detB)1/2
√
detΨ(Ψ−1Ψ−1)eb{Aai ,Ψbe}∗;
δNΨae = {Ψae,H[N ]}∗ = −N(detB)1/2
√
detΨ(Ψ−1Ψ−1)fb{Ψae,Ψbf}∗. (49)
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Using the fact that the brackets between components of the connection are
zero (since there were no δΨ ∧ δΨ terms in the previous attempt to define
a symplectic matrix) and by comparison of (49) with the N terms of (45),
we can read off the following fundamental brackets, assuming that the chain
rule holds,
{Aai (x), Abj(y)}∗ = 0; {Aai (x),Ψbe(y)}∗ = δab (B−1(y))ei δ(3)(x, y);
{Ψae(x),Ψbf (y)}∗ = −ǫefg(BigDiΨab)(detB)−1. (50)
There are a few observations that can be made regarding (50). First, note
that the relations between A and Ψ are noncanonical due to the factor of
B−1, which inherits its coordinate dependence from Ψ. Secondly, while
{A,A}∗ = 0, it happens that {Ψ,Ψ}∗ is in general nonzero. Thirdly, the
relations might be modifiable by an aribtrary term whose contraction with
Ψ−1Ψ−1 is zero. So we do not necessarily claim that (50) are the unique
relations. However they do appear to be the simplest relations consistent
with the Hamiltonian constraint part of the Lagrange’s equations, and in
this paper we will use them as a starting result.
The remainder of this paper will be devoted to performing various consis-
tency checks on (50). We have already obtained (50) via transformations of
the basic variables under evolution generated by the Hamiltonian constraint
H, and one can similarly read off from (45) the transformations under the
Gauss’ law and vector constraints ~G and ~V .10
7 Consistency checks of the brackets
We have deduced a bilinear bracket operation which produces the correct
Lagrange equations for IInst and induces the correct behavior of the basic
fields under transformations generated by the initial value constraints. Our
remaining task is to assess the Poisson structure, if any, for IInst. The basic
relations are repeated here for continuity
{Aai (x), Abj(y)}∗ = 0; {Aai (x),Ψbg(y)}∗ = δab (B−1)gi δ(3)(x, y);
{Ψbf (x),Ψcg(y)}∗ = −(detB)−1ǫfgd(BjdDjΨbc)δ(3)(x, y). (51)
We will check (51) against the properties of the Poisson bracket and verify
which requirements are satisfied.
10A more robust check would be to show that there is no contradiction between these
transformations and (50). It is shown in Appendix A that this is indeed the case, namely
that (50), and (50) alone, are sufficient to fix the correct transformation properties of
Ψae, A
a
i under ~G and ~V . This demonstration additionally provides the opportunity to
verify that the brackets satisfy the Leibniz rule, which is used repeatedly.
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The condition of bilinearity can be taken to be self-evident from the
manipulations of this paper thus far. The condition of antisymmetry is
trivially satisfied for the first two relations of (51), which leaves the third
relation. Let us perform the relabelling b ↔ c and f ↔ g on these latter
terms
{Ψcg(x),Ψbf (y)}∗ = −(detB)−1ǫgfd(BjdDjΨcb)δ(3)(x, y). (52)
The sum of (52) and the third relation of (51) is 2DjΨ[bc], whereas for
Poisson brackets this sum must vanish. This implies that we must have
DjΨ[bc] = 0, which holds on the constraint surface. (ii) The Leibniz rule
has already been verified in checking the transformation properties of A,Ψ
in Appendix A. (iii) This leaves remaining the Jacobi identity. Checking it
directly would be tedious, and so we will rather proceed by relation to the
analogously associated symplectic structure as follows.
First we will use the relations (51) to construct a matrix P IJ , given by
P IJ =
( {Aai , Ack}∗ {Aai ,Ψbf}∗
{Ψae, Ack}∗ {Ψae,Ψbf}∗
)
=
(
0 δab (B
−1)fi
−δca(B−1)ek −(detB)−1ǫefgBmg DmΨab
)
δ(3)(x, y).
Then the strategy is to find (P−1)IJ and see to which extent this defines a
symplectic matrix Ω. This can be found via a relation of the form
(
0 β
−β α
)
−1
=
(
β−1αβ−1 −β−1
β−1 0
)
,
where β and α are block nine by nine matrices, with detβ 6= 0. Using this
relation, then we have
(P−1)IJ =
(
ǫimkDmΨab −δabBif
δacB
k
e 0
)
δ(3)(x, y),
where the upper left block matrix comes from the relation
β−1αβ−1 = −(detB)Bke (ǫefgBmg DmΨab)Bif = ǫimkDmΨab. (53)
We can then construct a 2-form P−1 = 12 (P
−1)IJδξ
I ∧ δξJ by contraction
with two-forms
P−1 =
1
2
∫
Σ
d3x
[
ǫijk(DjΨab)δA
a
i ∧ δAbk − δbaBifδAai ∧ δΨbf + δacBke δΨae ∧ δAck
]
.(54)
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If P−1 defines a symplectic 2-form, then we must have δP−1 = 0. Taking
the exterior derivative of (54), we have
δP−1 =
1
2
∫
Σ
d3x
[
ǫijk(DjΨae) ∧ δAai ∧ δAek
+ǫimk
(
fadcΨce + fedcΨac
)
δAdm ∧ δAai ∧ δAek
+2ǫijkDj(δA
e
k) ∧ δΨae ∧ δAai
]
(55)
where we have used the Leibniz rule acting on the covariant derivative. The
second term of (55) is a sum of terms of the form
δA
[d
[m ∧ δA
a]
i ∧ δAek] + δA[e[k ∧ δAd]m ∧ δAai] = 0 (56)
which vanishes due to antisymmetry. Splitting the last term of (55) into its
clones with k ↔ i and a↔ e on the second term, then (55) reduces to∫
Σ
d3x
[
−δΨae ∧ ǫijkDj(δAai ∧ δAek) + ǫijkDj(δAek) ∧ δΨae ∧ δAai
+ǫkjiDj(δA
a
i ) ∧ δΨea ∧ δAek
]
. (57)
Separating Ψae = Ψ(ae) + Ψ[ea] into its symmetric and antisymmetric com-
ponents we see that the contribution to (57) proportional to Ψ(ae) cancels
out. This is nothing other than δΩInst = 0 with ΩInst as in (31), which is
true since ΩInst is the exterior derivative of the one form θInst restricted to
symmetric Ψae.
11 So we are left with the contribution due to Ψ[ae], given by
δP−1 =
1
2
∫
Σ
d3xǫijk
[
(DjδΨ[ae]) ∧ δAai ∧ δAek + 2Dj(δAek) ∧ δΨ[ae] ∧ δAai
]
= r.(58)
The remainder r depends on the antisymmetric part of Ψae, which is not zero
except on the ~V constraint surface. Since δP−1 is not zero off the constraint
surface, then this means that the Jacobi identity (iii) does not hold for (51)
off the constraint surface, and we do not have a Poisson structure, but rather
an almost Poisson structure. When Ψ[ae] = 0, then the almost Poisson
structure reduces to a Poisson structure which is not symplectic. This is
because the dimension of the resulting phase space becomes 6 + 9 = 15
which is not even.
8 Conclusion and future research
We have acquired some insight into the geometric structure of the instanton
representation of Plebanski gravity IInst, an action for gravity based on
11So the condition δ2ΩInst = 0 holds by construction.
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the noncanonical variables Ψae and A
a
i . While IInst does not exhibit a
symplectic structure on its full phase space, we have shown the following.
(i) The fundamental brackets (50) produce the correct Lagrange’s equations
modulo terms proportional to the initial value constraints and their spatial
derivatives, which vanish on the constraint surface. This confirms that (22)
is indeed a stand-alone action for GR based upon the variables Ψae, A
a
i .
(ii) We have checked that these brackets correctly reproduce the required
transformation properties of the variables Aai and Ψbe under transformations
generated by the initial value constraints. (iii) The geometric structure of
IInst can be categorized as an almost-Poisson structure which becomes a
Poisson structure on the constraint surface of the vector constraint. Since
the main results of this paper have been obtained modulo the initial value
constraints and their spatial derivatives, it will be necessary to check that
the constraints in the variables of IInst have a closed Poisson (or perhaps
more appropriately, almost-Poisson) algebra. It has been shown in [10] that
the initial value constrants are preserved under evolution by the Lagrange
equations of motion. This task we relegate to the next paper [17], since it
was the aim of the present paper merely to determine what the fundamental
brackets are.
9 Appendix A: Transformation properties of the
basic fields
9.1 SO(3,C) gauge-transformations
We will first verify the transformation properties of the basic fields induced
by the noncanonical brackets ((50), under transformations generated by the
smeared Gauss’ law constraint
~G[~θ] = −
∫
Σ
d3xθbB
j
fDiΨbf . (59)
For transformations generated by (59) we have
δ~θA
a
i (x) = −{Aai (x),
∫
Σ
d3yθb(y)Bjf (y)D
y
jΨbf (y)}∗
=
∫
Σ
d3yB
j
f (y)(D
y
j θ
b(y)){Aai (x),Ψbf (y)}∗
=
∫
Σ
d3yB
j
f (y)(D
y
j θ
b(y))δab (B
−1(y))fi δ
(3)(x, y) = Diθ
a(x) (60)
where we have used (50) in the last line. The connection transforms as a
gauge potential, which leads to the conclusion that ~G[~θ] is the generator of
gauge transformations parametrized by θa.
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To reaffirm this, we will verify the transformation properties of Ψae in-
duced by (50). This is given by
−δ~θΨbf (x) = {Ψbf (x),
∫
Σ
d3yθa(y)Bie(y)D
y
iΨae(y)}∗
=
∫
Σ
d3yθa(y){Ψbf (x), Bie(y)}∗DyiΨae(y)
+
∫
Σ
d3yθa(y)Bie(y){Ψbf (x), Adi (y)}∗
(
fadcΨce(y) + fedcΨac(y)
)
+
∫
Σ
d3yθb(y)Bie(y)D
y
i ({Ψbf (x),Ψae(y)}∗) (61)
where we have used the Leibniz rule. Equation (61) consists three terms
which we will evaluate in turn, using (50) in conjunction with the appropriate
integration by parts. The first term on the right hand side of (61) can be
written as ∫
Σ
d3yθa(y)ǫimnDym{Ψbf (x), Aen(y)}∗DyΨae(y)
= −
∫
Σ
d3yθa(y)ǫimnDym(δ
e
b (B
−1(x))fnδ
(3)(x, y))DyiΨae(y). (62)
We must integrate (62) by parts with respect to y, which gets rid of the
minus sign arising from the relations (50). Note, as a general rule, that the
B−1 from (22) should be immune to differentiation, since it inherits its x
dependence from Ψbf (x). Also, the covariant derivative D
y can act only on
quantities which depend only on y. So upon integrating the delta function
and relabelling index m→ k, equation (62) yields
(B−1(x))fk
∫
Σ
d3yǫijkD
y
j (θ
a(y)DyiΨab(y))δ
(3)(x, y) = (B−1)fkDj(ǫ
ijkθaDiΨab).(63)
The second term on the right hand side of (61), using (50), is
−
∫
Σ
d3yθa(y)Bie(y)(δ
d
b (B
−1(x))fi δ
(3)(x, y))
(
fadcΨce(y) + fedcΨac(y)
)
= −θa(fabcΨcf + ffbcΨac) (64)
where we have relabelled e ↔ f and d ↔ b on the second term. From
the third term of (61) there is a cancellation of one minus sign from the
{Ψ,Ψ} relations of (50) with another minus sign from the integration by
parts. Then applying the Bianchi identity DiB
i
a = 0, we have∫
Σ
d3y(Bie(y)D
y
i θ
a(y))ǫfeg(B
j
g(x)D
x
jΨba(x)(detB(x))
−1δ(3)(x, y)
= ǫijk(B−1)fk(Diθ
a)(DjΨba), (65)
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where we have also used the property of determinants of 3 by 3 matrices.
Combining the results of (63), (64) and (65) we have
−δ~θΨbf = (B−1)
f
kDj(ǫ
ijkθaDiΨab)− θa
(
fabcΨcf + ffbcΨac
)
+ǫijk(B−1)fk(Diθ
a)(DjΨba
= ǫijk(B−1)fk(Djθ
a)(DiΨab) + (B
−1)fkθ
aǫijkDjDiΨab
−θa(fabcΨcf + ffbcΨac)+ ǫijk(B−1)fk(Diθa)(DjΨba) (66)
where we have used the Leibniz rule on the first term. A useful relation is
the definition of curvature as the commutator of covariant derivatives
ǫijkDjDkva = fabcB
i
bvc; ǫ
ijkDjDkΨab = B
i
g
(
fagcΨcb + fbgcΨac
)
. (67)
Equation (67) tacitly assumes that Ψae behaves as a SO(3, C) tensor of
second rank, which is what we are attempting to prove in the first place.
This assumption will have been justified by the fact that it will not lead to
any contradictions in the final result. Applying (67) to the second term on
the right hand side of (66), we have
−δ~θΨbf = ǫijk(B−1)
f
k(Diθ
a)Dj(Ψba −Ψab)
−θa(fafcΨcb + fbfcΨac + fabcΨcf + ffbcΨac). (68)
The first term of (68) involves the antisymmetric part of Ψab and its deriva-
tives, which vanishes on the constraint surface. Also, the second and fourth
terms in brackets multiplying θa cancel, yielding −δθΨbf = 2θaf(bacΨcf)
which is the correct transformation property of a second-rank SO(3, C) ∗
SO(3, C) tensor under SO(3, C) transformations. Including (60), we see
that the transformation properties of the basic fields generated by Gauss’
law induced by the relations (50) are
δ~θA
a
i = Diθ
a; δ~θΨbf = −θa
(
fbacΨcf + ffacΨcb
)
. (69)
The connection Aai transforms as a gauge potential and Ψae transforms as
a second-rank SO(3, C) tensor, justifying (67). Hence we have justifiably
referred to ~G as the Gauss’ law constraint, the generator of SO(3, C) gauge
transformations of the basic fields. In order for the correct SO(3, C) trans-
formation properties to be obtained then the Leibniz rule, which we have
used several times in this section, must have been valid for brackets (50).
9.2 Spatial diffeomorphisms
We will now establish the transformation properties of the basic variables
generated by the smeared vector constraint
~V [ ~N ] =
∫
Σ
d3yǫijkN
iBjeB
k
aΨae, (70)
17
as induced by the relations (50). For the connection we have
δ ~NA
d
m(x) = {Adm(x),
∫
Σ
d3yǫijkN
i(y)Bje(y)B
k
a(y)Ψae(y)}∗
=
∫
Σ
d3yN i(y)Bje(y)B
k
a(y){Adm(x),Ψae(y)}∗
= δda(B
−1(x))em
∫
Σ
d3yǫijkN
i(y)Bje(y)B
k
a(y)δ
(3)(x, y) = ǫmkiB
k
dN
i. (71)
Equation (71) is not strictly speaking a spatial diffeomorphism, but rather
a spatial diffeomorphism with parameter N i corrected by a SO(3, C) gauge
transformation with field-dependent parameter ηa = N iAai .
Let us now move on to the transformation of Ψbf . This is given by
δ ~NΨbf (x) = {Ψbf (x),
∫
Σ
d3yǫijkN
i(y)Bje(y)B
k
a(y)Ψae(y)}∗
= ǫijkN
i(y){Ψbf (x), Bje(y)}∗Bka(y)Ψae
+ǫijkN
i(y)Bje(y){Ψbf (x), Bka(y)}∗Ψae(y) + ǫijkN i(y)Bje(y)Bka(y){Ψbf (x),Ψae(y)}∗(72)
where we have applied the Leibniz rule. Proceeding along, we have∫
Σ
d3xN i(y)
[
ǫijkǫ
jmnDym{Ψbf (x), Aen(y)}∗Ψae(y)
+Bje(y)ǫkmnD
y
m{Ψbf (x), Aan(y)}∗Ψae(y) + ǫijkBje(y)Bka(y){Ψbf (x),Ψae(y)}∗
]
.(73)
Then applying the relations (50), integrating by parts and the use of epsilon
identities,12 (73) becomes
(B−1)fn
(
δmk δ
n
i − δmi δnk
)
Dm(N
iBkaΨab)
+(B−1)fn
(
δmi δ
n
j − δmj δni
)
Dm(N
iBjeΨbe)−N i(B−1)di ǫdeaǫfegBmg DmΨba
= (B−1)fnDm
(
NnBme Ψeb −NmBneΨeb +NmBneΨbe −NnBme Ψbe
)
−N i(B−1)di
(
δdf δag − δdgδaf
)
Bmg DmΨba
= 4(B−1)fnDm(N
[nBm]e Ψ[eb])−N i(B−1)fi Bma DmΨba +N iDiΨbf . (74)
The first and second terms on the right hand side of (74) are proportional to
the ~V and ~G constraints. So on the constraint surface, the transformation
reduces to the last term which is a spatial diffeomorphism parametrized by
N i, corrected by a gauge transformation with field-dependent parameter
N iAai . So we have the following results
δξA
a
i = ǫijkB
j
aN
k; δ ~NΨbf = N
kDkΨbf . (75)
12Recal that the B−1 factor from the {A,Ψ} relation inherits its x dependence from Ψ,
and thereform should remain undifferentiated by Dym.
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The basic variables transform as expected under the vector constraint, namely
via spatial diffeomorphism corrected by a SO(3, C) gauge transformation
with field-dependent parameter ηa = NkAak. This confirms the predictions
from the Lagrange equations.
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