For any indefinite matrix K, it is shown that the UTDU factorization can be modified at nominal cost to provide an "exact" preconditioner for SYMMLQ. Code is given for overwriting the blockdiagonal matrix D produced by MA27.
indefinite matrix to construct an exact preconditioner for an iterative method such as SYMMLQ. The intended use is as follows.
Given an indefinite system Ky z and a related indefinite matrix K, we expect that the Bunch-Parlett factorization I UTDU will be computed, or will already be available. We show that D can be changed cheaply to provide a positive-definite matrix M uTDu, such that SYMMLQ (with preconditioner M) will solve/y z in at most two iterations. Hence, M should be a good preconditioner for the original system involving K. For quadratic programs or general nonlinear programs, H is typically a general sparse matrix like A, and it is natural to solve the KKT system as it stands. The Harwell code MA27 has been used in this context by several authors, including Gill et al. [GMSTW86] and Turner [Tur87] , [Tur90] for sparse linear programs, by Poncele6n [Pon90] for sparse linear and quadratic programs, and by Burchett [Bur88] for some large nonlinear programs arising in the electric power industry.
1.4. Avoiding AD2AT. If H is known to be nonsingular, it is common practice to use it as a block pivot and solve (3) according to the range-space equations of optimization:
AH-1ATAr AH-Ig + r, HAx ATAr g. The success of preconditioned conjugate-gradient methods in this context lends added promise to our proposed use of the much better conditioned KKT systems, now that it is known how to precondition indefinite systems.
1.7. Summary. In 2 we consider general indefinite systems and derive a preconditioner from the Bunch-Parlett factorization. In 3 we consider barrier methods for nonlinear programs, and propose factorizing just part of the KKT system to obtain a preconditioner for the whole system.
We use the spectral condition number, cond(K) -IIK-III211KII2. We do not know of a sparse implementation, but in any event we note that it would not be ideal for producing a preconditioner in the manner described above, since the eigensystem for T would involve far more work than for the block-diagonal D of the Bunch-Parlett factorization.
On the other hand, we could compute a (very special) Bunch-Parlett factorization of T and modify the associated D as described above.
For convenience we assume that A(x) E mxn has full row rank m, and that the scaling of the problem is reasonable, so that IIA(x)ll ,.,m 1.
3.1. Newton's method and the KKT system. The optimality conditions for (6) are the nonlinear equations (7) =0, (8) 0.
Newton's method may be applied directly, or to some equivalent system. Given suitable initial values for the primal and dual variables (x, r), the key set of equations for generating a search direction is the KKT system (9) For the early iterations of Newton's method, the estimate of K2 will usually be poor, and the diagonal term D1 will not be particularly large. However, following the inexact Newton approach IDES82], only approximate solutions to the KKT system are needed, and the iterative solver need not perform many iterations.
As the Newton iterations converge and the partition (10) becomes more sharply defined, the preconditioner should become increasingly powerful and produce the increasingly accurate solutions required at an acceptable cost.
3.4. Performance of SYMMLQ with the MA27 preconditioner. The approach of 2 and 3 has been tested by Burchett where a min(ax, az, 0.99), and ax, az were limited in the usual way to be at most (including 10 unit columns associated with slack variables). The lack of primal or dual degeneracy means that near a solution, m 10 diagonals of H are substantially less than 1, and n-m 7 diagonals are significantly greater than 1. The choice of B is ultimately clear cut. Table 1 lists various condition numbers for each iteration of the primal-dual algorithm. For interest, we include AD2A T and/D, which were defined in terms of D Z diag(x) (see 4.5) and incorporated the same regularization (4.6). It may be seen that both AD2AT/ #SI and/ become increasingly ill conditioned in step with K, in contrast to the "meaningful" condition of K reflected by K1 (in which the large diagonals of H have been scaled to 1).
The preconditioned systems/2,/3, and/4 show an increasing, though apparently mild, improvement over/1. Their effectiveness depends on the choice of B and whether or not it has dimension m. The column labeled "B rank-deft' records the corresponding rank-deficiency. The conditions of B, L, and U were less than 25, 7, and 40, respectively, for all iterations.
Low conditions are always a good sign, but high ones tell an incomplete story. has one or two eigenvalues greater than 5 for the first eight iterations, whereas /3 has its eigenvalues inside (-5, 5) at all times. (The vertical axis is "iteration number"
shifted by 1 for/2, 14 for/3, and 27 for/4. Each horizontal line gives the spectrum of one of these matrices at the corresponding iteration.)
It is evident from Fig. 1 that /3 and/4 have more favorable eigenvalue distributions than/2, and that/4 is marginally better than/3, the main benefit being that it is more cheaply obtained. There is a striking absence of eigenvalues in the range (-1 //,-) for some small/, though we have no immediate explanation. This range broadens to (-1 //, 1 ) for all systems at the final iteration, as we may expect.
6.2. A more typical example. Table 2 and Fig. 2 give similar results for the well-known problem afiro [Gay85] . The matrix A is 27 by 51, including 19 slack columns. We see that AD2AT+ #5I and/D again become extremely ill conditioned in step with K.
The KKT systems have dimension 78. As before there is a clear division between large and small diagonals of H near a solution, but in this case only m-5 are substantially smaller than one. The rank of the corresponding columns of A is m-7, consistent with B's final rank-deficiency of 7. The conditions of B, L, and U were again low: less than 35, 13, and 34, respectively. It is encouraging to observe that Fig. 2 is qualitatively similar to Fig. 1 For the scaled problem the stopping tolerance for SYMMLQ was taken to be rtol 10 -6 (a loose value since the KKT systems need not be solved accurately). However, rtol terminates solution of the preconditioned system. For the unscaled problem it was necessary to set rtol 10 -1 to obtain sufficient accuracy in the search direction for the first few values of k. In general it seems that high precision would be needed for safety: rtol . [10] [11] [12] [13] [14] [15] 
