In this paper, we look at the possibility to implement the algorithm to construct a discrete line devised by the first author in cellular automata. It turns out that such an implementation is feasible.
INTRODUCTION
In Section 2, we remind the basic features of discrete geometry and, in particular, the construction of a line in this framework. This discrete construction described in a square grid in algorithmic terms gave us the feeling that such a construction could be performed by a suitable cellular automaton. This is what is performed by the paper whose goal is to prove the following result.
Theorem 1
There is a deterministic cellular automaton in the square grid with von Neumann neighbourhood which simulates the construction of a naive discrete line given by the equation µ ≤ ax − by < µ + max{|a|, |b|}, where we may assume to satisfy, |µ| ≤ max{|a|, |b|}. Moreover, there is such an automaton whose working is linear in the length of the data and of the segment of the discrete line to be constructed.
There is no room here for a full description of the automaton constructed by the authors in order to prove the theorem. Such a description is available in [1] . However, it is possible to describe the main lines of the computation of the cellular automaton. A trained reader, familiar with cellular automata, could certainly program it. However, as more than one thousand states are needed for our naive automaton which does not try to optimize neither the computation nor the number of states, it requires a nontrivial work.
Section 3 explains this working in somehow constrained setting. In Section 4 we indicate how to relax these constraints and in Section 5 we complete the proof of Theorem 1. In Section 6, we briefly mention how to go on in the line opened by the paper.
DISCRETE GEOMETRY
In this section, we briefly recall some results of [2, 3] − the naive lines which are 8-connected and for which the thickness ω verifies ω = max(|a|, |b|), − the * -connected lines for which the thickness ω verifies max(|a|, |b|) < ω < |a| + |b|, − the discrete lines said standard where ω = |a| + |b|, this thickness is the smallest one for which the discrete line is 4-connected, − the thick lines where ω > |a| + |b|, they are 4-connected.
More information on discrete geometry can be found in [2, 3, 4, 5] . Real straight lines ax−by = µ and ax−by = µ+ω −1 are named the leaning lines of the discrete line D(a, b, µ, ω).
Let M (x M , y M ) be an integer point, the remainder at the point M as a function of D(a, b, µ, ω), noted r(M ), is defined by:
This notion of remainder permits to easily construct a segment of a naive discrete line, see Algorithm 1. To simplify the writing, we shall suppose hereafter that the slope coefficients verify 0 ≤ a ≤ b which corresponds to the first octant.
In the next section, we give a simplified version of the scenario. We call it naive as it clearly separates the various operations which are performed by the automaton.
THE SCENARIO OF THE IMPLEMEN-TATION: A NAIVE VERSION
From our previous section, we know that our present task is to imagine a sequence of configurations, from the very initial one to the final one which, in an informal sense are key configurations. They are illustrated by the figures of the paper. Most of the figures are key configurations which occur in between two specific ones which delimit a cycle and which are called the starting configuration of a cycle, see Figure 2 . The initial configuration is the first starting one.
Algorithm 1. Constructing a Naive Discrete Line
The algorithm for constructing a segment of the naive discrete line µ ≤ ax − by < µ + b with 0 ≤ a ≤ b and b > 0.
Input: a, b, µ, characteristics of the discrete line, n number of points, (x, y) coordinates of the first point of the segment r := ax − by; k := 1; Plotpoint (x, y); while k ≤ n do r := r + a;
In a cycle, the automaton appends a new pixel to the part of the line which it has already drawn. To this aim, it implements the loop body of Algorithm 1. The corresponding computation performed by the automaton during a cycle is divided in three stages. The new pixel is written in a column which is the eastern neighbour of the column in which the last pixel was written. Accordingly, the first stage of the computation consists in moving the data by one step to the east. In the second stage, the automaton computes a+r, where r is the remainder obtained at the end of the previous cycle, and it compares it to µ + b. Depending on the result of the computation, with possible a subtraction of b from a+r, the automaton erases all markings and writes the new pixel in order to arrive at a new starting configuration.
In the following Subsections, we describe this process with more detail. We shall essentially describe the case µ ≥ 0 assuming that 0 < a ≤ b. In Section 4, we indicate how to perform the computation when µ < 0 and then we shall relax the restriction on a and b.
The Starting Configuration
It is characterized by the position of the data with respect to the part of the line already present, the cells in the state X, see Figure 2 , a single X in the initial configuration. The data consists in three segments, the U -row, the V -row and the R-row, in this order from top to bottom. Each row consists of cells in the same state: U , V and R for the U -, V -and R-row respectively. The number of U 's and V 's is the value of a and b respectively in the equation µ ≤ ax − by < µ+b. The number of R's is the value of the parameter which controls the drawing. At the beginning of the cycle, this value is the result r yielded by the previous cycle.
The V -row is shifted to the east with respect to the U -row by a number of cells which is the value of µ when µ ≥ 0. The R-row, which is aligned with the U -row, contains µ+r cells in the state R with 0 ≤ r < b. When µ < 0, we have the opposite situation: the U row is shifted to the east with respect to the V -row which is aligned with the R-row, see Figure 9 . A cell W is present as the eastern neighbour of the last written pixel, see 
Moving the Data by One Step to the East
In order to move the data by one step to the east, we first erase the eastmost element of each row and then, we append a new element at the east end of each row. In the case of the V -row, this new element is marked with a different symbol as the position of this element is used in the comparison step.
Erasing the first element is obtained by the construction of the W -column, see the left-hand side picture of Figure 3 . When all transformations are performed, the computation arrives at the right-hand side picture of the figure.
We cannot here detail the working of the different processes occurring on each row. We refer the reader to [1] .
Figure 3. Moving the Data: the W-Column
Left-hand side: in this figure, the column is completed; the transformation of the rows is still in process, in parallel. Right-hand side: all the data have been shifted by one step to the east.
Adding a to r and Comparing a+r to µ+b
This operation consists in moving a copy of each element of the U -row and in appending the copy at the eastern end of the R-row. In order to avoid perturbations by non completed computations, this process is started when the moving of the V -row is completed: the eastmost symbol of the V -row, different from the others of the row, triggers a signal C on the line of the U -row, see Figure 4 .
The motion of the copy and marking a new copy are performed simultaneously: this guarantees the linearity of the computation with respect to the size of the data. The main idea of this process is to perform the same cycle of transformations on each cell of the U -row. At the end of the first stage, see Subsection 3.2, the elements of the U -row are in the state U 1. During the second stage and one after the other, each U 1 is changed to U 4 in a cycle of three steps: U 1 → U 2 → U 3 → U 4, see the last picture of figure 4. When U 4 is reached, the cell remains in this state until the second part of the third stage. When the cell is in U 2, this U 2 is a copy and moves to the west across an interval of U 1's where other U 2's are possibly in motion. When the cell reaches the state U 4, its western neighbour in U 1 starts the just described cycle. In this way, each cell is copied and each copy is separated from the others by one cell in U 1.
These copies of U -elements reach the W -column and there, they go down to the bottom of the column, crossing the W 's as R1's. The R-row was transformed into R1's by the first stage. When the R1 in the W -column can see the R-row, it becomes R2 and, under this new state, it crosses the R1's until it meets the blank, transforming one B into R1.
The last U 1 transformed to U 4 is directly in contact with the W -column through its western side. This is why it does not produce R1 in the W -column but R3, see Figure 5 : we need a symbol signaling the last copy in order to stop the extension of the R-row. When this R3 sees the blank, it transforms this B into a symbol which depends on the comparison between a+r and µ+b. Indeed, the above process creates one copy for each U 1 and so, when R3 can see the blank, a−1 R1's have been appended to the R1's of the R-row. If we append R3, we obtain r+a R1's on the R-row as initially there was a of them. Now, as the V -row is shifted by µ cells with respect to both the U -and the R-rows, the comparison of a+r with µ+b is materialized by the position of the blank B which sees R3, see 
The Third Stage
This stage is very different in the three cases defined by the comparison of a+r with µ+b. As mentioned in the introduction, we study the two cases when the values are different, leaving the case of the equality which is in fact similar to that of a+r > µ+b as a subtraction is also required.
When a+r < µ+b
This case is characterized by the fact that the blank which sees R3 through its western side sees V 1 through its northern side, see the last three pictures of Figure 5 . Now, the computed value of a+r is the new value of r as a+r < µ+b. And so, the task of the automaton is to erase the marks and to write the new pixel onto the place of the topmost symbol of the W -column.
To restore the R-column, the automaton sends a signal to the west. To restore the V -row, it send a signal to the east until the eastmost V -element is found. Now, in order to avoid problems, the fastest signal has to wait for the other one. The second signal can be made slower than the signal to the west on the R-column: when it reaches the last V -element, it bounces to the west until it reaches the Welement to be rewritten as the new pixel. Indeed, µ+r is the longest interval which the second signal has to cross while the signal on the R-row has to cross a part of it only.
RF F RR First picture: the signal RF arrives to the cell before V 3, this creates F in the south of V 3 and V in its west. Second picture: creation of the signal F F . is created. It will travel to the W which stands on the line above the U -row. Note that the transformation of V 1 back to V already started and that the transformation of R1 into RR is almost completed.
As shown in the first picture of Figure 6 , the blank seeing R3 sends RR to the west and RF to the east, becoming itself RR. This new symbol facilitates the restoration of V 1's to V which is initiated by the creation of F . This symbols both triggers the later transformation of RF to B and then of RR to R to the west, and the creation of the signal F F , see the second picture of the figure. Note that in the meantime, V 3 turned to V , triggering the transformation of V 1 to V to the west which to its turn triggers the transformation of U 4 to U , the westmost U 4 being excepted. This last U 4 waits for F F , see the second and the third picture of the figure. When this happens, the starting configuration for the data is almost reached. It remains to replace W by X, W 1 by B, U 4 by U and F F by B, as X will produce the required W at the next time, reaching the new starting configuration, the last picture of the figure.
The case a+r > µ+b
In this case, the blank which sees R3 through its western side sees also another blank through its northern side, see the third picture of Figure 5 . The automaton has to perform the subtraction of b from a+r and then to restore the data and writing the new pixel in order to get a new starting configuration. The subtraction is realized in two sub-stages. The new value of r is realized by the R1's and the R which stand under the columns which are on the east of V 3. To perform the subtraction, it is enough to drag this interval to the west, until its western end exactly falls under the westernmost V . This program is realized by changing the R1's back to R, the first R coming from the blank which had seen R3. Then, when the R1 under V 3 sees R through its eastern side, it becomes Z, see the second picture of Figure 7 . This launches the subtraction. The R1's which are to the west of Z are step by step erased and, at the same time, the interval of R's on the east of Z becomes an interval of (ZR0)'s. This is obtained by the transformation of R to Z followed by the cycle Z → R0 → Z. The cycle stops when the R0 of the cycle sees a blank through its eastern side, see the last picture of Above: the first R after R3 is written. Below,here, two steps later, the southern neighbour of V3 has seen R through its eastern side, so it became Z.
The subtraction comes progressively to an end when Z sees the last V 1 which is the first element of the V -row. At the next time, the R1 which was the western neighbour of Z becomes Z0, see Figure 8 . This change triggers the change of R0 to R, which progressively cancels the Z's in the interval of (ZR0)'s. In the meanwhile, Z0 advances to the west, leaving R's on its former place: this restores the first µ R's of the R-row. Now, from the process we have just analyzed, the result of the subtraction is now on its place, below an initial segment of the V -row.
At the other end of the V -row, as shown by the last three pictures of Figure 7 , V 3 was changed to G, then to G0 which remains unchanged until it sees a blank through its southern side. From Algorithm 1, we know that when a subtraction is performed, the new pixel must be written in the vertical line of the W -column, on the line which is just above the U -row. Due to the position of the data with respect to the last written pixel in a starting configuration, the automaton has to lift the whole data by one step upwards. The transformation of G0 is the transition to this process.
Indeed, in the column of G0, a succession of transformations leads to the configuration illustrated by the right-hand side picture in the first line of Figure 8 . A signal 1 appears on the line which is above the U -row, in the column of G0 which is now the easternmost V of the V -row being under restoration. Above, left-hand side: the eastmost V has been restored, triggering the transformation of its northern neighbour from B to G1. Right-hand side: the first appearance of 1 indicating that lifting the data by one step upward will be processed. Middle line: the mechanism of lifting the data by one step upward. Left-hand side: 1 already moved to the west and 2 left for a new copy. Right-hand side: again 1 moved to the west by one step; the first 2 and the second 2. Last line: The mechanism of lifting the data by one step upward. Left-hand side: last step of signal 1. Right-hand side: a few steps later, the last configuration of the cycle, the next time is that of the starting configuration of the new cycle.
The lifting, the restoration and the writing of the new pixel are performed by signal 1. The signal moves to the west, by one step at each time. The signal copies its southern neighbour on its place and, on the place of the copied neighbour, it leaves symbol 2 which performs the same copying process but does not move to the west. Now, the second 2 does not create another 2 when its southern neighbour is R or blank with another blank through the southern side. The process is illustrated by the second line of Figure 8 .
In particular, in the last line of Figure 8 , going from the lefthand side picture to the right-hand side one is easy. The right-hand side picture in the last line of the figure is the last configuration of the cycle: the next one is the starting configuration of the next cycle. We refer the reader to [1] for all details of a complete description.
THE REMAINING CASES
We look at the relaxation of the various constraints of the case described in Section 3. In all cases, the same scheme of actions is basically followed but various changes have to be performed as mentioned in the following two subsections.
The Case when µ < 0
The new display of the data for this case is illustrated in Figure 9 . Two things are changed. The V -and R-rows are aligned and the U -column is shifted to the east by |µ| steps with respect to the westmost element of the V -column. This alignment defines the place of the W -column, see This new situation involves a lot of changes of technical nature, but it does not change the general scheme describe in Section 3. This can be fully checked in [1] .
Relaxing the Conditions on a and b
First, let us assume that both a and b are non-negative integers and that a > b. If we exchange x and y, a discrete line below the first diagonal line is transformed into a discrete line above the diagonal. However, this also requires to change the value of µ. In full generality, consider the naive discrete line with equation: µ ≤ ax − by < µ + max{|a|, |b|}. Exchanging x and y leads to the new equation:
−µ − max{|a|, |b|} + 1 ≤ bx − ay < −µ + 1, so that we have also to replace µ by −µ + 1. This means that we apply the reflection in the first diagonal to the data too and that we take into account the change for µ. The data are placed in columns along the y-axis and the construction of the line is still performed by advancing northwards or eastwards as previously, but the meaning is opposite: we go upwards when bx − ay < r and we also go to the east in the other cases. From this it is not difficult to define the position of the data for any sign for a and b. Again, we refer to [1] for a full study.
PROOF OF THE THEOREM

Complexity Issues
In this subsection, we give an estimate of the number of steps performed by the automaton in a cycle. We know that the initial data satisfy the following constraint:
|a|, |b|, |µ| ≤ max{|a|, |b|} Let δ be the number of cells between the W -column and the eastmost non-blank cell during the computation of a cycle. From the two possible displays discussed in Section 3 and from Section 4, we get that δ < 3 max{|a|, |b|} as the above constraints are satisfied. Now, to estimate the computation time of each stage of a cycle, we have just to measure the maximal length of a trajectory run by an element during the stage. Also, for the third stage, we have to consider the worse case, which is the case involving a subtraction: this amounts to consider that the time needed for this stage is the same as the time needed by the first two stages together. Clearly, in each stage, the action performed during this time is synchronized by the motion of the element whose trajectory is the longest one, which gives us a rough estimate of the time by 4δ.
Correctness
We have not the room to study the rules of the automaton. This is done in [1] . However, thanks to the study of Sections 3 and 4, the correctness of the rules boils down to checking that the set of rules established according to the key configurations we have described does not contain contradictory rules, as we require our automaton to be deterministic. As the number of rules is over than 1,000 rules, this was performed by a computer program written for this purpose. In fact, the computer program helped us to devise the rules at the different stages of the cycle. Also, checking a finite number of suitable executions was enough to prove the correctness of the program: indeed, as the working of the algorithm is linear in the size of the data, and as the structure of a naive discrete line is periodic, if the execution works for a particular choice of general parameters, it works for all of them. This latter point raises an interesting question: in a concrete implementation, we could define the halting of the computation in a different way.
Finite Executions
In fact, for concrete applications, we necessarily have a cellular automaton whose space is finite. The simplest way is to define the space of the cellular automaton as a rectangle of (H+2) × (L+2) cells. Putting (0, 0) as the coordinates of the lower left-hand side corner, or the south-west one according to the terminology of the paper, the coordinates of the north-east corner would be (H+1, L+1). Of course, the cells have to know when they are at the boundary of the area. The simplest way is to signalize the limit by a frame surrounding the cells devoted to the computation of the line. The cells of the frame are an additional state, say #, and the coordinates of these cells are of the form (x, 0) and (x, H+1) with 0 ≤ x ≤ L+1 for the horizontal limits of the rectangle and (0, y) with (L+1, y) where 0 ≤ y ≤ H for the vertical limits.
During the execution, a problem may arise when we have to lift the data by one step upward. In this case, state 1 should occur when instead of the blank, it sees # through its northern neighbour. It is not difficult to adapt the rules of the automaton to this situation in such a way that, when a border is reached during the computation, the computation is frozen and in a few steps it leads to the occurrence of two consecutive identical configurations: this is the classical definition of halting for a cellular automaton.
CONCLUSION
We think that there are many possible continuations for this work. As an example, what was done for the line could be viewed for curves, or for planes in the 2D-grids or subspaces of k-dimensional grids. Now, for lines in the square grid, there are also possible continuations. We can indicate the following ones.
First, we could try to improve the scenario described in Section 3. In the section, we indicated it as a naive version where the different stages are well delimited. We could lower a bit the complexity established in Subsection 5.1. Indeed, the starting of the copy of the elements of the Urow could be already placed when the first element of the U -row is erased by W . Also later, other stages could be more intricate. But is this worth the work? We could lower the upper bound of 4δ down to to no more than 3δ. But the price to pay would be a certain overlapping of the cycles which would make it difficult to define the notion of a cycle itself.
A more promising improvement could be given by the following remark. Our simulation is based on a representation of the integers in unary. What could be done for a binary representation? Basically, the same scenario could be performed, with this important difference that adding here would not be simply appending and that subtracting would not be simply dragging back. Also, the number of states would most probably be more important and this would also increase the number of rules. Now the automaton would still be linear in time with respect to the size of the data but its programming in cellular automata would be more difficult than for the automaton of this paper. Now, this time, the complexity would be much lower. Another continuation would be to devise a cellular automaton which would recognize whether a given pattern in the 2D-grid is or not a discrete line. We hope that this paper opens a new promising avenue giving a new connection between discrete geometry and cellular automata.
