The automotive industry is growing day by day and personal vehicles have become a significant transportation resource now. With the rise in private transportation vehicles, getting a free space for parking one's car, especially in populated areas, has not only become difficult but also results in several issues, such as: (i) traffic congestion, (ii) wastage of time, (iii) environmental pollution, and most importantly (iv) unnecessary fuel consumption. On the other hand, car parking spaces in urban areas are not increasing at the same rate as the vehicles on roads. Therefore, smart car parking systems have become an essential need to address the issues mentioned above. Several researchers have attempted to automate the parking space allocation by utilizing state-of-the-art technologies. Significant work has been done in the domains of Wireless Sensor Networks (WSN), Cloud Computing, Fog Computing, and Internet of Things (IoT) to facilitate the advancements in smart parking services. Few researchers have proposed methods for smart car parking using the cloud computing infrastructures. However, latency is a significant concern in cloudbased applications, including intelligent transportation and especially in smart car parking systems. Fog computing, bringing the cloud computing resources in proximate vicinity to the network edge, overcomes not only the latency issue but also provides significant improvements, such as on-demand scaling, resource mobility, and security. The primary motivation to employ fog computing in the proposed approach is to minimize the latency as well as network usage in the overall smart car parking system. For demonstrating the effectiveness of the proposed approach for reducing the lag and network usage, simulations have been performed in iFogSim and the results have been compared with that of the cloud-based deployment of the smart car parking system. Experimental results exhibit that the proposed fog-based implementation of the efficient parking system minimizes latency significantly. It is also observed that the proposed fog-based implementation reduces the overall network usage in contrast to the cloud-based deployment of the smart car parking.
I. INTRODUCTION
Rapid advancements in the information and communication technology are urging people to move to urban areas, and consequently, the cities have become overpopulated. Due to the migration of a significant population to cities, the number of vehicles used for commuting daily has increased The associate editor coordinating the review of this manuscript and approving it for publication was Christos Verikoukis. enormously [1] . Therefore, the parking spaces in large cities have shrunk due to the growing number of vehicles. In this situation, it has become challenging for the drivers to find the car parking slots in peak hours in populated cities. More vehicles pursuing the same parking space creates traffic congestion. Consequently, people spend a lot of time finding the place for parking, which results in wastage of time, added fuel consumption, and environmental pollution. The authors in [1] state that, according to an estimate finding the car parking space in Loss Angles costs around 730 tons of CO2, 95,000 hours, and 47,000 gallons of gasoline. The population of the world is rapidly urbanizing, and the increasing number of automobiles will add to the traffic congestion problem [2] .
Parking problems have enticed more consideration in the last few years due to significant increase in the number of vehicles [3] . Considering the issues and accompanying problems in finding car parking spaces in large cities, several researchers have proposed smart car parking systems using cloud computing and the Internet of Things (IoT). Although the above-mentioned smart car parking systems equipped with the state-of-the-art technologies have offered a new dimension to the research in this domain, their widespread implementation in real-time is still a challenge to be addressed.
One of the possible reasons that hinder widespread acceptability of such systems is the high latency rate and network usage in the current cloud-based implementations. For example, in [4] , a cloud-based method is proposed for smart car parking. The authors used the sensors to detect the parking slots and subsequently, the status of the parking slots is updated in the cloud. However, a critical problem in the methodology is timely updating the status in the cloud in case a vehicle enters or leaves a particular parking slot because directly connecting the sensors with the cloud incurs latency which is not tolerable for applications requiring low turnaround time. Therefore, to overcome the shortcomings of cloud based methods in smart car parking systems, we propose the fog based smart car parking architecture. The contributions of this paper are three-fold: 1) Fog-based architecture for the efficient car parking system has been proposed using 3-tiers where fog computing concept is applied at the middle tier. Fog nodes process the parking slot images, and the parking slots information is displayed on the LED. If a particular parking area does not have any vacant parking slot, then the information about nearby parking slots is displayed on the respective parking area's LED.
2) The proposed fog-based architecture considers the latency and network usage factors. Meanwhile, by minimizing the latency and network usage, the driver can choose the parking slot and park the vehicle without wasting time, gasoline, and producing extra carbon dioxide. Therefore, it saves the time for finding the vacant space for parking and waiting time for the parking because the collaboration of the fog nodes gives the information of the nearby vacant parking slots if the parking space is not available in a particular parking area. 3) Simulations are conducted extensively for evaluating the effectiveness and efficiency of the proposed fog enabled car parking architecture. Experimental evaluations demonstrate a significant reduction in latency and network usage as compared to the cloud-based implementation of the smart parking system.
The paper is organized as follows. Section II provides the background information about fog computing whereas Section III discusses the recent research works related to smart car parking systems. Section IV presents the proposed fog-based architecture whereas experimental setup is discussed in Section V. Section VI present the experimental results and discussion. Section VII concludes the paper and also highlights the direction for future research.
II. BACKGROUND
There are several issues associated to the cloud computing, such as higher response time and greater communication costs [5] . Aazam et al. [6] compared the cloud and fog computing paradigms and concluded that the fog lowers the processing delay significantly. Fog computing is regarded as an excellent solution to fulfill the demands for large number of connections and low latency applications by performing some computation and processing tasks from the cloud server to the fog node [7] . Fog computing has exhibited a tremendous potential to minimize the latency and network usage issues of cloud computing [8] .
Several studies have proposed fog-based architectures in different domains to make their systems more efficient, secure and cost effective. Vilalta et al. [9] presented a fog based architecture that provides unified cloud and fog resources for deploying network functions, such as virtualization, mobile edge computing and IoT services at extreme edge of telecommunication operator's network. Bi et al. [10] proposed a software-defined-networking based fog computing architecture to support mobility. Moreover, the authors proposed a route optimization algorithm and designed an effective signaling operation to provide transparent and impeccable mobility support to the mobile end users.
A key benefit of fog computing is that it helps in reducing the frequent data transmissions to the cloud. This results in minimizing the network usage required by the applications interacting with the the cloud that eventually results in enhancing the response rate. Many studies have proved that the latency in fog is low as compared to the cloud. For example, in [11] , [12] and [13] , the authors demonstrated that the latency in fog is low when compared to the cloudbased implementation of the systems. In addition, fog computing reduces the network traffic and supports scalability, and is highly suitable for IoT frameworks [14] . Network usage is always a vital parameter for real-time applications and is effectively minimized using the fog computing [15] . Passas et al. [16] have discussed multi radio access technology environment which provide a solution for Paris metro pricing scheme to provide service for customers who avoid to be congested for maintaining the same wagons for different ticket price.
In order to avoid the network congestion problem Miliotis et al. [17] propose a weighted proportionally fair bandwidth allocation algorithm for the data volume which is being offloaded thorough WiFi and pricing-based rate VOLUME 7, 2019 allocation is used for the rest of the data volume which is transmitted through LTE uplink.
Fog nodes are geographically distributed and have high computational power. In the geographically distributed architecture of fog computing variety of heterogeneous devices are connected at the end of the network to provide storage, and computation services [18] . Fog provides an increasingly adaptable infrastructure and a better way of processing the data by consuming the low network bandwidth [19] . Therefore, in this paper, we propose to employ fog computing in the smart parking environment.
The proposed smart car parking system provides information about the availability of parking slots using the image processing technique and fog computing upon the entry of a new vehicle in the parking area. The rationale to employ fog computing in the proposed approach is that the information about the available parking slots needs to be updated periodically, therefore, minimizing the latency and network bandwidth consumption is desirable. The issues mentioned above can effectively be dealt with using the fog computing that emphasizes performing computations near the network edges, and consequently, the frequent transmissions of data to the cloud are avoided [20] .
In the proposed framework, we employ an image processing technique to determine the availability of a parking slot in the area. The image of the vehicle is captured and subsequently analyzed for various possible positions of a vehicle, such as (i) being parked, (ii) parked, and (iii) leaving the parking area. A Light Emitting Diode (LED) is attached at the entrance of parking to show the availability of vacant slots to the drivers. After the drivers park the vehicle in the slot, the status of that slot is updated in the fog. To evaluate the effectiveness of the proposed smart parking approach, we performed simulations in iFogSim and created scenarios for both the fog-based and the cloud-based implementations of the said system. Experimental results demonstrate that the fog-based implementation of the smart parking environment not only minimizes latency but also reduces the bandwidth consumption as compared to the cloud-based implementation.
III. RELATED WORK
This section discusses the research works that are related to the smart car parking systems.
Typically, the drivers find the parking space by driving around the parking areas, on roadsides, or streets. However, with the advent of technology and smart devices, such as smartphones and surveillance cameras, several automated methods to help drivers park their cars have also been proposed. There are several studies that reveal the smart car parking solutions [21] - [23] .
Ji et al. [24] proposed a cloud-based smart car parking service for smart cities. The proposed system consists of threetiers, namely, (i) the application layer, (ii) communication layer, and (iii) sensor layer. The application layer provides the services of the cloud. In the application layer, multiple car parking services, such as car parking locator service, car parking supervision service, and information service, are connected with the information center. The information center provides access to data and the IoT integrated service portal is connected with the IoT management center. The smart city is administered through the IoT integrated service portal. The second layer is the communication layer that enables the communication between the sensor layer and the application layer.
The sensor layer, which is the third layer, consists of RFID, Laser, Infrared, Radar, Ultrasonic, Acoustic, and CCTV cameras. The sensor layer is connected to the communication layer. The communication layer acts as a bridge between the application layer and the sensor layer. The communication layer is dependent on the availability of 3G/4G or Wi-Fi services. However, it is important to mention that the above system is applicable only in smart cities because it heavily relies on sensors. On the other hand, we propose to deploy high definition cameras to capture the images of parking slots, and a microcontroller subsequently transmits the captured images to the fog through a Wi-Fi connection. Moreover, the applicability of our proposed solution is not restricted to the smart cities only.
In [4] , the authors proposed a cloud-based architecture for smart car parking. The authors used an Infrared sensor, Raspberry Pi, cloud server, and mobile application to implement the proposed architecture. The system works in a way such that twelve sensors are connected to the Raspberry Pi. The device is registered though the Web API so that it could be considered as part of the system. The value of the slot is detected through the sensor number. Microsoft Azure Web service is used to send the unprocessed and raw data from Web jobs and Web APIs to the Microsoft Azure SQL database.
The data is processed and subsequently used for the parking system. The admin portal is designed to access the data of the parking system to know about the available slots. The portal can also detect the faulty sensors. The data is sent to the mobile application so that the user can access and check the data of parking slots. The limitation in this architecture is that the infrared sensor range is 0.02 meters to 0.4 meters, and the users must have smartphone to access the data. If the users do not have a smartphone, then the system is useless for the user. Moreover, due to the cloud, some issues can be raised, for example, latency as described in [7] and [8] . To increase the computational power and reduce the latency rate fog has been introduced to smart transportation as described in [25] - [27] .
The authors in [28] proposed a computer vision based technique that uses Deep Convolutional Neural Network (DCNN) to detect the vacant slot in any parking area. Although the technique is useful in identifying the parking slots, it does not present any associated framework that could help drivers in finding the parking slots at the entry points of the parking areas.
In [29] , the authors used cloud computing for smart car parking. The parking module uses the Ultrasonic sensor to detect the vehicle. A mobile phone application is developed for the user to use this system. The sensor determines the status of a car parking slot, and an algorithm finds the nearest parking place according to the user's current location. When the user logs on to the system, the system determines the current location of the user and sends the request to the server. If the system detects the vacant parking space, then the details are provided to the user. The user reserves the car parking space, and the system marks the parking slot as reserved. The limitation in this system is that as described in [28] , if the car is parked in a proper way, only then the sensor will be able to identify the presence of the car. Otherwise the sensor will not detect the vehicle, and the system will mark the parking slot as ''Available.'' An IoT based smart car parking system is presented in [30] . The proposed architecture consists of sensor nodes, fog and cloud nodes and a mobile application. The sensor node operates on 0.5 volts and detects the obstacles. If the obstacle is detected, the output is transmitted to the fog node. However, the problem with this approach is that the driver must have a smart Android phone to get information about the vacant slots in the parking area. The system uses the sensor nodes, and efficiency issues arise due to the inherent limitations of sensor nodes. Moreover, a problem with the approach is that the sensor is able to get details about the obstacle only if the vehicle is parked properly. Furthermore, the efficiency of the sensors depends upon the position and pose of the vehicle. On the other hand, the image processing techniques work differently and efficiently in such environments because of their easy deployment.
In the technique presented in [31] , the cameras take the images and extract the features of the images. In case there is an object placed in the slot that resembles a car, then this specific parking slot is considered as occupied. The image segmentation technique is applied to the acquired image, and subsequently, the image is enhanced, and the parking slot is detected. It is essential to mention that we are employing the same procedure as used in [31] for the detection of vacant slots in our proposed architecture.
iFogSim is an open-source tool that helps to simulate the cloud and fog environments [32] . Several research works have used the iFogSim simulator to evaluate their fog based applications' performance. Shurman and Aljarah [33] used a collaborative approach against the baseline approach in the iFogSim toolkit to get results of network usage and total delays. Zohora et al. [34] used iFogSim to design FogDevices, Sensor, PhysicalTopology, and Actuator classes. The study in [35] created the simulation scenario in iFogSim to produce an initial investigation into how the EXEGESIS edge computes impacts the amount of data moving throughout a network. Naranjo et al. [36] evaluated and compared the performances of the FOCON platform by making simulation in iFogsim. Mahmud et al. [37] have described that out of the very few simulation tools available for fog computing, iFogSim is considered as one of the effective tools that offers better support for simulating the fog environments. The authors in [38] used the iFogSim simulator to create a simulation model to demonstrate the proof of concept to calculate the energy-delay performance. In [39] , the authors used the iFogSim simulator to test different strategies like concurrent strategy, and First Come-First Served (FCFS) strategy for introducing delay-priority.
IV. PROPOSED SYSTEM ARCHITECTURE
The proposed architecture consists of three layers as depicted in Figure 1 . The first layer contains the cameras above the parking lanes or slots and is responsible for capturing the images of parking slots and determining whether parking slot is occupied or not. The second layer of the system is a fog node which is connected to the cameras through a microcontroller device. The third layer contains a cloud that is connected to fog and is responsible for storing and managing the images data for more extended periods. When the driver reaches in front of the parking area, the LED screen displays the status of parking slots to the driver. The proposed framework does not require the smartphone to verify the information about the vacant slots in the parking area. Therefore, to minimize the traffic congestion in the parking areas and wastage of fuel, the drivers are directed toward the parking slot at the entrance gate of parking and park the vehicle.
A. OVERVIEW
The proposed fog-based architecture consists of various devices, such as cameras, microcontroller chip, fog node, smart LED, and the cloud server. The cameras in the proposed architecture are responsible for capturing the images of the parking slots. Subsequently, based on the captured images, the availability of the parking slots is determined using the image processing technique presented in [31] . The fog node acquires the pictures and updates the display of the parking status every five seconds.
Multiple cameras are placed in the parking area to cover all the parking lanes. In the proposed architecture, the microcontroller acts as the bridge between the fog node and the cameras. The fog node communicates with the cloud, and the data from the fog node is transferred to the cloud after a certain period. Different fog nodes deployed at different parking spaces, cooperate to share the parking space information. If there is no vacant parking slot in a particular parking area, then the fog node can fetch the information of parking slots from nearby parking slots and information is displayed on the LEDs.
Cloud computing has the capacity to process and manage the data for a longer time; however, frequent access to the cloud to transmit and access the data not only increases the latency but also consumes high network bandwidth as a result of which the other applications also suffer. By introducing the middle layer of fog node, the latency is decreased because the frequent accesses to the cloud are circumvented as the frequent transmission of images to the cloud, processing the images to determine the available parking slots, and retrieval of information on the LED are time-consuming tasks as compared to fog. In the presented architecture, the fog node and the cloud have two-way communication and the tasks of processing and storing the images take place at the fog node. The image data is transmitted to the cloud after a particular time to store for a extended period of time.
The architecture of the proposed fog-based car parking system for one parking area and multiple parking areas are presented in Figures 2 and 3 , respectively. As shown in Figure 2 , if there is only one parking area, then only one fog node will be deployed in that specific area, and the fog node will send the data to the cloud server for long time usage. On the other hand, Figure 3 depicts the architecture for multiple parking areas and fog nodes are connected to one cloud server. Every parking area will have its own fog node that will be connected to the centralized cloud server. In this case, the latency and network usage will remain the same for every fog node, but the time and network usage to upload the data and to retrieve the data from a centralized cloud server will increase. The components of the proposed architecture are discussed below:
1) CAMERAS AND MICROCONTROLLER LAYER
The cameras and microcontroller are the tier-1 of the smart car parking system. We preferred cameras over sensors to detect the vacant parking spaces for the reason that sensors rely heavily on the position of the parked vehicle while the image processing based approach identify and locate the vacant parking slot on the basis of parking line segments [28] . Our main focus in this study is to compare the latency rate and network usage of fog and cloud servers.
The cameras capture the images and the group of cameras are connected to the microcontroller. The cameras employed in the proposed framework use 12 Volts. The microcontroller is programmed in such a way that it transfers the captured images of parking slots to the fog node for further processing as described in [31] .
At first, all the cameras are initialized, and then the image of the parking slots is acquired from the top view through high definition cameras present in the parking space. After the image acquisition phase, the image segmentation is performed where the acquired image is converted into the RGB image. The RGB image is subsequently processed to the grey scale image. On the grey scale image, threshold optimizing techniques are applied, and the final binary image is acquired for segmentation. The binary image is enhanced to remove the unwanted noise, and subsequently, the image is detected to determine whether the parking slot is free or not. The steps for capturing the picture and detecting the slot for parking are presented below: 1) It is the middle layer between the cameras and the cloud and is used to collect the images data from cameras using the microcontroller to further detect the status of the parking slot. The parking slots have specific indexes, for example, ps11 means row 1 and slot 1 in any particular parking lane. The fog updates the parking slot status to the smart LED, which is displayed at the entrance of the parking area. The fog node stores the image data for a specific time and then transfers the data to the cloud. To process the real-time data of parking slots, the fog computing infrastructure is enabled as a supporting middle layer in between edge nodes and the cloud to collect, process, and analyze the data at the edge.
3) THE CLOUD LAYER
The role of cloud in the proposed framework is that it stores the image data in its storage when it is no more needed by the fog node. The communication between the fog and the cloud is enabled through proxy server. The fog node passes the images data to the cloud after a specific time period, and if the fog needs some image data, then the data is provided by the cloud. Among many prominent properties of the fog computing is interoperability, which plays important role when we consider the underlying diversity of edge nodes as shown in Figure 4 [40] . Fog nodes extricate some of the resources to coordinate with each other in order to fulfill the computation and storage needs of the neighbouring fog nodes [5] . In our scenario, we assume that fog nodes can collaborate through proxy server and communicate over among the neighbouring nodes the essential information. As interoperablity is the inherent property, therefore we will not take into account the latency for communication of fog nodes. When there is no vacant parking slot in a particular parking space, then the availability of the nearest parking slot will be displayed on the to the requesting node. 
V. EXPERIMENTAL SETUP
We simulated the scenario that involves the high definition smart cameras to capture the images of the parking slots. The images are subsequently transmitted to the fog node. The fog node processes the images to detect the status of the slot and displays the pictures of parking slots on a smart LED connected to the fog node using the Wi-Fi connection. A proxy server establishes the connection between the fog node(s) and the cloud server. To simulate the scenarios, we used iFogSim, which is a toolkit for the IoT devices. By using the iFogSim, we can evaluate the latency, and network usage.
We created the variables of parking areas and a number of cameras in the simulation. We created four parking areas in our experimental scenario. In each parking area, initially four cameras were assigned to capture the images of the parking area. We created a primary cloud device to which our fog nodes are connected using the proxy server. It is essential to mention that for each area, we created one fog node. As the cameras are smart (WiFi enabled) and connected through microcontroller, therefore we created the cameras in the simulation environment and considered them as sensors by the policies of [32] . We increased the number of cameras to evaluate the results for different scenarios. For a particular scenario, we increased the number of cameras to evaluate the effects on the latency, and total network use in a fog node. Figure 5 represent the topology created in iFogSim to evaluate the fog scenario results. We created four fog nodes in this topology and four cameras were attached to each fog node. This topology was created to evaluate the latency and network usage in iFogSim. We embedded the picture snippet module in cameras to capture the images of the parking slots. We created the slot detector module and embedded it in fog nodes to process the pictures in order to detect vacant parking slots . Moreover, the fog node updates the parking slots status to the connected smart LED.
In comparison to Figure 5 , as the number of parking areas increase, the fog nodes are created, and the task of determining the availability of the parking slots are performed on fog nodes. When the number of cameras and LED's increases in a particular fog node, then latency rate and network usage of distinct fog node increases. A benefit of performing the processing task here is that the computation burden on the cloud decreases significantly because the computations are performed on the fog nodes. However, connecting the cameras directly to the cloud server using router results in increased latency and consequent high network bandwidth consumption. Table 1 presents the configuration parameters of the cloud server, proxy server, and fog server created during the simulation of fog based scenario. The configuration parameters include processing capability in per million instructions,Random Access Memory (RAM),uplink bandwidth, downlink bandwidth,level,rate or cost of per million instruction processing, busy power and idle power. Figure 6 illustrates the cloud based setup in iFogsim. For the performance evaluation in cloud based scenario multiple cameras and LED are attached to cloud server through router. Cameras post the images of the parking slots to the cloud server. Cloud server process the pictures of parking slots and the information of the parking slots is displayed on the LED which is connected to the cloud server. The number of cameras were gradually increased to examine the value of latency and network usage. Table2 shows the configuration parameters of cloud and router created for the simulation of cloud based scenario.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
This section presents the results of the proposed fog-based architecture in terms of latency and network usage and compares them with the cloud-based implementation. Experimental results demonstrate that the fog-based implementation results in low latency and low network usage as compared to the cloud-based implementation. Table 3 presents the results of latency and network usage in the fog environment along with the results of cloud-based implementation. 
A. ANALYSIS OF LATENCY
Latency is the necessary factor to be reduced in environments demanding high performance in real-time. A key benefit of the fog computing is that it evades frequent accesses to the cloud and performs computations at the edge of network to offer quick response back to the client device thereby minimizing the latency. The images of the parking slots are transmitted to the fog nodes for processing that are present at the edge of the network. Because one fog node is dedicated to one area, therefore, enough compute power is available to process the images of that area and update the information of available slots on LED's in lesser time. The latency is computed using Eq. 1 which is derived from [32] .
where α is the Tuple CPU Execution Delay for capturing pictures and µ is the time to upload pictures on fog node for processing and storage. Finally, ϕ is the time taken to display the information to the LED after processing at the Fog node.
B. ANALYSIS OF NETWORK USAGE
When the traffic increase on cloud server then, only the cloud resources are used. Increase of traffic on the cloud server results in increased network usage. Consequently, the data rates on the network decrease due to the increased traffic. For geographically distributed servers, one fog node is dedicated for one geographical area to deal with the request of that area. Consequently, the network usage in that case decreases and the transmission rate for the rest of the traffic increases. The network usage is calculated using Eq. 2 which is derived from [32] .
Network usage = Latency * ∂
where ∂ = tupleNWSize
Experimental results demonstrate the effectiveness of our proposed fog-based smart car parking architecture as shown in Figure 1 . As can be seen in Table 3 that different scenarios for fog and cloud based setup were created where the varying number of cameras attached to fog nodes and cloud server have been realized. In order to evaluate the fog based results we created four fog nodes. For scenario 1, sixteen cameras are attached with 4 fog nodes. Each fog node is connected to the four cameras. Likewise, for all the scenarios the number of cameras are increasing with the fog nodes and cloud server. For a particular scenario, for example scenario 2, if there are twenty cameras, it means that 5 cameras are connected with each fog node.Through out the performance evaluation, the number of the fog nodes remains same in all the scenarios. In case of cloud scenario, we connected the cameras to the cloud through router.
We ran the scenarios of Table 3 in iFogSim to calculate the results. Our main focus for the result was latency and network usage calculation. Figure 7 presents the comparison of latency for both the cloud and the fog environment. From the results, it can be observed that with the increase in number of cameras, the latency in the cloud significantly increases as compared to the fog. The reason is that when the number of cameras are increased in the fog, the fog node dedicated for that particular area processes the images for that area only. On the other hand, in the case of cloud, the cloud server processes the images of all the parking areas and consequently the latency increases when the number of cameras is increased. Figure 8 demonstrates the results of network usage for fog scenario. It can be seen in Figure 8 that as we increase the number of fog nodes and cameras, the network usage increases. The reason for increased network usage in the cloud environment is that when we connect all the cameras to the cloud server, all the tuples are processed in one cloud server at a time and the network usage increases. On the other hand, in the case of fog, multiple cameras are connected with multiple fog nodes where one fog node is dedicated for one parking area and consequently, one fog node is only responsible to process tuples of those cameras which are deployed in that particular area.
The experimental results for both the fog-based and the cloud-based implementation for the two evaluation parameters namely, the latency and network usage demonstrate the effectiveness of the proposed fog-based architecture for smart parking system. By using the fog-based architecture for smart car parking, the information about vacant parking slots can be obtained timely in a certain parking area and also it will reduce the time, fuel, and carbon dioxide emission while searching the parking slots. Moreover, the results also help us recognize the potential of fog computing in the IoT settings where shorter turnaround times are highly desirable. In conclusions, low latency and low network usage make the fog based architecture more practical for real-time applications and scenarios.
VII. CONCLUSION AND FUTURE WORK
In recent times, Fog computing has assumed a pivotal role, especially in time-sensitive application domains. Due to the increase in the data generating devices, the need for quicker response has also been intensified. To that end, we proposed a fog-based smart parking architecture that uses computer vision technique to identify an empty parking slot thus enabling drivers to find the parking slot in minimum time that eventually minimizes the time and fuel consumption. The experimental results reveal that the proposed fog-based architecture not only minimizes the latency but also reduces the network usage as compared to the cloud.
A limitation of the proposed research is the use of cameras for parking space detection. This may give rise to the privacy issues for the car owners as the images are stored in the cloud. Considering the fact that most of the storage and processing is handled on the nearby fog nodes. Though, there is a need to preserve the privacy of data in cloud storage by applying suitable encryption techniques and can be an important direction for future work. Moreover, it is also important to mention that the large-scale application of the proposed framework with the increased number of parking areas will require balancing the load on fog nodes to maintain the efficiency. Therefore, in future we intend to investigate the load balancing issues in fog nodes and devise an effective solution to resolve the issue.
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