Abstract-In this paper, we consider the self-organisation of sensors within a network deployed for wide area surveillance. We present a decentralised coordination algorithm based upon the max-sum algorithm and demonstrate how self-organisation can be achieved within a setting where sensors are deployed with no a priori information regarding their local environment. These energy-constrained sensors first learn how their actions interact with those of neighbouring sensors, and then use the max-sum algorithm to coordinate their sense/sleep schedules in order to maximise the effectiveness of the sensor network as a whole. In a simulation we show that this approach yields a 40% reduction in the number of vehicles that the sensor network fails to detected (compared to an uncoordinated network), and this performance is close to that achieved by a benchmark centralised optimisation algorithm (simulated annealing).
I. INTRODUCTION
The vision of computational systems composed of multiple autonomous interacting agents has been a research aim for at least two decades now, and is increasingly being realised in the real-world by the deployment of wireless sensor networks [1] . Such networks have found application in wide-area surveillance, animal tracking, and for monitoring environmental phenomena in remote locations, and a fundamental challenge within all such applications arises due to the fact that the sensors within these networks are often deployed in an ad-hoc manner (e.g. dropped from an aircraft or ground vehicle within a military surveillance application). In this case, the local environment of each sensor, and hence the exact configuration of the network, cannot be determined prior to deployment, and thus, the sensors themselves must be equipped with capability to selforganise sometime after deployment once the local environment in which they (and their neighbours) find themselves has been determined. Examples of such self-organisation include determining the most energy-efficient communication paths within the network once the actual reliability of communication links between individual sensors can be measured in situ, determining the optimal orientation of sensors to track multiple moving targets that move through the sensor network, and in the application that we consider in detail in this paper, coordinating the sense/sleep schedules (or duty cycles) of power constrained sensors deployed in a wide-area surveillance task once the degree of overlap of the sensing fields of nearby sensors has been determined.
A common feature of these self-organisation problems is that the sensors must typically choose between a small number of possible states (e.g. which neighbouring sensor to transmit data to, or which sense/sleep schedule to adopt), and the effectiveness of the sensor network as a whole depends not only on the individual choices of state made by each sensor, but on the joint choices of interacting sensors. Thus, to maximise the overall effectiveness of the sensor network, the sensors within the network must typically make coordinated, rather than independent, decisions. Furthermore, this coordinated decision must be performed despite the specific constraints of each individual device (such as limited power, communication and computational resources), and the fact that each device can typically only communicate with the few other devices in its local neighbourhood (due to the use of low-power wireless transceivers, the small form factor of the device and antenna, and the hostile environments in which they are deployed). Additional challenges arise through the need to perform such coordination in a decentralised manner such that there is no central point of failure and no communication bottleneck, and to ensure that the deployed solution scales well as the number of devices within the network increases.
Problems of this nature are often described within the multi-agent systems literature as Distributed Constraint Optimisation Problems (DCOPs), and are often represented by graphs in which the nodes represent the agents (in this case the sensors), and edges represent real valued constraints that arise between the agents depending on their combined choice of state. A number of distributed complete algorithms have been proposed that allow the agents within the graph to make coordinated decisions over their states (communicating only with other agents who are connected to themselves through a constraint) such that the sum over all of the constraints is maximised (or minimised). An example of such an algorithm is DPOP which preprocess the constraint graph, arranging it into a Depth First Search (DFS) tree, before exchanging messages over this tree [2] . However, complete algorithms calculate the globally optimal solution, and such optimality demands that some aspect of the algorithm grows exponential in size. For example, within DPOP, the size of the messages is exponential in the width of the tree. Such exponential relationships are simply unacceptable for the constrained devices deployed within typical sensor networks.
In contrast, a large number of approximate algorithms have also been proposed for solving DCOPs. These algorithms are typically based upon entirely local computation, whereby each agent updates its state based only on the communicated (or observed) states of those local neighbours that influence its utility. As such, these approaches are well suited for large scale distributed applications, and in this context, the Distributed Stochastic Algorithm (DSA) is one of the most promising having been proposed for decentralised coordination within sensor networks [3] . However, algorithms of this type often converge to poor quality solutions since the agents do not explicitly communicate their utility for being in any particular state, but only communicate their preferred state (i.e. the one that will maximise their own utility) based on the current preferred state of their neighbours.
Thus, against this background, there is a clear need for decentralised coordination algorithms that make efficient use of the constrained computational and communication resources found within wireless networks sensor systems, and yet are able to effectively represent and communicate complex utility relationships between sensors. To address this shortcoming, in this paper, we describe an approximate decentralised coordination algorithm that can be applied to the general problem of maximising the overall effectiveness of a sensor network (or any other decentralised system) in which the utility of any individual sensor is dependent not only on its own state, but also on the state of a number of interacting neighbours (as is the case in the example applications we have discussed previously). Our solution is based upon a novel representation of the problem as a cyclic bipartite factor graph and exploits message passing techniques that are frequently used in the context of information theory to decompose complex computations on single processors. In particular, we exploit the extensive evidence that demonstrates that the max-sum algorithm generates good approximate solutions when applied to cyclic graphs (in the context of approximate inference through 'loopy' belief propagation on Bayesian networks [4] , iterative decoding of practical error correcting codes [5] , and solving large scale K-SAT problems involving thousands of variables [6] ). This algorithm effectively propagates information around the network such that it converge to a neighborhood maximum, rather than a simple local maximum [4] .
Hence, having described a generic decentralised coordination algorithm, we then apply it within a specific problem concerning the self-organisation of sensors within a wireless network deployed within an urban environment to detect vehicle movements on a road network. Within this setting, energy management is a key challenge, and such sensors will typically control their duty cycle (effectively switching between active sensing modes and low-power sleep modes) in order to operate in an energy neutral mode, and hence, exhibit an indefinite lifetime [7] . However, since the sensing ranges of the sensors within the network will typically overlap with one another, the overall effectiveness of the sensor network depends not only on the sensors' individual choice of duty cycles, but also on the combined choice of neighbouring sensors whose sensing ranges overlap. With an ad-hoc sensor deployment, these interactions are not known prior to deployment, and thus, we describe how the sensors may self-organise by first learning the interactions between their neighbours (i.e. how much their neighbours' sensing fields overlap with their own), and then coordinating their sense/sleep schedules (using the decentralised coordination algorithm described above) in order to address the systemwide performance goal of maximising the probability that a vehicle is detected. We show that by self-organising in this way, we can achieve a 40% reduction in the number of vehicles that the sensor network fails to detected (compared to an uncoordinated network), and this performance is shown to be close to that achieved by a benchmark centralised optimisation algorithm (simulated annealing)
The remainder of this paper is structured as following. In section II we present our factor graph representation and max-sum decentralised coordination algorithm, and in section III we describe how it can be applied within selforganising sensors in our wide-area surveillance scenario. We present our empirical evaluation in section IV, and we conclude and discuss future work in section V.
II. THE MAX-SUM APPROACH TO COORDINATION
The max-sum algorithm is a specific instance of a general message passing algorithm that exploits the general distributive law in order to decompose a complex calculation by factorising it (i.e. representing it as the sum or product of a number of simpler factors) [8] . Such algorithms are frequently used in fields such as information theory, artificial intelligence and statistics. In our case, they represent an ideal combination of the best features of optimal algorithms and approximate stochastic algorithms. They can make efficient use of constrained computational and communication resources, and yet are able to effectively represent and communicate complex utility relationships through the network and attain close to optimal solutions. In the following, we first provide a formal description of the generic coordination problem we address in this paper, and then detail the maxsum algorithm itself.
A. Problem Description
We initially consider the general case in which there are sensors, and the state of each sensor may be described by a discrete variable . Each sensor interacts locally with a number of other sensors such that the utility of an individual sensor, (x ), is dependent on its own state and the states of these other sensors (defined by the set x ). For example, in the wide area surveillance problem that we consider in this paper, the state of the sensor represents the sense/sleep schedule that it has adopted, the interacting sensors are those whose sensing areas overlap with its own, and the utility describes the probability of detecting an event within the sensor's sensing range. However, our approach at this stage is generic, and thus, we make no specific assumptions regarding the structure of the individual utility functions.
Within this setting, we wish to find the state of each sensor, x * , such that the sum of the individual sensors' utilities (commonly referred to as social welfare within the multi-agent systems literature) is maximised:
Furthermore, in order to enforce a truly decentralised solution, we assume that each sensor only has knowledge of, and can directly communicate with, the few neighbouring agents on whose state its own utility depends. In this way, the complexity of the calculation that the sensor performs depends only on the number of neighbours that it has (and not the total size of the network), and thus, we can achieve solutions that scale well.
B. Factor Graph Representation
In order to apply the max-sum algorithm, we represent the optimisation problem described in equation 1 above, as a bipartite factor graph. To this end, we decompose each sensor into a variable node that represents its state, and a function node that represents its utility. The function node of each sensor is connected to its own variable node (since its utility depends on its own state), and also to the variable nodes of other sensors whose states its utility depends on.
For example, we show in figure 1a an example in which three sensors, { 1 , 2 , 3 }, interact with their immediate neighbours through the overlap of their sensing areas. In figure 1b we show the resulting constraint graph often used within the optimal algorithms, such as DPOP, discussed earlier.
In figure 1c we show the resulting bipartite factor graph in which the sensors are decomposed into function nodes, { 1 , 2 , 3 }, and variable node, { 1 , 2 , 3 }. The overall function represented by this factor graph is given by
C. Message Content of the Max-Sum Algorithm
The max-sum algorithm operates directly on the factor graph representation described above. When this graph is cycle free, the algorithm is guaranteed to converge to the global optimal solution such that it finds the combination of states that maximises the sum of the sensors' utilities. When applied to cyclic graphs (as is the case here), there is no guarantee of convergence but extensive empirical evidence demonstrates that such family of algorithms generate good approximate solutions [9] , [10] . The max-sum algorithm solves this problem in a decentralised manner by specifying messages that should be passed from variable to function nodes, and from function nodes to variable nodes. These messages are defined as:
• From variable to function:
where ℳ is a vector of function indexes, indicating which function nodes are connected to variable node , and is a scaler chosen such that ∑ → ( ) = 0, in order to normalise the message and prevent them increasing endless in the cyclic graphs.
• From function to variable:
where, is a vector of variable indexes, indicating which variable nodes are connected to function node and
The messages flowing into and out of the variable nodes within the factor graph are functions that represent the total utility of the network for each of the possible states of the variable. At any time during the propagation of these messages, sensor is able to determine which state it should adopt such that the sum over all the sensors' utilities is maximised. This is done by locally calculating the function, ( ), from the messages flowing into 's variable node:
and hence finding arg max ( ). Previous applications of the max-sum algorithm have applied it as an efficient iterative algorithm for centralised problems such as decoding error correcting codes [5] . Here, the factor graph is actually physically divided between the sensors within the network, and thus the computation of the system-wide global utility function is now carried out through a distributed computation involving message passing between sensors. Thus although the max-sum algorithm is approximating the solution to a global optimisation problem it involves only local communication and computation.
D. Convergence and Performance
The messages described above may be randomly initialised, and then updated whenever a sensor receives an updated message from a neighbouring sensor; there is no need for a strict ordering or synchronisation of the messages. In addition, the calculation of the marginal function shown in equation 4 can be performed at any time (using the most recent messages received), and thus, sensors have a continuously updated estimate of their optimum state. When the underlying factor graph contains cycles there is no guarantee that the max-sum algorithm will converge; nor that if it does converge it will find the optimal solution. However, extensive empirical evaluation on a number of benchmark coordination problems, including graph colouring, indicates that it does in fact produce better quality solutions than other state of the art approximate algorithms such as DSA, but at significantly lower computation and communication cost compared to complete algorithms such as DPOP [11] .
III. WIDE AREA SURVEILLANCE PROBLEM
Having presented our max-sum coordination algorithm we now focus on its application within the self-organisation of a sensor network deployed for a wide area surveillance task. To this end, we consider a wide area surveillance problem based upon a simulation of an urban settings (using the Robocup Rescue Simulation Environment -see http://www.robocuprescue.org/). We assume that multiple wireless sensors are randomly deployed within the environment, and these sensors are tasked with detecting vehicles that travel along the roads. We assume that the sensors have no a priori knowledge of the road network, and do not know their own location within it. The sensors detect seismic or acoustic signals in order to indicate the binary presence, or absence, of vehicles within their sensing fields. We make no assumptions regarding the shape or range of these sensing fields (although for ease of simulating the setting, within our simulation we model these as circular fields with randomly assigned radii). Figure 2 shows this simulation environment in operation. The area sensed by active sensors is shown in red, and moving vehicles are shown as white markers on the roads. A video of its operation is available online at http://users.ecs.soton.ac.uk/acr/wideareasurveillancedemo/.
We assume that the sensors are able to harvest energy from their local environment, but at a rate that is insufficient to allow them to be powered continually. Thus at any time a sensor can be in one of two states: either sensing or sleeping. In the sensing state the sensor consumes energy at a constant rate, and is able to interact with the surrounding environment (e.g. it can detect events within its sensing field and communicate with other sensors). In the sleep state the sensor can not interact with the environment but it consumes negligible energy. To maintain energy-neutral operation, and thus exhibit an indefinite lifetime, sensors adopt a duty cycle whereby within discrete time slots they switch between these two states according to a fixed schedule of length . We denote the schedule of sensor by a vector s = { 0 , . . . , −1 } where ∈ {0, 1}, and = 1 indicates that sensor is in its active sensing state during time slot (and conversely, it is sleeping when = 0). We assume that this schedule is repeated indefinitely, and in this paper, we specifically consider schedules in which the sensor is in its sense state for one time slot, and in a sleep state for all −1 other time slots (i.e.
∑ −1 =0 = 1). This represents the simplest description of a power constrained sensing schedule, however, we note that the max-sum coordination algorithm that we have presented in the last section, can be applied for any discrete schedule. Example coordination problem in which three sensors, { 1 , 2 , 3 }, have sensing fields that overlap. Figure 3 illustrates the coordination problem that results from this scenario. In this specific example, three sensors, { 1 , 2 , 3 }, are randomly deployed and exhibit overlapping sensing fields. In order to maintain energy neutral operation, each sensor can only actively sense for half of the time (i.e.
A. The Coordination Problem
= 2), and thus, each sensor has a choice from two sensing schedules: either {1, 0} or {0, 1}.
The system-wide goal is to maximise the probability that events are detected by the sensor network as a whole. This is achieved by ensuring that the area covered by the three sensors is actively sensed by at least one sensor at any time. However, with the sensing schedules available, it is clearly not possible to ensure that area 1 ∩ 2 , area 2 ∩ 3 and area 1 ∩ 3 are all sensed continually. Thus, the sensors must coordinate to ensure that the minimal area possible exhibits the minimal periods during which no sensor is actively sensing it. In this case, the optimal solution is the one shown where s 1 = {0, 1}, s 2 = {1, 0} and s 3 = {0, 1}. Note that this leads to areas {1,2} , {2,3} and {1,2,3} being sensed continually, and the smallest area, {1,3} , and of course the three non-overlapping areas, exhibiting intermittent sensing.
In a larger sensor deployment, each of these three sensors is also likely to overlap with other sensors. Thus, finding the appropriate sensing schedule of each sensors, such that probability of detecting an event is maximised, is a combinatorial optimisation problem. As such, this problem is similar to the graph colouring benchmark used in the evaluation of the max-sum algorithm described earlier [11] . However, an important difference is that in our sensor scheduling problem we can have interactions between multiple sensors (as is the case in the example shown in figure 3 ), rather than interaction between just pairs of sensors (as is the case in the standard graph colouring problem).
B. Applying the Max-Sum Algorithm
To apply the max-sum coordination algorithm to this problem it is necessary to first decompose the system-wide goal that we face (that of maximising the probability that an event is detected) into individual sensor utility functions. As shown above, the utility of each sensor is determined by its own sense/sleep schedule, and by those of sensors whose sensing fields overlap with its own. Thus, we define N to be a set of indexes indicating which other sensors' sensing fields overlap with that of sensor and k is any subset of N (including the empty set). { }∪k is the area that is overlapped only by sensor and those sensors in k. For example, with respect to figure 3 , the area {1,2} is the area that is sensed only by sensors 1 and 2. In a slight abuse of notation, we represent the entire sensing area of sensor 1 as 1 , and thus, note that the area {1,2} is different from 1 ∩ 2 because the area 1 ∩ 2 would include also the sub area 1 ∩ 2 ∩ 3 . In general, we have:
We define a function : 2 X → and (x { }∪k ) is the combined sensing schedule of sensor and those sensors in k (calculated through the logical 'OR' of each individual schedule). Now, assuming that events occur uniformly over the environment, then the utility of sensor is given by:
where (detection| , (x { }∪k )) is the probability of detecting an event given the combined sensing schedules of the overlapping sensors and a parameter, , that describes the typical duration of an event. We model this duration as a Poisson process such that the probability of an event lasting time is given by e − . Note, that we scale the area by the number of sensors who can sense it to avoid doublecounting areas which are represented by multiple sensors. Also, note that when the set k is empty we consider the area covered only by the single sensor. For example, the utility of sensor 2 shown in figure 3 , is calculated by considering the areas {2} , {1,2} , {2,3} and {1,2,3} .
C. Learning the Mutual Interaction of Sensing Fields
The utility function presented in equation 5 assumes that the sensors are able to determine the area of overlap of their own and neighbouring sensors' sensing fields, and that they know the parameter that describes the detectable duration of events. In reality, sensors may have highly irregular and obscured sensing areas, they may not be able to determine the exact position of themselves, let alone neighbouring sensors, and events may be known to be more likely to occur in some areas than others. Thus, we now relax these constraints, and describe how the sensors may learn these relationships in order to make a coordinated decision regarding their sense/sleep schedules. In more detail, we implement the following scheme: 
Calibration Phase:
We assume that after deployment, all sensors initially select the same sensing schedule, and thus, the sensors are all active and sense simultaneously. At regular intervals during this phase sensors exchange information regarding the events that they have detected, and they keep track of (i) the number of events that they observe individually, , and (ii) the number of events that are both detected by themselves and a subset of their neighbours, { }∪k . The exact form that this exchange of information takes depends on the nature of the sensors used, and the events that they are detecting. Within our wide area surveillance scenario, we assume that sensors are able to time stamp the appearance and disappearance of vehicles within their sensing fields. Comparison of the time stamps of observations of other sensors then allow the sensor to identify whether vehicles are detected by multiple sensors as they cross its own sensing field.
For example, consider figure 4 in which the two vehicles crossing three overlapping sensing fields, and assume that sensor 1 time stamps the appearance and disappearance of a vehicle at times 09:02:12 and 09:02:21 respectively, sensor 2 time stamps the appearance and disappearance of a vehicle at times 09:02:15 and 09:02:24 respectively, and finally, sensor 3 time stamps the appearance and disappearance of a vehicle at times 09:02:27 and 09:02:33 respectively. In this case, the intersection of the time stamps of sensors 1 and 2 lead these two sensors to conclude that {1} = 1, {1,2} = 1, {2} = 1, while the nonintersection of the time stamps of sensor 3 leads it to conclude that {3} = 1. Note that in general, more complex techniques may be required to differentiate events when they occur concurrently. This will typically require some additional information such as the position of the event, or some recognisable characteristic of the event, and within the data fusion and tracking literature, this problem is commonly known as data or track association. Here, we assume that events are uniquely identified, since data association is not the focus of this paper. However, we note that this data association need not be error-free and the performance of the network degrades slowly if errors do occur.
Finally, the duration of the events is used to calculate an estimate of . This is easily done, since the maximum likelihood estimate of is simply the mean of the observed event durations.
Coordination Phase:
The numbers of events observed in the calibration phase now acts as a proxy for the unknown areas of overlap between neighbouring sensors. Furthermore, it also captures the fact that events will not occur evenly over the entire area, but are restricted to certain areas (i.e. the roads in our case). Hence, the sensors now calculate their utility based on a modification of equation 5 given by:
The sensors can now use the max-sum coordination algorithm presented earlier to coordinate their choice of sense/sleep schedule such that the utility of the overall sensor network is maximised, and hence, the probability of detection of a vehicle traveling within the area covered by the sensor network is maximised.
Operational Phase:
Finally, the operational phase proceeds as before, sensors simply follow the sense/sleep schedule determined in the previous coordination phase. If during this phase a sensor fails, then the coordination algorithm above may simply be re-run to coordinate over the smaller sensor network. Likewise, should the position of sensors change, or new sensors be added, both the calibration phase and the coordination phase can be re-run to coordinate over the new environment in which the sensors find themselves. In section V we shall describe our future work developing a more principled approach that allows for continuous self-adaption of the sensor network as the state of the environment, or the sensors themselves, changes over time.
To validate this approach we now perform an empirical evaluation within our simulation environment.
IV. EMPIRICAL EVALUATION
We simulated the above three phases using random deployments of the sensors. During the calibration phase we simulated the movement of 500 vehicles between random start and end points, and the sensors exchanged observations with one another regarding their observations during this time. During the coordination phase, the sensors use the max-sum algorithm over a fixed number of cycles, in order to coordinate their sensing schedules. Finally, during the operational phase the sensors use the sensing schedules determined in the negotiation phase, and we we again simulate the movement of 500 vehicles between random start and end points. We measure the operational effectiveness of the sensor network by calculating the percentage of vehicles that are missed by the sensor network (i.e. vehicles that move between their start and end point without ever being within the sensing field of an actively sensing sensor) and for those vehicles that are detected, we measure the time taken for the first detection (i.e. the time at which the network first becomes aware of the presence of the vehicle after it leaves its start point). We repeat the experiments 200 times for three different length sensing schedules ( = 2, 3 and 4) and we investigate three different ranges of sensor number such that the effective number of sensors (given by / ) remained constant. In this way, each deployment had the same effective sensing capability. We compare results for four different coordination mechanisms:
Randomly Coordinated Sensors : As before, the choice of each sensors' sense/sleep schedule is made randomly by each individual sensor with no coordination. Coordinated Sensors : We use an offline centralised optimisation algorithm to calculate an upper bound on the performance that we can expect from our decentralised max-sum approach. This solution cannot be used in practice to coordinate the sense/sleep schedules of the real sensors since it is centralised and assumes full knowledge of the topology of the network, however, it provides an upper bound on the performance of a coordinated solution.
Max-sum Coordinated Sensors
Continuously Powered Sensors : Finally, we ignore the energy constraints of the sensors and assume that they remain in their sensing state continuously. This represents an absolute upper bound on the performance of the network, however, it clearly does not meet the energy constraints imposed by energy-neural operation.
The results of these experiments are shown in figures 5 and 6, where the error bars represent the standard error in the mean in the repeated experiments. We first consider figure 5 which shows the percentage of vehicles that fail to be detected by the sensor network; our main metric for the performance of the network. Note that in all cases, the max-sum coordinated sensors exhibit significantly greater system-wide performance than the randomly coordinated sensors, and are very close to those obtained by the offline simulated annealing coordination. Averaged over all the cases tested here, the self-organising sensors using the maxsum algorithm exhibit a 40% reduction in the number of vehicles that the sensor network fails to detect, and this reduction is consistent over different number of lengths of sense/sleep schedules, and sensors within the network. Finally, note that the results for the continuously powered sensors indicate that the sensor network always fails to detect a small number of vehicles whose paths do not cross the sensing field of any sensor.
The time taken for the first detection of a vehicle by the sensor network is not a metric that we actively seek to minimise. However, in the course of reducing the number of vehicles that are missed by the sensor network, we also see a reduction in this time (see figure 6 ). The improvement is smaller than that seen in the percentage of missed vehicles, but averaged over all the cases tested here, the self-organising sensors using the max-sum algorithm exhibit a 20% reduction in the average time taken for the first detection of a vehicle.
V. CONCLUSIONS
In this paper, we have considered the self-organisation of sensors within a network deployed for wide area surveillance. We have presented a decentralised coordination algorithm based upon the max-sum algorithm and demonstrated how self-organisation can be achieved within a setting where sensors are deployed with no a priori information regarding their local environment. We showed the sensors can learn how their actions interact with those of neighbouring sensors, and then use the max-sum algorithm to coordinate their sense/sleep schedules in order to maximise the effectiveness of the sensor network as a whole. In a software simulation we showed that this approach yields significant improvements in performance over the case of random coordination, and closely approaches that of a benchmark centralised optimisation algorithm.
Our future work consists of extending these results in order to relax the requirement of a separate calibration phase prior to the negotiation phase. The synchronised schedules of the sensors during the calibration phase corresponds to a period of poor system-wide performance that is offset by improved system-wide performance during the operational phase. However, it is also possible to learn about the occurrence of events, and hence the overlap of sensors' sensing fields, during this operational phase. Thus, we would like to investigate online algorithms that can trade-off between exploratory behaviour (synchronising with neighbouring sensors to learn about the occurrence of events), and exploitative behaviour (using relationships already learnt to coordinate the sensors). Principled Bayesian heuristics exist for performing such trade-offs [12] , and applying these approaches within this setting would remove the requirement for three distinct phases. Rather, the sensors would continuously self-organise and self-adapt, changing sense/sleep schedules continuously to trade-off between exploration and exploitation. Such an approach would also naturally apply within dynamic settings where sensors' utilities may change at any time, sensors may fail, or additional sensors may be deployed. The max-sum coordination algorithm used in this paper already supports this continual behaviour since utility messages can be communicated, and sensors can estimate their optimal state, at anytime, and thus, it would appear to be a solid base on which to develop this more advanced self-organising behaviour.
