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DOUBLE AFFINE HECKE ALGEBRAS AND BISPECTRAL
QUANTUM KNIZHNIK-ZAMOLODCHIKOV EQUATIONS
MICHEL VAN MEER AND JASPER V. STOKMAN
Abstract. We use the double affine Hecke algebra of type GLN to construct
an explicit consistent system of q-difference equations, which we call the bis-
pectral quantum Knizhnik-Zamolodchikov (BqKZ) equations. BqKZ includes,
besides Cherednik’s quantum affine KZ equations associated to principal series
representations of the underlying affine Hecke algebra, a compatible system of
q-difference equations acting on the central character of the principal series
representations. We construct a meromorphic self-dual solution Φ of BqKZ
which, upon suitable specializations of the central character, reduces to sym-
metric self-dual Laurent polynomial solutions of quantum KZ equations. We
give an explicit correspondence between solutions of BqKZ and solutions of
a particular bispectral problem for Ruijsenaars’ commuting trigonometric q-
difference operators. Under this correspondence Φ becomes a self-dual Harish-
Chandra series solution Φ+ of the bispectral problem. Specializing the central
character as above, we recover from Φ+ the symmetric self-dual Macdonald
polynomials.
Contents
1. Introduction 1
2. The double affine Hecke algebra 4
3. The bispectral quantum KZ equations 8
4. The explicit form of the bispectral quantum KZ equations 12
5. Solutions of the bispectral quantum KZ equations 19
6. The correspondence with bispectral problems 28
7. Polynomial theory 38
8. Appendix on holonomic systems of q-difference equations 45
References 51
1. Introduction
Let M be an N !-dimensional complex vector space and write T = (C \ {0})N .
We derive an explicit holonomic system of q-difference equations on M -valued
meromorphic functions on T × T , which we call the bispectral quantum Knizhnik-
Zamolodchikov (BqKZ) equations. It is related to Cherednik’s [9] quantum affine
KZ equations in the following way.
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Let H be the extended affine Hecke algebra of type GLN . For fixed ζ ∈ T the
vector space M admits an H-module structure, turning M into the principal series
module M(ζ) of H with central character ζ. The BqKZ naturally splits up into
two subsystems of q-difference equations. The first subsystem acts only on the first
T -component of T × T and as such it realizes, for any fixed ζ ∈ T , Cherednik’s [9]
quantum affine KZ equation qKZζ acting on M(ζ)-valued meromorphic functions
on T ×{ζ}. The second, dual subsystem is obtained from the first by replacing the
role of (t, ζ) ∈ T ×T by (ζ−1, t−1) and conjugating the q-connection matrices by an
explicit complex linear automorphism Cι of M . Hence, it acts only on the second
T -component of T × T and it essentially realizes qKZt−1 for fixed t ∈ T . In partic-
ular, this provides a quantum isomonodromic interpretation of qKZ. This should
be compared with the interpretation of rational KZ equations as quantizations of
Schlesinger equations, see [38] and [22].
The BqKZ is constructed using Cherednik’s [9] double affine Hecke algebra H of
type GLN . As a vector space H is isomorphic to C[T ]⊗H ≃ C[T ]⊗H0 ⊗ C[T ] ≃
C[T × T ]⊗H0 with H0 the finite Hecke algebra of type AN−1. Cherednik’s anti-
algebra involution ∗ : H→ H essentially interchanges, under the above vector space
identification, the role of the two copies of C[T ]. For w,w′ ∈ W = SN ⋉ Z
N we
consider the map h 7→ S˜whS˜
∗
w′ (h ∈ H), where the S˜w ∈ H are Cherednik’s non-
normalized (X-)intertwiners. Restricted to w,w′ ∈ ZN , suitable renormalizations
of these maps become the q-connection matrices of BqKZ, with H0 playing the role
of M . The anti-involution ∗ of H gives rise to the automorphism Cι interchanging
the qKZ subsystem of BqKZ with its dual subsystem in BqKZ.
qKZζ is gauge equivalent to Frenkel and Reshetikhin’s [20] quantum KZ equa-
tions associated with the N -fold tensor product of the vector representation of quan-
tum slN (see [9, §1.3.2]). A special case of qKZζ was considered earlier by Smirnov
[42]. Etingof and Varchenko [18] used quantum group methods to construct sys-
tems of q-difference equations (so-called dynamical q-difference equations) that are
compatible with Frenkel and Reshetikhin’s quantum KZ equations associated to
evaluation representations of quantum affine algebras. It is likely that the system
of dynamical q-difference equations associated with qKZζ is equivalent to the dual
qKZ subsystem in BqKZ.
Preceding the above mentioned work [18] of Etingof and Varchenko, dynamical
equations for various degenerations of quantum KZ equations have been analyzed in
detail; see, e.g., [19], [47], [44], [46], [45] and [29]. An interesting aspect in, e.g., [47]
and [46], is the observation that various degenerations of quantum KZ equations are
the duals of their associated dynamical equations with respect to (glr, gls) duality.
In the present set-up (which corresponds to r = s = N), this duality is incorporated
by the automorphism Cι, which reflects Cherednik’s duality anti-involution of the
double affine Hecke algebra H on the level of BqKZ.
We investigate the space SOL of M -valued meromorphic solutions of BqKZ in
detail. We first analyze BqKZ in a suitable asymptotic region. It leads to a solution
Φ of BqKZ which is self-dual, in the sense that Φ(t, γ) = CιΦ(γ
−1, t−1) asM -valued
meromorphic functions in (t, γ) ∈ T × T . We construct a basis of solutions of SOL
in terms of Φ, and we give an explicit formula for the leading term of Φ(t, γ) as
function of t.
Cherednik [6, Thm. 3.4] constructed for arbitrary root systems a correspondence
between solutions of quantum KZ equations and solutions of a system of q-difference
DAHA AND BISPECTRAL QUANTUM KZ EQUATIONS 3
equations. In [6, Thm. 4.4], Cherednik made the correspondence precise for GLN .
It yields an explicit map χ+ from solutions of qKZζ to solutions of the spectral
problem of Ruijsenaars’ [39] commuting trigonometric q-difference operators with
spectral parameter ζ−1 (the Ruijsenaars operators are also frequently referred to
as Macdonald-Ruijsenaars operators). The latter result has been generalized to
arbitrary root systems in [26, Thm. 4.6] and [7]. We analyze the map χ+ in the
present bispectral setting. It leads to the interpretation of χ+ as an embedding of
SOL into the space of meromorphic solutions of a bispectral problem involving the
above Ruijsenaars operators as well as Ruijsenaars operators acting on the spectral
parameter.
The application of the correspondence to the self-dual solution Φ of BqZK leads
to a self-dual Harish-Chandra series solution Φ+ of the bispectral problem. Harish-
Chandra series solutions of the Ruijsenaars operators with fixed spectral parameter
were investigated before in, e.g., [15], [16], [27] and [31]. The present approach to
Harish-Chandra series, which uses quantum KZ equations in an essential way, has
the advantage that it leads to new results on the convergence and singularities of the
Harish-Chandra series. These results, together with Cherednik’s recent work [10],
form important building blocks in deriving the c-function expansion of Cherednik’s
global (q, t)-spherical function (this will be detailed in a forthcoming paper of the
second author).
The q-connection matrices of the dual qKZ subsystem of BqKZ can be used to
map solutions of qKZζ for a fixed central character ζ ∈ T to solutions of qKZζ′ with
respect to a suitably shifted central character ζ′. Applied to a constant solution
we obtain a symmetric Laurent polynomial solution Qλ for any non-increasing N -
tuple λ of integers, which is automatically self-dual. We express Qλ in terms of a
suitable specialization of the solution Φ of BqKZ. Applying χ+ to Qλ we obtain a
symmetric self-dual Laurent polynomial eigenfunction of the Ruijsenaars operators,
which is the normalized Macdonald [32] polynomial of degree λ. We show that the
well-known duality and evaluation formula for the Macdonald polynomials (see [32,
Chpt. VI]) are direct consequences of the properties of the Laurent polynomials
Qλ.
For various other approaches to the construction of solutions of quantum KZ
equations see, e.g., [20], [14], [24], [27], [36], [11] and [25].
Many results in the present paper, in particular the BqZK equations themselves,
can be extended to arbitrary root systems. These extensions use the root system
generalizations of H and their fundamental properties (see [9]). We have chosen
to restrict the present exposition to the GLN theory, not only in order to present
the basic ideas while limiting the technicalities, but also because the GLN theory
deserves extra attention by its particularly strong ties with quantum groups and
quantum integrable lattice models (see, e.g., [14], [24]). The theory for arbitrary
root systems is detailed in a forthcoming paper of the first author.
Conventions
– ⊗ always stands for tensor product over C and End(M), for a module M over C,
stands for C-linear endomorphisms.
– N = {1, 2, . . .}.
– For a moduleM over a commutative ring R and a ring extension R ⊂ S, we write
MS = S ⊗R M .
4 MICHEL VAN MEER AND JASPER V. STOKMAN
Acknowledgments
Both authors are supported by the Netherlands Organization for Scientific Re-
search (NWO) in the VIDI-project “Symmetry and modularity in exactly solvable
models”. We thank the referee for valuable comments.
2. The double affine Hecke algebra
2.1. The extended affine Weyl group. Let N ≥ 2 and let D = DN be the affine
Dynkin diagram of affine type ÂN−1 (the cyclic graph with N vertices if N ≥ 3).
The N vertices are labeled by the numbers 0, 1, . . . , N − 1 (anticlockwise if N ≥ 3).
We identify occasionally the set of labels by the group ZN of integers modulo N .
Write WQ for the affine Weyl group of affine type ÂN−1. In terms of its Coxeter
generators si (i ∈ ZN ), the characterizing group relations are the quadratic relations
s2i = 1 and, if N ≥ 3, the braid relations
sisi+1si = si+1sisi+1,
sisj = sjsi, i− j 6= 0,±1.
(2.1)
The subgroup generated by s1, . . . , sN−1 is isomorphic to the symmetric group SN
in N letters, where si is identified with the simple transposition i↔ i+ 1.
Let Aut(D) be the group of automorphisms of the affine Dynkin diagram of type
ÂN−1. Let c ∈ Aut(D) the element of order N , acting on the label set ZN of the
vertices of D by c(i) = i + 1. We view c as automorphism of WQ by c(si) = si+1.
Let Ω = 〈π〉 be the infinite cyclic group with cyclic generator π. It acts by group
automorphisms onWQ by π 7→ c. Accordingly we can define the semi-direct product
group W = Ω⋉WQ, which is called the extended affine Weyl group (associated to
GLN ). We denote e for the identity element of W .
Since s0 = πsN−1π
−1, the subgroups SN and Ω already generate W as a group.
Furthermore we haveW ≃ SN⋉Z
N . The cyclic generator π of Ω corresponds to π =
σǫN , where {ǫi}
N
i=1 denotes the standard Z-basis of Z
N and σ = s1s2 · · · sN−1 ∈ SN
is the “clockwise rotation” which maps N to 1 and all other i to i+1. Conversely,
(2.2) ǫj = sj−1 · · · s2s1πsN−1sN−2 · · · sj
for j = 1, . . . , N .
Remark 2.1. Under the identification W ≃ SN ⋉Z
N , we have WQ = SN ⋉Q with
Q ⊂ ZN the sublattice of rank N − 1 consisting of N -tuples of integers that sum
up to zero (this is the (co)root lattice of the root system R = {ǫi − ǫj}1≤i6=j≤N of
type AN−1).
For w ∈ W let w′ ∈ WQ and ω ∈ Ω be the unique group elements such that
w = w′ω, then we define the length ℓ(w) of w to be the length of w′ ∈ WQ, i.e., it
is the minimal number r such that w′ can be expressed as
w′ = si1 · · · sir
for some ik ∈ ZN (such an expression of w
′, as well as the resulting expression for
w = w′ω, is called a reduced expression). Thus Ω consists of the elements of W of
length zero.
A central role in this paper is played by an action of the extended affine Weyl
group W by q-difference reflection operators on suitable function spaces on T :=
(C×)N , where C× := C \ {0}. Here q is taken to be real and strictly between zero
and one (with minor technical adjustments the condition on q may be relaxed to
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0 < |q| < 1, and a parallel theory can be developed for |q| > 1). Since q is fixed
once and for all, we will in general suppress the dependence on q in notations. We
start with an action of W on T by
wt = (tw−1(1), . . . , tw−1(N)), w ∈ SN ,
λt = (qλ1t1, . . . , q
λN tN ), λ = (λ1, . . . , λN ) ∈ Z
N ,
(2.3)
for t = (t1, . . . , tN ) ∈ T . It is convenient to introduce κ
λ := (κλ1 , . . . , κλN ) for
κ ∈ C× and λ ∈ ZN , so that the action of λ ∈ ZN on t ∈ T can simply be written
as
λt = qλt
in standard vector notation. Note that the action of π ∈ Ω is given by
π(t1, . . . , tN ) = (qtN , t1, . . . , tN−1).
Consider the algebra C[T ] = C[x±11 , . . . , x
±1
N ] of complex-valued, regular func-
tions on T , where xi(t) := ti for t = (t1, . . . , tN ) ∈ T are the standard coordinate
functions. We write
xλ := xλ11 · · ·x
λN
N ∈ C[T ]
for λ = (λ1, . . . , λN ) ∈ Z
N , which form the monomial basis of C[T ].
Let C(T ) be the field of rational functions on T , O(T ) be the ring of analytic
functions on T , and M(T ) be the field of meromorphic functions on T . Note that
M(T ) is the quotient field of O(T ) (cf. [23, Thm. 7.4.6]). The W -action on T
gives rise to a left W -action by algebra automorphisms on C[T ], C(T ), O(T ) and
M(T ), via
(wf)(t) = f(w−1t)
for w ∈ W , t ∈ T . We can, in particular, form the smashed product algebra
C(T )#W . Recall that if G is a group and A is a G-algebra over C (that is, a unital
associative algebra over C endowed with a left G-action by algebra automorphisms),
then the smashed product algebra A#G is the unique complex unital associative
algebra such that
(i) A#G = A⊗ C[G] as a complex vector space;
(ii) the canonical linear embeddings A →֒ A#G, C[G] →֒ A#G are algebra
homomorphisms; and
(iii) the cross relations
(a⊗ g) · (b ⊗ h) = ag(b)⊗ gh,
are satisfied for a, b ∈ A and g, h ∈ G.
We will always write ag := a ⊗ g ∈ A#G (a ∈ A, g ∈ G). Observe that A#G
canonically acts on any G-algebra B containing A as a G-subalgebra.
Note that the smashed product algebra C(T )#W depends on q, since the W -
action on C(T ) depends on q (see (2.3)). Sometimes it is convenient to emphasize
its q-dependence, in which case we write C(T )#qW instead of C(T )#W .
The canonical left C(T )#W -action on C(T ) (and M(T )) is faithful and realizes
C(T )#W as the algebra of q-difference SN -reflection operators with coefficients in
C(T ). If f ∈ C(T ) then we write f(X) for the associated element in C(T )#W (it
is the operator defined as multiplication by f). In particular, Xi is multiplication
by the coordinate function xi.
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2.2. The extended affine Hecke algebra and Cherednik’s basic representa-
tion. In this subsection we recall some constructions and results due to Cherednik
(see, e.g., [9, Chpt. 1] and references therein).
Fix a nonzero complex number k.
Definition 2.2. The affine Hecke algebra HQ = HQ(k) is the complex, unital,
associative algebra generated by Ti (i ∈ ZN ) and satisfying
(1) if N ≥ 3, the braid relations
TiTi+1Ti = Ti+1TiTi+1,
TiTj = TjTi, i− j 6= 0,±1;
(2) the quadratic relations (Ti − k)(Ti + k
−1) = 0.
The Dynkin diagram automorphism c ∈ Aut(D) can also be viewed as auto-
morphism of HQ by c(Ti) = Ti+1. Accordingly, Ω acts by algebra automorphisms
on HQ by π 7→ c. The extended affine Hecke algebra H = H(k) is the associated
smashed product algebra HQ#Ω.
For a reduced expression w = si1 · · · sirω ∈ W (ik ∈ ZN , ω ∈ Ω), the element
Tw := Ti1 · · ·Tirω ∈ H
is well defined. The Tw (w ∈W ) form a linear basis of H . For k = 1, the extended
affine Hecke algebra H is isomorphic to the group algebra C[W ] of W via the
identification Tw ↔ w (w ∈W ).
The finite Hecke algebra is the subalgebra H0 of H generated by T1, . . . , TN−1.
The elements Tw (w ∈ SN ) form a linear basis of H0. Note that H is already
generated as algebra by H0 and π
±1, since T0 = πTN−1π
−1.
Put
(2.4) Yi := T
−1
i−1 · · ·T
−1
2 T
−1
1 πTN−1TN−2 · · ·Ti ∈ H
for i = 1, . . . , N . Note that Yi becomes the translation element ǫi in W if k = 1.
We furthermore write Y λ := Y λ11 · · ·Y
λN
N for λ = (λ1, . . . , λN ) ∈ Z
N . We have the
following characterization of H , due to Bernstein. For details we refer to Lusztig
[30] or Macdonald [34, §4.2].
Theorem 2.3. H is the unique unital complex associative algebra, such that
(i) H0 ⊗ C[T ] ≃ H as complex vector spaces, via h ⊗ f 7→ hf(Y ) for h ∈ H0,
f ∈ C[T ], where f(Y ) =
∑
λ cλY
λ if f =
∑
λ cλx
λ ∈ C[T ];
(ii) the canonical maps H0,C[T ] →֒ H are algebra embeddings; we write CY [T ] =
spanC{Y
λ}λ∈ZN for the image of C[T ] in H; and
(iii) the following cross relations
T−1i YiT
−1
i = Yi+1,
YjTi = TiYj , i 6= j − 1, j
are satisfied for 1 ≤ i < N and 1 ≤ j ≤ N .
Cherednik realized the affine Hecke algebra H inside the algebra C(T )#W of
q-difference reflection operators as follows.
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Theorem 2.4. There is a unique injective algebra homomorphism ρ = ρk,q : H(k)→
C(T )#qW satisfying
ρ(Ti) = k + ck(Xi/Xi+1)(si − 1),
ρ(π) = π,
for i = 1, . . . , N − 1, where
(2.5) ck(z) :=
k−1 − kz
1− z
.
Note that for the affine Hecke algebra H = H(k) with fixed parameter k, Theo-
rem 2.4 yields a one-parameter family of realizations ofH (the additional parameter
being q).
Remark 2.5. The image ρ(H) preserves C[T ], viewed as a subspace of the canonical
C(T )#W -module C(T ). The resulting representation of H on C[T ] is faithful and
is called the basic representation of H .
We frequently identify H with its image under ρ in C(T )#W .
We now come to the definition of Cherednik’s double affine Hecke algebra which
depends, besides on k, on the additional parameter q.
Definition 2.6. The double affine Hecke algebra H = H(k, q) is the subalgebra
of C(T )#qW generated by ρk,q(H) and by the multiplication operators f(X) (f ∈
C[T ]).
Let L = C[T ] ⊗ C[T ] ≃ C[T × T ] denote the complex-valued regular functions
on T × T . We view H as L-module by
(2.6) (f ⊗ g) · h := f(X)hg(Y )
for f, g ∈ C[T ] and h ∈ H. The following theorem is the so-called Poincare´-Birkhoff-
Witt (PBW) property of the double affine Hecke algebra.
Theorem 2.7. We have H ≃ HL0 = L⊗H0 as L-modules.
The PBW property is an essential ingredient in deriving the characterizing re-
lations for the double affine Hecke algebra H in terms of its algebraic generators
Ti (1 ≤ i < N), π
±1 and X±1j (1 ≤ j ≤ N). Since we are not going to use this
presentation explicitly in this paper, we refer the reader to [9] for further details.
We use though one of its direct consequences, namely the existence of the duality
anti-isomorphism (see Cherednik [9, Thm. 1.4.8]):
Theorem 2.8. There exists a unique C-linear anti-algebra involution ∗ : H → H
determined by
T ∗w = Tw−1, w ∈ SN ,
(Y λ)∗ = X−λ, λ ∈ ZN ,
(Xλ)∗ = Y −λ, λ ∈ ZN .
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2.3. Intertwiners. In this subsection we recall the construction of the (nonnor-
malized) affine intertwiners associated to the double affine Hecke algebra H. The
intertwiners play an important role in the construction of a nontrivial W × W -
cocycle in the next section. Consider the elements
S˜i = (k − k
−1Xi+1/Xi)si, 1 ≤ i < N,
S˜0 = (k − k
−1q−1X1/XN)s0,
S˜π = π
in C(T )#qW . The following facts are well known (cf., e.g., [9, §1.3]). For the
convenience of the reader, we give a short sketch of the proof.
Proposition 2.9. Let w ∈ W and let w = sj1 · · · sjrπ
m be a reduced expression
(jl ∈ ZN , m ∈ Z).
(i) S˜w := S˜j1 · · · S˜jr S˜
m
π is a well-defined element of C(T )#W ;
(ii) S˜w ∈ H;
(iii) the S˜i (i ∈ ZN ) satisfy the ÂN−1-type braid relations;
(iv) S˜wf(X) = (wf)(X)S˜w in C(T )#W for all f ∈ C(T ); and
(v) S˜iS˜i = (k − k
−1Xi+1/Xi)(k − k
−1Xi/Xi+1) for 1 ≤ i < N .
Proof. (i) Set di := (k−k
−1Xi+1/Xi) (1 ≤ i < N) and d0 := (k−k
−1q−1X1/XN).
We have
S˜w = dj1(sj1dj2) · · · (sj1 · · · sjr−1djr )w
in C(T )#W . By, e.g., Macdonald [34, (2.2.9)], we know that
(2.7) dw := dj1 (sj1dj2) · · · (sj1 · · · sjr−1djr )
is independent of the reduced expression of w. Hence S˜w ∈ C(T )#W is well defined.
(ii) Note that S˜i can be written as
(2.8) S˜i = (1−Xi+1/Xi)(Ti − k) + k − k
−1Xi+1/Xi
for 1 ≤ i < N , which shows that it lies in H. Furthermore, π±1 ∈ H, hence S˜±1π ∈ H
and S˜0 = πS˜N−1π
−1 ∈ H. Consequently, S˜w ∈ H ⊂ C(T )#W .
(iii) is immediate from (i), while (iv) and (v) are clear from the definition of the S˜i
and S˜π. 
Definition 2.10. The elements S˜w (w ∈ W ) are called the affine intertwiners of
H.
3. The bispectral quantum KZ equations
3.1. Construction of the cocycle. Let ι denote the nontrivial element of the
two group Z2. We define the group W as the semidirect product
W := Z2 ⋉ (W ×W ),
where ι ∈ Z2 acts on W ×W by switching the components: ι(w,w
′) = (w′, w)ι for
w,w′ ∈ W . We first use the double affine Hecke algebra, its affine intertwiners, and
its duality anti-isomorphism to construct a group homomorphism τ = τk : W →
GLC(H
K
0 ) depending on the Hecke algebra parameter k, where K := M(T × T ) is
the field of meromorphic functions on T × T .
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The representation τ will be constructed from the complex linear endomorphisms
σ˜(w,w′) (w,w
′ ∈W ) and σ˜ι of the double affine Hecke algebra H, defined by
σ˜(w,w′)(h) = S˜whS˜
∗
w′ ,
σ˜ι(h) = h
∗
for h ∈ H. In the following lemma we collect some elementary properties of the
maps σ˜(w,w′) and σ˜ι. First we introduce some auxiliary notations.
For a regular function g ∈ C[T ], we write g(x) ∈ C[T × T ] (respectively g(y) ∈
C[T × T ]) for the corresponding regular function on T × T constant with respect
to the second (respectively first) T -component. In particular, the xi (respectively
yi) are the standard coordinate functions of the first (respectively second) copy of
T in T × T . Recall the regular function dw ∈ C[T ] (w ∈ W ) such that
S˜w = dw(X)w
in C(T )#W ; see (2.7).
Lemma 3.1. The complex linear endomorphisms σ˜(w,w′) and σ˜ι of H satisfy the
following properties:
(i) the σ˜(si,e) (i ∈ ZN ) satisfy the ÂN−1 braid relations;
(ii) σ˜2(si,e) = dsi(x)(sidsi)(x) · id for i ∈ ZN ;
(iii) σ˜(π,e)σ˜(si,e)σ˜(π−1,e) = σ˜(si+1,e) for i ∈ ZN ;
(iv) σ˜2ι = id and σ˜(e,w) = σ˜ισ˜(w,e)σ˜ι for w ∈ W ; and
(v) σ˜(w,e)σ˜(e,w′) = σ˜(w,w′) = σ˜(e,w′)σ˜(w,e) for w,w
′ ∈W .
Proof. These are direct consequences of Proposition 2.9 and Theorem 2.8. 
To construct a W-action from the maps σ˜(w,w′) and σ˜ι, we need to renormalize
the maps appropriately. To do so, we describe as a first step the behavior of the
maps σ˜(w,w′) and σ˜ι with respect to the L-module structure (2.6) on H. This will
allow us to extend the maps σ˜(w,w′) and σ˜ι to endomorphisms of H
K
0 ≃ K ⊗L H,
which is a suitably flexible surrounding for the normalizations of the maps to take
place in.
Consider the group involution ♦ : W → W defined by w♦ = w for w ∈ SN and
λ♦ = −λ for λ ∈ ZN . Then W acts on T × T by
(w,w′)(t, γ) = (wt, w′♦γ),
ι(t, γ) = (γ−1, t−1)
for w,w′ ∈ W , where t−1 := (t−11 , . . . , t
−1
N ) ∈ T and the action of W on T is by
q-dilations and permutations; see (2.3). By transposition, this defines an action of
W on K =M(T × T ) by field automorphisms,
(3.1) (wf)(t, γ) = f(w−1(t, γ)), w ∈W.
Note that L = C[T × T ] is a W-subalgebra of K.
Lemma 3.2. For h ∈ H and f ∈ L we have
σ˜(w,w′)(f · h) = ((w,w
′)f) · σ˜(w,w′)(h),
σ˜ι(f · h) = (ιf) · σ˜ι(h)
(3.2)
for w,w′ ∈W .
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Proof. From Proposition 2.9 we know that S˜wp(X) = (wp)(X)S˜w in H for p ∈ C[T ]
and w ∈ W . For p ∈ C[T ] let p♦ ∈ C[T ] be defined by p♦(t) = p(t−1), then we also
have
p(Y )S˜∗w′ = (S˜w′p
♦(X))∗ = ((w′p♦)(X)S˜w′)
∗ = S˜∗w′(w
′p♦)♦(Y )
in H. Hence for p, r ∈ C[T ],
σ˜(w,w′)(p(X)hr(Y )) = (wp)(X)S˜whS˜
∗
w′(w
′r♦)♦(Y ).
The first formula of (3.2) now follows since (w′r♦)♦ = w′♦r. The second is imme-
diate from the definition of the duality anti-involution. 
As a direct consequence of Lemma 3.2 the maps σ˜(w,w′) (w,w
′ ∈ W ) and σ˜ι
uniquely extend to complex linear endomorphisms of HK0 ≃ K⊗LH such that (3.2)
is valid for all f ∈ K and h ∈ HK0 . We keep the same notations σ˜(w,w′) and σ˜ι for
these maps. Note that the properties of σ˜(w,w′) and σ˜ι as described in Lemma 3.1
also hold true as identities between endomorphisms of HK0 .
Theorem 3.3. There is a unique group homomorphism
τ : W→ GLC(H
K
0 )
satisfying
τ(w,w′)(f) = dw(x)
−1d♦w′(y)
−1 · σ˜(w,w′)(f),
τ(ι)(f) = σ˜ι(f)
(3.3)
for w,w′ ∈ W and f ∈ HK0 . It satisfies τ(w)(g · f) = wg · τ(w)(f) for g ∈ K,
f ∈ HK0 and w ∈W.
Proof. The last statement is clear.
The action τ of W × {e} arises naturally from left multiplication by normalized
affine intertwiners on a suitable localization of the double affine Hecke algebra (see
Cherednik [9, §1.3]). In the present set-up, one observes that Lemma 3.2 and
Lemma 3.1(i)-(ii) imply that the τ(si, e) (i ∈ ZN ) satisfy the ÂN−1 braid relations
and the quadratic relations τ(si, e)
2 = idHK0 . Since furthermore τ(π, e) is a complex
linear automorphism of HK0 with inverse τ(π
−1, e), and τ(π, e)τ(si, e)τ(π
−1, e) =
τ(si+1, e) for i ∈ ZN by Lemma 3.2 and Lemma 3.1(iii), we conclude that the
formulas (3.3) for the maps τ(si, e) (i ∈ ZN ) and τ(π, e) uniquely extend to a
group homomorphism τ : W × {e} → GLC(H
K
0 ). It follows from Proposition 2.9
and its proof that the resulting group homomorphism satisfies
τ(w, e)f = dw(x)
−1 · σ˜(w,e)f
for w ∈ W . This is in accordance with formula (3.3).
Combining Lemma 3.1(iv) with Lemma 3.2 we can relate the complex endomor-
phism τ(e, w) (see (3.3)) of HK0 to τ(w, e) by the formula
(3.4) τ(e, w) = τ(ι)τ(w, e)τ(ι), w ∈W,
where τ(ι) is given by the second formula of (3.3). Since τ(ι)2 = σ˜2ι = idHK0 we
conclude that W ∋ w 7→ τ(e, w) (see (3.3)) defines a left W -action on HK0 .
By Lemma 3.1 and Lemma 3.2 (v) we have
τ(w, e)τ(e, w′) = τ(w,w′) = τ(e, w′)τ(w, e)
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for all w,w′ ∈ W . Thus τ : W × W → GLC(H
K
0 ), defined by the first formula
of (3.3), is a group homomorphism. Combined with (3.4) and τ(ι)2 = idHK0 we
conclude that τ (3.3) indeed defines a complex linear action of W on HK0 . 
For w ∈ W and f ∈ HK0 = K ⊗ H0 we write wf for the action of w on the
K-coefficients of f in its expansion along a basis of H0. In other words, viewing
f(t, γ) as H0-valued meromorphic function in (t, γ) ∈ T × T , the action is given by
(wf)(t, γ) = f(w−1(t, γ)). Consider GLK(H
K
0 ) as a W-group by the corresponding
conjugation action
(3.5) (w, A) 7→ wAw−1, w ∈W, A ∈ GLK(H
K
0 )
by group automorphisms. We have the following direct consequence of the previous
theorem.
Corollary 3.4. The map w 7→ Cw := τ(w)w
−1 is a cocycle of W with values in
the W-group GLK(H
K
0 ). In other words, Cw ∈ GLK(H
K
0 ) and
Cww′ = CwwCw′w
−1
for all w,w′ ∈W.
For more details on non-abelian group cohomology, see, e.g., the appendix in
[43].
Remark 3.5. Interpreting A ∈ EndK(H
K
0 ) as End(H0)-valued meromorphic function
A(t, γ) in (t, γ) ∈ T × T , the action (3.5) becomes (wA)(t, γ) = A(w−1(t, γ)). In
particular, wAw−1 = A for all w ∈ W if A ∈ EndK(H
K
0 ) is the K-linear extension
of a complex linear endomorphism of H0. This is, for instance, the case for the
cocycle value Cι (see Subsection 4.2).
Remark 3.6. One may replace in this subsection K by the field C(T ×T ) of rational
functions on T×T . Consequently, the cocycle value Cw(t, γ) for w ∈W is a rational
End(H0)-valued function in (t, γ) ∈ T × T . We presented the results with respect
to K =M(T ×T ) since this is the natural setting for the applications of the cocycle
C in the analytic theory of the quantum KZ equations (to which we come at a later
stage).
3.2. Bispectral quantum KZ equations. In this subsection, we use the cocycle
Cw ∈ GLK(H
K
0 ) (w ∈W) to define a holonomic system of q-difference equations on
the space HK0 of H0-valued meromorphic functions on T × T .
The constructions thus far have led to a C-linear action τ ofW on HK0 . In terms
of the cocycle Cw (w ∈W), it is given by
(3.6) (τ(w)f)(t, γ) = Cw(t, γ)f(w
−1(t, γ))
for w ∈W and f ∈ HK0 , where (3.6) should be read as identities between H0-valued
meromorphic functions in (t, γ) ∈ T × T . It follows that f ∈ HK0 is τ(Z
N × ZN )-
invariant if and only if
(3.7) C(λ,µ)(t, γ)f(q
−λt, qµγ) = f(t, γ) ∀λ, µ ∈ ZN ,
viewed as identities between H0-valued meromorphic functions on T × T .
Definition 3.7. We call the q-difference equations (3.7) the bispectral quantum KZ
(BqKZ) equations. We write SOL for the set of functions f ∈ HK0 satisfying the
BqKZ equations (3.7).
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Let F ⊂ K denote the subfield consisting of f ∈ K satisfying (λ, µ)f = f for all
λ, µ ∈ ZN . Let furthermore SN denote the subgroup Z2 ⋉ (SN × SN ) of W.
Corollary 3.8. (i) The BqKZ equations (3.7) form a holonomic system of q-
difference equations. In other words, the connection matrices C(λ,µ) (λ, µ ∈ Z
N )
satisfy the compatibility conditions
(3.8) C(λ,µ)(t, γ)C(ν,ξ)(q
−λt, qµγ) = C(ν,ξ)(t, γ)C(λ,µ)(q
−νt, qξγ)
for λ, µ, ν, ξ ∈ ZN , as End(H0)-valued meromorphic functions in (t, γ) ∈ T × T .
(ii) The solution space SOL of BqKZ is a τ(SN )-invariant F-subspace of H
K
0 .
Proof. (i) The cocycle condition implies that both sides of (3.8) are equal to
C(λ+ν,µ+ξ)(t, γ).
(ii) Clearly, SOL is a F-subspace of HK0 . Note, furthermore, that Z
N × ZN is
a normal subgroup of W with quotient group isomorphic to SN . Hence the F-
subspace SOL of τ(ZN ×ZN )-invariant elements in the τ(W)-module HK0 is τ(SN )-
invariant. 
4. The explicit form of the bispectral quantum KZ equations
In this section we derive explicit expressions for the cocycle values Cw (w ∈W)
and, in particular, for the q-connection matrices C(λ,µ) (λ, µ ∈ Z
N ) of the BqKZ. It
will become apparent that the C(λ,e)(·, ζ) (λ ∈ Z
N ) with ζ ∈ T fixed coincide with
the q-connection matrices of Cherednik’s quantum affine KZ equation associated
to the principal series module of H(k) with central character ζ. They also turn up
as gauged q-connection matrices for a Frenkel-Reshetikhin [20] type quantum KZ
equation associated to the quantum affine algebra Uk(ŝlN ).
4.1. Formal principal series. View the commutative subalgebra CY [T ] of H
as left CY [T ]-module by left multiplication. Let M = Ind
H
CY [T ]
(
CY [T ]
)
be the
corresponding induced left H-module. With respect to the C[T ] ≃ C[{1} × T ]-
module structure
f · (h⊗CY [T ] g(Y )) = h⊗CY [T ] (fg)(Y ) f, g ∈ C[T ], h ∈ H
on M we have M ≃ H
C[{1}×T ]
0 = C[{1}× T ]⊗H0 as C[{1}× T ]-modules. The left
H-action on M is C[{1} × T ]-linear, hence we obtain an algebra homomorphism
η : H → EndC[{1}×T ]
(
H
C[{1}×T ]
0
)
.
We occasionally view η(h) as End(H0)-valued regular function in γ ∈ T , in which
case we write it as T ∋ γ 7→ η(h)(γ). Extending the ground ring C[{1} × T ] to
K =M(T × T ) we obtain an algebra homomorphism
H → EndK(H
K
0 ),
which we shall also denote by η. From this viewpoint, η(h)(γ) is the regular
End(H0)-valued function in (t, γ) ∈ T × T which is constant in t. Note that η(h)
for h ∈ H0 is constant as End(H0)-valued function on T × T (see Remark 3.5).
Lemma 4.1. For w ∈ SN and 1 ≤ i < N we have
(4.1) η(Ti)Tw =
{
Tsiw if ℓ(siw) = ℓ(w) + 1,
(k − k−1)Tw + Tsiw if ℓ(siw) = ℓ(w)− 1,
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and
(4.2) η(π)(γ)Tw = γw−1(N)Tσw
as regular H0-valued functions in γ ∈ T .
Proof. The first formula follows directly from the definitions. For the second for-
mula it suffices to verify that πTw = TσwYw−1(N) in H .
If w = 1 then π = TσYN since σ = s1s2 · · · sN−1 is a reduced expression. If
w = sN−1 then
πTw = πTN−1 = T1 · · ·TN−2YN−1 = Ts1···sN−2Yw−1(N) = TσwYw−1(N).
Next, we prove that πTw = TσwYw−1(N) in H if w 6= 1 and ℓ(siw) = ℓ(w) + 1
for all 1 ≤ i ≤ N − 2. Then w = sN−1sN−2 · · · sj for some 1 ≤ j < N (and this
is a reduced expression of w). We find, making repetitive use of the cross relation
TrYr+1Tr = Yr (1 ≤ r < N) in H ,
πTw = πTN−1TN−2 · · ·Tj = T1 · · ·TN−2YN−1TN−2 · · ·Tj
= T1 · · ·TN−3YN−2TN−3 · · ·Tj
...
= T1 · · ·Tj−1Yj = Ts1···sj−1Yj
= TσwYj = TσwYw−1(N),
which is the desired relation in H .
The general case is now proved by induction on ℓ(w). Let w 6= 1 and decompose
it as w = siu with 1 ≤ i < N and u ∈ SN such that ℓ(siu) = ℓ(u)+1. Suppose that
πTu = TσuYu−1(N) in H . In order to prove that πTw = TσwYw−1(N) we may, in view
of the previous paragraph, assume without loss of generality that 1 ≤ i ≤ N − 2.
Then si(N) = N and ℓ(si+1σu) = ℓ(σu) + 1. (The latter equality is equivalent to
(σu)−1(i+1) < (σu)−1(i+2), which follows from u−1(i) < u−1(i+1), which again
is equivalent to the assumption ℓ(siu) = ℓ(u) + 1.) Then
πTw = πTiTu = Ti+1πTu = Ti+1TσuYu−1(N)
= Tsi+1σuYu−1si(N) = TσsiuYw−1(N)
= TσwYw−1(N)
in H , which completes the proof. 
In view of the explicit expression (2.8) for the intertwiner S˜i ∈ H (1 ≤ i < N)
and the definition of the duality anti-involution, we have S˜∗w ∈ H for all w ∈ SN .
We now set
ξw := η(S˜
∗
w−1)Te ∈ H
K
0 , w ∈ SN .
Note that ξw ∈ H
C[{1}×T ]
0 ⊂ H
K
0 for w ∈ SN . We view ξw as regular H0-valued
function in γ ∈ T , as well as meromorphic H0-valued function in (t, γ) ∈ T × T
constant in t ∈ T .
Lemma 4.2. {ξw}w∈SN is a K-basis of H
K
0 consisting of common eigenfunctions
for the η-action of CY [T ] on H
K
0 . For p ∈ C[T ] and w ∈ SN we have
(4.3) η(p(Y ))(γ)ξw(γ) = (w
−1p)(γ)ξw(γ)
as H0-valued regular functions in γ ∈ T .
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Proof. For p ∈ C[T ] we have η(p(Y ))(γ)Te = p(γ)Te. Note, furthermore, that
p(Y )S˜∗
w−1
= S˜∗
w−1
(w−1p)(Y ) in H for p ∈ C[T ] and w ∈ SN ; see the proof of
Lemma 3.2. Combining the two observations gives (4.3). It follows from Proposition
2.9(iv)-(v) that the ξw (w ∈ SN ) are nonzero in H
K
0 . The eigenvalue equations (4.3)
then show that the ξw (w ∈ SN ) are K-linearly independent in H
K
0 . 
4.2. The cocycle values. We define
Ri(z) = ck(z)
−1(η(Ti)− k) + 1, 1 ≤ i < N,
viewed as a rational End(H0)-valued function in z. The results of the previous
subsection implies that the Ri(z) satisfy the following Yang-Baxter type equations
(see Cherednik [9, §1.3.2]).
Lemma 4.3. We have
C(si,e)(t, γ) = Ri(ti/ti+1), 1 ≤ i < N,
as rational End(H0)-valued functions in (t, γ) ∈ T × T . In particular, the Ri(z)
satisfy
Ri(z)Ri(z
−1) = id,
Rj(z)Rj+1(zz
′)Rj(z
′) = Rj+1(z
′)Rj(zz
′)Rj+1(z),
(4.4)
for 1 ≤ i < N and 1 ≤ j < N − 1 as End(H0)-valued rational functions.
Proof. For 1 ≤ i < N and h ∈ H0 we have, as H0-valued meromorphic functions in
(t, γ) ∈ T × T ,
C(si,e)(t, γ)h = (τ(si, e)h)(t, γ)
= dsi(t)
−1(S˜ih)(t, γ)
= ck(ti/ti+1)
−1(η(Ti)− k)h+ h,
in view of the explicit expression (2.8) for S˜i, ck (2.5) and dsi (see the proof of
Lemma 2.9). For the second statement of the lemma, note that the cocycle property
of C implies for 1 ≤ i < N and 1 ≤ j < N − 1 that
C(si,e)(t, γ)C(si,e)(sit, γ) = id,
C(sj ,e)(t, γ)C(sj+1,e)(sjt, γ)C(sj ,e)(sj+1sjt, γ)
= C(sj+1,e)(t, γ)C(sj ,e)(sj+1t, γ)C(sj+1,e)(sjsj+1t, γ),
as rational End(H0)-valued functions in (t, γ) ∈ T × T . Using C(si,e)(t, γ) =
Ri(ti/ti+1) these formulas imply (4.4). 
Observe that Cι is the K-linear extension of the anti-algebra involution of H0
mapping Tw to Tw−1 for all w ∈ SN . Note furthermore that
(4.5) C(π,e) = η(π).
Together with the explicit description of C(si,e) (1 ≤ i < N) from the previous
lemma, these formulas determine the values Cw (w ∈ W) uniquely (cf. Corollary
3.4). In particular, the cocycle property of C implies that
C(e,w)(t, γ) = CιC(w,e)(γ
−1, t−1)Cι, w ∈W,
as End(H0)-valued rational functions in (t, γ) ∈ T × T .
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Lemma 4.4. Let w ∈ W .
(i) C(w,e) ∈ (C(T )⊗ C[T ])⊗ End(H0).
(ii) The C[T ]⊗End(H0)-valued rational function t 7→ C(w,e)(t, ·) in t ∈ T is regular
at t ∈ T \ S, where
(4.6) S = {t ∈ T | tα ∈ k−2qZ for some α ∈ R}.
Proof. By the cocycle condition, C(w,e)(t, γ) can be written as a product of factors
C(si,e)(ut, γ) (1 ≤ i < N , u ∈W ) and η(π
±1)(γ). By Lemma 4.1 and the fact that
Ri(z) has a single pole at z = k
−2, we conclude (i) and (ii). 
4.3. The q-connection matrices. Besides the standard Z-basis {ǫi}
N
i=1 of Z
N ,
we also have the Z-basis {̟i}
N
i=1 consisting of the fundamental weights ̟i :=∑i
j=1 ǫj ∈ Z
N . Note that
(4.7) ̟i = π
iσ−i
in W for all 1 ≤ i ≤ N . In the following lemma, we compute the q-connection
matrices C(λ,e) for λ ∈ Z
N of BqKZ explicitly in case λ is one of these two types of
basis elements of ZN .
Lemma 4.5. (i) For 1 ≤ j ≤ N we have
C(ǫj ,e)(t, γ) = Rj−1(tj−1/tj)Rj−2(tj−2/tj) · · ·R1(t1/tj)
× η(π)(γ)RN−1(qtN/tj) · · ·Rj+1(qtj+2/tj)Rj(qtj+1/tj)
as rational End(H0)-valued functions in (t, γ) ∈ T × T .
(ii) For 1 ≤ i < N we have
C(̟i,e)(t, γ) =
(
η(π)(γ)
)i
(RN−i(qtN/t1) · · ·R2(qti+2/t1)R1(qti+1/t1))
× · · · × (RN−2(qtN/ti−1) · · ·Ri(qti+2/ti−1)Ri−1(qti+1/ti−1))
× (RN−1(qtN/ti) · · ·Ri+1(qti+2/ti)Ri(qti+1/ti))
as rational End(H0)-valued functions in (t, γ) ∈ T × T .
(iii) We have
C(̟N ,e)(t, γ) = γ
̟N id
as rational End(H0)-valued functions in (t, γ) ∈ T × T .
Proof. (i) By the cocycle property of C and by the expression (2.2) for ǫj ∈ W ,
we obtain an explicit expression for C(ǫj ,e) in terms of the C(si,e) (1 ≤ i < N) and
C(π,e). Combining (4.5) and the previous lemma then gives the desired expression
for C(ǫj ,e)(t, γ).
(ii) σi is the permutation(
1 2 · · · N − i N − i+ 1 N − i+ 2 · · · N
i+ 1 i+ 2 · · · N 1 2 · · · i
)
,
so we find a reduced expression
(4.8) σi = (si · · · sN−1)(si−1 · · · sN−2) · · · (s2 · · · sN−i+1)(s1 · · · sN−i).
Combined with (4.7) we get a reduced expression for ̟i. Using the cocycle condi-
tion for Cw repeatedly, we get the desired result.
(iii) Since σN = 1, we get C(̟N ,e)(t, γ) =
(
η(π)(γ)
)N
, which maps Tw to γ
̟NTw
for all w ∈ SN in view of Lemma 4.1. 
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We end this subsection by computing the asymptotic leading terms of the q-
connection matrices C(λ,e)(t, γ) (λ ∈ Z
N ) as |t−αi | → 0 (1 ≤ i < N), where we take
αi := ǫi − ǫi+1 (1 ≤ i < N) as a base of the root system R = {ǫi − ǫj}1≤i6=j≤N
of type AN−1. Let R+ = {ǫi − ǫj}1≤i<j≤N denote the associated set of positive
roots and Q+ =
⊕N−1
i=1 Z≥0αi the corresponding cone in the root lattice Q of R.
Let furthermore δ := (N − 1, N − 3, . . . , 1 − N) ∈ ZN and write w0 ∈ SN for the
longest Weyl group element (mapping i to N − i+ 1 for 1 ≤ i ≤ N).
Consider the subringA := C[x−α1 , . . . , x−αN−1 ] of C[T×{1}] = C[x±11 , . . . , x
±1
N ] ⊂
C[T × T ]. We write Q(A) for its quotient field and Q0(A) for the subring of
Q(A) consisting of rational functions which are analytic at the point x−αi = 0
(1 ≤ i < N). We consider Q0(A) ⊗ C[T ] as a subring of C(T × T ) in the natural
way. The first part of the following corollary is a refinement of Lemma 4.4(i) in
case w ∈ ZN .
Corollary 4.6. Let λ ∈ ZN . We have
(4.9) C(λ,e) ∈ (Q0(A)⊗ C[T ])⊗ End(H0)).
Writing
C
(0)
(λ,e) = C(λ,e)|x−α1=0,...,x−αN−1=0 ∈ C[T ]⊗ End(H0),
we have C
(0)
(λ,e) = k
〈δ,λ〉η(Tw0Y
w0(λ)T−1w0 ), where 〈·, ·〉 is the standard scalar product
on RN .
Proof. To prove (4.9) it suffices, in view of the cocyle property of C, to verify (4.9)
for λ = ǫi. The statement then follows from Lemma 4.5(i), Lemma 4.1 and the
explicit expression of Ri(z).
Observe that limz→0Ri(z) = kη(T
−1
i ) for 1 ≤ i < N . Combined with Lemma
4.5(i) and the explicit expression for Yj (see (2.4)) we obtain for 1 ≤ j ≤ N ,
C(ǫj ,e)(t, γ)→ k
2j−N−1η(Yj)(γ)
as |tαi | → 0 for all 1 ≤ i < N , hence
C(λ,e)(t, γ)→ k
−〈δ,λ〉η(Y λ)(γ)
as |tαi | → 0 for all 1 ≤ i < N . To derive the asymptotics of C(λ,e)(t, γ) as |t
−αi | → 0
for 1 ≤ i < N we use the cocycle property to write
C(λ,e)(t, γ) = C(w0,e)(t, γ)C(w0(λ),e)(w0t, γ)C(w0,e)(q
−w0(λ)w0t, γ).
Note that C(w0,e)(t, γ)→ k
ℓ(w0)η(T−1w0 ) if |t
αi | → 0 for all 1 ≤ i < N . Hence
C
(0)
(λ,e) = k
〈δ,λ〉η(Tw0Y
w0(λ)T−1w0 ),
as desired. 
4.4. Relation to quantum KZ equations. Fix ζ ∈ T and let χζ : C[{1}×T ]→ C
denote the corresponding evaluation character χζ(f) = f(ζ). Recall the for-
mal principal series η : H → EndC[{1}×T ](M). The corresponding complex H-
representation M(ζ) = C⊗χζ M of dimension N ! is the principal series module of
H with central character ζ. We identify M(ζ) with H0 as a complex vector space,
and push the H-action on M(ζ) through the linear isomorphism to H0. We denote
the corresponding representation map by
ηζ : H → End(H0).
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As in Subsection 4.1 we have as identities in H0,
ηζ(Ti)Tw =
{
Tsiw if ℓ(siw) = ℓ(w) + 1,
(k − k−1)Tw + Tsiw if ℓ(siw) = ℓ(w) − 1,
for 1 ≤ i < N and w ∈ SN ,
ηζ(π)Tw = ζw−1(N)Tσw,
for w ∈ SN , as well as
ηζ(f(Y ))ξw(ζ) = (w
−1f)(ζ)ξw(ζ),
for w ∈ SN , where ξw(ζ) ∈ H0 is the regular H0-valued function ξw(γ) in γ ∈
T specialized at γ = ζ. Extending the base field to M(T ) we get an algebra
homomorphism H → EndM(T )(H
M(T )
0 ), which is also denoted by ηζ .
In this subsection we consider the BqKZ for specialized values of γ. In view of
Lemma 4.4(i) we may specialize C(w,e)(t, γ) (w ∈W ) at γ = ζ. We write
Cζw(t) := C(w,e)(t, ζ), w ∈W,
for the resulting specialized cocycle values, viewed as End(H0)-valued rational func-
tions in t ∈ T . For ζ ∈ T the map W ∋ w 7→ Cζw defines a cocycle of W with values
in the W -group GLC(T )(H
C(T )
0 ). In other words,
Cζww′(t) = C
ζ
w(t)C
ζ
w′ (w
−1t), w, w′ ∈ W,
as rationalH0-valued functions in t ∈ T . Comparing the cocycle values C
ζ
λ (λ ∈ Z
N )
to the ones in [9, §1.3] we obtain the following result.
Corollary 4.7. Fix ζ ∈ T . The holonomic system of q-difference equations
(4.10) Cζλ(t)f(q
−λt) = f(t), ∀λ ∈ ZN
for f ∈ H
M(T )
0 is Cherednik’s quantum affine KZ equation associated to the prin-
cipal H-module M(ζ) with central character ζ.
Let SOLζ ⊂ H
M(T )
0 denote the set of solutions of the quantum KZ equations
(4.10). Write E(T ) ⊂M(T ) for the subfield of meromorphic functions f satisfying
f(qλt) = f(t) for all λ ∈ ZN as meromorphic functions in t ∈ T . The set SOLζ
of solutions is a E(T )-subspace of H
M(T )
0 . Furthermore, SOLζ is invariant for the
SN -action
(4.11) (ς(w)f)(t) := Cζw(t)f(w
−1t), w ∈ SN
on H
M(T )
0 (note that ς does not depend on ζ since C
ζ
w(t) = C(w,e)(t, ζ) is indepen-
dent of ζ for w ∈ SN ).
Remark 4.8. The quantum KZ equations (4.10) are gauge equivalent to Frenkel and
Reshetikhin’s [20] quantum KZ equations associated with the N -fold tensor product
representation CN (t1)⊗· · ·⊗C
N(tN ) of the quantum affine algebra Uk(ŝlN ), where
CN (ti) is the evaluation representation of the vector representation C
N of Uk(slN )
(see [9, §1.3.2] and [14] for the details).
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In view of Corollary 4.7 the BqKZ equations (3.7) are a holonomic extension of
the quantum KZ equations (4.10) by q-difference equations in the central character
ζ of M(ζ). These may be thought of as analogs of isomonodromy transforma-
tions; in fact, in view of Lemma 4.2 and Corollary 4.6 the q-difference equations
in ζ (which are essentially the quantum KZ equations again!) are reminiscent of
Schlesinger transformations. This should be compared with the quantum isomon-
odromic interpretation of (rational) KZ equations as quantizations of Schlesinger
equations, see [38] and [22].
From a different perspective we may think of the cocycle values C(e,w) (w ∈W )
as shift operators, in the sense that they map solutions of quantum KZ equations
to solutions of quantum KZ equations with respect to shifted central characters. To
formulate the precise result, we view in the following proposition γ 7→ C(e,w)(·, γ)
as C[T ]⊗ End(H0)-valued rational function in γ ∈ T .
Proposition 4.9. Let w ∈ W and ζ ∈ T such that γ 7→ C(e,w)(·, γ) is regular at
γ = ζ. Then f 7→ C(e,w)(·, ζ)f defines an SN -equivariant linear map SOLw♦−1ζ →
SOLζ .
Proof. By the cocycle property we have for f ∈ SOLw♦−1ζ and λ ∈ Z
N ,
Cζλ(t)
(
C(e,w)(q
−λt, ζ)f(q−λt)
)
= C(λ,w)(t, ζ)f(q
−λt)
= C(e,w)(t, ζ)C
w♦−1ζ
λ (t)f(q
−λt)
= C(e,w)(t, ζ)f(t).
Hence C(e,w)(·, ζ)f ∈ SOLζ . The SN -equivariance of the map is again a consequence
of the cocycle property of Cw (w ∈W); indeed, for v ∈ SN and f ∈ SOLw♦−1ζ we
have
Cζv (t)
(
C(e,w)(v
−1t, ζ)f(v−1t)
)
= C(v,w)(t, ζ)f(v
−1t)
= C(e,w)(t, ζ)
(
Cw
♦−1ζ
v (t)f(v
−1t)
)
,
which is the desired result. 
From the quantum group perspective (see Remark 4.8), Proposition 4.9 resembles
the action of the dynamical Weyl group on solutions of quantum KZ equations from
[18]. We expect that the second half of the BqKZ is closely related to the Varchenko-
Etingof dynamical difference equations [18, §9]; see also [19], [47], [44], [46], [45]
and [29] for detailed studies of various degenerate cases. An interesting aspect, e.g.,
in [47] and [46], is the observation that KZ equations are dual to the associated
dynamical equations using (glr, gls) duality (our set-up relates to r = s = N). In
the present theory this duality is incorporated by the cocycle value Cι, which relates
the q-connection matrices C(λ,e) (λ ∈ Z
N ) of the quantum KZ equation to the dual
q-connection matrices C(e,λ) by conjugation,
C(e,λ)(t, γ) = CιC(λ,e)(γ
−1, t−1)Cι
as End(H0)-valued meromorphic functions in (t, γ) ∈ T ×T . In turn, Cι is a direct
reflection of (the existence of) Cherednik’s duality anti-isomorphism of the double
affine Hecke algebra (see Theorem 2.8).
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5. Solutions of the bispectral quantum KZ equations
In this section we use asymptotic analysis to construct a ι-invariant solution Φκ
of BqKZ, which we call the basic asymptotically free solution. It depends in a
mild way on an auxiliary parameter κ ∈ C× (in fact, FΦκ is independent of κ).
The orbit of Φκ under the action of {e} × SN ⊂ SN turns out to be an F-basis of
SOL consisting of asymptotically free solutions. Along the way we derive various
additional properties of Φκ.
5.1. The leading term. Let θ ∈ M(T ) denote the renormalized Jacobi theta
function
(5.1) θ(z) :=
∏
m≥0
(1− qmz)(1− qm+1/z)
for z ∈ C×. It satisfies
(5.2) θ(qmz) = (−z)−mq−
1
2m(m−1)θ(z), m ∈ Z.
For κ ∈ C× we define Wκ ∈ K by
(5.3) Wκ(t, γ) :=
N∏
i=1
θ(κtiγ
−1
N−i+1)
θ(κk〈δ,ǫi〉ti)θ(κk−〈δ,ǫi〉γ
−1
N−i+1)
.
By Corollary 4.6, the formal asymptotic form of the quantum KZ equations
C(λ,e)(t, γ)f(q
−λt, γ) = f(t, γ), λ ∈ ZN
in the asymptotic region |tαi | ≫ 0 (1 ≤ i < N) is
(5.4) k〈δ,λ〉η(Tw0Y
w0(λ)T−1w0 )(γ)f(q
−λt, γ) = f(t, γ), λ ∈ ZN .
Lemma 5.1. Wκ ∈ K enjoys the following properties.
(i) f
(0)
κ (t, γ) :=Wκ(t, γ)Tw0 is a solution of (5.4).
(ii) ι(Wκ) =Wκ and τ(ι)f
(0)
κ = f
(0)
κ .
Proof. (i) Since η(Tw0Y
w0(λ)T−1w0 )(γ)Tw0 = γ
w0(λ)Tw0 for all λ ∈ Z
N , it suffices to
show that
Wκ(q
−λt, γ) = k−〈δ,λ〉γ−w0(λ)Wκ(t, γ), λ ∈ Z
N ,
which follows from (5.2).
(ii) Clearly ι(Wκ) = Wκ, i.e. Wκ(γ
−1, t−1) = Wκ(t, γ). Since Cι(Tw0) = Tw0 , it
follows that τ(ι)f
(0)
κ = f
(0)
κ . 
Observe that, more generally, Wκ ∈ K satisfies the q-difference equations
(5.5) Wκ(q
−λt, qµγ) = k−〈δ,λ+µ〉tw0(µ)γ−w0(λ)q−〈w0(λ),µ〉Wκ(t, γ), λ, µ ∈ Z
N .
5.2. The basic asymptotically free solution Φκ. We now gauge BqKZ byWκ ∈
K. Concretely, for λ, µ ∈ ZN we write
D(λ,µ)(t, γ) =Wκ(t, γ)
−1C(λ,µ)(t, γ)Wκ(q
−λt, qµγ)
as End(H0)-valued meromorphic functions in (t, γ) ∈ T × T . It is independent of
κ in view of (5.5). For f ∈ HK0 we have f ∈ SOL if and only if g := W
−1
κ f ∈ H
K
0
satisfies the holonomic system of q-difference equations
(5.6) D(λ,µ)(t, γ)g(q
−λt, qµγ) = g(t, γ), λ, µ ∈ ZN
as H0-valued rational functions in (t, γ) ∈ T × T .
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The existence of a solution Ψ ∈ HK0 of (5.6) admitting a convergent H0-valued
power series expansion
(5.7) Ψ(t, γ) =
∑
α,β∈Q+
Kα,βt
−αγβ, K0,0 = Tw0
in the asymptotic region |tαi | ≫ 0 and |γ−αi | ≫ 0 (1 ≤ i < N) is guaranteed by
the following properties of the gauged q-connection matrices D(λ,µ).
Consider the subring B := C[yα1 , . . . , yαN−1 ] of C[{1} × T ] = C[y±11 , . . . , y
±1
N ].
Write Q(B) for its quotient field and Q0(B) for the subring of Q(B) consisting of
rational functions which are analytic at the point yαj = 0 (1 ≤ j < N). We consider
Q0(A) ⊗ B and A⊗Q0(B) as subrings of C(T × T ) in the natural way.
Lemma 5.2. Set Ai = D(̟i,e) and Bi = D(e,̟i) for 1 ≤ i ≤ N .
(i) AN = BN = id on H
K
0 .
(ii) Ai ∈ (Q0(A)⊗ B)⊗ End(H0) and Bj ∈ (A⊗Q0(B))⊗ End(H0).
(iii) Set A
(0,0)
i ∈ End(H0) and B
(0,0)
j ∈ End(H0) for the value of Ai and Bj at
x−αr = 0 = yαs (1 ≤ r, s < N). For w ∈ SN we have
(5.8) A
(0,0)
i (Tw0Tw) =
{
0 if w−1w0(̟i) 6= w0(̟i),
Tw0Tw if w
−1w0(̟i) = w0(̟i)
and
(5.9) B
(0,0)
i (Tw0Tw) =
{
0 if w(̟i) 6= ̟i,
Tw0Tw if w(̟i) = ̟i.
Proof. (i) We only give the proof of AN = id. Since ̟N = π
N in W , we have
AN (t, γ) =Wκ(t, γ)
−1C(̟N ,e)(t, γ)Wκ(q
−̟N t, γ) = γ−̟N (η(π)(γ))N = id
where we use (5.5) and (4.5) for the second equality, and Lemma 4.1 and σN = e
for the third equality.
(ii) Note that
Ai(t, γ) = k
−〈δ,̟i〉γ−w0(̟i)C(̟i,e)(t, γ)
by (5.5). Since ̟i = π
iσ−i the cocycle property of C gives
Ai(t, γ) = k
−〈δ,̟i〉γ−w0(̟i)
(
η(π)(γ)
)i
C(σ−i,e)(π
−it, γ).
It follows from the explicit expressions for the cocycle values C(si,e) (1 ≤ i < N)
that the End(H0)-valued rational function C(σ−i,e)(π
−it, γ) in (t, γ) ∈ T ×T lies in
Q0(A)⊗ End(H0) (in particular, it is independent of γ). Furthermore, for w ∈ SN
γ−w0(̟i)
(
η(π)(γ)
)i(
Tw
)
= γw
−1w0(̟i)−w0(̟i)Tσiw
by Lemma 4.1, hence the End(H0)-valued regular function γ
−w0(̟i)
(
η(π)(γ)
)i
in γ ∈ T lies in B ⊗ End(H0). Consequently, Ai ∈ (Q0(A) ⊗ B) ⊗ End(H0).
The statement for Bj follows from this using the cocycle property C(e,̟j)(t, γ) =
CιC(̟j ,e)(γ
−1, t−1)Cι.
(iii) Recall that ξw = η(S˜
∗
w−1
)Te with S˜w the intertwiners of H (see Proposition
2.9). By induction on ℓ(w), using the explicit expression (2.8) of the intertwiners
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S˜i, it follows that ξw ∈ B ⊗H0 and that the value of ξw at y
αi = 0 (1 ≤ i < N) is
Tw ∈ H0. Set
A
(0)
i = Ai|x−α1=0,...,x−αN−1=0 ∈ B ⊗ End(H0).
By Corollary 4.6 and (5.5),
A
(0)
i = y
−w0(̟i)η(Tw0Y
w0(̟i)T−1w0 ).
Lemma 4.2 then gives
(5.10) A
(0)
i
(
η(Tw0)ξw
)
= yw
−1w0(̟i)−w0(̟i)η(Tw0)ξw, ∀w ∈ SN
as identities in B ⊗H0. Specializing (5.10) at y
αj = 0 (1 ≤ j < N) yields (5.8).
To prove (5.9) we consider
B˜
(0)
j = Bj |yα1=0,...,yαN−1=0 ∈ A⊗ End(H0).
It is the rational End(H0)-valued function
B˜
(0)
j (t) = t
w0(̟j)Cι
(
η(Tw0Y
w0(̟j)T−1w0 )(t
−1)
)
Cι
in t ∈ T . Denoting ξ˜w ∈ A ⊗ H0 for the rational H0-valued function ξw(t
−1) in
t ∈ T , it follows that
(5.11) B˜
(0)
j
(
Cιη(Tw0)ξ˜w
)
= x−w
−1w0(̟j)+w0(̟j)Cιη(Tw0)ξ˜w
for all w ∈ SN . The value of Cιη(Tw0)ξ˜w at x
−αi = 0 (1 ≤ i < N) is Cι(Tw0Tw).
In addition, Cι restricts to the anti-algebra involution on H0 mapping Tw to Tw−1
for w ∈ SN , hence
Cι(Tw0Tw) = Tw−1Tw0 = Tw0Tw0w−1w0 .
Formula (5.9) then follows from specializing (5.11) at x−αi = 0 (1 ≤ i < N) and
replacing w by w0w
−1w0 in the resulting formula. 
For ǫ > 0, put Bǫ := {t ∈ T | |t
αi | < ǫ, ∀i} and B−1ǫ := {t ∈ T | t
−1 ∈ Bǫ}.
Theorem 5.3. There exists a unique solution Ψ ∈ HK0 of the gauged equations
(5.6) satisfying, for some ǫ > 0,
(i) Ψ(t, γ) admits an H0-valued power series expansion
(5.12) Ψ(t, γ) =
∑
α,β∈Q+
Kα,βt
−αγβ, (Kα,β ∈ H0)
for (t, γ) ∈ B−1ǫ × Bǫ which is normally convergent on compacta of B
−1
ǫ × Bǫ. In
particular, Ψ(t, γ) is analytic at (t, γ) ∈ B−1ǫ ×Bǫ;
(ii) K0,0 = Tw0 .
Proof. It follows from the previous lemma that the commuting endomorphisms
A
(0,0)
i , B
(0,0)
j ∈ End(H0) (1 ≤ i, j < N) are semisimple. For a, b ∈ C
N−1 set
H0[(a, b)] = {v ∈ H0 | A
(0,0)
i v = aiv and B
(0,0)
j v = bjv (1 ≤ i, j < N)},
so that H0 =
⊕
(a,b)∈S H0[(a, b)] with S the finite set of (a, b) ∈ C
N−1 × CN−1
for which H0[(a, b)] 6= 0. By the previous lemma, (1
N−1, 1N−1) ∈ S and we have
H0[(1
N−1, 1N−1)] = spanC{Tw0}. Furthermore, ai, bi 6∈ q
−N for all (a, b) ∈ S
and i. Under these conditions, the holonomic system of q-difference equations (5.6)
admits a unique solution Ψ satisfying the desired properties; see Theorem 8.6 in the
appendix (to show that the gauged BqKZ falls in the class of holonomic systems of
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q-difference equations to which Theorem 8.6 applies, one should takeM = 2(N−1),
qi = q for 1 ≤ i < N and variables zi = x
−αi and zN−1+j = y
αj for 1 ≤ i, j < N in
the appendix). 
Remark 5.4. In a small neighborhood of a fixed (t′, γ′) ∈ T × T , the meromorphic
solution Ψ of (5.6) can be expressed in terms of the power series expansion (5.12)
by the formula
Ψ(t, γ) = D(λ,µ)(t, γ)Ψ(q
−λt, qµγ)
= D(λ,µ)(t, γ)
∑
α,β∈Q+
Kα,β(q
−λt)−α(qµγ)β,
where λ, µ ∈ ZN are such that (q−λt′, qµγ′) ∈ B−1ǫ ×Bǫ.
Definition 5.5. We call Φκ :=WκΨ ∈ SOL the basic asymptotically free solution
of BqKZ.
Note that Φκ ∈ F
×Φκ′ for κ, κ
′ ∈ C×. The κ-flexibility will come in handy when
we consider specializations of Φκ. In the following subsections, we derive various
properties of the basic asymptotically free solution Φκ.
5.3. Duality.
Theorem 5.6. The basic asymptotically free solution Φκ of BqKZ is self-dual, in
the sense that
τ(ι)Φκ = Φκ.
Proof. SOL is SN -invariant, hence τ(ι)Φκ ∈ SOL. In addition,
τ(ι)Φκ =Wκ(τ(ι)Ψ)
because ι(Wκ) = Wκ. Hence τ(ι)Ψ is a solution of the gauged equations (5.6)
having a convergent H0-valued power series expansion
(τ(ι)Ψ)(t, γ) = CιΨ(γ
−1, t−1) =
∑
α,β∈Q+
Cι(Kα,β)γ
αt−β
for (t, γ) ∈ B−1ǫ ×Bǫ. Since Cι(K0,0) = Cι(Tw0) = Tw0 , we conclude from Theorem
5.3 that τ(ι)Ψ = Ψ, hence τ(ι)Φκ = Φκ. 
5.4. Singularities. Define
Λ = {λ ∈ ZN | λ1 ≥ λ2 ≥ · · · ≥ λN} =
N−1⊕
i=1
Z≥0̟i ⊕ Z̟N ,
i.e., Λ consists of the λ ∈ ZN such that 〈λ, α〉 ∈ Z≥0 for all α ∈ R+. Set
S+ := {t ∈ T | t
α ∈ k−2q−N for some α ∈ R+}.
Write Ψ(t, γ) =
∑
α∈Q+
Γα(γ)t
−α for (t, γ) ∈ B−1ǫ ×Bǫ, where Γα is the H0-valued
analytic function on Bǫ defined by the H0-valued power series
Γα(γ) :=
∑
β∈Q+
Kα,βγ
β.
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Lemma 5.7. The Γα (α ∈ Q+) extend uniquely to a meromorphic H0-valued
function on T , analytic at T \ S+, such that Ψ(t, γ) admits an H0-valued power
series expansion
Ψ(t, γ) =
∑
α∈Q+
Γα(γ)t
−α
for (t, γ) ∈ B−1ǫ × T \ S+, converging normally on compacta of B
−1
ǫ × T \ S+.
Proof. Using Lemma 5.2 we write for µ ∈ Λ,
D(e,µ)(t, γ) =
∑
β∈Q+
Fµβ (γ)t
−β
with Fµβ ∈ Q0(B)⊗ End(H0) for all β ∈ Q
∨
+. Note that F
µ
β ≡ 0 for all but finitely
many β ∈ Q+.
We first show that Fµβ (γ) is regular at γ ∈ T \ S+. By (5.5) and by the cocycle
property, Fµβ (γ) is regular at γ = ζ if C(e,̟j)(·, q
νγ) ∈ C[T ]⊗ End(H0) is regular
at γ = ζ for all 1 ≤ j ≤ N and ν ∈ Λ. The latter statement follows from the fact
that Ri(z) has only a (simple) pole at z = k
−2 and from the explicit expression
C(e,̟j)(t, γ) = Cι
(
η(π)(t−1)
)j
(RN−j(qγ1/γN ) · · ·R2(qγ1/γj+2)R1(qγ1/γj+1))
× · · · × (RN−2(qγj−1/γN ) · · ·Rj(qγj−1/γj+2)Rj−1(qγj−1/γj+1))
× (RN−1(qγj/γN ) · · ·Rj+1(qγj/γj+2)Rj(qγj/γj+1))Cι,
(5.13)
which follows from Lemma 4.5(ii) and the cocycle property of C.
Let U ⊂ T \S+ be a relatively compact open subset. Choose µ ∈ Λ such that the
closure of qµU is contained in Bǫ, where q
µU := {qµγ | γ ∈ U}. As meromorphic
H0-valued function in (t, γ) ∈ B
−1
ǫ × U , we have
Ψ(t, γ) = D(e,µ)(t, γ)Ψ(t, q
µγ)
=
∑
α,β∈Q+
Fµβ (γ)
(
Γα(q
µγ)
)
t−α−β
=
∑
α∈Q+
( ∑
β∈Q+:α−β∈Q+
Fµβ (γ)
(
Γα−β(q
µγ)
))
t−α,
with the sums converging normally on compacta of B−1ǫ × U (note that the sums
over β are finite). It follows that Γα (α ∈ Q+) has a unique H0-valued meromorphic
extension to T which, on U , is given by
(5.14) Γα(γ) =
∑
β∈Q+:α−β∈Q+
Fµβ (γ)
(
Γα−β(q
µγ)
)
,
such that Ψ on B−1ǫ × U admits the power series expansion
Ψ(t, γ) =
∑
α∈Q+
Γα(γ)t
−α,
which converges normally on compacta of B−1ǫ ×U . It follows from (5.14) and the
previous paragraph that Γα is analytic on T \ S+. 
The arguments from the proof of Lemma 5.7, applied to both torus variables of
Ψ(t, γ) at the same time, directly lead to the following result.
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Proposition 5.8. The H0-valued meromorphic function Ψ(t, γ) is analytic at (t, γ) ∈
T \ S−1+ × T \ S+.
For specialized spectral parameter, we obtain the following result.
Proposition 5.9. Let ζ ∈ T \ S+.
(i) The H0-valued meromorphic function Ψ(t, γ) in (t, γ) ∈ T ×T can be specialized
at γ = ζ, giving rise to a meromorphic H0-valued function Ψ(t, ζ) in t ∈ T . It has
the power series expansion
Ψ(t, ζ) =
∑
α∈Q+
Γα(ζ)t
−α
for t ∈ B−1ǫ , normally converging on compacta of B
−1
ǫ .
(ii) Ψ(t, ζ) satisfies the gauged q-difference equations
(5.15) D(λ,e)(t, ζ)Ψ(q
−λt, ζ) = Ψ(t, ζ), ∀λ ∈ ZN .
Proof. (i) Restricting to t ∈ B−1ǫ for ǫ > 0 small enough, the statement is correct by
Lemma 5.7. If t′ ∈ T is arbitrary then there exists a λ ∈ Λ such that q−λt′ ∈ B−1ǫ .
For t ∈ T in a small neighborhood of t′ we then have
Ψ(t, γ) = D(λ,e)(t, γ)Ψ(q
−λt, γ).
Since D(λ,e) ∈ (Q0(A)⊗B)⊗End(H0) by Lemma 5.2(ii) the statement now follows
in a small open neighborhood of t′.
(ii) Specializing the gauged q-difference equations D(λ,e)(t, γ)Ψ(q
−λt, γ) = Ψ(t, γ)
(λ ∈ ZN ) to γ = ζ yields the desired result. 
5.5. Evaluation formula. We write
(
z; q
)
∞
=
∏∞
m=0(1 − q
mz) for the q-shifted
factorial. Recall the power series expansion Ψ(t, γ) =
∑
α∈Q+
Γα(γ)t
−α for |tαi | ≫
0 (1 ≤ i < N) from Subsection 5.4. We call the following result the evaluation for-
mula for the basic asymptotically free solution Φκ =WκΨ of BqKZ, since it implies
the celebrated evaluation formula for the Macdonald polynomials (see Subsection
7.4).
Theorem 5.10. We have
Γ0(γ) = K(γ)Tw0
with K ∈ M(T ) explicitly given by
(5.16) K(γ) :=
∏
1≤i<j≤N
(
qγi/γj ; q
)
∞(
qk2γi/γj; q
)
∞
.
Proof. We use the notations of Lemma 5.2. Recall that Ψ satisfies the gauged
q-difference equations
Ai(t, γ)Ψ(q
−̟it, γ) = Ψ(t, γ)
for 1 ≤ i ≤ N . In view of the proof of Lemma 5.2 and Lemma 5.7, it reduces in the
limit |t−αi | → 0 (1 ≤ i < N) to
γ−w0(̟i)η(Tw0Y
w0(̟i)T−1w0 )(γ)Γ0(γ) = Γ0(γ)
for 1 ≤ i ≤ N , as H0-valued meromorphic functions in γ ∈ T . This forces Γ0(γ) =
K(γ)η(Tw0)ξe(γ) = K(γ)Tw0 for some K ∈M(T ); see Lemma 4.2.
It remains to show that K is explicitly given by (5.16). Write L(γ) for the
right hand side of (5.16). Then L ∈ M(T ) is characterized by the following three
properties:
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(i) for some ǫ > 0 we have a power series expansion
L(γ) =
∑
α∈Q+
lαγ
α
for γ ∈ Bǫ, converging normally on compacta of Bǫ;
(ii) l0 = 1; and
(iii) L(γ) satisfies the q-difference equations∏
1≤r≤j
j+1≤s≤N
1− qγr/γs
1− qk2γr/γs
L(q̟jγ) = L(γ), 1 ≤ j ≤ N.
It thus suffices to show that K(γ) satisfies the three properties (i)–(iii). It is clear
that K ∈M(T ) satisfies (i); see Subsection 5.4. Theorem 5.3(ii) implies (ii) for K.
What remains is the verification of the q-difference equations (iii) for K. Using the
notations of Lemma 5.2, we write
B
(0)
j := Bj |x−α1=0,...,x−αN−1=0 ∈ Q0(B)⊗ End(H0).
We view B
(0)
j (γ) as an End(H0)-valued meromorphic function in γ ∈ T . Taking
the limit |t−αi | → 0 (1 ≤ i < N) in the gauged q-difference equations
Bj(t, γ)Ψ(t, q
̟jγ) = Ψ(t, γ), 1 ≤ j ≤ N
and using Γ0(γ) = K(γ)Tw0 we obtain
K(q̟jγ)B
(0)
j (γ)Tw0 = K(γ)Tw0
for 1 ≤ j ≤ N , as meromorphicH0-valued functions in γ ∈ T . WritingB
(0)
j (γ)Tw0 =∑
w∈SN
ajw(γ)Tw with a
j
w ∈ M(T ) it thus suffices to show that
(5.17) ajw0(γ) =
∏
1≤r≤j
j+1≤s≤N
1− qγr/γs
1− qk2γr/γs
= k−〈δ,̟j〉
∏
1≤r≤j
j+1≤s≤N
ck(qγr/γs)
−1
for 1 ≤ j ≤ N , where the second equality follows from a direct computation using
the explicit expression (2.5) of ck.
By (5.5) we have
Bj(t, γ) = k
−〈δ,̟j〉tw0(̟j)C(e,̟j)(t, γ)
and C(e,̟j)(t, γ) is given explicitly by (5.13). Since Ri(z) = ck(z)
−1(η(Ti)− k)+ 1,
Lemma 4.1 and the reduced expression (4.8) for σi imply that
Bj(t, γ)Tw0 = k
−〈δ,̟j〉tw0(̟j)Cι(η(π)(t
−1))j
( ∑
w≤σ−j
bjw(γ)Tww0
)
with ≤ the Bruhat order on SN and with
bj
σ−j
(γ) =
∏
1≤r≤j
j+1≤s≤N
ck(qγr/γs)
−1.
By Lemma 4.1 we have
tw0(̟j)Cι(η(π)(t
−1))jTww0 = t
w0(̟j)−w0w
−1w0(̟j)Tw0w−1σ−j .
Hence
B
(0)
j (γ)Tw0 = k
−〈δ,̟j〉
∑
w
bjw(γ)Tw0w−1σ−j ,
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with the sum running over w ∈ SN satisfying w ≤ σ
−j and w(̟j) = w0(̟j). In
particular, ajw0(γ) = k
−〈δ,̟j〉bj
σ−j
(γ). This completes the proof of (5.17). 
5.6. Consistency of the bispectral quantum KZ equations. In this subsec-
tion, we show that BqKZ is a consistent system of q-difference equations, i.e.,
dimF(SOL) = dimC(H0), by explicitly constructing an F-basis of SOL. Since the
q-connection matrices C(λ,µ)(t, γ) (λ, µ ∈ Z
N ) depend rationally on (t, γ) ∈ T × T ,
the consistency of BqKZ follows also from the abstract arguments in [13, §5].
We start with a preliminary lemma on the cocycle values C(e,w) for w ∈ SN .
Lemma 5.11. Let w ∈ SN . We have C(e,w) ∈ Q0(B)⊗ End(H0) and
C
(0)
(e,w)(h) = k
−ℓ(w)hTw−1, h ∈ H0,
where
C
(0)
(e,w) = C(e,w)|yα1=0,...,yαN−1=0 ∈ End(H0).
Proof. Let w = si1si2 · · · sir be a reduced expression for w ∈ SN (1 ≤ ij < N) and
write βj := si1 · · · sij−1 (αij ) ∈ R+ for 1 ≤ j ≤ r, where β1 should be read as αi1 .
By Subsection 4.2 and the cocycle property, we have
C(e,w)(t, γ) = CιC(w,e)(γ
−1, t−1)Cι = Cι
(
Rir (γ
βr) · · ·Ri2(γ
β2)Ri1(γ
β1)
)−1
Cι.
From the expression for Ri(z) it now follows that C(e,w) ∈ Q0(B)⊗End(H0). Since
limz→0Ri(z) = kη(T
−1
i ) we furthermore have
C
(0)
(e,w) = k
−ℓ(w)Cιη(Tw)Cι.
The map Cι is the K-linear extension of the anti-algebra involution of H0 mapping
Tw to Tw−1 . Hence C
(0)
(e,w)(h) = k
−ℓ(w)hTw−1 for h ∈ H0. 
Define U ∈ End(H0)
K := K⊗ End(H0) by
(5.18) U
(
k−ℓ(w)Tw0Tw−1
)
= τ(e, w)Φκ, w ∈ SN .
Since SOL is SN -invariant, U is an End(H0)-valued solution of the BqKZ, i.e.
C(λ,µ)(t, γ)U(q
−λt, qµγ) = U(t, γ), λ, µ ∈ ZN
as End(H0)-valued meromorphic functions in (t, γ) ∈ T × T .
Lemma 5.12. U ∈ End(H0)
K is invertible.
Proof. Using the natural identification End(H0)
K ≃ EndK(H
K
0 ) as K-algebras, we
need to verify that U ∈ GLK(H
K
0 ).
Set Φw := τ(e, w)Φκ and Ψw := τ(e, w)Ψ for w ∈ SN , so that Φw(t, γ) =
Wκ(t, w
−1γ)Ψw(t, γ). Since C(e,w)(t, γ) is independent of t ∈ T , we simply write it
as C(e,w)(γ). Recall the W -invariant subset S ⊂ T (see (4.6)), which contains S+.
By Lemma 4.4 and Lemma 5.7, we have for some ǫ > 0 the power series expansion
Ψw(t, γ) =
∑
α∈Q+
C(e,w)(γ)
(
Γα(w
−1γ)
)
t−α
for (t, γ) ∈ B−1ǫ ×T \S, converging normally on compacta of B
−1
ǫ ×T \S. We write
Γwα (γ) := C(e,w)(γ)
(
Γα(w
−1γ)
)
in the remainder of the proof. It is a meromorphic
function in γ ∈ T , analytic on T \S, and the power series expansion of Ψw becomes
(5.19) Ψw(t, γ) =
∑
α∈Q+
Γwα (γ)t
−α.
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Observe that
Γw0 (γ)→ C
(0)
(e,w)(Tw0) = k
−ℓ(w)Tw0Tw−1,
in the limit γαi → 0 (1 ≤ i < N), in view of the previous lemma.
Write U = V Ξ with V,Ξ the K-linear endomorphisms of HK0 given by
Ξ
(
k−ℓ(w)Tw0Tw−1
)
(t, γ) =Wκ(t, w
−1γ)k−ℓ(w)Tw0Tw−1 ,
V
(
k−ℓ(w)Tw0Tw−1
)
= Ψw,
for w ∈ SN . Since Ξ ∈ GLK(H
K
0 ) it suffices to show that V ∈ GLK(H
K
0 ). Let M
be the matrix of V with respect to the K-basis k−ℓ(w)Tw0Tw−1 (w ∈ SN) of H
K
0 .
Now fix ζ ∈ T \ S such that ζα /∈ qZ for all α ∈ R. The matrix M(t, γ) may be
specialized at γ = ζ and the limit of M(t, ζ) as t−αi → 0 (1 ≤ i < N) exists. We
write M (0)(ζ) for the limit and V (0)(ζ) for the corresponding linear endomorphism
of H0. We then have
V (0)(ζ)
(
k−ℓ(w)Tw0Tw−1
)
= Γw0 (ζ) = K(w
−1ζ)C(e,w)(ζ)Tw0 ,
with K(γ) given by (5.16). Note that K(w−1ζ) 6= 0 since ζα /∈ qZ for all α ∈ R.
By the explicit expression for the cocycle value C(e,w)(ζ) ∈ End(H0) (see the proof
of the previous lemma) we have
C(e,w)(ζ)(Tw0) =
∑
v≤w
awv (ζ)Tw0Tv−1 ,
with aww(ζ) 6= 0 and with ≤ the Bruhat order on SN . This implies that V
(0)(ζ) is a
linear automorphism of H0, hence det(M
(0)(ζ)) 6= 0. Consequently, det(M) ∈ K×
and V ∈ GLK(H
K
0 ). 
Proposition 5.13. (i) U ′ ∈ End(H0)
K is an End(H0)-valued meromorphic solu-
tion of BqKZ if and only if U ′ = UF for some F ∈ End(H0)
F.
(ii) U , viewed as K-linear endomorphism of HK0 , restricts to an F-linear isomor-
phism U : HF0 → SOL.
(iii) {τ(e, w)Φκ}w∈SN is an F-basis of SOL.
Proof. (i) If U ′ is an End(H0)-valued meromorphic solution of BqKZ then, since U
is invertible, we have for all λ, µ ∈ ZN ,
U(q−λt, qµγ)−1U ′(q−λt, qµγ) = U(t, γ)−1U ′(t, γ).
Hence U ′ = UF with F ∈ End(H0)
F. The converse implication is clear.
(ii) By the previous lemma we have U : HF0 →֒ SOL. It is surjective, since for
g ∈ SOL, f := U−1g ∈ HK0 satisfies f(q
−λt, qµγ) = f(t, γ) for all λ, µ ∈ ZN (cf. the
proof of (i)), hence f ∈ HF0 .
(iii) This is clear from (ii) and from the definition of U . 
By Proposition 5.9 and by the proofs of Lemma 5.12 and Proposition 5.13 we
obtain the following consistency statement for the quantum KZ equation (4.10)
with specialized central character (see [7] and [9]). Recall the W -invariant subset
S ⊂ T given by (4.6). Recall furthermore that C(e,w)(t, γ) for w ∈ SN only depends
on γ, so we simply write it as C(e,w)(γ).
Corollary 5.14. Fix ζ ∈ T \ S such that ζα /∈ qZ for all α ∈ R. For generic
κ ∈ C×, the H0-valued meromorphic functions
(
τ(e, w)Φκ
)
(t, γ) in (t, γ) ∈ T × T
(w ∈ SN ) can be specialized at γ = ζ, giving rise to
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(i) a basis {C(e,w)(ζ)Φκ(·, w
−1ζ)}w∈SN of SOLζ over E(T );
(ii) an invertible End(H0)-valued meromorphic solution Uζ of the quantum KZ
equations (4.10), where Uζ ∈ End(H0)
M(T ) is explicitly defined by
Uζ(k
−ℓ(w)Tw0Tw−1) := C(e,w)(ζ)Φκ(·, w
−1ζ), w ∈ SN .
6. The correspondence with bispectral problems
For a finite dimensional affine Hecke algebra module M , Cherednik [7, Thm.
4.2] derived, for arbitrary root systems, a correspondence between solutions of the
quantum affine KZ equations associated toM and solutions of a system of (possibly
matrix-valued) q-difference equations. This correspondence was considered before
in [6, Thm. 3.4] for a special class of modules M , in which case the corresponding
q-difference operators contain the Macdonald q-difference operator (the latter ob-
servation is due to Cherednik [6, Thm. 4.4] for GLN , and due to Kato [26, Thm.
4.6] and Cherednik [7] for general root systems). In the classical setting (q = 1) it
goes back to Matsuo [35].
In the present GLN setting, withM =M(ζ) the minimal principal series module
with specialized central character ζ ∈ T , these constructions give rise to an explicit
map χ+ (independent of ζ) from the solution space SOLζ of the quantum KZ
equation (4.10) to the solution space of the spectral problem for the commuting
Ruijsenaars’ [39] trigonometric q-difference operators with spectral parameter ζ−1,
see [6, Thm. 4.4] (for GLN the Macdonald q-difference operators coincide with the
Ruijsenaars’ operators). We recall this result in detail in Subsection 6.4.
In this section we investigate the map χ+ when applied to solutions of the bis-
pectral extension of the quantum KZ equations; see Subsection 3.2. In order to
do so, we need to replace in the correspondence as described in the previous para-
graph, the role of M(ζ) by the infinite dimensional, formal principal series module
of H as defined in Subsection 4.1. We then show that the same map χ+ gives rise
to an embedding of the solution space SOL of BqKZ into the solution space of a
bispectral problem for the Ruijsenaars operators. The techniques employed in this
section are analogous to the ones for the usual correspondence (see [9, Chpt. 1]).
For the convenience of the reader we provide full details of the arguments involved.
We fix κ ∈ C× throughout Subsections 6.1-6.3.
6.1. The monodromy cocycle. Observe that F ∈ End(H0)
K is a End(H0)-
valued meromorphic solution of BqKZ if and only if
τ(w)F = F, w ∈ ZN × ZN ,
where the W-action τ on End(H0)
K is defined by
(τ(w)F )(t, γ) := Cw(t, γ)(wF )(t, γ) = Cw(t, γ)F (w
−1(t, γ))
for w ∈W and F ∈ End(H0)
K, viewed as identities between End(H0)-valued mero-
morphic functions in (t, γ) ∈ T × T .
By Proposition 5.13(i), given an End(H0)-valued meromorphic solution F of
BqKZ, there exists a unique G ∈ End(H0)
F such that F = UG. Accordingly,
G describes the deviation of F from the fundamental solution U of BqKZ, and
therefore can be thought of as a connection matrix. We will consider the special
cases when F are the End(H0)-valued meromorphic solutions τ(w)U (w ∈ W) of
BqKZ.
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For w ∈W we set
Tw := U
−1(τ(w)U) ∈ End(H0)
F,
that is, Tw (w ∈W) is the unique element of End(H0)
F such that
τ(w)U = UTw.
Note that End(H0)
F is a W-stable subalgebra of End(H0)
K with respect to the
action (wF )(t, γ) = F (w−1(t, γ)). The following lemma now shows that the Tw
(w ∈W) define a cocycle of W with values in the group of units of End(H0)
F.
Lemma 6.1. (i) Tw = id for w ∈ Z
N × ZN .
(ii) For w,w′ ∈W we have the cocycle relation
Tww′ = Tww(Tw′)
in End(H0)
F.
Proof. (i) This follows immediately from the fact that U is an End(H0)-valued
meromorphic solution of BqKZ.
(ii) Note that Tw = U
−1Cww(U) for w ∈ W. By the cocycle condition for Cw ∈
End(H0)
K, which reads in the present notations as Cww′ = Cww(Cw′ ) for w,w
′ ∈W,
we have
Tww′ = U
−1Cww′ww
′(U) = U−1Cww(Cw′w
′(U))
= U−1Cww(U)w(U
−1Cw′w
′(U)) = Tww(Tw′)
for all w,w′ ∈W. 
Definition 6.2. In analogy with the terminology in [9, §1.3.3] for the quantum KZ
equation, we call {Tw}w∈W the monodromy cocycle of the BqKZ.
Remark 6.3. Connection matrices and Riemann-Hilbert problems for ordinary lin-
ear q-difference equations have been extensively studied; see, e.g., [3] and [41]. For
quantum KZ equations, connection matrices have been computed explicitly in, e.g.,
[20], [14, §12], and [27].
6.2. The correspondence. Consider the algebra C(T × T )#W, where W acts as
field automorphisms on C(T × T ) by the formula (3.1). Recall that C(T × T )#W
naturally acts on K. We write Df for the action of D ∈ C(T × T )#W on f ∈ K.
We have a representation ϑ : C(T × T )#W→ End(End(H0)
K) given by
ϑ(f)F = fF, f ∈ C(T × T ),
ϑ(w)F = w(F ), w ∈W
for F ∈ End(H0)
K. Let D be the subalgebra C(T ×T )#(ZN×ZN ) of C(T ×T )#W.
Under the natural action of C(T ×T )#W on C(T ×T ), the subalgebra D identifies
with the algebra of q-difference operators on T × T with rational coefficients.
Set H∗0 := Hom(H0,C). We will regard a linear functional χ ∈ H
∗
0 also as an
element of HomK(H
K
0 ,K) by K-linear extension. For F ∈ End(H0)
K, denote
φFχ,v := χ(Fv) ∈ K, χ ∈ H
∗
0 , v ∈ H0
for its matrix coefficients. Note that for anyD ∈ C(T×T )#W, χ ∈ H∗0 and v ∈ H0,
(6.1) DφFχ,v = φ
ϑ(D)F
χ,v
for all F ∈ End(H0)
K.
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Lemma 6.4. For w ∈W we have
ϑ(w)U = C−1w UTw.
In particular, ϑ(w)U = C−1w U for w ∈ Z
N × ZN .
Proof. For w ∈W
ϑ(w)U = w(U) = C−1w (τ(w)U) = C
−1
w UTw.
The second claim follows from the fact that Tw = id for w ∈ Z
N × ZN . 
We now are going to look for a particular linear functional χ such that the matrix
coefficients φUχ,v (v ∈ H0) of U solves a bispectral problem with respect to two
commuting families of Ruijsenaars’ trigonometric q-difference operators (one family
acting on the first torus component, the second on the second torus component). In
view of (6.1) and the previous lemma, to obtain q-difference equations for φχ,v we
have to deal with the cocycle value Cw and the monodromy matrix Tw in the
equations wφUχ,v = φ
C−1w UTw
χ,v . It is convenient to postpone the analysis of the
monodromy cocycle by initially absorbing it into the action ϑ of C(T × T )#W
via the twisted algebra homomorphism
ϑT : C(T × T )#W→ End(End(H0)
K),
defined by
ϑT (f)F = fF, f ∈ C(T × T ),
ϑT (w)F = w(F )T
−1
w , w ∈W
for F ∈ End(H0)
K. Note that ϑT is indeed an algebra homomorphism, thanks to
the cocycle condition for T . Moreover, ϑT |D = ϑ|D.
For D ∈ C(T × T )#W we will occasionally use the notations
(6.2) D =
∑
w∈W
dww =
∑
v∈SN
Dvv,
where dw ∈ C(T ×T ) (w ∈W) and Dv =
∑
u∈ZN×ZN duvu ∈ D (v ∈ SN ). Reformu-
lating (6.1) and Lemma 6.4 in terms of the twisted action ϑT yields the following
result.
Lemma 6.5. (i) For w ∈W we have
ϑT (w)U = C
−1
w U.
(ii) For D ∈ C(T × T )#W we have
φϑT (D)Uχ,v =
∑
v∈SN
Dv(φ
C−1v U
χ,v )
for all χ ∈ H∗0 and v ∈ H0.
Proof. (i) This is clear from Lemma 6.4 and the definition of ϑT .
(ii) By Lemma 6.4 and (6.1), we obtain
φϑT (D)Uχ,v =
∑
v∈SN
φϑ(Dv)ϑT (v)Uχ,v =
∑
v∈SN
Dv(φ
ϑT (v)U
χ,v ).
The result now follows from (i). 
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We define the restriction map Res: C(T ×T )#W→ D to be the C(T ×T )-linear
map
Res(D) :=
∑
v∈SN
Dv, D ∈ D.
Lemma 6.4(ii) implies that if we have a linear functional χ+ ∈ H
∗
0 such that
χ+(C
−1
v U) = χ+(U) for all v ∈ SN , then the corresponding matrix coefficients
φUχ+,v (v ∈ H0) satisfy
(6.3) Res(D)(φUχ+ ,v) = φ
ϑT (D)U
χ+,v
for all D ∈ C(T × T )#W.
Lemma 6.6. Define χ+ ∈ H
∗
0 by χ+(Tw) = k
ℓ(w) for all w ∈ SN . Then
χ+(C
−1
v F ) = χ+(F )
for F ∈ End(H0)
K and v ∈ SN .
Proof. Since Cι(Tw) = Tw−1 for w ∈ SN we have χ+ ◦ Cι = χ+. By the cocycle
condition for Cw (w ∈ SN ) it remains to prove that χ+ ◦C(si,e) = χ+ for 1 ≤ i < N .
But this follows from the expression C(si,e)(t, γ) = ck(ti/ti+1)
−1(η(Ti)− k)+ 1 (see
Lemma 4.3) since
(6.4) χ+((Ti − k)h) = 0
for 1 ≤ i < N and h ∈ H0. 
If D ∈ C(T × T )#W satisfies ϑT (D)U = λU for some λ ∈ K, then it follows
from (6.3) that the matrix coefficients φUχ+,v (v ∈ H0) are eigenfunctions of Res(D)
with eigenvalue λ. We will now construct such a commuting family of D’s. It leads
to the interpretation of the φχ+,v (v ∈ H0) as solutions of a bispectral problem.
The appropriate elements D ∈ C(T ×T )#W are obtained as images of elements
from the center Z(H) of the affine Hecke algebra H under the faithful algebra
homomorphism ρ from Theorem 2.4. Since we aim at a bispectral version, we will
interpret ρ as algebra map ρ : H → C(T × T )#W in two different ways. We have,
on the one hand, the algebra homomorphism
ρxk−1,q : H(k
−1)→ C(T × T )#W,
which is the map ρk−1,q from Theorem 2.4, interpreted as algebra homomorphism
from H(k−1) to the subalgebra C(T × {1})#(W × {e}) of C(T × T )#W. On the
other hand, we have an algebra homomorphism
ρy
k,q−1
: H(k)→ C(T × T )#W,
defined as the map ρk,q−1 from Theorem 2.4, interpreted as algebra homomorphism
from H(k) to the subalgebra C({1} × T )#({e} ×W ) of C(T × T )#W. Note that
they can be combined into an algebra homomorphism
ρxk−1,q × ρ
y
k,q−1
: H(k−1)⊗H(k)→ C(T × T )#W.
Definition 6.7. (i) For h ∈ H(k−1), define
Dxh := ρ
x
k−1,q(h) ∈ C(T × T )#W.
(ii) For h ∈ H(k), define
Dyh := ρ
y
k,q−1
(h) ∈ C(T × T )#W.
32 MICHEL VAN MEER AND JASPER V. STOKMAN
Remark 6.8. Let ◦ : H(k−1)→ H(k) be the algebra isomorphism defined by π◦ = π
and T ◦i = T
−1
i for 1 ≤ i < N . Then
(6.5) Dyh◦ = ιD
x
hι, ∀h ∈ H(k
−1).
This follows by verifying the identity
ρy
k,q−1
(h◦) = ιρxk−1,q(h)ι
for the algebraic generators π and Ti (1 ≤ i < N) of H(k
−1) using Theorem 2.4.
Recall the formal principal series representation, encoded by the algebra homo-
morphism η : H(k)→ End(H0)
K (see Subsection 4.1).
Proposition 6.9. (i) For h ∈ H(k−1) we have
(6.6) ϑT (D
x
h)U = η(h
†)U,
where † : H(k−1)→ H(k) is the unique anti-algebra isomorphism satisfying
T †i = T
−1
i , π
† = π−1
for 1 ≤ i < N .
(ii) For h ∈ H(k) we have
(6.7) ϑT (D
y
h)U = Cιι
(
η(h‡)
)
CιU,
where ‡ : H(k)→ H(k) is the unique anti-algebra involution satisfying
T ‡i = Ti, π
‡ = π−1
for 1 ≤ i < N (note that † = ‡ ◦ ◦).
Proof. (i) We first show that it suffices to prove (6.6) for algebraic generators of
H(k−1). Indeed, if (6.6) is valid for h, h′ ∈ H(k−1), then we have
ϑT (D
x
hh′)U = ϑT (D
t
h)ϑT (D
x
h′)U = ϑT (D
x
h)η(h
′†)U
= η(h′†)ϑT (D
x
h)U = η(h
′†)η(h†)U
= η((hh′)†)U,
where the third equality follows since [ϑT (D
x
h), η(h
′†)] = 0 as endomorphisms of
EndK(H
K
0 ) (here η(h
′†) should be viewed as element in End
(
End(H0)
K
)
by left
multiplication). Indeed, since η(h′†)(t, γ) does not depend on the torus parameter
t ∈ T , it commutes with ϑT (D
x
h) ∈ ϑT (C(T × {1})#(W × {e})) (which involves,
besides the action ofW×{e}, only right multiplication by the monodromy cocycle).
So it remains to verify (6.6) for h = π ∈ H(k−1) and for h = Ti ∈ H(k
−1)
(1 ≤ i < N). For h = π ∈ H(k−1) we have
ϑT (D
x
π)U = ϑT ((π, e))U = C
−1
(π,e)U = η(π
†)U,
where the last equality follows from (4.5). For h = Ti ∈ H(k
−1) (1 ≤ i < N), we
have
ϑT (D
x
Ti
)U = (k−1 − ck(xi+1/xi))U + ck(xi+1/xi)ϑT ((si, e))U
= (k−1 − ck(xi+1/xi)U + ck(xi+1/xi)C
−1
(si,e)
U
= η(T †i )U,
where we used that ck−1(z
−1) = ck(z) in the first equality, while the second equality
follows from Lemma 6.5(i) and the third equality from Lemma 4.3.
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(ii) Unfortunately it is not possible to derive (ii) directly from (i) and from (6.5).
Instead, one has to repeat the steps of the proof of (i). It again amounts to verifying
(6.7) for h = π ∈ H(k) and for h = Ti ∈ H(k) (1 ≤ i < N). We show the second
case, the first case is left to the reader.
Let 1 ≤ i < N . Then we have for Ti ∈ H(k),
ϑT (D
y
Ti
)U = (k − ck(yi/yi+1))U + ck(yi/yi+1)ϑT ((e, si))U
= (k − ck(yi/yi+1))U + ck(yi/yi+1)C
−1
(e,si)
U.
(6.8)
Since
C(e,si) = Cιι(C(si,e))Cι
by the cocycle condition (recall Remark 3.5) and since C2ι = id and C(si,e)(t, γ)
−1 =
C(si,e)(sit, γ), Lemma 4.3 implies that
C−1(e,si) = ck(yi/yi+1)
−1(Cιι(η(Ti))Cι − k) + 1.
Substituting in (6.8) gives ϑT (D
y
Ti
)U = Cιι(η(T
‡
i ))CιU , as desired. 
The following lemma plays an important role in the bispectral version of the
correspondence. Recall that the center Z(H) of the affine Hecke algebra H is given
by CY [T ]
SN (Bernstein, see [30]).
Lemma 6.10. For p ∈ C[T ]SN we have
p(Y )† = p(Y −1), p(Y )‡ = p(Y −1).
Proof. By (2.4) it immediately follows that Y †i = Y
−1
i for 1 ≤ i ≤ N . This implies
the first formula.
For the second formula, it suffices to show that
(6.9) Y ‡i = Tw0Y
−1
N−i+1T
−1
w0
in H(k) for 1 ≤ i ≤ N , since we then have, for p ∈ C[T ]SN ,
p(Y )‡ = Tw0p(Y
−1
N , . . . , Y
−1
1 )T
−1
w0
= Tw0p(Y
−1)T−1w0 = p(Y
−1),
where the last equality follows from the fact that p(Y −1) ∈ Z(H(k)). To prove
(6.9), note that Tw0T
−1
i = T
−1
N−iTw0 , and Yi+1 = T
−1
i YiT
−1
i by (2.4), for 1 ≤ i < N .
Hence (6.9) holds for Yi+1 if it is true for Yi. It thus remains to prove (6.9) for i = 1.
We will use the following observation. Write σi = sisi+1 · · · sN−1 (1 ≤ i < N) and
τi = sj · · · sN−2 (1 ≤ j < N − 1), which are reduced expressions in SN . Then the
longest Weyl group element w0 ∈ SN can be written as
w0 = σN−1σN−2 · · ·σ1
= σ1(τN−2τN−3 · · · τ1),
(6.10)
and ℓ(w0) is the sum of the lengths of the factors in the respective products in
(6.10).
By (2.4), formula (6.9) for i = 1 will be valid if
(6.11) Tσ1π
−1 = Tw0π
−1Tσ1T
−1
w0
in H(k). By the first expression in (6.10) and the fact that π−1Ti+1π = Ti for
1 ≤ i < N − 1, we have in H(k),
π−1Tσ1T
−1
w0
= π−1T−1σ2 T
−1
σ3
· · ·T−1σN−1 = T
−1
τ1
T−1τ2 · · ·T
−1
τN−2
π−1,
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so that (6.11) will follow from
Tσ1 = Tw0T
−1
τ1
T−1τ2 · · ·T
−1
τN−2
in H(k). But this is a direct consequence of the second expression of w0 in (6.10).

Corollary 6.11. For p ∈ C[T ]SN , we have p(Y )◦ = p(Y ), where ◦ : H(k−1) →
H(k) is the algebra isomorphism defined in Remark 6.8.
Proof. This follows from the previous lemma and the fact that † = ‡ ◦ ◦. 
Definition 6.12. (i) Define
Lxp := Res(D
x
p(Y )) ∈ D, p ∈ C[T ]
SN ,
where p(Y ) is the corresponding element in CY [T ]
SN = Z(H(k−1)).
(ii) Define
Lyp := Res(D
y
p(Y )) ∈ D, p ∈ C[T ]
SN ,
where p(Y ) is the corresponding element in Z(H(k)).
By Corollary 6.11 and (6.5) we have
Lyp = ιL
x
pι, ∀ p ∈ C[T ]
SN .
Furthermore, it is well-known (see [9] and [34]) that the Lxp ∈ C(T × {1})#(Z
N ×
{e}) ⊂ D are pairwise commuting and SN × SN -invariant,
wLxpw
−1 = Lxp, ∀w ∈ SN × SN .
Similarly, the Lyp = ιL
x
pι ∈ C({1} × T )#({e} × Z
N ) ⊂ D are pairwise commuting
and SN × SN -invariant. Clearly also [L
x
p, L
y
p′ ] = 0 for all p, p
′ ∈ C[T ]SN in D.
For the elementary symmetric functions ei ∈ C[T ]
SN (1 ≤ i ≤ N) given by
ei(t) =
∑
I⊆{1,...,N}
#I=i
∏
j∈I
tj ,
the corresponding Lxei , viewed as elements in
C(T )#qZ
N ≃ C(T × {1})#(ZN × {e}) ⊂ D,
are explicitly given by
(6.12) Lxei =
∑
I⊆{1,...,N}
#I=i
∏
r∈I
s6∈I
kxr − k
−1xs
xr − xs
∑
r∈I
ǫr ∈ C(T )#qZ
N , 1 ≤ i ≤ N ;
see, e.g., [9, §1.3.5] and [28]. Hence, the Lxei (1 ≤ i ≤ N) are, under their nat-
ural interpretation as q-difference operators on M(T ), Ruijsenaars’ commuting,
trigonometric q-difference operators from [39].
Definition 6.13. Consider the bispectral problem
(Lxpf)(t, γ) = p(γ
−1)f(t, γ), ∀ p ∈ C[T ]SN ,
(Lypf)(t, γ) = p(t)f(t, γ), ∀ p ∈ C[T ]
SN
(6.13)
for f ∈ K, where the equations (6.13) are viewed as identities between meromorphic
functions in (t, γ) ∈ T × T . We write BiSP ⊂ K for the set of solutions f ∈ K of
(6.13).
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Remark 6.14. The bispectral problem for ordinary linear differential operators was
introduced by Duistermaat and Gru¨nbaum in [12]. Many different types of bis-
pectral problems have since been considered. In particular, in [21] the bispectral
problem for ordinary linear second-order q-difference operators is investigated. For
N = 2, our bispectral problem belongs to this class.
The preceding remarks on the invariance properties of the Lxp and the L
y
p (p ∈
C[T ]SN ) directly give
Lemma 6.15. BiSP is an SN -invariant F-subspace of K with respect to the usual
SN -action (wf)(t, γ) = f(w
−1(t, γ)) on f ∈ K.
We can now prove the following bispectral version of the correspondence between
solutions of the quantum KZ equations and the spectral problem of the Lxp (p ∈
C[T ]SN ).
Theorem 6.16. The linear functional χ+ ∈ H
∗
0 (see Lemma 6.6) defines a SN -
equivariant F-linear map
χ+ : SOL→ BiSP.
Proof. The K-linear extended linear functional χ+ defines an SN -equivariant, F-
linear map χ+ : H
K
0 → K, since Lemma 6.6 implies that χ+(τ(w)f) = w(χ+f)
for w ∈ SN and f ∈ H
K
0 . Hence χ+ restricts to an SN -equivariant, F-linear map
χ+ : SOL→ K.
It remains to show that χ+(f) ∈ BiSP if f ∈ SOL. Let f ∈ SOL. By Proposition
5.13 and F-linearity, it suffices only to consider f of the form f = Uv for v ∈ H0.
Then χ+(f) = χ+(Uv) = φ
U
χ+,v
. For p ∈ C[T ]SN we have(
Lxpφ
U
χ+,v
)
(t, γ) =
(
Res(Dxp(Y ))(φ
U
χ+,v
)
)
(t, γ) = φ
ϑT (D
x
p(Y ))U
χ+,v (t, γ)
= φη(p(Y )
†)U
χ+,v
(t, γ) = p(γ−1)φUχ+,v(t, γ)
as meromorphic functions in (t, γ) ∈ T × T , where the last equality follows from
Lemma 6.10, (4.3) and the fact p ∈ C[T ]SN . Similarly,(
Lypφ
U
χ+,v
)
(t, γ) =
(
Res(Dy
p(Y ))(φ
U
χ+ ,v
)
)
(t, γ) = φ
ϑT (D
y
p(Y )
)U
χ+,v (t, γ)
= φCιι(η(p(Y )
‡))CιU
χ+,v
(t, γ) = p(t)φUχ+,v(t, γ)
as meromorphic functions in (t, γ) ∈ T × T , hence f = φUχ+,v ∈ BiSP. 
6.3. Bispectral Harish-Chandra series.
Definition 6.17. We call Φ+κ := χ+(Φκ) ∈ BiSP the basic Harish-Chandra series
solution of the bispectral problem.
Corollary 6.18. The solution Φ+κ ∈ BiSP of the bispectral problem is selfdual, i.e.,
Φ+κ (t, γ) = Φ
+
κ (γ
−1, t−1)
as meromorphic functions in (t, γ) ∈ T × T .
Proof. By Theorem 5.6, we have
Φ+κ (t, γ) = χ+(CιΦκ(γ
−1, t−1)).
But χ+Cι = χ+, hence the result. 
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Remark 6.19. In [17], for special values of k, the function Φ+κ is constructed as
formal power series in terms of generalized characters of Verma modules over the
quantum group Uq(slN ) (see also [15], [16]). The quantum group approach also
leads to the self-duality of Φ+κ ; see [17, Thm. 5.6] (see [16]).
Note that Φ+κ =WκΨ
+ with Ψ+ = χ+(Ψ). For α ∈ Q+ set
Γ+α (γ) = χ+(Γα(γ))
as meromorphic function in γ ∈ T . By Lemma 5.7 and Theorem 5.10, Γ+α is analytic
at T \ S+ and
Γ+0 (γ) = k
(N2 )K(γ)
with K given by (5.16). Recall that the solution space BiSP of the bispectral
problem is SN -stable. In particular, we have solutions Φ
+
w ∈ BiSP given by
(6.14) Φ+w(t, γ) := Φ
+
κ (t, w
−1γ).
These are solutions of the bispectral problem which are asymptotically free in the
asymptotic sector {t ∈ T | |tαi | ≫ 0 ∀ 1 ≤ i < N} in the following sense: by
Lemma 5.7 we have Φ+w(t, γ) =Wκ(t, w
−1γ)Ψ+w(t, γ) with Ψ
+
w(t, γ) := Ψ
+(t, w−1γ)
admitting, for ǫ > 0 sufficiently small, the power series expansion
(6.15) Ψ+w(t, γ) =
∑
α∈Q+
Γ+α (w
−1γ)t−α
for (t, γ) ∈ B−1ǫ ×T \w(S+), converging normally in compacta of B
−1
ǫ ×T \w(S+).
Proposition 6.20. The set of asymptotic solutions {Φ+w}w∈SN ⊂ BiSP of the
bispectral problem is F-linearly independent.
Proof. Suppose that ∑
w∈SN
aw(t, γ)Φ
+
w(t, γ) = 0
as meromorphic functions in (t, γ) ∈ T × T with coefficients aw ∈ F (w ∈ SN ).
Replacing t by q−mδt (m ∈ N) and using (5.5) we obtain
(6.16)
∑
w∈SN
k−m〈δ,δ〉γ−mww0(δ)aw(t, γ)Wκ(t, w
−1γ)Ψ+w(q
−mδt, γ) = 0
as meromorphic functions in (t, γ) ∈ T × T . Fix u ∈ SN . We are going to derive
from (6.16) that au = 0. For this we will use the fact that for w 6= u,
(6.17) lim
m→∞
ζm(uw0(δ)−ww0(δ)) = lim
m→∞
(w0u
−1ζ)m(δ−w0u
−1ww0(δ)) = 0
if ζ ∈ uw0(B1).
Recall the W -invariant subset S ⊂ T (see (4.6)), which contains S+. For generic
ζ ∈ T (concretely, ζ 6∈ S, and aw(t, γ) and Wκ(t, w
−1γ) specializable at γ = ζ for
all w ∈ SN ), it follows from Proposition 5.9 and (6.16) that, for all m ∈ N,
(6.18)
∑
w∈SN
ζm(uw0(δ)−ww0(δ))aw(t, ζ)Wκ(t, w
−1ζ)Ψ+w(q
−mδt, ζ) = 0
as meromorphic function in t ∈ T . Using (6.17) and the power series expansion
(6.15), the limit m→∞ of (6.18) yields, for generic ζ ∈ uw0(B1),
au(t, ζ)Wκ(t, u
−1ζ)Γ+0 (u
−1ζ) = 0
as meromorphic function in t ∈ T . This implies au = 0, as desired. 
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Corollary 6.21. The map χ+ : SOL→ BiSP is injective.
Proof. Note that χ+
(
τ(e, w)Φκ) = Φ
+
w (w ∈ SN ). The statement follows now
directly from Proposition 6.20 and Proposition 5.13. 
6.4. Specialized central character and Harish-Chandra series. We write
SPζ = {f ∈ M(T ) | L
x
pf = p(ζ
−1)f ∀ p ∈ C[T ]SN}
for the spectral problem of the Ruijsenaars q-difference operators with fixed spectral
parameter ζ ∈ T . Note that SPζ ⊂ H
M(T )
0 is SN -stable, with SN -action on H
M(T )
0
given by (wf)(t) = f(w−1t) for f ∈ H
M(T )
0 and w ∈ SN .
By [13, Prop. 5.2], the quantum KZ equations (4.10) are consistent for all values
ζ ∈ T of the central character. The arguments from Subsection 6.2, applied to
the quantum KZ equations (4.10) for fixed ζ and with the role of U taken over by
an invertible matrix solution Uζ of (4.10), result in the following special case of
the Cherednik-Matsuo correspondence from [6, 7] (concretely, in the notations of
[7], take the principal series module V = M(ζ) in [7, Thm. 4.2] and let τ be the
projection fromM(ζ), along the direct sum decomposition ofM(ζ) in H0-isotypical
components, onto the trivial component).
Proposition 6.22. Let ζ ∈ T . Then χ+ defines an E(T )-linear SN -equivariant
map χ+ : SOLζ → SPζ .
For a further analysis of the map χ+ : SOLζ → SPζ , we refer to [7] and [9,
§1.3.4].
Harish-Chandra type series solutions of the spectral problem of the Ruijsenaars
q-difference operators Lxp (p ∈ C[T ]
SN ) with fixed spectral parameter ζ ∈ T were
studied in, e.g., [15] and [27] (see also [31] for arbitrary root systems). The results
of the previous subsection allow us to reobtain these solutions by specialization of
the basic Harish-Chandra series Φ+κ . It leads to new results on the convergence and
singularities of these solutions, which we state now explicitly.
By Subsection 5.4, for generic κ ∈ C× the basic Harish-Chandra series Φ+κ (t, γ)
is specializable at γ = ζ when ζ ∈ T \ S+. Concretely, for ζ ∈ T \ S+ and generic
κ ∈ C×, we can write
Φ+κ (t, ζ) =Wκ(t, ζ)Ψ
+(t, ζ)
as meromorphic function in t ∈ T , where Ψ+ = χ+(Ψ) (see Subsection 6.3). Due
to the results in Subsection 5.4 (see Proposition 5.8) we obtain the following result.
Corollary 6.23. For ζ ∈ T \ S+, the meromorphic function Ψ
+(t, ζ) in t ∈ T is
analytic at t ∈ T \ S−1+ .
Let ζ ∈ T \ S, where S ⊂ T is the W -invariant set (4.6). For κ ∈ C× such that
Wκ(t, w
−1γ) may be specialized at γ = ζ for all w ∈ SN , the asymptotic solutions
Φ+w(t, γ) (w ∈ SN ) of the bispectral problem (see (6.14)) may thus be specialized
at γ = ζ, giving rise to solutions Φ+w(·; ζ) ∈ SPζ (w ∈ SN ); see Corollary 5.14 and
Proposition 6.22. Observe that for ǫ > 0 sufficiently small,
Φ+w(t, ζ) =Wκ(t, w
−1ζ)
∑
α∈Q+
Γ+α (w
−1ζ)t−α
for t ∈ B−1ǫ , with normal convergence of the power series on compacta of B
−1
ǫ .
Since ζ 6∈ S we furthermore have
Γ+0 (w
−1ζ) = k(
N
2 )K(w−1ζ) 6= 0,
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with K given by (5.16).
Definition 6.24. Let ζ ∈ T \ S. The Φ+w(·; ζ) ∈ SPζ (w ∈ SN ) are the Harish-
Chandra series solutions of the spectral problem Lxpf = p(ζ
−1)f (p ∈ C[T ]SN ).
Remark 6.25. In [15] (and [31]) the Harish-Chandra series are investigated as formal
power series solutions to the spectral problem of the Ruijsenaars operators. The
advantage of the present approach is the fact that it implies the convergence of the
formal power series, basically as a consequence of a general statement about conver-
gence of formal power series solutions of holonomic systems of q-difference equations
(see the appendix). Chalykh’s [5] Baker-Akhiezer functions arise as Harish-Chandra
series solutions for special values of k; see [31, §4.4]. In [27], the Harish-Chandra
series solutions of the Ruijsenaars operators are constructed as matrix coefficients
of products of vertex operators. By this approach, one obtains an explicit integral
representation of the Harish-Chandra series.
Remark 6.26. Observe that
(6.19) lim
λ∈Λ:
λ→∞
Φ+κ (t, q
λk−δ)
Wκ(t, qλk−δ)
= Γ+0 (t
−1) = k(
N
2 )K(t−1),
with λ→ ∞ meaning λi − λi+1 → ∞ for all 1 ≤ i < N . Thus, K (see (5.16)) is a
normalized limit of the asymptotic solutions Φ+κ (·, q
λk−δ) ∈ SPqλk−δ . The solution
space SPqλk−δ contains the symmetric Macdonald polynomial of degree λ ∈ Λ. It
turns out though that Φ+κ (·, q
λk−δ) is not a multiple of the Macdonald polynomial
of degree λ ∈ Λ, but Φ+κ (·, q
w0(λ)kδ) is (this will become apparent in the next
section). On the other hand, the leading coefficient K (see (5.16)) also naturally
appears as a normalized limit of the Macdonald polynomial when the degree λ ∈ Λ
of the polynomial tends to infinity; see [10, Lemma 4.3] (this limit was proven in
[40] in the L2-sense).
7. Polynomial theory
We assume throughout this section that k ∈ C× satisfies the generic conditions
k2j 6∈ qZ, ∀ 1 ≤ j ≤ N,
k〈δ,̟j−w(̟j)〉 6∈ qZ, ∀ 1 ≤ j < N, ∀w ∈ SN : w(̟j) 6= ̟j.
(7.1)
7.1. Polynomial solutions of the quantum KZ equation. We are going to use
a special case of Proposition 4.9 to create SN -invariant (with respect to the SN -
action ς on SOLζ ; see (4.11)) polynomial solutions of the quantum KZ equations.
Lemma 7.1. Let λ ∈ Λ. The possible poles of the C[T ]⊗End(H0)-valued rational
function
γ 7→ C(e,−λ)(·, q
λγ) = C(e,λ)(·, γ)
−1
in γ ∈ T are at γα ∈ k2q−N for some α ∈ R+. The possible poles of
γ 7→ C(e,λ)(·, γ)
are at γα ∈ k−2q−N for some α ∈ R+.
Proof. Since Ri(z) has only a (simple) pole at z = k
−2, this follows from (5.13)
and the cocycle property of C; see Lemma 5.7. 
DAHA AND BISPECTRAL QUANTUM KZ EQUATIONS 39
Since k satisfies k2j 6∈ qZ for 1 ≤ j ≤ N by (7.1), the spectrum of ηqλk−δ
(
CY [T ])
is simple and the ξw(q
λk−δ) (w ∈ SN ) form a C-basis of H0 for all λ ∈ Λ. Fur-
thermore, for such k we have that γ 7→ C(e,λ)(·, γ)
±1 is regular at γ = k−δ for all
λ ∈ Λ; see Lemma 7.1. The additional conditions on k in (7.1) will play a role in
Subsection 7.3 and Subsection 7.4.
Proposition 4.9 now immediately implies the following result.
Corollary 7.2. Let λ ∈ Λ. Then f 7→ C(e,λ)(·, k
−δ)−1f defines an SN -equivariant
isomorphism SOLk−δ → SOLqλk−δ .
The special interest in the quantum KZ equations for the particular central
characters γ = qλk−δ (λ ∈ Λ) comes from the fact that it admits SN -invariant
polynomial solutions. The key step in deriving this result is the following lemma.
Lemma 7.3. The element v+ :=
∑
w∈SN
kℓ(w)Tw ∈ H0 is a constant SN -invariant
solution of the quantum KZ equation with central character k−δ. In other words,
Ck
−δ
λ (t)v+ = v+, ∀λ ∈ Z
N .
Proof. Note that Ri(z)v+ = v+, so by Lemma 4.1 and Lemma 4.5(ii), for any ζ ∈ T ,
Cζ̟i(t)v+ = ηζ(π)
iv+ =
∑
w∈SN
kℓ(w)ζw
−1w0̟iTσiw =
∑
w∈SN
kℓ(σ
−iw)ζw
−1̟iTw.
Then use ℓ(σ−iw)− ℓ(w) = 〈δ, w−1̟i〉 for 1 ≤ i ≤ N (for the proof of this formula,
it suffices to prove it for i = 1. In that case, look at the positive roots that are
mapped to negative roots by σ−1w). It implies that
Cζ̟i(t)v+ =
∑
w∈SN
kℓ(w)(kδζ)w
−1̟iTw.
In particular, Ck
−δ
̟i
(t)v+ = v+ for all i. Note, furthermore, that Ri(z)v+ = v+
implies that ς(si)v+ = C
k−δ
si
(t)v+ = v+ for all 1 ≤ i < N (with ς given by (4.11)).
Hence, v+ ∈ SOLk−δ is SN -invariant. 
Proposition 7.4. For λ ∈ Λ, the nonzero SN -invariant solution
Qλ := C(e,λ)(·, k
−δ)−1v+ ∈ SOLqλk−δ
of the quantum KZ equation is an H0-valued Laurent polynomial on T satisfying
(7.2) Qλ(t) =
∑
α∈Q+
Kα(λ)t
λ−α,
with Kα(λ) ∈ H0 (all but finitely many terms zero).
Proof. Note that Corollary 7.2 and Lemma 7.3 imply that 0 6= Qλ ∈ SOLqλk−δ and
that Qλ is SN -invariant. The triangularity property (7.2) follows from the cocycle
property, (5.13), the explicit form of the Ri(z) and the fact that
η(π)(t−1)−iTw = t
w−1̟iTσ−iw, w ∈ SN ,
which is a direct consequence of Lemma 4.1. 
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7.2. Duality.
Lemma 7.5. For λ ∈ Λ, we have Qλ(k
δ) = v+.
Proof. Since v+ ∈ SOLk−δ and Cιv+ = v+, we obtain
Qλ(k
δ) = C(e,−λ)(k
δ, qλk−δ)v+
= CιC(−λ,e)(q
−λkδ, k−δ)Cιv+ = v+,
for λ ∈ Λ. 
The polynomial solutions Qλ of the quantum KZ equations are self-dual in the
following sense.
Proposition 7.6. For λ, µ ∈ Λ, we have
Qλ(q
−µkδ) = CιQµ(q
−λkδ).
Proof. For λ, µ ∈ Λ we have, using v+ ∈ SOLk−δ and the previous lemma,
Qλ(q
−µkδ) = C(e,−λ)(q
−µkδ, qλk−δ)v+
= C(e,−λ)(q
−µkδ, qλk−δ)C(−µ,e)(q
−µkδ, k−δ)v+
= C(−µ,−λ)(q
−µkδ, qλk−δ)v+.
(7.3)
Since C(−µ,−λ)(q
−µkδ, qλk−δ) = CιC(−λ,−µ)(q
−λkδ, qµk−δ)Cι and Cιv+ = v+, we
conclude from (7.3) that Qλ(q
−µkδ) = CιQµ(q
−λkδ). 
7.3. Relation to the basic asymptotically free solution. In this subsection,
we relate the polynomial solutions Qλ (λ ∈ Λ) of the quantum KZ equations to
the basic asymptotic solution Φκ. Some care is needed though: it is not pos-
sible to specialize all the asymptotic solutions C(e,w)(t, γ)Φκ(t, w
−1γ) (w ∈ SN )
to γ = qλk−δ (λ ∈ Λ) since qλk−δ ∈ S; see Corollary 5.14. We shall see that
C(e,w0)(t, γ)Φκ(t, w0γ) can be specialized at γ = q
λk−δ, which is sufficient for our
purposes.
Lemma 7.7. Let λ ∈ Λ. There exists a unique Ξλ ∈ SOLqλk−δ such that, for ǫ > 0
sufficiently small, we have an H0-valued power series expansion
Ξλ(t) =
∑
α∈Q+
Γ˜α(λ)t
λ−α
converging normally on compacta of B−1ǫ and with leading coefficient
Γ˜0(λ) = ηqλk−δ (Tw0)ξw0 (q
λk−δ).
Proof. Consider the gauged quantum KZ equations for 1 ≤ i ≤ N ,
(7.4) A˜i(t)Ξ˜(q
−̟it) = Ξ˜(t), Ξ˜ ∈ H
M(T )
0 ,
with q-connection matrices A˜i(t) = q
−〈λ,̟i〉C(̟i,e)(t, q
λk−δ). Note that A˜N (t) =
id; see Lemma 5.2. Observe that Ξ˜ is a solution of the holonomic system (7.4) of
q-difference equations if and only if xλΞ˜ ∈ SOLqλk−δ . By Corollary 4.6, we have
A˜i ∈ Q0(A)⊗ End(H0) and
(7.5) A˜
(0)
i = q
−〈λ,̟i〉k〈δ,̟i〉ηqλk−δ
(
Tw0Y
w0(̟i)T−1w0
)
.
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The A˜
(0)
i (1 ≤ i < N) are semisimple endomorphisms ofH0. A basis of simultaneous
eigenvectors of H0 is given by ηqλk−δ (Tw0)ξw(q
λk−δ) (w ∈ SN ). In fact,
A˜
(0)
i
(
ηqλk−δ (Tw0)ξw(q
λk−δ)
)
= γw,iηqλk−δ (Tw0)ξw(q
λk−δ)
for all 1 ≤ i < N and w ∈ SN with
γw,i = q
〈λ,w−1w0(̟i)−̟i〉k〈δ,̟i−w
−1w0(̟i)〉;
see (5.10). Note, in particular, that γw,i 6∈ q
−N for all w ∈ SN and all 1 ≤ i < N
by the generic conditions (7.1) on k, and that γw0,i = 1 for all 1 ≤ i < N . Hence,
Theorem 8.6 in the appendix, applied to (7.4) by taking M = N − 1, qi = q and
variables zi = x
−αi (1 ≤ i < N) shows that there exists a unique Ξ˜ ∈ M(T )⊗H0
satisfying (7.4) and admitting an H0-valued power series expansion
Ξ˜(t) =
∑
α∈Q+
Γ˜α(λ)t
−α
converging normally on compacta of B−1ǫ for some ǫ > 0 small enough, and having
as leading coefficient Γ˜0(λ) = ηqλk−δ (Tw0)ξw0(q
λk−δ). This directly implies the
lemma. 
Recall that the cocycle values C(e,w)(t, γ) (w ∈ SN ) are independent of t ∈ T .
We suppress t from the notation and simply write C(e,w)(γ). Recall that C(e,w)(γ)
for w ∈ SN is an End(H0)-valued regular function in γ ∈ T .
Theorem 7.8. Fix λ ∈ Λ. For κ 6∈ qZ, the basic asymptotic solution Φκ(t, γ) of
BqKZ can be specialized at γ = qw0(λ)kδ, giving rise to a H0-valued meromorphic
function Φκ(t, q
w0(λ)kδ) in t ∈ T . Then
(7.6) Qλ(t) = rκC(e,w0)(q
λk−δ)Φκ(t, q
w0(λ)kδ)
with
(7.7) rκ = θ(κ)
Nk−(
N
2 )
∏
1≤i<j≤N
(
k2(j−i+1); q
)
∞(
k2(j−i); q
)
∞
.
Proof. We first show that both Qλ and the right-hand side of (7.6) are nonzero
scalar multiples of Ξλ.
We start with the right-hand side of (7.6). Since Φ is SN -stable, we have
Φw0 := τ(e, w0)Φκ ∈ SOL.
Concretely, it is given by
Φw0(t, γ) = C(e,w0)(γ)Φκ(t, w0(γ)) =Wκ(t, w0(γ))C(e,w0)(γ)Ψ(t, w0(γ)).
Since w0(q
λk−δ) = qw0(λ)kδ 6∈ S+ by (7.1), we may, in view of Proposition 5.9,
specialize Φw0(t, γ) at γ = q
λk−δ, obtaining Φw0(·, q
λk−δ) ∈ SOLqλk−δ . By (5.3)
we have
(7.8) Wκ(t, w0(q
λk−δ)) = k〈δ,λ〉θ(κ)−N tλ,
hence by Proposition 5.9,
Φw0(t, q
λk−δ) = k〈δ,λ〉θ(κ)−N
∑
α∈Q+
Γw0α t
λ−α
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with Γw0α = C(e,w0)(q
λk−δ)Γα(q
w0(λ)kδ). From the definitions of C(e,w0), dw, η and
ξw0 (see Subsections 2.3, 3.1 and 4.1) we have
C(e,w0)(γ)Tw0 = dw0(γ
−1)−1η(Tw0)ξw0(γ)
=
( ∏
α∈R+
1
k − k−1γα
)
η(Tw0)ξw0(γ)
(7.9)
as H0-valued regular functions in γ ∈ T . By Theorem 5.10, the leading coefficient
Γw00 thus simplifies to
Γw00 = K(q
w0(λ)kδ)C(e,w0)(q
λk−δ)Tw0
= K(qw0(λ)kδ)dw0(q
−λkδ)−1ηqλk−δ (Tw0)ξw0(q
λk−δ),
where K is given by (5.16). Combined with the previous lemma, we conclude that
(7.10) Φw0(t, q
λk−δ) = k〈δ,λ〉θ(κ)−NK(qw0(λ)kδ)dw0(q
−λkδ)−1Ξλ(t).
In view of (7.1), Φw0(t, q
λk−δ) thus is a nonzero constant multiple of Ξλ(t).
Next, we consider 0 6= Qλ ∈ SOLqλk−δ . By Lemma 7.7 and (7.2), it suffices
to note that K0(λ) is a constant multiple of ηqλk−δ (Tw0)ξw0 (q
λk−δ), which follows
directly from the fact that K0(λ) ∈ H0 satisfies
A˜
(0)
i K0(λ) = K0(λ), ∀1 ≤ i ≤ N,
where A˜i is given by (7.5); see the proof Lemma of 7.7. Thus, Qλ(t) is a nonzero
constant multiple of Ξλ(t), and we conclude that
Qλ(t) = rκ(λ)Φw0(t, q
λk−δ),
for some rκ(λ) ∈ C
×. We first show that rκ(λ) is independent of λ ∈ Λ.
For w ∈ SN , we write C(w,e)(t) for the γ-independent value C(w,e)(t, γ) of the
cocycle. Let λ, µ ∈ Λ. By the SN -invariance of Qλ, we then have, on the one hand,
Qλ(q
−µkδ) = C(w0,e)(q
−µkδ)Qλ(q
−w0(µ)k−δ)
= rκ(λ)C(w0,e)(q
−µkδ)C(e,w0)(q
λk−δ)Φκ(q
−w0(µ)k−δ, qw0(λ)kδ)
= rκ(λ)C(w0,w0)(q
−µkδ, qλk−δ)Φκ(q
−w0(µ)k−δ, qw0(λ)kδ).
On the other hand, using the self-duality of Qλ (see Proposition 7.6) and of Φκ (see
Theorem 5.6),
Qλ(q
−µkδ) = CιQµ(q
−λkδ) = CιC(w0,e)(q
−λkδ)Qµ(q
−w0(λ)k−δ)
= rκ(µ)CιC(w0,e)(q
−λkδ)C(e,w0)(q
µk−δ)Φκ(q
−w0(λ)k−δ, qw0(µ)kδ)
= rκ(µ)CιC(w0,w0)(q
−λkδ, qµk−δ)Φκ(q
−w0(λ)k−δ, qw0(µ)kδ)
= rκ(µ)C(w0,w0)(q
−µkδ, qλk−δ)CιΦκ(q
−w0(λ)k−δ, qw0(µ)kδ)
= rκ(µ)C(w0,w0)(q
−µkδ, qλk−δ)Φκ(q
−w0(µ)k−δ, qw0(λ)kδ).
We conclude that rκ(λ) = rκ(µ) if Qλ(q
−µkδ) 6= 0. In particular, since Qλ(k
δ) =
v+ 6= 0, we have rκ(λ) = rκ(0) for all λ ∈ Λ.
It remains to compute rκ := rκ(0). Using the fact that C(e,si)(γ) = CιRi(γ
−αi)Cι,
withRi(z) = ck(z)
−1(η(T−1i )−k
−1)+1 for 1 ≤ i < N , as well as that Cι(T
−1
w−1
Tw0) =
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Tw0w−1 for all w ∈ SN , we get C(e,w0)(γ)Tw0 =
∑
w≤w0
ew(γ)Tw0w−1 as H0-valued
regular function in γ ∈ T with ew ∈ C[T ] and with
ew0(γ) =
∏
β∈R+
ck(γ
−β)−1.
Taking the Te-coefficient in the expansion of the formula
v+ = Q0 = rκΦw0(·, k
−δ) = rκθ(κ)
−NK(kδ)C(e,w0)(k
−δ)Tw0
with respect to the C-basis {Tw}w∈SN of H0, we conclude that
rκ = θ(κ)
NK(kδ)−1
∏
β∈R+
ck(k
〈δ,β〉).
Substituting the explicit expressions (2.5) and (5.16) of ck and K, respectively, we
get the desired formula (7.7) for rκ. 
The following formula is an analog for the Qλ (λ ∈ Λ) of the evaluation formula
for the self-dual symmetric Macdonald polynomials (see Subsection 7.4).
Corollary 7.9. Let λ ∈ Λ and write Qλ(t) =
∑
α∈Q+
Kα(λ)t
λ−α with Kα(λ) ∈ H0
(see Proposition 7.4). The leading coefficient K0(λ) is given by
K0(λ) = k
〈δ,λ〉
 ∏
1≤i<j≤N
λi−λj−1∏
m=0
1− q−mk2(j−i)
1− q−mk2(j−i+1)
 k−(N2 )P (k2)C(e,w0)(qλk−δ)Tw0
with
(7.11) P (k2) =
∏
1≤i<j≤N
1− k2(j−i+1)
1− k2(j−i)
.
Proof. By (7.6) and Theorem 5.10, we have for λ ∈ Λ,
K0(λ) = rκk
〈δ,λ〉θ(κ)−NK(qw0(λ)kδ)C(e,w0)(q
λk−δ)Tw0 ,
with K given by (5.16) and rκ given by (7.7). Substituting the explicit expressions
for K and rκ we get the desired expression. 
The following consequence should be compared with the general expansion for-
mula of v+ =
∑
w∈SN
kℓ(w)Tw ∈ H0 in terms of the ξw(γ) (w ∈ SN ); see [37,
Lemma 2.27 (2)].
Corollary 7.10. The element v+ =
∑
w∈SN
kℓ(w)Tw ∈ H0 can be written as
v+ = k
−(N2 )P (k2)C(e,w0)(k
−δ)Tw0
=
 ∏
1≤i<j≤N
1
1− k2(i−j)
 ηk−δ (Tw0)ξw0(k−δ).(7.12)
Proof. We have v+ = Q0 = K0(0), hence the previous corollary gives the first
equality of (7.12). The second equality then follows from (7.9). 
Applying the map χ+ to the first line of (7.12) gives∑
w∈SN
k2ℓ(w) = P (k2)
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with P (k2) given by (7.11), which is a well-known product formula for the Poincare´
series of SN ; see [33, Cor. (2.5)].
7.4. Relation to symmetric self-dual Macdonald polynomials. In this sub-
section we collect various consequences of the previous subsections for the symmet-
ric Laurent polynomials χ+
(
Qλ) ∈ C[T ]
SN (λ ∈ Λ). We keep the generic conditions
(7.1) on k ∈ C×. We denote
Eλ := P (k
2)−1χ+(Qλ) ∈ C[T ]
SN , λ ∈ Λ.
By Proposition, 7.4 we have
Eλ(t) =
∑
α∈Q+
K+α (λ)t
λ−α
with K+α (λ) = P (k
2)−1χ+(Kα(λ)) ∈ C all but finitely many zero, and with leading
coefficient K+0 (λ) 6= 0 by Corollary 7.9 and (7.1).
Theorem 7.11. The Eλ ∈ C[T ]
SN (λ ∈ Λ) are the symmetric self-dual Macdonald
polynomials. In other words, the Eλ are the unique symmetric regular functions on
T satisfying
(7.13) Lxp(Eλ) = p(q
−λkδ)Eλ ∀ p ∈ C[T ]
SN
and Eλ(k
δ) = 1 for all λ ∈ Λ.
Proof. By Proposition 6.22, Eλ ∈ C[T ]
SN satisfies (7.13). Since the SN -orbits
SN(q
−λkδ) (λ ∈ Λ) in T are pairwise different by (7.1), the eigenvalue equations
(7.13) uniquely characterize Eλ ∈ C[T ]
SN up to a nonzero constant multiple. Now
Eλ(k
δ) = P (k2)−1χ+(Qλ(k
δ)) = 1
by Lemma 7.5, which fixes the normalization of the solution Eλ ∈ C[T ]
SN of (7.13)
uniquely. 
The duality property of Qλ (see Proposition 7.6) immediately gives the well-
known duality property of the Macdonald polynomials.
Corollary 7.12. The Macdonald polynomials Eλ (λ ∈ Λ) are self-dual, in the
sense that
Eλ(q
−µkδ) = Eµ(q
−λkδ)
for all λ, µ ∈ Λ.
Remark 7.13. The self-duality of (the suitably normalized) Macdonald polynomials
was initially proved by Koornwinder using Pieri formulas in an unpublished man-
uscript (the argument is reproduced in [32, VI (6.6)]). Cherednik ([9, Thm. 1.4.6]
and [8, Thm. 3.2]) reproduced the self-duality of the Macdonald polynomials using
the anti-involution ∗ (see Theorem 2.8) on the double affine Hecke algebra.
We also immediately reobtain the well-known evaluation formula for the sym-
metric Macdonald polynomials; see [32, VI (6.11)] (the parameters (n, q, t) in [32,
Chpt. VI] correspond to (N, q−1, k2) in our notations).
Corollary 7.14. For λ ∈ Λ let Pλ := K
+
0 (λ)
−1Eλ ∈ C[T ]
SN be the monic sym-
metric Macdonald polynomial of degree λ. Then
(7.14) Pλ(k
δ) = k−〈δ,λ〉
∏
1≤i<j≤N
λi−λj−1∏
m=0
1− q−mk2(j−i+1)
1− q−mk2(j−i)
.
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Proof. By the previous theorem we have Pλ(k
δ) = K+0 (λ)
−1. Corollary 7.9 gives
K+0 (λ) = k
〈δ,λ〉
∏
1≤i<j≤N
λi−λj−1∏
m=0
1− q−mk2(j−i)
1− q−mk2(j−i+1)
,
which implies the desired result. 
8. Appendix on holonomic systems of q-difference equations
In the appendix we detail the construction of power series solutions of holonomic
systems of q-difference equations. Special cases have been investigated in, e.g., [2],
[20] and [14, §12]. Many arguments go back to classical works [1], [3], [4], [48] on
ordinary linear q-difference equations.
We begin with the construction of formal asymptotic solutions to holonomic
systems of q-difference equations. Let C[[z]] = C[[z1, . . . , zM ]] denote the ring of
formal power series inM indeterminates z1, . . . , zM over the complex numbers. Let
V be a finite-dimensional complex vector space and let
Ai ∈ C[[z]]⊗ End(V )
for i = 1, . . . ,M . Since C[[z]] ⊗ End(V ) is isomorphic to EndC[[z]](C[[z]] ⊗ V ) as
C[[z]]-module, we can view the Ai as C[[z]]-linear endomorphisms of C[[z]]⊗V . Fix
0 < qi < 1 for 1 ≤ i ≤M . Define the qi-dilation operators
Ti : C[[z]]→ C[[z]]
for i = 1, . . . ,M as the complex linear maps
Ti(
∑
m
dmz
m) :=
∑
m
qmii dmz
m (dm ∈ C),
where we use multi-index notation zm = zm11 · · · z
mM
M for m = (m1, . . . ,mM ) with
mj ∈ Z≥0. We also view Ti as operators on C[[z]] ⊗ V and on C[[z]] ⊗ End(V ).
Consider the system of first-order linear q-difference equations
(8.1) AiTif = f, (i = 1, . . . ,M)
for f ∈ C[[z]]⊗ V .
For f ∈ C[[z]]⊗ V and A ∈ C[[z]]⊗ End(V ), we introduce the notations
f (m) := f |zm+1=...=zM=0 ∈ C[[z1, . . . , zm]]⊗ V
A(m) := A|zm+1=...=zM=0 ∈ C[[z1, . . . , zm]]⊗ End(V )
for 0 ≤ m ≤ M , with the convention that f (M) = f and A(M) = A. We make the
following assumptions on the system of q-difference equations (8.1):
(a) The system (8.1) is holonomic, that is
(8.2) AiTi(Aj) = AjTj(Ai)
for all 1 ≤ i, j ≤ M . Note that the holonomy implies that the leading coefficients
A
(0)
i ∈ End(V ) of Ai mutually commute, i.e.,
[A
(0)
i , A
(0)
j ] = 0
for all 1 ≤ i, j ≤M .
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(b) The complex linear endomorphisms A
(0)
1 , . . . , A
(0)
M of V are semisimple. Com-
bined with (a) we thus have
V =
⊕
γ∈S
V [γ]
with V [γ] := {v ∈ V | A
(0)
i v = γiv ∀i} (γ ∈ C
M ) and S := {γ ∈ CM | V [γ] 6= {0}}.
(c) (1M ) := (1, . . . , 1) ∈ CM belongs to S.
(d) γk /∈ q
−N
k for all γ ∈ S and 1 ≤ k ≤M .
Proposition 8.1. Fix v ∈ V [(1M )]. Consider the system (8.1) of q-difference
equations and suppose that (a)-(d) are satisfied. Then there exists a unique solution
Φv ∈ C[[z]]⊗ V of (8.1) such that
Φ(0)v = v.
Proof. The proposition is a consequence of the following lemma.
Lemma 8.2. Let 0 ≤ m < M . Suppose one has a solution
fm ∈ C[[z1, . . . , zm]]⊗ V
of the system of equations
A(m)r Trfm = fm, 1 ≤ r ≤ m,
A(m)s fm = fm, m < s ≤M.
(8.3)
Then there exists a unique
fm+1 =
∑
n≥0
fm;nz
n
m+1 ∈ C[[z1, . . . , zm+1]]⊗ V
with fm;n ∈ C[[z1, . . . , zm]] ⊗ V and fm;0 = fm satisfying (8.3) with the role of m
replaced by m+ 1:
A(m+1)r Trfm+1 = fm+1, 1 ≤ r ≤ m+ 1,
A(m+1)s fm+1 = fm+1, m+ 1 < s ≤M.
(8.4)
The proposition follows directly from the lemma as follows. Note that f0 := v ∈
V [(1M )] is a solution of (8.3) form = 0. The formal V -valued series fM ∈ C[[z]]⊗V ,
obtained by repeated application of the lemma starting from f0 = v, gives a formal
V -valued series solution of (8.1) satisfying f
(0)
M = v. For uniqueness, assume that
f ∈ C[[z]] ⊗ V is another formal V -valued series satisfying f (0) = v and solving
(8.1). We have f (0) = v = f0 and f
(m) solves (8.3) for all 0 ≤ m < M . Hence, by
the uniqueness part of the lemma, f = f (M) = fM .
We now proceed to prove the lemma. We assume that we have a formal power
series solution fm ∈ C[[z1, . . . , zm]]⊗ V of (8.3) for some 0 ≤ m < M . We write
(8.5) A(m+1)r =
∑
n≥0
A(m)r;n z
n
m+1,
where A
(m)
r;n ∈ C[[z1, . . . , zm]]⊗End(V ) and A
(m)
r;0 = A
(m)
r . By a direct computation
one verifies that
fm+1 =
∑
n≥0
fm;nz
n
m+1 ∈ C[[z1, . . . , zm+1]]⊗ V
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with fm;n ∈ C[[z1, . . . , zm]]⊗ V and fm;0 = fm satisfies the q-difference equation
A
(m+1)
m+1 Tm+1fm+1 = fm+1
if and only if
(8.6)
(
1− qnm+1A
(m)
m+1
)
fm;n =
n∑
l=1
qn−lm+1A
(m)
m+1;lfm;n−l
for all n ∈ Z≥0. The recurrence relations (8.6) admit a unique solution (fm;n)n∈Z≥0
with fm;n ∈ C[[z1, . . . , zm]]⊗ V and with initial condition fm;0 = fm. Indeed, note
that (8.6) is valid for n = 0 since fm;0 = fm satisfies (8.3). For n ≥ 1, we have
det
(
1− qnm+1A
(m)
m+1
)
∈ C[[z1, . . . , zm]]
×,
since
det
(
1−qnm+1A
(m)
m+1
)
|z1=...=zm=0 = det
(
1−qnm+1A
(0)
m+1
)
=
∏
γ∈S
(1−qnm+1γ
dim(V [γ])
m+1 ) 6= 0
by assumption (d). Cramer’s rule then implies that (8.6) admits a unique solution
(fm;n)n∈Z≥0 with fm;0 = fm.
We conclude that there exists a unique
fm+1 =
∑
n≥0
fm;nz
n
m+1
with fm;n ∈ C[[z1, . . . , zm]]⊗ V and fm;0 = fm satisfying the q-difference equation
(8.7) A
(m+1)
m+1 Tm+1fm+1 = fm+1.
It remains to show that fm+1 also satisfies (8.4) for r = 1, . . . ,m and for s =
m+ 2, . . . ,M .
Fix 1 ≤ r ≤ m and write gr := A
(m+1)
r Trfm+1. Its expansion in powers of zm+1
is written as
gr =
∑
n≥0
gr;nz
n
m+1
with gr;n ∈ C[[z1, . . . , zm]]⊗ V and gr;0 = A
(m)
r Trfm = fm, where the last equality
follows from the fact that fm is assumed to satisfy (8.3). Furthermore, using the
holonomy (8.2) and the q-difference equation (8.7) in zm+1 satisfied by fm+1, we
have
A
(m+1)
m+1 Tm+1gr = A
(m+1)
m+1 Tm+1(A
(m+1)
r )TrTm+1fm+1
= A(m+1)r Tr(A
(m+1)
m+1 )TrTm+1fm+1
= A(m+1)r Tr
(
A
(m+1)
m+1 Tm+1fm+1
)
= A(m+1)r Trfm+1 = gr.
We conclude that gr satisfies the characterizing properties of fm+1. Hence gr =
fm+1, i.e.,
A(m+1)r Trfm+1 = fm+1.
Fix m+1 < s ≤M and write gs := A
(m+1)
s fm+1. By a similar argument as used
in the previous paragraph, we now show that gs = fm+1. We write
gs =
∑
n≥0
gs;nz
n
m+1
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with gs;n ∈ C[[z1, . . . , zm]] ⊗ V and gs;0 = A
(m)
s fm = fm, where the last equality
follows by the assumption that fm satisfies (8.3). Using the holonomy (8.2), the
q-difference equation (8.7), and the obvious fact that Ts(A
(m+1)
m+1 ) = A
(m+1)
m+1 since
s > m+ 1, we have
A
(m+1)
m+1 Tm+1gs = A
(m+1)
m+1 Tm+1(A
(m+1)
s )Tm+1fm+1
= A(m+1)s Ts(A
(m+1)
m+1 )Tm+1fm+1
= A(m+1)s A
(m+1)
m+1 Tm+1fm+1
= A(m+1)s fm+1 = gs.
We conclude that gs satisfies the characterizing properties of fm+1. Hence gs =
fm+1, i.e.
A(m+1)s fm+1 = fm+1.
This completes the proof of Lemma 8.2, and hence the proof of Proposition 8.1. 
We investigate the analytical properties of the solution Φv when the q-connection
matrices Ai (1 ≤ i ≤ M) satisfy, besides the conditions (a)-(d), the following
analyticity condition:
(e) For some ǫ > 0 the formal End(V )-valued series Ai ∈ C[[z]] ⊗ End(V )
(1 ≤ i ≤ M) converges normally on compacta of the open polydisc DMǫ := {z ∈
CM | |zi| < ǫ ∀ i}.
In other words, if we expand Ai along a basis of End(V ), condition (e) requires
its coefficients in C[[z]] to converge normally on compacta of DMǫ .
Proposition 8.3. Suppose that the q-connection matrices Ai ∈ C[[z]] ⊗ End(V )
(1 ≤ i ≤M) satisfy (a)-(e). Let v ∈ V [(1M )]. There exists an ǫ > 0 such that the
formal V -valued series Φv ∈ C[[z]]⊗ V converges normally on compacta of D
M
ǫ .
Proof. For ease of notation, we will write Φ instead of Φv. By induction on m =
0, . . . ,M we prove that there exists ǫ > 0 such that Φ(m) ∈ C[[z1, . . . , zm]] ⊗ V
converges normally on compacta of Dmǫ .
For m = 0, there is nothing to prove. Fix 0 ≤ m < M and suppose Φ(m)
converges normally on compacta of Dmδ for some δ > 0. Write
Φ(m+1) =
∑
n≥0
Φm;nz
n
m+1
with Φm;n ∈ C[[z1, . . . , zm]]⊗V and Φm;0 = Φ
(m). Recall from the proof of Lemma
8.2 that the formal V -valued power series Φm;n (n ≥ 1) are unique characterized
by the recurrence relations
(8.8) Φm;n =
n∑
l=1
qn−lm+1
(
1− qnm+1A
(m)
m+1
)−1
A
(m)
m+1;lΦm;n−l
for all n ≥ 1. We use this recurrence formula to find bounds for Φm;n in a neigh-
borhood of 0 ∈ Cm.
Turn the finite-dimensional complex vector space V into an inner product space,
with corresponding norm denoted by ‖ · ‖. We also write ‖ · ‖ for the operator norm
of the associated finite-dimensional normed space End(V ). We continue the proof
of the proposition with two technical sublemmas. First we find a proper uniform
bound for A
(m)
m+1;l for all l (see (8.8)).
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Lemma 8.4. There exists ǫ > 0 and M > 0 such that ‖A
(m)
m+1;l‖ ≤ Mǫ
−l on D
m
ǫ
for all l ≥ 0.
Proof. By (e) there exists an ǫ > 0 such that A
(m+1)
m+1 ∈ C[[z1, . . . , zm+1]]⊗End(V )
converges normally on compacta of the polydisc Dm+12ǫ . Consequently, for ǫ < ǫ
′ <
2ǫ we have that ‖A
(m+1)
m+1 ‖ is uniformly bounded on the polydisc D
m+1
ǫ′ , say by
M > 0. In particular, we get
‖(∂lzm+1A
(m+1)
m+1 )(z1, . . . , zm+1)|zm+1=0‖ ≤Mǫ
−ll!
for all (z1, . . . , zm) ∈ D
m
ǫ and for all l ≥ 0 (see, e.g., [23] Theorem 2.2.7). This
proves the lemma in view of the definition (8.5) of A
(m)
m+1;l. 
Lemma 8.5. There exists an ǫ > 0 such that Φm;n ∈ C[[z1, . . . , zm]]⊗V converges
normally on compacta of Dmǫ for all n ≥ 0. Furthermore, there exists a constant
C > 0 (independent of n) such that
‖Φm;n‖ ≤
C
1 + C
(
1 + C
qm+1ǫ
)n
‖Φ(m)‖
on Dmǫ for all n ≥ 1.
Proof. In the proof of this lemma, we write q instead of qm+1. By assumption,
Φm;0 = Φ
(m) converges normally on compacta of Dmǫ if 0 < ǫ < δ. We now use the
recurrence relation (8.8) to obtain the desired results for Φm;n with n ≥ 1.
By the proof of Lemma 8.2 and since 0 < q < 1, there exists some ǫ > 0
(independent of n ≥ 1) such that det(1 − qnA
(m)
m+1)
−1 is analytic on Dmǫ for all
n ≥ 1 and such that | det(1−qnA
(m)
m+1)
−1| is bounded on the closureD
m
ǫ ofD
m
ǫ , with
bound independent of n ≥ 1. For such ǫ, it follows from (8.8) that Φm;n converges
normally on compacta of Dmǫ for all n ≥ 1. Furthermore, by (e), 0 < q < 1, and
Cramer’s rule, it implies that for ǫ > 0 small enough,
‖(1− qnA
(m)
m+1)
−1‖ ≤ C′
on D
m
ǫ for all n ≥ 1, with C
′ > 0 also independent of n. By (8.8), 0 < q < 1 and
the previous lemma, we thus obtain for ǫ > 0 small enough,
(8.9) ‖Φm;n‖ ≤ C
′
n∑
l=1
qn−l‖A
(m)
m+1;l‖ ‖Φm;n−l‖ ≤ C
n∑
l=1
(
1
qǫ
)l
‖Φm;n−l‖
on D
m
ǫ for all n ≥ 1 with the constant C = C
′M > 0 (independent of n).
Now, we have the following claim (cf. [14] §10.6): the recurrence relation
gn = C
n∑
l=1
(
1
qǫ
)l
gn−l, (n > 0)
with g0 ∈ R fixed is uniquely solved by
gn =
C
C + 1
(
1 + C
qǫ
)n
g0
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for n ≥ 1. Being obvious for n = 1, the claim follows using induction for n > 1 by
gn = C
(
1
qǫ
)n
g0 + C
n−1∑
l=1
(
1
qǫ
)l
gn−l
= C
(
1
qǫ
)n
g0 +
C2
C + 1
n−1∑
l=1
(
1
qǫ
)l(
(1 + C)
qǫ
)n−l
g0
= C
(
1
qǫ
)n
g0
(
1 + C
n−2∑
l=0
(1 + C)l
)
= C
(
1
qǫ
)n
g0
(
1 + C
(
(1 + C)n−1 − 1
1 + C − 1
))
=
C
C + 1
(
1 + C
qǫ
)n
g0.
Combined with (8.9), the lemma now follows immediately. 
To conclude the proof of the proposition, note that the previous lemma shows
that
Φ(m+1) =
∑
n≥0
Φm;nz
n
m+1 ∈ C[[z1, . . . , zm+1]]⊗ End(V )
converges normally on compacta of Dm+1ǫ′ if we take ǫ
′ > 0 sufficiently small. This
concludes the proof of the induction step. 
We interpret the q-dilation operators Ti as automorphisms of M(C
M ) by
(Tif)(z) = f(z1, . . . , zi−1, qizi, zi+1, . . . , zM ).
Theorem 8.6. Suppose Ai ∈M(C
M )⊗End(V ) (1 ≤ i ≤M) satisfy the holonomy
conditions (8.2) as meromorphic End(V )-valued functions on CM . Suppose that
the Ai are analytic at 0 ∈ C
M and that their power series expansions at 0 ∈ CM
satisfy the conditions (b)-(d).
Let v ∈ V [(1M )]. There exists a unique Φv ∈M(C
M )⊗V solving the holonomic
system (8.1) of q-difference equations and coinciding, in a small neighborhood of
0 ∈ CM , with the converging V -valued power series solution Φv from Proposition
8.3.
Proof. Since the Ai are assumed to be analytic at 0 ∈ C
M , their power series
expansions at 0 ∈ CM are converging normally on compacta of some open polydisc
DMǫ (ǫ > 0). Hence, condition (e) is automatically satisfied.
Let Φv ∈ C[[z]]⊗V be the power series solution from Proposition 8.3 and let ǫ > 0
such that Φv converges normally on compacta of D
M
ǫ . Let z
′ ∈ CM and U ⊂ CM
some open locally compact neighborhood of z′. Since 0 < qi < 1 (1 ≤ i ≤ M),
there exists a λ ∈ ZM≥0 such that q
λU ⊂ DMǫ , where q
λz = (qλ11 z1, . . . , q
λM
M zM ).
Define Φv as V -valued meromorphic function on z ∈ U by
(8.10) Φv(z) = Aλ(z)Φv(q
λz),
where Aλ ∈M(C
M )⊗ End(V ) is defined inductively by
Aλ+µ(z) = Aλ(z)Aµ(q
λz), ∀λ, µ ∈ ZM≥0,
and Aǫi = Ai (1 ≤ i ≤ M), where the ǫi (1 ≤ i ≤ M) are the standard generators
of the additive monoid ZM≥0. Of course, the definition of Aλ(z) makes sense by the
DAHA AND BISPECTRAL QUANTUM KZ EQUATIONS 51
holonomy conditions for the Ai. Furthermore, (8.10) together with the holonomy
conditions for the Ai show that the power series solution Φv of (8.2) has a unique
extension to a meromorphic V -valued solution on CM of (8.2). 
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