Human interaction prediction, i.e., the recognition of an ongoing interaction activity before it is completely executed, has a wide range of applications such as human-robot interaction and the prevention of dangerous events. Due to the large variations in appearance and the evolution of scenes, interaction prediction at an early stage is a challenging task. In this paper, a novel structural feature is exploited as a complement together with the spatial and temporal information to improve the performance of interaction prediction. The proposed structural feature is captured by Long Short Term Memory (LSTM) networks, which process the global and local features associated to each frame and each optical flow image. A new ranking score fusion method is then introduced to combine the spatial, temporal and structural models. Experimental results demonstrate that the proposed method outperforms state-of-the-art methods for human interaction prediction on the BIT-Interaction, the TV Human Interaction and the UT-Interaction datasets.
Introduction
Human interaction prediction, or early recognition [1] , is very important in many applications. It can help preventing harmful events (e.g., fighting) in a surveillance scenario. It is also very essential for human-robot interaction (e.g., when a human lifts his/her hand to handshake or opens his/her arms to hug, the robot will then respond accordingly). Interaction prediction aims to infer an interaction class at early temporal stages before the interaction happens. Due to the large variations in human postures during a complete interaction sequence, interaction prediction is much more challenging than recognition, whose objective is to classify a video once an interaction occurred. As shown in Figure 1 , frames at the early stages of the video are subject to ambiguity (handshake or high-five).
Human interaction involves the postures of body limbs in a specific scenario.
The structured layout of the scene, i.e., the relationship between the global and local features need to be learned for a better understanding of interactions.
Global features describe a scene in a coarse level, whereas local features convey fine-grained information such as human body parts. Inspired by the theory that the human visual system analyses the contents of visual scenes sequentially from global to local features [2] , we propose to organize the features of the global image and the local patches in a "temporal" order and to exploit LSTM [3] networks to learn the structured information of the scene using the global and local features. LSTM is capable to capture the long term dependencies of a sequence. Our experimental results will show the benefits of our novel structural feature for interaction prediction (see Section 4.3.3).
Another important feature for interaction prediction is the temporal information along a video sequence. As shown in Figure 1 , it is insufficient to use a single frame that is captured before the interaction happens to infer the class.
However, the temporal information that is captured along several consecutive frames, can provide critical cues to predict a future interaction. To extract temporal features, we propose to use LSTM networks to process the features of … ？ Prediction Figure 1 : A human interaction example (from the TV Human Interaction dataset [4] ). The frames at the beginning of the video are subject to ambiguity (i.e., handshake or high-five).
sequences of optical flow images.
We also consider the global spatial feature of each frame as a complementary information. Therefore, the prediction of an interaction is achieved with the spatial, the structural and the temporal features. We train classification models with these features separately. The relative importance of the spatial, the structural and the temporal features may vary for different datasets, resulting in different accuracies of these models. To effectively combine their complementary strength, we propose a new ranking score fusion method which can automatically find the fusion weights of these models for the final decision of interaction prediction. The advantage of our ranking score fusion method over simple average fusion is shown in Section 4.3.3.
For feature representation, existing interaction prediction methods mainly use hand-crafted features such as bag-of-words [1] and histograms of oriented optical flow [5] to represent the video frames. These histogram-based hand-crafted features are, however, not powerful enough to capture salient information. As CNN (Convolutional Neural Network) features have been shown transferable across domains [6] , and have been successfully applied in a variety of visual recognition tasks such as object detection, image classification and segmentation [7, 8, 9] , this paper applies a CNN model, pre-trained with ImageNet [10] , on frames and optical flow images for the feature representation of video sequences.
The main contribution of this paper relates to the proposed learning method for interaction prediction. First, we designed a novel structural feature of the scene to improve the performance of interaction prediction. The structural feature is exploited using LSTM networks to process the sequence of global and the local features. The structural feature reveals the relationship of the global scene context and the local human body limbs, which provides complementary information of the spatial and temporal features for interaction prediction. Second, we developed a ranking score fusion method to combine the spatial, structural and temporal models for the final decision of interaction prediction. The ranking score fusion method can find the optimal weights of the three models and is more robust than the average fusion method. Third, we have extensively evaluated our method on three interaction datasets and the experimental results demonstrate that the proposed method outperforms the state-of-the-art methods for interaction prediction (See Section 4.2).
Related Works
Ryoo [1] presented one of the early works on human interaction prediction.
He formulated an interaction prediction process as a posterior probability and represented the video frames with integral bag-of-words (IBoW) and dynamic bag-of-words (DBoW) to model the temporal evolution of features. Hoai and De la Torre [11] proposed to use a structured output SVM to train a detector to recognize partial events. When testing on action data, they used the Euclidean distance transform of binary masks between frames to create a codebook and computed the histogram of temporal words to represent a sequence of frames.
Cao et al. [12] divided each activity into multiple ordered temporal segments and constructed a matrix basis for each segment with the spatio-temporal features from the training data. A sparse coding method (SC) is then used to approximate the features of the test video with one matrix basis or a mix-ture of several matrix bases (MSSC). Lan et al. [5] introduced a "Hierarchical Movemes" (HM) feature (i.e., combining features from coarse to fine temporal levels based on HOG, HOF and MBH features) as representations and used SVM to jointly learn the appearance models on different levels and their intra relationships to predict interaction. Kong et al. [13] represented partial videos Sequence learning has been used in the temporal domain to capture the temporal information associated to consecutive frames in a video. Traditional sequential models such as Hidden Markov models (HMMs) [15] and Conditional Random Fields (CRFs) [16] have been successfully used for action recognition [17, 18, 19, 20] . However, they are not suitable for applications with high dimensional features [1] . Besides, they are not designed to learn long-term dependencies. LSTM networks [3] , on the other hand, are capable to learn long-term dependencies and have been successfully applied for text generation and speech recognition [21] . An LSTM unit is a memory cell that can remove or add information over a period of time. Recently, LSTM has also been used for activity detection [22] , video recognition and description [23] . The CNN features of a sequence of video frames and optical flow images are fed to LSTM networks to extract motion information.
In this paper, we introduce a novel structural feature using LSTM to improve the performance of interaction prediction. Furthermore, a novel ranking fusion method is also introduced to combine the strength of the spatial, structural and temporal models, and achieve the state-of-art performance on three datasets. 
Proposed Approach
In this section, an overview of the proposed method is firstly provided before its key components are described.
Overview
As shown in Figure 2 , the system includes a spatial, a temporal and two structural models. are therefore used to exploit structural features for a better performance of interaction prediction. As shown in Figure 2 (c), the SSM and TSM are based on both the entire and several typical local parts (i.e., the left half, the right half and the four corners) of a frame image and an optical flow image, respectively.
Spatial Model
The entire image and its local parts are fed to a pre-trained CNN model to extract CNN features. The features are then organized as a sequence (from global to local scales) fed to LSTM networks to process the sequence. This is followed by a hidden layer and a softmax layer outputting the probability scores.
Given a video sequence, there will be four vectors of class scores at each time step of a video sequence. The four vectors of class scores are then combined by a ranking score fusion method to produce the final scores of the video at this time
be the fusion score vector of a sequence at time step t, s k (t) be the score for class k and d be the number of classes. The frame of this sequence at time step t is then identified as class k * (t) where
where N is the number of frames of the sequence and h k is the number of elements of Ω that is equal to k. Finally, the sequence is predicted as class k * where
This method is called majority vote, which determines the class label of a sequence by counting the predicted labels at all time steps.
Feature Encoder
The input of each model is encoded with the pre-trained CNN-M-2048 model [24] . The network was learnt on ILSVRC-2012 [10] . The architecture is shown in Figure 3 . In the convolutional layers, there are 96 to 512 kernels with size varying from 3 × 3 to 7 × 7. The rectification (ReLU) [25] is used as a nonlinear activation function. For robustness with respect to intra-class deformations, max pooling kernels of size 3 × 3 with stride 2 are used in different layers. In all the experiments, the output of the first fully connected layer (layer 19) of the network is used as a 2048 dimensional feature vector for the spatial, temporal and structural classification models.
Sequence Learning
As shown in Figure 2 , the output CNN features of the GTM, SSM and TSM are fed to LSTM networks as a sequence to exploit the temporal and structural information.
LSTM Networks
LSTM is a Recurrent Neural Network (RNN) architecture [3] . A standard RNN can be regarded as multiple copies of the same network, which makes it capable to process time series. Given a sequence of input model. "C", "P" and "F" denote "convolution", "max pooling" and "fully connected", respectively. The output of "F7" is used as a feature vector for the spatial, temporal and structural classification models.
each time step t, the network updates the hidden value h t and output value y t using the following equations [26] :
where W hx , W hh and W yh are the weight matrices and b h and b y are the biases.
f (·) and g(·) are pre-defined vector functions.
The traditional RNN suffers from the problems of vanishing gradients [27] and exploding gradients [28] . Compared to a standard RNN, LSTM has a memory cell composed of a forget gate, an input gate and an output gate:
Forget Gate The forget gate decides what information is going to be thrown away. Given an input x t at time step t and a hidden value h t−1 of the previous time step t − 1, the forget gate outputs a number f t as follows:
where W f and U f are the weight matrices and b f is a bias. σ(·) is the sigmoid function, restraining the value of f t between 0 and 1. f t = 1 means "com-pletely remember", while f t = 0 means "completely throw away" or "forget" the information of the previous cell.
Input Gate The input gate decides what information is going to be used as input to the cell. Given the input x t at time step t, a tanh layer outputs a candidate state C t as follows:
Another sigmoid layer outputs a value i t given by:
where W c , U c , W i and U i are the weight matrices and b c and b i are the biases.
i t is multiplied with C t to determine how much new input is going to alter the cell state. The cell state C t at time step t is given by:
where C t−1 is the cell state at time step t − 1.
Output Gate The output gate determines what information is provided at the output. The output value o t and the hidden value h t are given by:
where W o , U o and V o are the weight matrices and b o is the bias.
At each time step t, LSTM updates the hidden value and output values as given by the above equations. By determining when to remember and when to forget, LSTM networks are capable of learning time-variant temporal information of a sequence of features.
Input for the Temporal Model
To learn temporal features with LSTM networks, the input of the GTM is chosen as a sequence of CNN features, which are extracted from consecutive optical flow images. In order to compute an optical flow image, the optical flow between two consecutive frames needs to be computed. The most widely used techniques for optical flow computation are differential methods [29] . The algorithms are based on the assumptions of constant intensity (i.e., the grey values of two consecutive frames do not change over time) and the smoothness of the flow field (i.e., the total variation of the flow field should not be too large). The x and the y components of an optical flow vector are scaled into values between 0 to 255. The two components (x and y) are set to be two channels of the optical flow image, and the third channel of the image is set to 0.
Inputs for the Structural Models
To learn the structural features with LSTM networks, the inputs of the SSM and TSM are the global and local parts of a frame image and an optical flow image, which are generated in 3 scales: (1) the full image, (2) the left and the right half images, and (3) the 4 non-overlapping local patches of the whole image. All these image/sub-images are organized in a temporal order from coarse to fine levels. An illustration of the inputs of the two structural models is shown in Figure 4 . Each image is decomposed into a sequence of 7 images.
Ranking Score Fusion
For different datasets, the relative importance of the spatial, structural and temporal features may vary due to their different discriminations between classes. This results in different prediction accuracies for these models. The proposed ranking score fusion method is used to find the optimal fusion weights to combine the models. Given these four models and d interaction classes, we have a score matrix S ∈ R 4×d for each video at one time step, defined by
where s pq denotes the score of the pth model for the qth interaction class. Each column of S corresponds to one class. Inspired by the ranking theory [30] , we learn to rank these columns so that s l s j , where l is the class label of the video, s j is the j th column of S, and denotes the order between two vectors.
The task is to learn a linear function h : R 4 → R which induces an ordering on the columns, i.e.,
where
and w ∈ R 4 is a four dimensional weight vector of the linear function.
Given a pair of columns s p and s q , we have either h(s p ) h(s q ) or h(s q ) h(s p ), or equivalently
Thus one can treat the difference vector s p − s q as a training example with label z. The weight vector w can be obtained by training a binary classifier. More precisely, by using the score matrices of all the videos at every time step, we can create a training set The weight vector w can be obtained by solving the following optimization problem:
However, this may result in negative weights, which do not make sense as it is counter-intuitive if one model contributes negatively. To ensure that the contribution of each model is zero at worst, a non-negative constraint on the weight vector w is added. The problem is solved approximately using the following iterative method: first a weight vector without the constraint is obtained, then the negative weights are set to be zero and the remaining weights are re-trained until all of the weights are non-negative.
Experiments
The proposed method has been evaluated on three interaction datasets, i.e., the BIT-Interaction dataset [31] , the TV Human Interaction dataset [4] and the UT-Interaction dataset [1] .
Datasets
BIT-Interaction dataset: The BIT-Interaction dataset [31] consists of 8 types of interactions between two humans (bow, boxing, handshake, high-five, hug, kick, pat and push). Each class of interactions contains 50 videos. It is a very challenging dataset, including variations in illumination conditions, scales, subject appearances and viewpoints. In addition, there are also occlusions by poles, bridges, pedestrians, etc..
TV Human Interaction Dataset:
The TV Human Interaction dataset [4] consists of 300 video clips collected from 23 different TV shows. It contains 5 interaction classes: handshake, high-five, hug, kiss and a "none" class that does not contain any of the interactions above, such as talking and walking.
The annotations for each frame of the videos are also provided by the dataset, including the bounding boxes of the upper human bodies, the head orientation of each human, whether there is an interaction or not, and the interaction class.
UT-Interaction dataset:
The UT-Interaction dataset [1] includes two sets.
The background of Set 1 is simpler and mostly static. In contrast, it is complex and slightly moving on Set 2. Each set includes 10 sequences of videos, performed by 10 groups of actors. Each sequence is segmented into 6 videos belonging to 6 interaction classes, i.e., handshake, hug, pointing, kick, push and punch.
Experimental Results
For all experiments, a single-layer LSTM with 512 hidden units, followed by a fully connected layer with 128 units, is used to train the structural and temporal models. For the spatial model, a 512-unit fully connected hidden layer is used. For each dataset, the same testing protocol as in previous works was followed for the performance comparison. The temporal information is learned with every 7 optical flow images, i.e., the input of the GTM is a sequence of 7 optical flow images (as shown in Figure   2 (b)). The sequence is generated at every time step of a video consisting of the optical flow image of the current time step and the images of the previous 6
time steps (the current image is repeated if the number of the previous time steps is smaller than 6). The performance is compared with other methods, including DBoW [1] , SC [12] , MSSC [12] , MTSSVM [13] , MMAPM [14] and
LRCNs [23] . The results are shown in Figure 5 . It can be seen that the proposed method performs consistently better than other methods for all observation ratios. When the observation ratio is 0.2, the performance is about 47%, which is about 10% better than MMAPM [14] . The improvement is more significant when the observation ratio is 0.6, where the performance is improved from 63% to 82%. Compared with LSCNs [23] , the improvement of the proposed method is also significant. When the observation ratio is 0.6, the improvement is about 10%.
Result on the TV Human Interaction Dataset
There are totally 300 videos in this dataset. The training/testing split is provided along with the dataset. For prediction, the testing protocol in [5] was adopted. The prediction accuracy was tested on 5 different temporal stages (i.e., the distance between the testing frame and the starting frame of the interaction, measured by the number of frames), from -20 to 0, with a step size of 5, e.g., "-20" denotes that the temporal distance between the testing frames and the starting frame of the interaction are within 20 frames. "0" means that the testing frames are within 5 frames after the interaction happens.
The input of the GTM is a sequence of 7 consecutive optical flow images.
The comparisons with LSCNs [23] , HM [5] and Dense Flow [5] are shown in Figure 6 . It can be seen that the proposed method significantly outperforms other methods in all temporal stages. When the testing frame is 15 frames prior to the starting frame of an interaction (i.e., the temporal stage is -15), the performance of the proposed method is about 48%. Compared with LSCNs [23] and HM [5] , the improvements are about 3% and 6%, respectively. The performance of the proposed method is more significant when the testing frame is 5 frames prior to the starting frame of an interaction (i.e., the temporal stage is -5), where the improvements compared to LSCNs [23] and HM [5] are about 8% and 10%, respectively.
Results on the UT-Interaction Dataset
There is no training/testing split in this dataset. The performance is measured using leave-one-sequence-out cross validation, i.e., for each set, 9 sequences of the segmented videos (54 videos) are used for training and the remaining 1 sequence of segmented videos (6 videos) are used for cross validation. The model is validated 10 times and the averaged results is reported as the model performance.
The proposed method is compared with DBoW [1] , HM [5] MMAPM [14] and LSCNs [23] . Following the testing protocol of [1] , the interaction class of each testing video is predicted in 10 observation ratios, from 0 to 1, with a step size of 0.1, as was done for the BIT-Interaction dataset. The results are shown in Figure 7 . It can be seen that the proposed method achieves superior results over other methods in 8 out of 10 cases for both Set 1 and Set 2. When the observation ratio is 0.1, the accuracy of the proposed method on Set 1 is about 51.6%. The improvement compared with the best previous result (i.e.,
LSCNs [23] ) is about 3%. The improvements of the proposed method on Set 2 are more significant after an observation ratio of 0.4. When testing on half the length of the videos (i.e., observation ratio of 0.5), the proposed method achieves an impressive 86.6% accuracy. Compared with the best previous result (i.e., MMAPM [14] ), the improvement is about 11%.
Results Analysis
We use the BIT dataset to analyse the performance with different sequence lengths, and analyse the relative contributions of the different components of the proposed method.
Temporal Length
As shown in Figure 2 (b), the input of the GTM is a sequence of consecutive optical flow images. The performance of three different lengths of sequences (3, 7 and 10) on the BIT-Interaction dataset are compared in Table 1 . It can be seen that there is a slight difference between length 7 and length 10. Using sequences of length 7 achieves superior results than others when the observation ratio is between 0.2 and 0.5, When the observation ratio is 0.3, it provides an improvement of about 6% and 3% compared to length 3 and length 7, respectively. Length 10 is too long to capture important fine-grained information at an early stage. It can also be seen that using sequences of length 7 and length 10 produce a better performance than using sequences of length 3, e.g., when the observation ratio is 0.5, the performances of length 7 and length 10 are about 77% and 75%, respectively. The improvements compared to length 3 are about 5% and 3%, respectively. This is because the sequences of length 3 are not long enough to capture sufficient temporal information, resulting in a poorer performance.
Models
The performance of each individual model on the BIT-Interaction dataset is shown in Table 2 , including the GSM, GTM, SSM and TSM. It can be seen that the performances of GTM and TSM are significantly better than GSM and SSM.
When the observation ratio is 0.2, the accuracies of GTM and TSM are about 44%, which are about 25% and 21% better than GSM and SSM, respectively. The weights of GSM, GTM, SSM and TSM learned by the proposed ranking score fusion method are [0, 0.54, 0, 0.46]. For these four models, GSM and SSM exploit the spatial information of the video frames, while GTM and TSM exploit the temporal information of the optical flow images. GTM and TSM are assigned larger weights than GSM and SSM, i.e., the temporal information is more important than the spatial information. We believe that this is due to two reasons: (1) The interaction between two humans such as handshake or hug can occur at any stage in the scenes and thus the spatial information is less discriminant. (2) Video frames evolve along the video sequences, which results in an ambiguity of the frames before the time step for which the interaction happens. Using a single frame with only the spatial information is insufficient to infer the interaction class. On the other hand, the temporal information of several consecutive frames is a critical cue about the future interaction class.
The proposed ranking score fusion method improves the accuracies of each individual model in 8 out of 10 cases. When testing on the entire videos (i.e., the observation ratio is 1.0), the improvement is about 3% compared with the best result of the individual models (i.e., TSM).
Key Components of the Proposed Method
An ablative analysis of the structural features and the score fusion method on the BIT-Interaction dataset was performed to show their advantages. More specifically, the proposed method is compared to the following two alternatives:
1) removing structural features while retaining other features, and using the proposed ranking score fusion method; and 2) using average fusion of all the models instead of the ranking score fusion method.
As shown in Table 3 , the performance degrades for all cases when the structural features (withoutStruct) are not used, e.g., the performance is about 3% worse than the proposed method at an observation ratio of 0.2. The structural features provide useful information about the global scene and the local patches to infer an interaction class.
The performance comparison of the average fusion and ranking score fusion Table 4 : Ablative analysis on the score fusion method. "Ranking" denotes the ranking score fusion of all of the models. "Average" denotes the average fusion of all of the models. The performance of the proposed ranking score fusion method is better than the average fusion method for all observation ratios. Table 4 . It can be seen that the performance of the average fusion (Average) also drops in all stages. When the observation ratio is 0.3, the performance is about 52%, which is about 8% and 2% worse than the proposed method and MMAPM [14] , respectively. The ranking score fusion helps to determine the optimal combination of all of the models.
Conclusion
In this paper, we developed a novel structural feature to uncover useful information of the scene layout for interaction prediction. The extraction of the structural feature of the scene context was achieved by using LSTM networks to process the sequence of global and local features. An ablative analysis was performed to show the benefits of the structural feature for interaction prediction. We also designed a ranking score fusion method to effectively combine the complementary strengths of the spatial, temporal and structural models. The ranking score fusion method determines the optimal weights of the three models and it is more robust than a simple average fusion method. We evaluated three different lengths of clips to learn the temporal evolution, and experimental results showed that using clips of length 7 produces the best results. We also compared the performance of each individual model of the proposed method.
The combination of these models with the weights learned by the ranking score fusion method significantly improves the accuracies of individual models. Experimental results were provided to show the benefits of the proposed learning method with the state-of-art performance on three interaction datasets.
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