Abstract. A John function is a continuously differentiable function whose gradient is bounded by the reciprocal of the Euclidean distance to the boundary of the domain. Here we construct John functions whose gradient norms have positive lower bounds for o-minimal domains. We prove their definability and give explicit estimates for number of John functions required for a given set to obtain uniform positive lower bounds.
Introduction
Let n be a positive integer. A John function is a continuously differentiable function from some open subset U of R n to R whose gradient is bounded by the reciprocal of the Euclidean distance to the boundary ∂U of U . These functions satisfy the bounded-mean-oscillation in the sense of John-Nirenberg, cf. [11, 12] . Conversely, every harmonic function satisfying bounded-meanoscillation is a John function, cf. [14, 17] . John functions on the unit disc in R 2 are also related to the Bloch space on the unit disc in C, cf. [18, Proposition 5.4] . But Bloch functions are required to be holomorphic.
For any subset X of R n and x ∈ R n let d X (x) denote the Euclidean distance between x and X. For two functions f and g we write f < g on X if f (x) < g(x) for all x ∈ X. The gradient-norms of John functions with domain U are bounded from above by C/d ∂U for some constant C > 0. Naturally, the question arises whether some uniform positive lower bound may be found; that is, does there exist a John function f which additionally satisfies ∇f > 1 d ∂U on U ? With the exception of subsets of R, the answer to this question is unknown. However, for applications it often suffices to construct a finite sequence of John functions such that the sum of gradient-norms is bounded from below by 1/d ∂U . Such a sequence is called an exhaustive sequence of John functions for U . For general open domains of R n the answer for this weaker problem is also unknown. Thus, we will restrict our considerations to sets which are definable in some o-minimal expansion of the real numbers. We fix the expansion M. Here, definable always means definable in M (with parameters in R).
In order to investigate Green potential domains for the Laplacian operator, Kurdyka and Xiao constructed in [16] 
The construction of John functions in [16] makes essential use of integration, so that the functions f i in Theorem 1 are far away from being definable in any o-minimal expansion. The number r depends on the geometry of the set, and it can become arbitrarily large even in R 2 . However, for the construction of exhaustive sequences of John functions, at least the logarithm is needed which is only definable in o-minimal structures with exponential function.
The present paper is motivated by a question of K. Kurdyka addressed to the author: Can one assume that the functions f i are definable in the structure M expanded by the exponential function?
By [22] , this expanded structure is also o-minimal. We answer this question affirmatively by showing that one can choose logarithms of definable functions for the f i in Theorem 1. In addition, we compute explicit bounds for the number r of required John functions. We shall show the following Theorem. 
In view of o-minimal geometry, Theorem 2 states a strong version of the zero-set property of definable C 1 functions. That is, every closed definable subset A of R n is the zero-set of a definable In Section 2 we briefly recall some concepts about o-minimality to which we refer throughout the paper. The proof of Theorem 2 is performed in Section 3. In Section 4 we discuss higher regularity of the functions g i in Theorem 2.
Preliminaries and Notation
For a set U the symbols U and ∂U denote the closure and the boundary of U , respectively. We briefly recall the definition of o-minimal structures. For an introduction addressed to geometers we refer the reader to [4] .
A subset of R n that is described by a finite set of polynomial inequalities is called semialgebraic. The structure consisting of all semialgebraic sets is an example of an ominimal structure, cf. [1] . Further examples are known, see for example [3, 5, 6, 19, 23] . In the following, the structure M is fixed.
Our construction of John functions is based on a special kind of partition of definable sets into Λ [13] , is a definable C 1 function with bounded first derivative. The set of Λ 1 -regular functions from U to V is denoted by Λ 1 (U, V ). The symbols ±∞ are regarded as constant functions defined on arbitrary sets.
Definition 1. A Λ
1 -regular standard cell in R is either a single point or an open interval. Suppose we know the standard Λ 1 -regular cells in R n−1 , then a Λ 1 -regular standard cell S of R n is either a single point, or a definable set S of either the form S = Γ(h) where
is either an open set, or the function h of one of its corresponding standard cells S = Γ(h) is additionally Lipschitz-continuous with constant δ. 
is the union of some of the strata, (c) each A j is the union of some of the strata.
We will extend Lipschitz-continuous functions. The situation is the following. Let f : A → R be a definable Lipschitz continuous function with constant L, and let K ≥ L. We apply the standard extension operator to f with constant K to obtain the function F : R n → R which is given by
This function is definable and Lipschitz-continuous with constant K such that F = f on A. Note that if the function f is non-negative and K > 0, then 
. This is actually equivalent to the concept of C 1 cell decomposition, cf. [2, Chapter 7.3]. In particular, this implies that every definable function is C 1 -smooth outside of a definable nowhere dense subset. We denote by D 1 (f ) the set of points at which the definable function f is not C 1 -smooth. This set is definable. We will also smooth definable Lipschitz-continuous functions. This is made possible by the following theorem, cf. [9] . 
For any definable open neighborhood
V of D 1 (f ) ∩ U , we may assume that g = f outside of V .
Constructing John functions
First we need to investigate some useful neighborhoods of Λ 1 -regular cells.
Lemma 5. Let c ∈ (0, 1). Then there is a δ > 0 such that for every 2-quasi-
Proof. The set V is connected, and
Note that the set S is a subset of
By assumption, there exists a z ∈ S with x − z < c x − y . Let B denote the closed ball with center x and radius c x − y . Hence, z ∈ B. The ball B is contained in the closed cone generated by the lines through y that intersect with B. This cone has an apex angle α = arctan (c) which is strictly less than π/2. The tangent of the angle between the vectors x and x − y is bounded by 2δ, as U is 2-quasi-convex. So the angle between x and the axis of the cone is bounded by arctan(2δ). By choosing δ very small, say δ satisfies
the intersection of the cone and A is the set {y}. As y ∈ B, the intersection B ∩ S = ∅ which contradicts z ∈ B. Thus, the lemma is proved.
In the next Lemma we construct definable functions whose domain are complements of the closure of non-open Λ 1 -regular cells A and which approximate the distance function d A on a sufficiently large subset of R n . 
Proof. We may assume that < 1/3 and that δ < /3. Define the function g :
This function is definable and C 1 -smooth outside of Γ(h). Moreover, for any
where D x h denotes the derivative of h with respect to x. Note that D x h is bounded by /3, since h is Lipschitz-continuous with constant δ. Hence ∇g is bounded from above by 1+ /3 so that g is locally Lipschitz-continuous with constant (1 + /3). As U is quasi-convex with constant 1 + /3, the function g is Lipschitz-continuous with constant
Evidently, ∇g is bounded from below by 1. As The previous lemma in connection with Theorem 4 is a strengthening of the Lemma 2.2 in [16] which is the key point in the proof of Theorem 1. However we are interested in an explicit bound of the required John functions which is prepared by the following lemma. 
Proof.
Step 1: Let 1 < L < 1 + /(60n), and let 0 < δ < /20 be so small that Lemma 6 holds with /(20n) in place of . By Theorem 3, there is a δ-flat L-quasiconvex Λ 1 -regular stratification of R n that is compatible with ∂U . Denote  by S 1 , . . . , S r the strata contained in ∂U . We may assume that, for each i = 1, . . . , r, there is a linear orthogonal automorphism of R n mapping the stratum S i to the graph of a definable C 1 function h i : U i → R n−dim(S i ) which is Lipschitz-continuous with constant δ. Thus, there is a function f i satisfying the conclusion of Lemma 6 with f i , h i and U i in place of f , h and U . We define the function G n as follows. For any η ∈ R n let
The functions f i are Lipschitz-continuous with constant 1 + /(20n), so that G n is Lipschitz-continuous with constant
which is bounded by 1 + /2.
Step 2: Select a Λ 1 -regular stratification of R n that is compatible with the sets
The function f i is then called a matching function to T j . Let x ∈ T j , and assume that
By Theorem 3 (b), the frontier of the stratum S i itself partitions into some of the strata. So there is a k such that
Note that the function f k is Lipschitz-continuous with constant
and that f k vanishes in S k .
On the one hand we obtain an upper estimate for G n (x),
On the other hand the value G n (x) is bounded from below by
the inequalities (3) and (4) imply that G n (x) < G n (x) which is a contradiction. Thus, the claim is proved.
Step 3: Construction of the functions where the sum is taken over all j for which dim(T j ) = k and f i is assigned to 
For every k = 0, . . . , n − 1 we apply Theorem 4 to G k to obtain the function g k which coincides with G k outside of V k . The functions g 0 , . . . , g n−1 are definable Lipschitz-continuous C 1 functions on U , with a constant M > 1. Thus, their gradient-norms are all bounded from above by M .
Claim:
This neighborhood W is given by the union of the sets U \V k , k = 0, . . . , n−1.
Step 5: Construction of g n . By Theorem 4, we smooth G n , and obtain a definable Lipschitz-continuous C 1 function g n : U → (0, ∞) which coincides with G n outside of the set W . Verifying the properties (a)-(e) is straight forward.
Proof of Theorem 2. We let > 0 be a small rational number, and select definable C 1 functions g 1 , . . . , g n+1 : U → R that satisfy the conclusions of Lemma 7 with some M > 1. Note that the gradients of the functions g i restricted to U are bounded. Thus, the functions
Remark 1. The inequality (5) shows exactly where we loose the control for the constant C of Theorem 2. This is due to the smoothing process used in
Step 4 and Step 5 of the proof of Proposition 7. Assume that, for every constant ∆ > 0, every definable Lipschitz-continuous map with constant L can be approximated in the sense of Theorem 4 by a definable Lipschitz-continuous C 1 function with constant L+∆. Then the upper constant C in Theorem 2 can be bounded by n + 2 by taking the constants δ and sufficiently small in Lemma 5, Lemma 6 and Lemma 7.
So far, such approximation is not known to the author.
Regularity of the functions g i in Theorem 2
We may always assume that the functions g i restricted to U are C m -smooth for every m ∈ N. This is provided by Escribano's Approximation Theorem, cf. [7] . For the semialgebraic structure we may even assume analycity, cf. [21] . For the class of o-minimal expansions of the real exponential field which admit C ∞ cell decomposition, see for example [3, 6, 23] , we may assume C ∞ -smoothness, cf. [10] .
The question whether the functions g i in Theorem 2 can be chosen to be of class C m for 1 < m ≤ ∞ is more subtle. First we consider polynomially bounded o-minimal structures, that is, every definable unary function is ultimately bounded by a polynomial. For polynomially bounded o-minimal structures we obtain the following corollary of Theorem 2. Therefore, f (t) can be bounded by t k for t > 0 close to 0 and a sufficiently large natural number k.
Here is the announced example. Example 1. Let U = (0, ∞). Then there is no definable C ∞ function g : R → R which vanishes outside of U and which is positive on U such that g (t)
, t > 0, for some constant C > 0.
Proof. This follows from the fact that t = d ∂U (t) for t > 0 and Lemma 9.
Open Question
Of course one is interested in the construction of exhaustive sequences of 
