We report the recent two results of D 0 -D 0 mixing studies at Belle in
Introduction
Mixing phenomenon, i.e. the oscillation of a neutral meson into its corresponding anti-meson as a function of time, has been observed in the K 0 , B 0 , and most recently B 0 s systems. This process is also possible in the D-meson system, but has not previously been observed.
Mixing in heavy flavor systems such as that of B 0 and B 0 s is governed by the short-distance box diagram. However, in the D 0 system this diagram is both GIM-suppressed and doubly-Cabibbo-suppressed relative to the amplitude dominating the decay width, and thus the short-distance rate is very small. Consequently, D 0 -D 0 mixing is expected to be dominated by long-distance processes that are difficult to calculate; theoretical estimates for the mixing parameters x = (m 1 −m 2 )/Γ and y = (Γ 1 −Γ 2 )/2Γ range over twothree orders of magnitude [1] . Here, m 1 , m 2 (Γ 1 , Γ 2 ) are the masses (decay widths) of the mass eigenstates |D 1,2 = p|D 0 ± q|D 0 , and Γ = (Γ 1 + Γ 2 )/2. The parameters p and q are complex coefficients satisfying 
CP -eigenstates
We have studied the decays to CP eigenstates
treating the decay-time distributions as exponential, we measured the quantity
where
, where A M parameterizes CP V in mixing and φ is a weak phase. If CP is conserved, A M = φ = 0 and y CP = y. This method has been used by numerous experiments to constrain y CP [4] . Our measurement, based on 540 fb −1 data, yields a nonzero value of y CP with > 3σ significance [5] . We also searched for CP V by measuring the quantity
; (2) this observable equals For the lifetime measurements, we select the events satisfying |∆M |/σ M < 2.3, |Q − 5.9 MeV| < 0.80 MeV and σ t < 370 fs, where ∆M ≡ M − m D 0 , and σ t is the decay time uncertainties calculated eventby-event. The invariant mass resolution σ M varies from 5.5-6.8 MeV/c 2 , depending on the decay channel. The selection criteria are chosen to minimize the expected statistical error on y CP using the MC. We find 111 × 10 3 K + K − , 1.22 × 10 6 K − π + and 49 × 10 3 π + π − signal events, with purities of 98%, 99% and 92% respectively.
The relative lifetime difference y CP is determined by performing a simultaneous binned maximum likelihood fit to the
Each distribution is assumed to be a sum of signal and background contributions, with the signal contribution being a convolution of an exponential and a detector resolution function,
The resolution function R(t−t ′ ) is constructed from the normalized distribution of the decay time uncertainties σ t . The σ t of a reconstructed event ideally represents an uncertainty with a Gaussian probability density: in this case, bin i in the σ t distribution is taken to correspond to a Gaussian resolution term of width σ i , with a weight given by the fraction f i of events in that bin. However, the distribution of "pulls", i.e. the normalized residuals (t rec − t gen )/σ t (where t rec and t gen are reconstructed and generated decay times), is not well-described by a Gaussian. We found that this distribution can be fitted with a sum of three Gaussians of different widths σ pull k and fractions w k , constrained to the same mean. Therefore, we choose the parameterization
with σ ik = s k σ pull k σ i , where the s k are three scale factors introduced to account for differences between the simulated and real σ pull k , and t 0 allows for a (common) offset of the Gaussian terms from zero.
The background B(t) is parameterized assuming two lifetime components: an exponential and a δ function, each convolved with corresponding resolution functions as parameterized by Eq. (4). Separate B(t) parameters for each final state are determined by fits to the t distributions of events in M sidebands. The MC is used to select the sideband region that best reproduces the timing distribution of background events in the signal region.
Fitting the K − π + , K + K − , and π + π − decay time distributions (Figs. 1(a) -(c)) shows a statistically significant difference between the K − π + and h + h − lifetimes. The effect is visible in Fig. 1d , which plots the ratio of event yields N h + h − /N Kπ as a function of decay time. The fitted lifetime of D 0 meson in the K − π + final states is 408.7 ± 0.6 fs, which is consistent with the PDG value [6] (and actually has greater statistical precision). We measure
which deviates from zero by 3.2σ. The systematic error is dominated by uncertainty in the background decay time distribution, variation of selection criteria, and the assumption that t 0 is equal for all three final states. The analysis also measures
which is consistent with zero (no CP V ). The sources of systematic error for A Γ are similar to those for y CP . 
the solid line is a fit to the points. 
Dalitz Plot Analysis of
where e (1,2) (t) = e −(im 1,2 +Γ 1,2 /2)t . The first term represents the (time-dependent) amplitude for
and the second term represents the amplitude for
Taking the modulus squared of Eq. (7) gives the decay rate or, equivalently, the density of points ρ(m 2 + , m 2 − ; t). The result contains terms proportional to cosh(y Γt), cos(x Γt), and sin(x Γt), and thus fitting the time-dependence of ρ(m 2 + , m 2 − ; t) determines x and y. This method was developed by CLEO [7] .
To use Eq. (7) requires choosing a model for the decay amplitudes
. This is usually taken to be the "isobar model" [8] , and thus, in addition to x and y, one also fits for the magnitudes and phases of various intermediate states. [9] . The analysis proceeds in two steps. First, signal and background yields are determined from a two-dimensional fit to variables M (Kππ) and
and |Q − 5.9 MeV| < 1.0 MeV (corresponding to 3σ in resolution), there are 534 000 signal candidates with 95% purity. These events are fit for x and y; the (unbinned ML) fit variables are m Table II . The results for x and y indicate that x is positive, about 2σ from zero. Projections of the fit are shown in Fig. 2 . The fit also yields τ D = (409.9 ± 1.0) fs, which is consistent with the PDG value [6] (and actually has greater statistical precision). sible sign change, the effect upon x and y is small, and the results for |q/p| and φ are consistent with no CP V . The sets of Dalitz parameters (a r , δ r ) and (ā r ,δ r ) are consistent with each other, indicating no direct CP V . Taking a j =ā j and δ j =δ j (i.e., no direct CP V ) and repeating the fit gives |q/p| = 0.95 • . The dominant systematic errors are from the time dependence of the Dalitz plot background, and the effect of the p D * momentum cut used to reject D * 's originating from B decays. The default fit includes ππ scalar resonances σ 1 and σ 2 ; when evaluating systematic errors, the fit is repeated without any ππ scalar resonances using K-matrix formalism [10] . The influence upon x and y is small and included as a systematic error.
The 95% C.L. contour for (x, y) is plotted in Fig. 3 . The contour is obtained from the locus of points where −2 ln L rises by 5.99 units from the minimum value; the distance of the points from the origin is subsequently rescaled to include systematic uncertainty. We note that for the CP V -allowed case, the reflections of the contours through the origin are also allowed regions. 
