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Abstract
We prove that the evolutionary Navier-Stokes equation in n-D
torus with initial data in the class of distributions has an unique solu-
tion (local in t) that is analytic by all variables. This solution presents
as a series globally.
1 Introduction
The regularity problems for NSE with the condition of incompressibility have
been studied by many authors. For instance, J. Serrin [11] showed that under
rather moderate assumptions, weak solutions are C∞ in the space variables
in the case of a conservative external force. On the other hand, it was shown
(Masuda) [6], [7] that if external force is analytic in spatial variables and t,
then srong solutions satisfying the zero Dirichlet boundary condition are also
analytic in the spatial variables and t. C. Kahane [4] showed that solutions
of NSE (with the incompressibility assumption and without any boundary
condition) is analytic in spatial variable in the case of a conservative external
force.
∗This research was partially supported by grants: INTAS 00-221, RFFI 02-01-00400.
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Note that if external force and initial data are analytic in all variables the
existence of analytic solutions in all variables can be derived from the result
announced in the end of the paper [9].
In the present paper we establish the existence of analytic (in all variables)
solutions under very irregular initial conditions and obtain a global expansion
of the solution into a series.
The problem is studied in the case of periodical boundary conditions.
The author wishes to thank A. L. Skubachevskiˇı and V. A. Solonnikov
for useful discussions.
2 Main theorem
Consider the Navier-Stokes equation with initial data and the condition of
incompressibility of a fluid:
vt + (v,∇)v = −∇p + ν∆v, (2.1)
divv = 0, (2.2)
v |t=0 = vˆ(x), (2.3)
where by v = (v1(t, x), . . . , vn(t, x)) we denote a vector-function, p(t, x) is a
scalar function and ν is a positive constant. Differential operators are defined
in the usual way: ∂j = ∂/∂xj ,
∇p = (∂1p, . . . , ∂np), divv =
∑n
k=1 ∂kv
k,
∆f = div∇f, (v,∇)f =
∑n
k=1 v
k∂kf.
Application of any scalar operator to a vector-function implies that this op-
erator applies to each component of the vector-function.
Note that the function p is taken in problem (2.1)-(2.2) such that the
substitution p 7→ p+ c(t) (c(t) is an arbitrary function) does not change the
equations. So we will find the function p just up to an additional function of
t. Let k, x ∈ Cn, introduce some notations:
(k, x) = k1x1 + . . .+ knxn, |x| = |x1|+ . . .+ |xn|, i
2 = −1.
Sometimes we will use the Euclidian norm: |x|2e = |x1|
2+ . . .+ |xn|
2, and the
norm |x|m = maxk |xk|. As it is well known there is a constant c such that
c|x| ≤ |x|e ≤ |x|.
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Let Tn = Rn/(2piZ)n be an n−dimensional torus. Define sets
Υr(T ) =
{
(t, x) | 0 < |Im t| < Re t < T, 0 <
3
νc
|Im x|m < r < Re t,
Re x ∈ Tn
}
,
Υ(T ) =
⋃
0<r<T
Υr(T ).
For s ∈ R define a space:
Hs =
{
f(x) =
∑
k∈Zn
fke
i(k,x) | ‖f‖s =
∑
k∈Zn
|fk||k|
s <∞
}
.
An element f of the space Hs is a distribution which value of a function
ϕ(x) ∈ C∞(Tn) is
(f, ϕ) =
∑
k∈Zn
fk
∫
Tn
ei(k,x)ϕ(x) dx.
In case of positive integers s the spaces Hs coincides with the Sobolev spaces
with the same subscripts [2].
We assume that the initial vector field vˆ(x) belongs to the space Hs and
div vˆ(x) = 0.
Denote by O(D) the space of holomorphic functions in a domain D. Let
Ut,T (α) = {t | 0 < t < α|Im t| < Re t < T}.
Theorem 1 1. There is a positive constant T such that initial problem
(2.1)-(2.3) has an unique solution (p(t, x), v(t, x)) in the space O(Υ(T )).
The solution expands to a series:
v(t, x) =
∑
k∈Zn
vk(t)e
i(k,x)−t|k|eν/2,
where the functions vk belongs to the set O(Ut,T (α)) for any t < T and
α > 1, the series ∑
k∈Zn
|vk(t)||k|
s
uniformly converges in Ut,T (α) for any t < T and α > 1.
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The following equalities hold:
lim
t→0
∥∥∥ ∂|k|
∂k1x1 . . . ∂knxn
v(t, x)−
∂|k|
∂k1x1 . . . ∂knxn
vˆ(x)
∥∥∥
s−|k|
= 0,
lim
t→0
∥∥∥ ∂|k|
∂k1x1 . . . ∂knxn
p(t, x)−
∂|k|
∂k1x1 . . . ∂knxn
pˆ(x)
∥∥∥
s−|k|
= 0,
(2.4)
where pˆ(x) ∈ Hs and the vector k consists of non-negative integers.
2. There exists positive constant µ such that if ‖vˆ‖s ≤ µ then the first
part of this theorem remains valid for T =∞.
Note that v0 actually does not depend on t [3]. As a simple corollary of the
second part of the theorem we obtain
Proposition 2.1 For any t ∈ Ut,∞(α) we have
max
x∈Tn
|v(t, x)− v0| ≤ ce
− νRe t
2 ,
positive constant c depends only on t and α.
Before approaching to a proof of the theorem we must develop some
technique tools.
3 Definitions and technique tools
We will denote inessential constants by c, C or by these letters with sub-
scripts.
Provide the space O(D) by a collection of norms: let u ∈ O(D) and K
is a compact subset of D then ‖u‖K = supz∈K |u(z)|. These norms make
the space O(D) a seminormed space. A sequence uk ∈ O(D) converges to
u ∈ O(D) if for any compact K we have ‖uk − u‖K → 0 when k →∞. This
kind of convergence is referred to as compact convergence.
The compact convergence in the space O(Υ(T )) follows from the conver-
gence with respect to the norms ‖ · ‖Υr(T ). Indeed, every compact subset of
Υ(T ) can be covered by finite collection {Υri(T )}i=1...m.
We say that a subset M of O(D) is bounded if for any compact K there
is a constant CK such that for any u of M we have ‖u‖K ≤ CK .
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Theorem 2 (Montel) If M is a closed and bounded subset of O(D) then
it is a compact.
Denote by O˜(Υ(T )) a subset of O(Υ(T )) that consists of functions u with
zero mean value:
∫
Tn
u(t, x) dx = 0.
The Laplace operator ∆ : O˜(Υ(T ))→ O˜(Υ(T )) is invertible: there exists
a bounded operator ∆−1 : O˜(Υ(T ))→ O˜(Υ(T )). If
u(t, x) =
∑
k∈Zn\{0}
uk(t)e
i(k,x)
is the Fourier expansion of u then an explicit form of this operator is
∆−1u(t, x) = −
∑
k∈Zn\{0}
uk(t)
|k|2e
ei(k,x). (3.1)
LetD be an open subset of Υ(T ) and compactK belongs toD. Then formula
(3.1) involves an estimate:
‖∆−1u‖K ≤ cK,D‖u‖D,
where cK,D is a positive constant.
Define a set of linear operators St : O(Υ(T ))→ O(Υ(T )) by the formula:
Stu(t, x) =
∑
k∈Zn
uk(t)e
i(k,x)−ν|k|2et,
where ν is the same constant that is in equation (2.1).
Operators {St} are bounded:
‖Stu‖K ≤ cK,D‖u‖D. (3.2)
Compact K is in domain D, constant cK,D is positive.
Consider an initial problem for the equation:
ut = ν∆u + f(t, x),
u |t=0 = uˆ(x) ∈ Hs.
(3.3)
The function f belongs to the space O(Υ(T )) and f(0, x) ∈ Hs, further-
more ‖f(t, x)− f(0, x)‖s → 0 when t vanishes.
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It is easy to check that problem (3.3) has the unique solution u(t, x) ∈
O(Υ(T )) that is periodical in x and it presents in a form:
u(t, x) = Stuˆ+
∫
L(t)
St−τf(τ, x) dτ, (3.4)
where a contour L(t) is constructed as follows:
L(t) =
{
s+ i
Im t
Re t
s | 0 ≤ s ≤ Re t
}
.
3.1 Majorant functions
Let
v(t, x) =
∑
k∈Zn
vk(t)e
i(k,x) ∈ O(Υ(T )),
V (τ, x) =
∑
k∈Zn
Vk(τ)e
i(k,x) ∈ C(IT ,Hs),
IT = [0, T ].
A notation v ≪ V means that |vk(t)| ≤ Vk(Re t) holds for all admissible t
and k ∈ Zn.
If u, U are vector-functions then a relation u≪ U means that each com-
ponent of the vector U majorates corresponding component of the vector
u.
Define the following operators:
Du =
∑
k∈Zn
|k|uke
i(k,x), Λtu =
∑
k∈Zn
uke
i(k,x)−|k|etν/2.
Enumerate main properties of the operation ”≪”. Let u(t, x)≪ U(τ, x)
and v(t, x)≪ V (τ, x) then:
u+ v ≪ U + V, uv ≪ UV,
λu ≪ |λ|U,
∫
L(t)
u(s, x) ds ≪ 2
Re t∫
0
U(s, x) ds,
∂lu ≪ DU, S
tu ≪ U,
D(uv) ≪ UDV + V DU, ∆−1u ≪ U.
In these formulas we imply: λ ∈ C.
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Another property of ”≪” is as follows: there exists some positive constant
c such that an estimate
∆−1∂j∂lu≪ c U (3.5)
holds for all functions u≪ U . Indeed, expanding the left- and the right-hand
side of (3.5) to Fourier series by formula (3.1) we see that the estimate follows
from inequality:
|kjkl| ≤ c|k|
2
e, k ∈ Z
n.
Consider maps
f : O(Υ(T ))→ O(Υ(T )), F : C(IT ,Hs)→ C(IT ,Hs).
We say that the map F majorates the map f (denote by f ≪ F ) if for any
functions u, U the relation u≪ U involves f(u)≪ F (U).
3.2 Existence Lemma
Let L2(IT ,Hs) be a space of maps f from IT toHs that have square integrable
norm: ‖f(t, ·)‖2s ∈ L2(IT ). The norm in L2(IT ,Hs) is defined as usual:
(‖f‖Ls )
2 =
∫ T
0
‖f(t, ·)‖2s dt.
Let u(x) =
∑
k∈Zn uke
i(k,x) ∈ Hs. Define a semigroup {P
λ
ρ }λ≥0 by the for-
mula:
P λρ u =
∑
k∈Zn
uke
i(k,x)−λ|k|2eρ, ρ > 0.
Define a map
Φ(u, v) =
∫ t
0
P t−ξρ D(u(ξ, x)v(ξ, x)) dξ.
Lemma 3.1 The map Φ takes the space L2(IT ,Hs)×L2(IT ,Hs) to the space
L2(IT ,Hs), and
‖Φ(u, v)‖Ls ≤ c‖u‖
L
s ‖v‖
L
s , (3.6)
a positive constant c does not depend on u, v.
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Proof. The Lemma follows from the following chain of estimates:
(‖Φ(u, v)‖Ls )
2 =
=
∫ T
0
∥∥∥
∫ t
0
P t−ξρ D(u(ξ, x)v(ξ, x)) dξ
∥∥∥2
s
dt
≤
∫ T
0
dt
∫ t
0
dξ
∫ t
0
dη‖P t−ξρ D(uv(ξ, ·)‖s‖P
t−η
ρ D(uv(η, ·)‖s
=
(∫ T
0
dξ
∫ ξ
0
dη
∫ T
ξ
dt+
∫ T
0
dη
∫ η
0
dξ
∫ T
η
dt
)
· ‖P t−ξρ D(uv(ξ, ·)‖s‖P
t−η
ρ D(uv(η, ·)‖s
≤ c
(∫ T
0
‖uv(ξ, ·)‖s dξ
)2
≤ c(‖u‖Ls )
2(‖v‖Ls )
2.
The positive constant c is taken as follows: (|k|2e + |j|
2
e)c ≥ |k||j|.
The last inequality is the Ho¨lder inequality. To obtain the inequality
before the last one, we termwise integrate the series which the norms are.
Admissibility of this chain of estimates follows from the standard theorems
of analysis.
Lemma is proved.
Recall that the Sobolev space W 12 (IT ,Hs) defines as a completion of the
space C∞(IT ,Hs) with respect to the norm
‖u‖Ws = max{‖u‖
L
s , ‖ut‖
L
s }.
Define by W˜ 12 (IT ,Hs) a subspace of W
1
2 (IT ,Hs) that consists of such a
type functions u(0, x) = 0.
Lemma 3.2 The map Φ takes the space W˜ 12 (IT ,Hs) × W˜
1
2 (IT ,Hs) to the
space W˜ 12 (IT ,Hs), and
‖Φ(u, v)‖Ws ≤ c‖u‖
W
s ‖v‖
W
s , (3.7)
a positive constant c does not depend on u, v.
Proof. Note that
dP t−ξρ
dt
= −
dP t−ξρ
dξ
.
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Using this formula we derive:
Φt(u, v) = D(uv)−
∫ t
0
dP t−ξρ
dξ
D(uv(ξ, x)) dξ
= D(uv)− P t−ξρ D(uv) |
t
0 +
∫ t
0
P t−ξρ D(uv(ξ, x))ξ dξ
= P tρD(uv) +
∫ t
0
P t−ξρ D(uv(ξ, x))ξ dξ.
Prepare calculations:
(‖Φt(u, v)‖
L
s )
2 =
=
∫ T
0
∥∥∥P tρD(uv)(t, ·) +
∫ t
0
P t−ξρ D(uv)ξ(ξ, ·) dξ
∥∥∥2
s
dt
≤
∫ T
0
‖P tρD(uv)(t, ·)‖
2
s dt
+ 2
∫ T
0
‖P tρD(uv)(t, ·)‖
2
s dt
∫ T
0
∥∥∥
∫ t
0
P t−ξρ D(uv)ξ(ξ, ·) dξ
∥∥∥2
s
dt
+
∫ T
0
∥∥∥
∫ t
0
P t−ξρ D(uv)ξ(ξ, ·) dξ
∥∥∥2
s
dt.
The last term in this formula estimates by Lemma 3.1:
∫ T
0
∥∥∥
∫ t
0
P t−ξρ D(uv)ξ(ξ, ·) dξ
∥∥∥2
s
dt ≤ c(‖u‖Ws )
2(‖v‖Ws )
2.
To estimate another term note that
uv(t, x) =
∫ t
0
(uv)ξ dξ,
thus we have
∫ T
0
‖P tρD(uv)(t, ·)‖
2
s dt =
∫ T
0
∥∥∥
∫ t
0
P tρD(uv)ξ(ξ, ·) dξ
∥∥∥2
s
dt
≤ c(‖u‖Ws )
2(‖v‖Ws )
2.
Last estimate obtains in the same way that Lemma 3.1 does.
Lemma is proved.
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Lemma 3.3 For all positive constants a, ρ and for every function Vˆ ∈ Hs
there is a positive constant T such that the equation
V (t, x) = Vˆ (x) + a
∫ t
0
P t−ξρ D(V
2)(ξ, x) dξ, Vˆ ∈ Hs, (3.8)
has an unique solution V (t, x) ∈ C(IT ,Hs).
For any sufficiently small a the previous assertion remains valid for T =
∞.
Proof. Since the space W 12 (IT ,Hs) continuously embeds in C(IT ,Hs) (by
the Sobolev embedding theorem) it sufficient to prove that equation (3.8)
has a solution in W 12 (IT ,Hs).
After a change of variable: V → U = V − Vˆ equation (3.8) takes the
form:
U = F (U) = a
∫ t
0
P t−ξρ D(U
2 + 2UVˆ + Vˆ 2)(ξ, x) dξ.
By Lemma 3.2 the operator F is contracting in the space W˜ 12 (IT ,Hs) for
sufficiently small T .
If a is sufficiently small the operator F is also contracting.
Lemma is proved.
4 Proof of theorem 1
We shall prove Theorem 1 by the Majorant functions method. Namely,
system (2.1)-(2.3) will be changed by another so called majorant equation.
Then we shall prove a theorem of existence for the majorant equation and
show that it involves the existence theorem for original system.
The majorant functions method was originated by Cauchy and Weier-
strass and applied by Kovalevskaya to prove an existence of analytic solu-
tions in initial problems for PDE. Further studies and applications of this
technique contains in [5],[10],[12].
4.1 The existence
Now prove the first part of the theorem, the second one turns in the same
way with respect to the last assertion of Lemma 3.3.
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Following standard procedure we take operator div from the right- and
the left-hand sides of equation (2.1). Using equation (2.2) we get ∂i∂j(v
ivj) =
−∆p, where we summarize by the repeated subscripts. So,
p = −∆−1∂i∂j(v
ivj). (4.1)
Substituting this formula to equation (2.1) we obtain the following problem:
(vk)t = A
k
l ∂j(v
jvl) + ν∆vk, Akl = (∆
−1∂k∂l − δkl),
vk |t=0 = vˆ
k,
(4.2)
where δkl = 1 for k = l and 0 otherwise.
Operator Akl is bounded:
‖Akl u‖K ≤ cK,D‖u‖D, (4.3)
Compact K belongs to the domain D, constant cK,D is positive.
According to formula (3.4) we present equation (4.2) in the form:
(vk)(t, x) = Gk(v) = Stvˆk(x) +
∫
L(t)
St−ξAkl ∂j(v
jvl)(ξ, x) dξ,
G(v) = (G1, . . . , Gn).
(4.4)
Lemma 4.1 Let vˆk ≪ Vˆ . There exist positive constants ρ, a such that if
V (t, x) is the solution of equation (3.8) corresponding to these constants then
the map G takes a set
W = {u ∈ O(Υ(T )) | u≪ ΛRe tV, div u = 0}
into itself.
Proof. It easy to check that the map G takes a solenoidal vector-field to
a solenoidal vector-field.
Choose the constant a such that if
vk ≪ ΛRe tV
then
Gk(v)≪ ΛRe tVˆ + a
∫ Re t
0
SRe t−ξD(ΛξV )2 dξ.
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Choose the constant ρ such that the estimate holds:
Λτ Vˆ + a
∫ τ
0
Sτ−ξD(ΛξV )2 dξ ≪ Λτ
(
Vˆ + a
∫ τ
0
P τ−ξρ D(V )
2 dξ
)
= ΛτV.
Lemma is proved.
Lemma 4.2 The set W is convex and it is compact in O(Υ(T )).
Proof. The convexity is obvious.
According to the Montel theorem it sufficient to prove that the set W is
bounded. For (t, x) ∈ Υr(T ) we have
|vk(t, x)| ≤
∣∣∣ ∑
j∈Zn
vkj (t)e
i(j,x)
∣∣∣ ≤ ∑
j∈Zn
|vkj (t)|e
|j|r/α
≤
∑
j∈Zn
Vj(Re t)e
− ν
2
|j|eRe t+|j|r/α ≤
∑
j∈Zn
Vj(Re t)e
− ν
2
|j|er+|j|r/α,
where
α =
3
νc
.
Thus
‖vk‖Υr(T ) ≤ sup
t∈IT
∑
j∈Zn
Vj(Re t)e
− ν
2
|j|er+|j|r/α. (4.5)
The right-hand side of estimate (4.5) is bounded for all admissible r. It
follows from the fact that V ∈ C(IT ,Hs).
Lemma is proved.
The map G is continues with respect to the seminormed topology in
O(Υ(T )). Thus according to the Theorem 3 and Lemma 4.2 it has a fixed
point v(t, x) ∈ W . This fixed point is solution of equations (2.1), (2.2) for
(t, x) ∈ Υ(T ).
Let us show that the vector-field v(t, x) satisfies the conditions (2.4). (We
check these equalities just for k = 0. The others turns out in analogous way.)
So,
‖vk(t, ·)− vˆk‖s ≤
∥∥∥
∫
L(t)
St−ξAkl ∂j(v
jvl)(ξ, x) dξ
∥∥∥
s
+ ‖vˆk − Stvˆk‖s.
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The second term in this formula obviously vanishes when t → 0. The
first one estimates in the following way:
∥∥∥
∫
L(t)
St−ξAkl ∂j(v
jvl)(ξ, x) dξ
∥∥∥
s
≤ a
∥∥∥
∫ Re t
0
PRe t−ξρ D(V )
2(ξ, x) dξ
∥∥∥
s
→ 0,
t→ 0.
The existence is proved.
4.2 The Uniqueness
Let Tnr = {x ∈ C
n | Re x ∈ Tn, |Im x|m < r} be a complex neighborhood
of the torus. Let u =
∑
k∈Zn uke
i(k,x) ∈ O(Tnr ), consider a norm ‖u‖
∗
r′ =∑
k∈Zn |uk|e
|k|r′, r′ < r.
This norm satisfies to the Cauchy inequality:
‖u‖∗r ≤
c
δ
‖u‖∗r+δ.
In this section we consider only real value of variable t.
We prove that problem (4.2) has an unique solution. Assume the converse.
Let vj(t, x) and uj(t, x) be a different solutions of this problem for t greater
than some positive constant tˆ:
K = sup
tˆ≤t≤T
‖vj(t, x)− uj(t, x)‖∗r˜ > 0, αr˜ < tˆ.
Lemma 4.3 There is a constant C such that for all positive integers k we
have
‖vj(t, x)− uj(t, x)‖∗r ≤ K
(Ce(t− tˆ)
r˜ − r
)k
, r < r˜. (4.6)
Tending k →∞ in (4.6) we obtain
‖uj − vj‖∗r = 0, for tˆ ≤ t <
r˜ − r
Ce
+ tˆ.
This contradiction proves the uniqueness.
Proof of Lemma 4.3 By formula (4.4) we get
um − vm =
∫ t
tˆ
St−sAml ∂j(v
jvl − ujul) ds.
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So for k = 1 formula (4.6) follows from the Cauchy inequality and formulas
(3.2), (4.3):
‖uj − vj‖∗r ≤
C
r˜ − r
‖uj − vj‖∗r˜
Suppose it is valid for k and prove it for k + 1.
For r < r′ < r˜ we have
‖uj − vj‖∗r ≤
t∫
tˆ
C
r′ − r
‖uj − vj‖∗r′ dτ ≤
CK
r′ − r
t∫
tˆ
(
Ceτ
r˜ − r′
)k
dτ
≤
CK(Me)k(t− tˆ)k+1
(r′ − r)(r˜ − r′)k(k + 1)
∣∣∣∣
r′=r+ r˜−r
k+1
≤
(
Ce(t− tˆ)
r˜ − r
)k+1
K.
Lemma is proved.
5 Generalized Schauder’s fixed point theo-
rem
Let (L, {‖ · ‖ω}ω∈Ω) be a seminormed space. A basis of topology in L is given
by the balls:
Bτ (xˆ, r) = {x ∈ L | ‖x− xˆ‖τ < r}.
And let there exists ω′ ∈ Ω such that ‖ · ‖ω′ is a norm. Compact set K ⊂ L
is convex.
Consider a continuous map f : K → K.
Theorem 3 (Generalized Schauder’s theorem) There exists a point xˆ ∈
K such that f(xˆ) = xˆ.
This result is well known. It is a special case of theorem from [1]. Never-
theless for completeness of exposition we present direct and simple proof.
Recall the original formulation of Schauder’s theorem [8]. Let (L, ‖ · ‖)
be a Banach space and K ⊂ L be a convex compact set. Then a continuous
map f : K → K has a fixed point xˆ ∈ K.
Note that though this formulation include completeness of the space,
actually this condition is not necessarily. The point is that the prove of
this theorem (see [8]) considers the map f only on the compact K but any
compact set is complete and can be embedded to a completion of the space
L.
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5.1 Proof of Theorem 3
Let (E, {ρω}ω∈Ω) and (F, {dσ}σ∈Σ) are semimetric spaces and there exist ω
′, σ′
such that the semimetricsis ρω′ and dσ′ are metricsis.
Consider a compact (with respect to the semimetric topology) K ⊂
(E, {ρω}ω∈Ω) and a map f : E → F .
Lemma 5.1 If the map f : E → F is continuous on K with respect to the
semimetric topology then it is continuous on K as a map of the metric space
(E, ρω′) to the metric space (F, dσ′).
Proof. Let {xn} ⊂ K be a sequence such that ρω′(xn, a) → 0 as n → ∞
where a ∈ K and we put yn = f(xn). So we must prove that dσ′(yn, b) → 0
where b = f(a).
Assume the converse. Then there exists a subsequence {y′n} ⊆ {yn} such
that dσ′(y
′
n, b) ≥ c > 0. A set Kˆ = f(K) is compact as an image of a compact
set under a continuous map and {y′n} ⊂ Kˆ. Thus, there exists a subsequence
{y′′n} ⊆ {y
′
n} such that
dσ(y
′′
n, β)→ 0, σ ∈ Σ, β 6= b. (5.1)
Let {x′′n} ⊆ {xn} be a sequence such that y
′′
n = f(x
′′
n). Consider a subse-
quence {x′′′n } ⊆ {x
′′
n} that converges with respect to the semimetric topology:
ρω(x
′′′
n , a)→ 0 for all ω ∈ Ω and let y
′′′
n = f(x
′′′
n ). Note that {y
′′′
n } ⊆ {y
′′
n}.
Since f is continuous we have dσ(y
′′′
n , b) → 0 for all σ ∈ Σ. On the other
hand we have (5.1). This contradiction proves the Lemma.
Lemma is proved.
Theorem 3 almost directly follows from original Schauder’s theorem and
Lemma 5.1. Indeed, by Lemma 5.1 the map f is continuous on K with
respect to the norm ‖ · ‖ω′ . By L denote a completion of L with respect to
the same norm.
It is easy to check that the compactness of the set K with respect to
the seminormed topology involves the compactness of K with respect to the
norm ‖ · ‖ω′ . So we obtain the continuous map f : K → K where K is a
convex compact set in the Banach space L.
By original Schauder’s theorem we get the fixed point xˆ.
Theorem 3 is proved.
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