For a commutative subspace lattice L on a complex Hilbert space and a bounded bijective linear mapping h from alg L onto a unital Banach algebra B, we show that if h satisfies hðAÞhðBÞhðCÞ ¼ 0 for all A; B; C in alg L with AB ¼ BC ¼ 0 and hðIÞ ¼ I, then h is an isomorphism. For a J -subspace lattice L on a Banach space and the unital subalgebra A of alg L generated by finite-rank operators, we show that all generalized Jordan derivations from A to any unital A-bimodule are generalized derivations.
t r a c t
For a commutative subspace lattice L on a complex Hilbert space and a bounded bijective linear mapping h from alg L onto a unital Banach algebra B, we show that if h satisfies hðAÞhðBÞhðCÞ ¼ 0 for all A; B; C in alg L with AB ¼ BC ¼ 0 and hðIÞ ¼ I, then h is an isomorphism. For a J -subspace lattice L on a Banach space and the unital subalgebra A of alg L generated by finite-rank operators, we show that all generalized Jordan derivations from A to any unital A-bimodule are generalized derivations.
& 2010 Elsevier GmbH. All rights reserved.
Introduction
Let X be a complex Banach space and X Ã be the topological dual of X. We denote by BðXÞ the set of all bounded linear operators on X and by FðXÞ the set of all finite-rank operators in BðXÞ. In this paper, a subspace of X is a closed linear manifold. By a subspace lattice on X, we mean a collection L of subspaces of X with 0 and X in L such that for every family fM r g of elements of L, both \M r and 3M r belong to L, where 3M r denotes the closed linear span of fM r g. A totally ordered subspace lattice is called a nest. If e 2 X and f 2 XFor a subspace lattice L on X, alg L denotes the algebra of operators in BðXÞ leaving each element of L invariant and J L denotes the subset of L defined by J L ¼ fL 2 L : Lað0Þ and L -aXg. A subspace lattice L on X is called a J -subspace lattice if L -\ L ¼ 0 for any L 2 J L , X ¼ 3fL : L 2 J L g and \fL -: L 2 J L g ¼ f0g, see [19] .
When X is a Hilbert space we change it to H. For a Hilbert space, we do not distinguish subspaces and the orthogonal projections onto them. A subspace lattice on a Hilbert H is called a commutative subspace lattice if it consists of mutually commuting projections.
Let A be an algebra and let M be an A-bimodule. A is called locally matric if every finite subset of A is contained in a subalgebra of A which is isomorphic to M n ðCÞ. [1] [2] [3] [4] 11, 12] .
In Section 2, we study linear mappings h from an algebra A to an algebra B satisfying the following condition:
This condition is closely related local derivations. We show that for a commutative subspace lattice L on a Hilbert space, if a bounded bijective linear mapping h from alg L onto a unital Banach algebra B satisfies ðÃÞ and hðIÞ ¼ I then h is an isomorphism.
In Section 3, we show that if A is the unital subalgebra of alg L generated by finite-rank operators, where L is a J -subspace lattice on a Banach space, then all generalized Jordan derivations from A to a unital A-bimodule are generalized derivations.
Isomorphisms
Throughout this section, we let R be the algebra generated by all idempotents in A and I be an ideal of A contained in R.
Theorem 2.1. Suppose L is a commutative subspace lattice and A ¼ alg L. If h is a bounded bijective linear mapping from A onto a unital Banach algebra B satisfying ðÃÞ and hðIÞ ¼ I, then h is an isomorphism.
For clarity, we break the proof of Theorem 2.1 into a few lemmas. We proceed by first gathering some equations to aid our proofs.
By [4, for e; f 2 I , and x 2 A. For any T 2 alg L, define Aðh; TÞ ¼ fA 2 alg L : hðTAÞ-hðTÞhðAÞ ¼ 0g. Our goal is to show Aðh; TÞ ¼ alg L for any T 2 alg L.
Lemma 2.2. Let L, A and h be as in Theorem 2.1 and let R be the norm closure of R. Then hðABÞ ¼ hðAÞhðBÞ for any A; B 2 R.
Proof. By Eq. (2.1), hðEFÞ-hðEÞhðFÞ ¼ 0, for any idempotents E; F 2 A. The conclusion follows from the linearity and continuity of h. & Similar to that of [16] , we define I ¼ spanfPðalg LÞP ? : P 2 Lg. It follows that I is an ideal of alg L. Let Q be the projection onto the closure of the linear span of
Proof. 
For any P 2 L, since Q ; A 2 alg L, we get
On the other hand, We do not know whether the conclusion of Theorem 2.1 remains valid without the assumption that h is bounded. The assumption is not needed for some special CSL algebras as indicated below by Corollaries 2.9 and 2.11.
A subspace lattice is called completely distributive if its subspaces satisfy the identitŷ
where J I denotes the set of all f : I-J.
Corollary 2.9. Let L be a completely distributive commutative subspace lattice on H. If h is a bijective linear mapping from alg L onto a unital algebra B satisfying ðÃÞ and hðIÞ ¼ I, then h is an isomorphism.
By [14, Theorem 3] , it follows that I is a separating set of alg L. By Theorem 2.8, h is an isomorphism. &
Lemma 2.10 (Pearcy and Topping [22]). Every operator in BðHÞ is a sum of finite number of idempotents.
Let L be a commutative subspace lattice. If P; Q 2 L with PD ! Q , then Q -P is called an interval. Nests included in L are independent if the product of non-zero intervals, one taken from each nest, is again non-zero. Applying some techniques from [7] , we can get the following corollary.
Corollary 2.11. Let L be a commutative subspace lattice generated by finitely many independent nests L 1 ; . . . ; L n on H. If h is a bijective linear mapping from alg L onto a unital algebra B satisfying ðÃÞ and hðIÞ ¼ I, then h is an isomorphism.
Proof. Let O ¼ fi : I has no immediate predecessor in L i g andÕ ¼ fi : 0 has no immediate successor in
We divide the proof into four cases.
Case 2: Suppose that Oa| andÕa|.
and Q t;j -I in strong operator topology as j-1. Let M j ¼ Q i2Õ P i;j and N j ¼ Q i2O Q i;j . Define Define Q 1 and N j the same as in Case 2. Let From Cases 1 to 4 and the previous paragraph, it can be verified that I is a separating set of alg L. Now Theorem 2.8 implies h is an isomorphism. &
In [13] , Laurier gives an example of a commutative subspace lattice generated by two independent nests which is not completely distributive, thus Corollaries 2.9 and 2.11 are independent. Note that an isomorphism between a CLS algebra and any Banach algebra is automatically continuous, see [6] . For more on automatic continuity, we refer to [5] .
Lemma 2.12 (Longstaff [18] ). Let L be a subspace lattice and E 2 L.
(i)
? , then e f 2 alg L.
Corollary 2.13. Let L be a subspace lattice with 0 þ af0g and X -aX. If h is a bijective linear mapping from alg L onto a unital algebra B satisfying ðÃÞ and hðIÞ ¼ I, then h is an isomorphism.
It is not hard to check that I is a separating set of alg L.
Suppose g 2 X; h 2 ðX -Þ ? . If hðgÞa0, then ðhðgÞÞ -1 g h is an idempotent.
If hðgÞ ¼ 0, choose x 2 X such that hðxÞ ¼ 1, then ðg þxÞ h and x h belong to alg L and are idempotents and g h ¼ ðg þxÞ h-x h.
Suppose that e 2 0 þ ; f 2 X Ã . Similarly, we can prove that e f is a linear combination of some idempotents in alg L. By Theorem 2.8, we have that h is an isomorphism. & Applying Theorem 2.8 to J -subspace lattices, one can have the following.
Corollary 2.14. Let L be a J -subspace lattice on X. If h is a bijective linear mapping from algL onto a unital algebra B satisfying ðÃÞ and hðIÞ ¼ I, then h is an isomorphism.
Proof. Let I ¼ spanfT : T 2 alg L; rank T ¼ 1g. By [8, 17] , I is a separating set of alg L and every element of I can be expressed as a linear combination of idempotents in alg L. Thus by Theorem 2.8, we have that h is an isomorphism. & Proof. By the proof of [9, Theorem 2.18], A has a separating set I and every element of I can be expressed as a linear combination of idempotents in A. &
Derivations and generalized derivations
It is well-known that if A is a 2-torsion free prime ring and d is a Jordan derivation on A, then d is a derivation. In [12] , Johnson gives a class of algebras which do not have non-trivial Jordan derivations. In this section, we study a class of non-selfadjoint algebras which do not have non-trivial Jordan derivations. Suppose that L is a J -subspace lattice on X. Denote F L the set of all finite-rank operators in alg L. Proof. Since L is a J -subspace lattice, K and M belong to J L , we have that KJM and MJK. Thus M D K -and K D M -, and it follows that AB ¼ BA ¼ 0.
We divide the proof of the lemma into four cases. (1) dðabþbaÞ ¼ dðaÞbþadðbÞþdðbÞaþbdðaÞ, (2) dðabaÞ ¼ dðaÞbaþadðbÞaþabdðaÞ, (3) dðabc þ cbaÞ ¼ dðaÞbc þ adðbÞc þ abdðcÞþdðcÞba þ cdðbÞa þ cbdðaÞ for all a; b; c 2 A.
Applying Lemma 3.10 together with some minor changes of the arguments used in the proofs of [15, Theorems 3.1 and 3.3], one can obtain the following. 
