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a b s t r a c t
A general purpose multi-objective inverse modeling strategy was developed and
implemented to quantify fluid flow parameters in variably saturated porous materials.
The strategy combines a robust and mass-conservative numerical simulator of the flow
equation with an optimization algorithm and an experimental data set to estimate the
parameters. The numerical simulator of the direct problem shows excellent agreement
with a reference solution and conserves global mass with near perfection. An adaptive
method was proposed in which the sensitivity matrix was calculated by one-sided finite
difference approximation at the early stages of the optimization and the more accurate
two-sided differentiation as the search approaches the minimum. A combined termination
criterium was developed to stop the inverse code at the solution. The results of the multi-
objective optimization were compared with those of single-objective minimization. While
single-objective optimization generates reasonable results for either the fluid pressure
head profile or the fluid content data, the proposed multi-objective optimization shows
excellent agreement with both profiles simultaneously.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Modeling of fluid flow and material transport in variably saturated porous media requires extensive knowledge about the
hydraulic properties of the media. The success of model predictions mainly depends on proper representation of relevant
processes and uncertainty in model parameters [3]. Identification of these parameters by laboratory and large scale methods
is tedious and time consuming. Furthermore, laboratory scale parameters may not be representative of the large scale
system and the results obtained by large scale methods may show considerable variations. Finally, information regarding the
uncertainty of model parameters is not readily available using these procedures [31,34]. A promising alternative is parameter
optimization by inverse modeling which has been widely used in the past few decades [7,10–14,16,23,32–34]. Sabatier
presents an excellent review article about the strategy [27].
Inverse problems are those in which measurements of the attributes of a system is analyzed in order to obtain as much
information as possible on a model which is proposed to represent the system in real world [27]. In open systems, the
distribution of state variables (e.g. fluid pressure, fluid content of a porous medium, concentration of carcinogenic agent in
stream) is the most well-known aspect of the system but information about the model parameters is the least known [23].
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The inverse modeling approach usually combines a numerical simulator with an optimization algorithm and experimental
data set(s) to estimate the optimum values of model parameters. The strategy starts with an initial guess for parameter vector
and searches for the best combination of parameter values, in an iterative way, by varying the unknown coefficients and
comparing the measured response of the system with the predicted simulation given by the simulator. The search continues
until the global or local minimum of the penalty function is obtained [32].
The main object of the present paper is to develop a multi-objective inverse modeling strategy by coupling a mass-
conservative numerical simulator of the direct problem, sets of experimental data, and an efficient and robust optimization
algorithm to identify hydraulic parameters in flow through variably saturated porous media. The mass-conservative
numerical simulator of the initial-boundary value forward problem is developed using a fully implicit backward in time and
central in space finite difference approximation. Neumann boundary conditions are imposed at either ends of the spatial
domain. The system of nonlinear algebraic equations is solved using the modified Picard iteration method. An adaptive
time stepping strategy is implemented to reduce CPU time and maintain small truncation error. The Osborne–Moré [21,
25] extended version of the Levenberg–Marquardt method [15,17] is used to minimize the penalty function, defined by
the differences between the measured and simulated values of the state variable(s). A two-step switching technique was
proposed to calculate the Jacobian matrix in inverse algorithm. At the early stages of the optimization, the algorithm solves
the direct problem p+1 times (p is number of model parameters being estimated) by calculating the partial derivatives of the
state variable(s) with respect to model parameters using one-sided finite difference approximation. As the iteration proceeds
in descent direction, the algorithm solves the direct problem 2p+1 times by switching to a two-sided finite difference scheme
which is more accurate but computationally expensive. The results of the developed multi-objective optimization are then
compared with those of single-objective optimization and experimental data.
The forward problem is formulated in Section 2 and is followed by a description of the inverse problem in Section 3.
Section 4 describes the physical model used to obtain experimental data needed to verify the proposed strategy. Results and
analysis of the developed methodology are presented in Section 5 followed by a concluding remarks in Section 6.
2. The Direct problem
2.1. Mathematical model of fluid flow in porous media
Consider an initially saturated porous medium at some high fluid pressure subject to free drainage at the lower end of
the spatial domain. Assuming no sink or source terms, for a rigid and homogeneous porous material, the direct problem is
the mixed form of the Richards’ equation [26]:
∂θ
∂t
−∇.K(h)∇h+ ∂K
∂z
= 0 (1)
subject to the following initial and boundary conditions:
h(z, 0) = h0(z) (2)[
−K(h)∂h
∂z
+ K(h)
]
z=0
= q0(t) (3)
or in terms of fluid pressure head gradient:
∂h(0, t)
∂z
= 1− q0(t)
K(h)
(4)
and at the lower boundary of the spatial domain:[
−K(h)∂h
∂z
+ K(h)
]
z=L
= qL(t) (5)
or in terms of fluid pressure head gradient:
∂h(L, t)
∂z
= 1− qL(t)
K(h)
(6)
where θ is the volumetric fluid content of the porous medium (L3L−3), h is the fluid pressure head (L), K(h) is the unsaturated
fluid conductivity of the medium (LT−1), z is the vertical coordinate (L), assumed positive downward, t is time (T), and q0(t)
and qL(t) are the imposed upper and lower fluid density fluxes, respectively.
Solution of (1) requires knowledge of fluid conductivity and fluid content of the porous medium versus fluid pressure
head. In this study, the Mualem [22]– van Genuchten [30] functions were used to describe these relationships:
θ = θr + (θs − θr)[1+ (αh)n]−m (7)
K(h) = Ks(1− (αh)
nm[1+ (αh)n]−m)2
[1+ (αh)n]ιm (8)
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in which θs is the saturated fluid content (L3L−3) of the porous medium, Ks is the saturated fluid conductivity of the medium
(LT−1), θr is the residual fluid content (L3L−3) of the porous medium (i.e. fluid content of the medium at h = −1500 kp), α is
air entry value (L−1), ι is pore connectivity index, and n and m = 1− 1/n are curve fitting parameters.
Using the chain rule of differentiation, two other forms of the Richards’ equation have been developed [31]:
θ-based form:
∂θ
∂t
−∇.D(θ)∇θ+ ∂K
∂z
= 0 (9)
h-based form:
C(h)
∂h
∂t
−∇.K(h)∇h+ ∂K
∂z
= 0 (10)
in which D(θ) = K(θ) ∂h
∂θ
= K(θ)/C(θ) is the fluid diffusivity function (L2T−1) and C(θ) is the specific fluid capacity function
or capacitance term (L−1).
2.2. Numerical solution algorithm
Numerical solutions are usually the only viable means to solve flow equations in partially saturated porous media. It is
well known that Eq. (10) can be used in both saturated and unsaturated zones, but produces poor global mass balance [6,20].
Eq. (9), on the other hand, produces perfect global mass balance but cannot be used in the saturated zone and needs spatial
treatments to simulate fluid flow in heterogeneous media [8]. The system of algebraic equations produced by the numerical
solution of (1) is nonlinear because of the dependence of K and C upon the solution. The Modified Picard algorithm was
selected, over the Newton method, to solve the nonlinear matrix equations. In this approach, K and C are calculated using
fluid pressure head at the current time but previous iteration level. The system of algebraic equations is solved for fluid
pressure head with these approximate values of K and C. The updated pressure head values are then compared to those of
the previous iteration. When the maximum difference between the new and previous fluid pressure head values is less than
the convergence criterion (δ = 1× 10−6 cm) the iteration stops and the system is solved for the next time step. A threshold
value of Cs = 1× 10−5 cm−1 was used for capacitance term (C ≥ Cs).
Since the mass-lumped Galerkin-based linear finite element method leads to the same matrix equations as the standard
finite difference scheme for one-dimensional problems [31], a fully implicit backward in time and central in space finite
difference approximation was used to solve Eq. (1):
θn+1,m+1i − θni
1t
= ∂
∂z
(
Kn+1,mi
∂hn+1,m+1i
∂z
)
− ∂K
n+1,m
i
∂z
(11)
in which i represents location in space and n and m denote time step and iteration level, respectively. Expanding θn+1,m+1i
with respect to h about the expansion point hn+1,mi by Taylor series expansion [6], ignoring the higher order terms, and
substituting the truncated series into the fully implicit finite difference discretized form of (11) yields:
θn+1,mi + θ
n+1,m
i
dh (h
n+1,m+1
i − hn+1,mi )− θni
1t
= 1
1z
(
Kn+1,mi+1/2
hn+1,m+1i+1 − hn+1,m+1i
1z
− Kn+1,mi−1/2
hn+1,m+1i − hn+1,m+1i−1
1z
)
− ∂K
n+1,m
i
∂z
(12)
The hydraulic conductivity function was evaluated half way between adjacent node points, using the block centered
approach [33]:
Ki±1/2 = K(hi)+ K(hi±1)2 . (13)
Rearranging Eq. (12) leads to the following symmetrical tridiagonal matrix equation:[ −1t
(1z)2
Kn+1,mi−1/2
]
hn+1,m+1i−1 +
[
Cn+1,mi +
1t
(1z)2
(Kn+1,mi−1/2 + Kn+1,mi+1/2 )
]
hn+1,m+1i
−
[
1t
(1z)2
Kn+1,mi+1/2
]
hn+1,m+1i+1 +
(Kn+1,mi+1 − Kn+1,mi−1 )1t
21z
= (θni − θn+1,mi )+ Cn+1,mi hn+1,mi (14)
where Cn+1,mi = dθ
n+1,m
i
dh indicates the nodal values of the soil water capacity function. Note that (θ
n
i − θn+1,mi ) is known prior
to the current iteration and (hn+1,m+1i − hn+1,mi ) in the left hand side of (12) should vanish at the end of the iteration process
if the numerical solution is convergent.
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To decrease CPU time and maintain acceptable truncation error, an adaptive time stepping strategy was used to solve the
matrix equations. The time increment is increased by 5% if the number of Picard iterations for the previous time step was less
than four and it is decreased by 5% if the number of Picard iterations was greater than eight. To avoid oscillatory behavior,
two time indices were implemented in the adaptive time stepping loop. In any time step, if the time increment became less
than dtmin = 1 × 10−3 (d), it was set to dt = dtmin and if the time interval became more than dtmax = 5 × 10−2 (d), it was
set to dt = dtmax. The time increment cannot exceed these two limits [31].
3. The inverse problem
The inverse problem was treated as a nonlinear optimization problem in which model parameters were estimated
by minimizing an appropriate penalty function, φ(p), representing the discrepancy between the observed and predicted
responses of the system. Given R : Rp → RN , we want to minimize the unconstrained optimization problem below [4,28,35]:
φ(p) = 1
2
N∑
ı=1
ri(p)
2 = 1
2
r(p)Tr(p) (15)
where r is the residual column vector (differences between the observed and predicted state variables), N is number of
observations, and 12 is only for notational convenience. Assuming φ(p) is twice-continuously differentiable, the gradient
vector, ∇φ(p), and the Hessian matrix, ∇2φ(p), can be calculated by:
∇φ(p) =
N∑
ı=1
ri(p)
∂rı(p)
∂pı
= J(p)Tr(p) (16)
∇2φ(p) =
N∑
i=1
∂ri(p)
∂pj
∂ri(p)
∂pi
+ ∂
2ri(p)
∂pi∂pj
= J(p)TJ(p)+
N∑
i=1
∂2ri(p)
∂pi∂pj
r(p) (17)
Minimization of (15) was carried out iteratively by first starting with an initial guess of parameter vector, p(k), and updating
it in each iteration until the termination criteria were met:
p(k+1) = p(k) + α(k)1p(k) (18)
where α(k) is a scalar step length and 1p(k) is the direction of search [4]. In the present study, the Levenberg–Marquardt
algorithm [15,17] was first tested to find the search direction:
1p(k) = −[J(p(k))TJ(p(k))+ λkD(p(k))TD(p(k))]−1J(p(k))Tr(p(k)) (19)
In these equations J is the N × p Jacobian (sensitivity) matrix, λ is the Lagrange multiplier or the Marquardt parameter (a
positive scalar) which controls both the magnitude and direction of 1p(k), k is iteration level, and D = diags(d1, d2, . . . ., dp)
is a positive definite scaling symmetric matrix which assures the descent property of the algorithm [17]. For non-zero values
of λ, the Hessian approximation is always a positive definite matrix which ensures the descent property of the algorithm.
Due to singularity and rank deficiency of JTJ, Eq. (19) failed to converge to a minimum in the optimization problem
considered in this study. Therefore, instead of (19) a linear least square problem, which avoids computation of possibly
ill-conditioned JTJ, was solved by QR decomposition [9]:(
J(pk)
(λk)1/2Dk
)
1pk = −
(
r(pk)
0
)
(20)
A combination of one-sided and two-sided finite difference method was used to calculate the partial derivatives of the state
variable (h) with respect to model parameters. At the early stages of the optimization, where the search is far from the
solution, the one-sided finite difference scheme, which is computationally cheap, was used. As the optimization proceeds in
descent direction, the algorithm switches to a more accurate but computationally expensive approach in which the partial
derivatives of the state variable are calculated using a two-sided finite difference scheme. The switch was made whenφ(p) ≤ δ,
where δ is user defined small value. Detailed description of the procedure to update the Jacobian matrix was presented in
[31].
To ensure positive-definiteness of the Hessian matrix and descent property of the algorithm, the value of D was initialized
using a p× p identity matrix before the beginning of the optimization process. The diagonal elements were then updated in
each iteration by [21,25]:
d0j =
∥∥∥J0j ∥∥∥
dkj = max
(
dk−1j ,
∥∥∥Jkj ∥∥∥) (21)
where j is the jth column of the Jacobian matrix.
To update λ in each iteration, different strategies were tested and, finally, the algorithm below was implemented in the
inverse code:
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if φ(pk) < φ(pk−1) then
λ = δ1 × λ
else
λ = δ2 × λ
end if
where δ1 < 1 and δ2 > 1 are user defined positive scalers. The rationale for this algorithm is that if D is identity matrix, the
Levenberg–Marquardt algorithm interpolates between the steepest descent (λ −→ +∞) and the Gauss–Newton (λ −→ 0)
methods. At the beginning of the search, where the solution is far from the minimum, the algorithm uses large λ. As the
search continues in descent direction, the algorithm switches to the Gauss–Newton method by using infinitesimal λ. The
approach avoids calculation of λ and step length in each iteration and is computationally cheap in comparison with other
methods.
Finally, to stop the inverse code and to end the search, a combined termination criterium was implemented (see [31] for
a lucid discussion on the stopping rule):
while (‖∇φ(pk)‖ > δ3)&(1pk > δ4)&( 1φ(pk)φ(pk−1) > δ5)&(1φ(pk) > δ6) do
Continue optimization loop
end while
where δ3, δ4, δ5 and δ6 are user defined small values.
The developed inverse modeling strategy was then used to quantify fluid flow parameters in the framework of single-
and multi-objective optimizations.
3.1. Single-objective optimization
For single-objective optimization the following weighted penalty functions were used [31]:
φθ(p) =
N∑
ı=1
(θi − θˆi)2
Nσ2θ
(22)
φh(p) =
M∑
=1
(hj − hˆj)2
Mσ2h
(23)
where θi and θˆi are the measured and predicted fluid contents of the porous medium, and hi and hˆi are the measured and
predicted fluid pressure heads, σ2θ and σ
2
h are variances of the measured fluid content and fluid pressure head, and N and M
are number of observations for fluid content and fluid pressure head, respectively.
3.2. Multi-objective optimization
For multi-objective optimization, the following complex weighted penalty function was used [31]:
φθ,h(p) =
N∑
ı=1
(θi − θˆi)2
Nσ2θ
+
M∑
=1
(hj − hˆj)2
Mσ2h
(24)
4. Experimental studies
The data for the optimization problem were taken from the in-situ experiment conducted at the Los Alamos National
Laboratory and fully described by [1]. The experiment includes free drainage from a 3 m diameter by 6 m deep lysimeter,
filled with crushed Bandelier Tuff, a material with silty sand texture. The lysimeter was equipped with tensiometers and
neutron probe access tubes at depths 0.40 m, 1.16 m, 1.91 m, 2.71 m, 3.47 m, and 4.23 m to monitor spatial and temporal
variations of soil water pressure head (fluid pressure head) and soil water content (fluid content) during the course of
a free drainage experiment. Before the initiation of drainage, the lysimeter was ponded by infiltration for more than
one month and the mean values of the saturated water content and saturated hydraulic conductivity were measured as
θs = 0.3310 cm3 cm−3 and Ks = 12.44 cm d−1. The surface of the lysimeter was covered during the drainage period,
providing a zero flux Neumann boundary condition at the top of the spatial domain (q0(t) = 0). The lysimeter was allowed
to freely drain (qL(t) = K) for 100 d yielding free drainage Neumann boundary condition at the lower end of the spatial
domain. The temporal and spatial distributions of soil water content and soil water pressure head were monitored during
the course of the experiment.
The data sets were used to estimate the optimized values of the parameter vector p = [Ks,α, n, θr, ι] through the single-
objective and multi-objective optimizations.
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Fig. 1. Spatial and temporal distributions of soil water pressure head during the course of a drainage experiment, generated by the numerical simulator
of the direct problem (dots) and the reference solution (solid lines). The legend indicates the times after initiation of drainage (in days).
5. Implementation and results
5.1. Model validation
Before incorporating into the framework of the inverse modeling strategy and using a numerical test problem, the
numerical simulator was validated [24] against a reference solution. The test problem is a drainage experiment with zero
flux boundary condition at the top and free drainage Neumann boundary condition at the bottom of the spatial domain. The
hydraulic parameters were taken from [31] and are as follows: Ks = 12.5 cm d−1, α = 0.014 cm−1, n = 1.5, θr = 0.05,
ι = 0.5, and θs = 0.33. The experiment was simulated by numerical solution of (1) for dense space grid with a very fine
time step (1z = 0.1 cm and 1t = 1 × 10−9 d), which represents the reference solution. The numerical solution of (1) was
then used to reproduce the drainage experiment using a coarse grid and large time interval typical of values used during
optimization (1z = 2.5 cm and1t = 1× 10−2 d. Note that the time-stepping approach was implemented to reproduce the
results so that it starts with initial time increment of1t = 1×10−2 d and reaches1t = 5×10−2 d) at the end of simulation.
Fig. 1 presents the results of model validation in terms of spatial and temporal distributions of fluid pressure head during
the course of a drainage experiment. Results indicate that the simulator shows excellent agreement with the reference
solution. Note that although at the early stages of drainage, the gradient is steep and changes in the soil water pressure
head is huge, the numerical solver shows perfect agreement with the reference solution.
5.2. Global mass balance
An accurate numerical simulator should pose global mass conservation property. In the present study, the mass balance
was defined as the ratio of the total masses of fluid added to the domain to the total net flux into the domain [6]:
MB(t) =
∫ L
0 (θ
n+1
i − θ0i )dz∫ t
0 KN−1/2[ (hN−hN−1)1z − 1]dτ −
∫ t
0 K1/2[ (h1−h0)1z − 1]dτ
(25)
Global mass conservation property of the numerical simulator is compared with the reference solution in Fig. 2. The algorithm
is found to conserve global mass with near perfection. Even at the early stages of drainage experiment, when the gradient
is steep and there are a lot of changes in the soil water content and soil water pressure head, the global mass balance error
is less than five per cent (see Fig. 2).
5.3. Parameter estimation by single-objective optimization
Table 1 presents eight sets of optimized parameter values obtained by the single-objective optimization using different
initial guesses for the hydraulic parameters (the last two columns are from [12] for comparison sake). The Root Mean Squared
Error (RMSE) was calculated by [34]:
RMSE =
√
rTr
N − p (26)
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Fig. 2. Mass conservation property of the numerical simulator and the reference solution.
Table 1
The results of parameter optimization for single objective optimization using soil moisture data only
p pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ)
Ks 6.3120 0.0000 6.2550 0.0000 6.2458 0.0001 6.2173 0.0000
α 0.0047 −0.0081 0.0037 −0.0020 0.0039 0.0197 0.0027 −0.0042
n 9.7061 −0.0000 13.6754 0.0000 14.5095 0.0000 19.5700 0.0000
θr 0.1334 0.0000 0.1320 0.0000 0.1321 −0.0001 0.1309 0.0000
ι 1.8492 0.0001 2.0304 0.0000 2.0153 −0.0003 2.1638 0.0000
p pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ)
Ks 6.1920 0.0000 6.1752 0.0000 6.1965 0.0001 25 0.0001
α 0.0019 −0.0095 0.0013 −0.0227 0.0015 0.0423 0.01433 0.0230
n 28.4561 0.0000 41.8688 0.0000 42.2334 0.0000 1.5060 0.0127
θr 0.1300 0.0000 0.1294 0.0000 0.1287 −0.0001 0.0000 –
ι 2.2593 0.0000 2.3257 0.0000 2.3380 −0.0002 0.5000 −0.0004
The units for Ks and α are cm d−1 and cm−1 , respectively, while other parameters are dimensionless. The last two columns are from [12] for sake of
comparison.
The optimized values of Ks, θr , and ι are almost stable with values of 6 cm d−1, 0.13, and 2.00, respectively. However, the
optimized values of α ranges from 0.0015 to 0.0047 cm−1 and n ranges from 9.70 to 42.23. The estimated value for saturated
hydraulic conductivity, Ks = 6 cm d−1, is smaller than the value measured by ponded infiltration (Ks = 12.4400 cm d−1). On
the other hand, the value (Ks = 25 cm d−1) estimated for this parameter by [12] is higher than the measured value. Note that
due to bypass flow, the ponded infiltration method over-estimates the effective saturated hydraulic conductivity of the soil.
The Root Mean Squared Error of the fluid content of the porous medium for all cases is the same (RMSE = 0.0091 cm3 cm−3)
while the gradient of the objective function at the solution, ∇φp=pˆ, is close to zero indicating that all of these solutions are
strong local minima. Fig. 3(a) and (b), however, show that the optimized values of the parameters produce acceptable results
for water content profile but poor fit for the soil water pressure head data.
The results of Table 1 are in contrast with those of [12] which reported that “the parameter estimation problem for the
two parameters α and n can be solved uniquely using only information on water content profiles during drainage”. They
also reported that by coupling soil moisture content data with soil water pressure head data for one depth (six additional
data points) they could uniquely identify the four unknown parameters (the pore connectivity index was assumed to be
0.5). The calculated RMSE for this set of parameters is 0.0131 cm3 cm−3 which is 44% more than the RMSE obtained using
the single-objective optimization approach in this study. The results of Table 1 suggest that their solution is one of the
possible solutions for the inverse problem. Fig. 4(c) and (d) were plotted using the parameters of [12] which show that these
parameters produce reasonable fit for the soil water content profile but poor results for the soil water pressure head data.
To further investigate the efficiency of the single-objective optimization in identifying model parameters in variably
saturated flow, only soil water pressure head data were used in the objective function (23). The results of the optimization
are depicted in Fig. 3(c) and (d) in which the optimized values of the parameters produce excellent fit for the soil water
pressure head data (Fig. 3d) but poor results for the soil water content profile (Fig. 3c). The Root Mean Squared Error for soil
water pressure head and soil water content profiles were found to be RMSE = 14.23 cm and 0.0385 cm3 cm−3, respectively.
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Fig. 3. Observed and simulated soil water content (a, c) and soil water pressure head (b, d) profiles during drainage of Bandelier Tuff (data from [1]) using
single-objective optimization. In cases (a) and (b), only the soil water content data were used in the optimization while in cases (c) and (d), only the soil
water pressure head information was used. The legend indicates the times after initiation of drainage (in days).
One may conclude that coupling optimization algorithm with the numerical solution of (1) and only soil moisture data
or soil water pressure head information, in the framework of a single-objective optimization, does not produce unique
and stable parameter values for α and n in Mualem–van Genuchten formula. One possible approach to overcome the non-
uniqueness problem regarding α and n is to estimate α separately from the hanging column (Haines apparatus) experiment.
It should also be noted that except for coarse texture soils, the air entry value or the inflection point (α) is not a well-
defined point. Therefore, the value obtained by desorption experiment would be a rough estimate. Another possibility
is incorporating other kind of experimental data (additional information) in the penalty function and performing multi-
objective optimization which will be discussed in 5.4.
5.4. Parameter optimization by multi-objective optimization
In the multi-objective optimization approach, both soil water content and soil water pressure head data were used to
identify hydraulic parameters. For this purpose, Eq. (24) was used as a weighted complex penalty function. The goal was to
minimize the objective function so that the optimized hydraulic parameters were stable and produced the best fits for both
the soil water content and soil water pressure head profiles. The optimization started with different initial guesses for the
parameters and the search continued until the termination criteria were met. The results of optimization are depicted in
Fig. 4(a) and (b) which show reasonable agreements with the soil water content and soil water pressure head profiles. The
detailed results of the multi-objective optimization are presented in Table 2. The Root Mean Squared Error for soil water
contents and soil water pressure head were found to be 0.0130 cm3 cm−3 and 14.5800 cm, respectively.
These results show that the optimized values of the hydraulic parameters are stable, physically reasonable, and the
optimized value of the saturated hydraulic conductivity (Ks = 12.15 cm d−1) agrees with the measured one (Ks =
12.44 cm d−1). The estimated value for the residual soil water content (θr = 0.025) is also physically realistic. The pore
connectivity index (ι = 4.58) is found to be far greater than the value of ι = 0.50 which has been extensively used in
unsaturated flow modeling [5,6,12,22,30]. The optimized value for α = 1.8600 × 10−3 cm−1 is rather small in comparison
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Fig. 4. Observed and simulated soil water content (a, c) and soil water pressure head (b, d) profiles during drainage of Bandelier Tuff using multi-objective
optimization. Figures (a) and (b) were obtained using the proposed multi-objective optimization and Figures (c) and (d) were plotted using the parameters
of [12]. The legend indicates the times after initiation of drainage (in days). The experimental data are from [1].
Table 2
The results of parameter optimization for multi-objective optimization
p pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ)
Ks 12.15 0.0002 13.56 0.0004 14.56 0.0004 12.2500 0.0003
α 0.00186 −0.3420 0.00194 −0.0204 0.0021 0.4599 0.00186 −0.1621
n 3.3850 −0.0001 3.4913 0.0010 3.4913 0.0010 3.4000 0.0002
θr 0.0250 0.0000 0.0314 −0.0003 0.0414 −0.0003 0.0250 0.0001
ι 4.5800 0.0000 4.4056 −0.0009 4.4056 −0.0008 4.5400 −0.0002
p pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ) pˆ ∇φ(pˆ)
Ks 14.56 0.0001 12.30 0.0003 13.5600 0.0004 12.2500 0.0002
α 0.0021 −0.1504 0.00187 −0.1805 0.00203 0.0316 0.00186 −0.3987
n 3.4913 −0.0006 3.4913 0.0003 3.4913 0.0009 3.4700 −0.0001
θr 0.0614 0.0003 0.0305 −0.0001 0.0314 −0.0004 0.0300 0.0000
ι 4.4056 0.0005 4.3900 −0.0004 4.4056 −0.0011 4.5200 −0.0001
The units for Ks and α are cm d−1 and cm−1 , respectively, while other parameters are dimensionless.
to common values for Silt and Silty Sand soils [5]. The estimated value for n = 3.3850 is reasonable which means that the
pore size density function is narrow.
If Hessian is positive definite and gradient of the penalty function at solution (∇φ(p=pˆ)) is zero, then the solution
is at least a strong local minimum. While the first rule holds in full (eigs(H) = [0.0001, 0.0004, 0.0020, 0.0046,
908.8736]), the second one holds only approximately. All elements of the gradient vector (∇φ(p=pˆ) = [0.0002,−0.3420,
−0.0001,−0.0000, 0.0000]) are close to zero, except for the α-related one, yet the solution is quite satisfactory (RMSE(h) =
0.1458 m and RMSE(θ) = 0.0130). This indicates that (i) the solution is at least a strong local minimum because the necessary
and sufficient criteria were met, and (ii) setting the norm of the gradient of the penalty function at solution to zero is not
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an efficient termination criterium to end the inverse code. In the optimization problem analyzed in this study, the gradient
vector seldom converged to zero yet the solution was excellent. Large numbers of algorithm runs were required to obtain
small changes in ∇φ(p=pˆ) without significant decrease in φ(p) or meaningful changes in the values of model parameters
being optimized.
5.5. Analysis of the parameter response surface
The uniqueness of the inverse problem was investigated by construction of two-dimensional response surface plots of
the penalty function as a function of pairs of model parameters. Fifteen pairs of response surface plots were constructed for
parameter vector p = [Ks,α, n, θr, ι], and θs. The domain of each parameter was discretized into 61 discrete points resulting
in 3721 grid points for each response surface plot implying that the direct problem was solved 55 815 times to generate the
plots.
Contours of the objective function, (φθ,h), in Ks−n (a), Ks−α (b), α−n (c), Ks−θr (d), Ks− ι (e), α−θr (f), α− ι (g), n−θr (h),
n− ι (i), θr − ι (j), θs − Ks (k), θs − α (l), θs − n (m), θs − θr (n), and θs − ι (o) planes are depicted in Fig. 5. All of these response
surface plots show well-defined minimum. Note that minimum of the penalty function inside internal ellipses (given as
level in each plot) almost coincide with the parameter values obtained by the multi-objective optimization (see Table 2).
Fig. 5(d)–(f), (j) and (n) indicate that the objective function is almost parallel to θr axis and extends linearly throughout the
whole parameter space implying that the objective function φh,θ is not sensitive to the changes in θr . This is consistent with
the results of parameter sensitivity analysis (see Section 5.6) which shows that this parameter can be reliably estimated
using soil moisture data rather than the soil water pressure head data or combination of soil moisture data and soil water
pressure head information.
The Figures indicate that Ks, and ι can be reliably identified by the proposed methodology. Contours of the objective
function in ι vs. other parameters planes show well-defined minimum. Note that in Fig. 5(k)–(o), the values of θs coincides
with the measured value (θs = 0.3310 cm3 cm−3).
Analysis of the hyperbolic shape of φθ,h in Fig. 5(c) suggests that for higher values of α (lower values of n), the objective
function becomes insensitive to α but in the lower subspace of α (higher values of n) it becomes insensitive to n. In the
middle part of the parameter space, both parameters are more identifiable. Note that even additional information (adding
soil water pressure head data to the soil water content information) does not completely eliminate the inter-correlation of
α− n, and does not produce a well-posed solution.
5.6. Sensitivity analysis
Parameter sensitivity analysis is an essential guideline for sampling planning, experimental data collection, and
identifying the discrete points in space and time that produce the most sensitive data. The most accurate parameter
estimation, by inverse modeling, is obtained when the state variables have the highest sensitivity to the collected data
and to the parameters being estimated. To perform the parameter sensitivity analysis, columns of the last Jacobian matrix
in the optimization algorithm were used as the absolute sensitivities of the state variable(s) with respect to changes in
the parameters being optimized. The magnitudes, rather than the sign, of the absolute and relative sensitivities are of
special interest. To compare the sensitivity of the soil water pressure head to different parameters and parameters with
each other, the sensitivities were normalized by (∂h/∂p)(p/h¯), where h¯ is the mean of the pressure head. The best index
to measure the magnitude of the sensitivity is the norm of the columns of the normalized Jacobian matrix at the solution
(‖(∂U/∂p)(p/U¯)‖p=pˆ) where pˆ is the optimized parameter vector at minimum.
Parameter sensitivity analysis was performed for both single objective and multi-objective optimizations. In single
objective optimization, the sensitivities of the soil water content with respect to changes in model parameters Ks,α, n, θr ,
and ι were calculated and depicted in Fig. 6(b), (d), (f), (h), and (j). The soil depths in which measurements were made, are
given in the legend. The same procedure was followed for multi-objective optimization and the results were presented in
Fig. 6(a), (c), (e), (g), and (i). The goal is to investigate if adding additional information to the soil water content data increases
the sensitivity of the objective function and the identifiability of the model parameter.
Comparing Fig. 6(a) and (b) indicates that sensitivity of φh,θ and φθ with respect to changes in Ks is highest at the
early stages of the drainage experiment. As drainage proceeds, the sensitivity of φh,θ and φθ with respect to changes in Ks
decreases. The rate of decrease for the surface layer (z = 40 cm) is faster than for the subsurface layers. Therefore, to obtain
reliable estimate for Ks, more data points should be collected at the beginning of the experiment or more weight should be
given to the early data points in the parameter optimization algorithm. Comparing Fig. 6(a) and (b) and the norms of the
sensitivities in the single objective (‖(∂U/∂p)(p/U¯)‖p=pˆ = 0.0184) and multi-objective (‖(∂U/∂p)(p/U¯)‖p=pˆ = 4.7890×10−4)
optimizations indicate that additional information (soil water pressure head data) doesn’t increase the identifiability of Ks
which is surprising. This suggests that saturated hydraulic conductivity should be better identified using the soil moisture
content data (with more data at the early stages of drainage).
Comparing Fig. 6(c) and (d) and the norms of the relative sensitivities (‖(∂U/∂p)(p/U¯)‖p=pˆ = 40.6991 vs.
‖(∂U/∂p)(p/U¯)‖p=pˆ = 2.3165× 106) indicates that additional information increases the identifiability of α by four orders of
magnitude. Among the parameters, α is the most sensitive and identifiable parameter for both single and multi-objective
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Fig. 5. Contours of the penalty function (φθ,h) in Ks − n (a), Ks −α (b), α− n (c), Ks − θr (d), Ks − ι (e), α− θr (f), α− ι (g), n− θr (h), n− ι (i),θr − ι (j), θs − Ks
(k), θs − α (l), θs − n (m), θs − θr (n), and θs − ι (o) planes. Penalty function at minimum is given by level.
optimizations. As drainage proceeds, the sensitivity of the objective function with respect to changes in α decreases in the
upper layers of soil but it stays constant for the lower layers. Again the sensitivity analysis indicates that the information
gathered in the surface layers and at the early stages of drainage experiment increases the identifiability of α.
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Fig. 6. Time-depth distribution of the relative sensitivity of φh,θ and φθ with respect to changes in Ks , α, n, θr , and ι for multi-objective (left) and single-
objective (right) optimizations. The legend indicates measurement depths in meter.
Since n is exponent in Eq. (7), one expects the highest sensitivity for this parameter, but according to Fig. 6(e) and
(f) the relative sensitivity of φh,θ with respect to changes in n is less than α. As the soil becomes drier the sensitivity
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increases and stays constant over the time course of the drainage experiment. Note that the rate of increase is not as high
as α and the sensitivity curves do not have a well-defined peak. Another surprising result is that additional information
does not increase the identifiability of n as much as α. However, comparison of the norms of the sensitivities for single
(‖(∂U/∂p)(p/U¯)‖p=pˆ = 0.0008) and multi-objective (‖(∂U/∂p)(p/U¯)‖p=pˆ = 0.0018) optimizations reaffirms that adding soil
water pressure head data to soil moisture content data increases the identifiability of n two-folds.
Sensitivities of φh,θ and φθ with respect to changes in θr were plotted in Fig. 6(g) and (h). Comparing the norms of
the sensitivities for single (3.9163) and multi-objective (0.1877) optimizations indicates that incorporating additional
information actually decreases the identifiability of θr . This is expected because θr is the residual soil water content and
should be well identified by the soil moisture data in very dry zone of the soil water characteristic curve rather than with
the soil water pressure head data. As drainage proceeds, the sensitivities of φh.θ and φθ with respect to changes in θr increase.
The rate of increase in the surface layer (z = 40 cm) is greater than subsurface layers. It doesn’t have a well-defined peak in
both multi-objective and single-objective optimizations. Fig. 6(g) and (h) clearly shows that the identifiability of θr is high
in the drier part of the soil water characteristic curve.
The relative sensitivity of φh,θ and φθ with respect to changes in pore connectivity index (ι) is presented in Fig. 6(i) and
(j). The sensitivity increases during the course of the drainage experiment. The increase is more pronounced for surface
layer indicating that for successful estimation of ιmore data should be collected at the surface layer. Additional information
decreases the identifiability of ι. This can be shown by comparing Fig. 6(i) and (j) and the norms of the sensitivities in single
(0.0184) and multi-objective (0.0068) optimizations.
5.7. Residual analysis
Residuals or errors are defined as the difference between the observed and simulated state variable(s). An analysis of the
residuals is a useful and key technique to study possible trends, oscillations, and correlation of errors. It is also important
in validating the assumptions on which the inverse modeling strategy rests. The inverse methodology used in this study
is based on the assumptions: (1) residuals have a mean of zero, (2) residuals have constant variance, (3) residuals are
uncorrelated, and (4) residuals are normally distributed. When these assumptions are met, the parameter optimization
estimates poses optimal statistical properties [4]. When these conditions are not met the parameter optimization method
may no longer produce optimal parameter estimates.
To analyze the residuals, they were plotted against the state variables. Since the residuals are time and/or space series,
their possible correlation were thoroughly analyzed. Different tests were used to make decision about the residuals. Student’s
t-test was used to test if the residuals have a mean of zero. Bartlett’s test [29] was applied to determine if the residuals have
constant variance. The Pearson Product Moment Correlation (PPMC) was used to test if the residuals are correlated. Finally, to
test the normality of the residuals, the Chi-square test [18] and Kolmogorov–Smirnov one sample test [19] were used.
5.7.1. Hypothesis test on the residuals’ mean
The basic assumption in this test is that the data come from a normally distributed population with unknown variance.
In this study, the following null (H0) and alternative (HA) hypotheses were formulated:
H0 : µ = µ0
HA : µ 6= µ0 (27)
To perform the test, the following critical t-statistic was used [18]:
t = x¯− µ0
s
√
N
(28)
in which x¯, s, and N are the mean, standard deviation, and size of the sample (errors), respectively, andµ0 is the mean of the
population which is zero.
For −tα/2 < t < tα/2, the null hypothesis (mean is zero) cannot be rejected at α level of significance [2]. The rejection
regions is t < −tα/2 or t > tα/2. For the multi-objective optimization, the mean and standard deviation of the residuals
for soil moisture content and soil water pressure head profiles were −0.0023 cm3 cm−3, 0.0120 cm3 cm−3, 0.0025 m, and
0.0188 m, respectively. The t-statistic was calculated as (N = 36):
For soil moisture content data:
t = −0.0023− 0
0.0120
√
36
= −1.1467 (29)
For soil water pressure head data:
t = −0.0025− 0
0.0188
√
36
= −0.7987 (30)
For different levels of significance and degree of freedom ν = N − 1 = 35, the tabled t-values are given in Table 3. As the
Table indicates, the null hypothesis (mean of the residuals is zero) can not be rejected even at 20% level of significance for
both data sets. The possibility of committing error type one is very slim. Therefore, the first assumption on which the inverse
modeling strategy was developed and implemented, is legitimate.
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Table 3
The results of hypothesis test on the residuals’ mean in soil moisture content and soil water pressure head data
α 0.01 0.05 0.1 0.2
tα,35 2.72 2.03 1.69 1.306
Decision (θ) Accept H0 Accept H0 Accept H0 Accept H0
Decision (h) Accept H0 Accept H0 Accept H0 Accept H0
5.7.2. Hypothesis test on the residuals’ variance
Equal variance across samples is called homogeneity of variances [29] and is usually used in several statistical tests such
as analysis of variance and nonlinear optimization which assumes that the errors have constant variance. The following null
and alternative hypotheses were formulated:
For soil moisture content data:
H0 : σrθ1 = σrθ2 = · · · = σrθk
HA : σrθi 6= σrθj (31)
For soil water pressure head data:
H0 : σrh1 = σrh2 = · · · = σrhk
HA : σrhi 6= σrhj (32)
Note that σrθi , σrθj , σrhi , and σrhj are the standard deviations of the residuals in population.
Bartlett’s test was used to verify if k samples, taken from the residuals, have equal variances against the alternative that
variances are not constant [29]:
T =
(N − k) ln s2p −
k∑
i=1
(Ni − 1) ln s2i
1+ 13(k−1)
[
k∑
i=1
1
Ni−1 − 1N−k
] (33)
where T is Bartlett’s statistic, s2i is the variance of the subgroup, Ni is the sample size of the subgroup, and s2p is the pooled
variance [29]:
s2p =
k∑
i=1
(Ni − 1)s2p
N − k (34)
The rejection region is those values of T which are greater than the upper critical value (χ2α,k−1) of the Chi-square distribution
with ν = k− 1 degrees of freedom and a significance level of α (T > χ2α,k−1).
The residuals of soil moisture content and soil water pressure head data were divided into three subgroups (k = 3, ν = 2).
Since the changes in the state variables at depths 347 and 423 cm were small, they were not included in the hypotheses
tests (this excludes 12 data points from the observations and reduces N to 24):
Residuals of soil moisture content data:
s21(r(1 : 8)) = 2.0000× 10−5 cm3 cm−3
s22(r(9 : 14)) = 3.6323× 10−5 cm3 cm−3
s23(r(15 : 24)) = 6.2800× 10−5 cm3 cm−3 (35)
Residuals of soil water pressure head data:
s21(r(1 : 8)) = 0.0057 m
s22(r(9 : 14)) = 0.0078 m
s23(r(15 : 24)) = 0.0086 m (36)
For residuals of soil moisture content and soil water pressure head data, Bartlett’s statistic and s2p were found to be 2.3348
and 5.9186, and 4.2200 × 10−5 and 0.0175 m2, respectively. For 2 degrees of freedom, the upper critical values of the χ2
distribution are given in Table 4 for different values of α. As the Table indicates the null hypothesis (residuals have constant
variance) cannot be rejected at 0.1 and 1% levels of significance. Therefore, the residuals have constant variance and the
second assumption on which the developed inverse modeling strategy rests is legitimate.
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Table 4
The results of hypothesis test on the equality of the residuals’ variance in soil moisture content and soil water pressure head data
α 0.001 0.01
χ2α,2 13.82 9.21
Decision (θ) Accept H0 Accept H0
Decision (h) Accept H0 Accept H0
Table 5
The results of hypothesis test on the correlation of residuals in soil moisture content and soil water pressure head profiles
α 0.01 0.05 0.1 0.2
tα/2,N−2 2.7350 2.0350 1.6936 1.3084
Decision (θ) Accept H0 Reject H0 Reject H0 Reject H0
Decision (h) Accept H0 Reject H0 Reject H0 Reject H0
5.7.3. Hypothesis test on the correlation of the residuals
The following null and alternative hypotheses were used to test possible correlation among the residuals:
H0 : ρ = 0
HA : ρ 6= 0 (37)
where ρ is the correlation coefficient in the population. For N > 2, these hypotheses can be tested using the Pearson Product
Moment Correlation (PPMC) [18]:
t = R√
1−R2
N−2
(38)
in which R, the correlation coefficient of the sample, has a t distribution with N− 2 degrees of freedom. The null hypothesis
(correlation coefficient is zero) is rejected when the absolute value of the t-statistic is greater than tα2,ν at a level of significance
α.
The residuals were first divided into two sub-groups and the correlation coefficient among them was calculated using
Eq. (38):
r1 = r(1 : N − 1)
r2 = r(2 : N) (39)
Note that according to Eq. (39) the sample size will be 35. The correlation coefficients for residuals of soil moisture content
and soil water pressure head data were found to be R = 0.4117 and R = 0.4170, respectively. The t-statistics was calculated
as (with sample size N = 35):
For residuals of soil moisture content data:
t = 0.4117√
1−0.41172
35−2
= 2.5952 (40)
For residuals of soil water pressure head data:
t = 0.4170√
1−0.41702
35−2
= 2.6357 (41)
For different levels of significance and 33 degrees of freedom (ν = N − 2), the tabled t-values are presented in Table 5. As
the Table indicates the null hypothesis (residuals are uncorrelated) can not be rejected at one per cent level of significance
for both data sets but at five and more per cent levels of significance the alternative hypothesis (residuals are correlated) can
be accepted.
To investigate the reasons for correlation among the residuals, they were plotted against the state variables and presented
in Fig. 7. The Figures, however, do not show visible trends or oscillations. Since the experimental data are space and time
series, one may expect autocorrelation among the state variable(s) and among the corresponding residuals in different time
and/or space scales. Therefore, the serial correlation coefficients were calculated for both time and space series and the
results summarized in Tables 6–9 [19]:
R(τ) =
N−τ∑
i=1
UiUi+τ − 1N−τ
N−τ∑
i=1
UN−τi
N∑
i=τ+1
Ui√
N−τ∑
i=1
U2i − 1N−τ
N−τ∑
i=1
U2i
√
N∑
i=τ+1
U2i − 1N−τ
N∑
i=τ+1
U2i
(42)
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Fig. 7. Residuals of soil water content (a) and soil water pressure head (b) profiles in drainage of Bandelier Tuff using multi-objective optimization.
Table 6
The results of serial correlation analysis for time series of soil moisture content residuals
z (cm) x¯(−) s R Decision
40 0.0045 0.0058 0.9139 Reject H0
116 0.0037 0.0077 0.9262 Reject H0
191 0.0099 0.0061 0.9811 Reject H0
271 0.0009 0.0092 0.9879 Reject H0
391 0.0088 0.0184 −0.0162 Accept H0
423 0.0169 0.0132 0.2230 Accept H0
Table 7
The results of serial correlation analysis for time series of soil water pressure head residuals
z(cm) x¯(cm) s (cm) R Decision
40 0.0150 0.0529 0.1978 Accept H0
116 0.0600 0.0695 0.0865 Accept H0
191 0.0248 0.0729 0.3271 Accept H0
271 0.0507 0.1046 0.9529 Reject H0
391 0.0908 0.1542 0.1192 Accept H0
423 0.1603 0.1617 −0.2466 Accept H0
where R(τ) is the serial correlation coefficient, τ is the separation distance or lag, and Ui and Uˆi are the observed and predicted
state variable, respectively.
In time series analysis, the serial correlations were calculated for a selected depth and different time steps (i.e. depth one
over all times, depth two over all times, . . . ). In the space series, the serial correlations were calculated for selected times
over all depths. The means, standard deviations, and serial correlation coefficients are presented in Tables 6 and 7 for six
different depths over all measurement times. The standard deviations for all depths are almost equal except for two depths
391 cm and 423 cm. For soil moisture content data, the serial correlation coefficients are high and the null hypothesis is
rejected (except for depths 391 cm and 423 cm) at one (α0.005,5 = 0.8820) and five (α0.025,5 = 0.7290) per cent levels of
significance. This means that there are significant correlations among residuals in different time increments.
As Table 7 indicates, for residuals of soil water pressure head data, the serial correlation coefficient are not significant at
five per cent level of significance α0.005,5 = 0.7290 which confirms that the residual distribution pattern in Fig. 7. The serial
correlation coefficient for depth 271 cm is exceptionally high which is not acceptable from the statistical point of view (it is
against the trend).
The same procedure was followed to verify if there is significant serial correlation among the residuals of the soil moisture
content and soil water pressure head data in space series. For the residuals of the soil moisture data (Table 8) the serial
correlation coefficients are not significant at levels of significance α0.025,5 = 0.7290 and α0.005,5 = 0.8820. Therefore, the
null hypothesis (the residuals are uncorrelated) cannot be rejected in the space series. For the residuals of the soil water
pressure head data, the means, standard deviations, and the serial correlation coefficients are given in Table 9. The Table
shows that there are not significant correlations among the residuals in different depths at a given time. In other words, the
null hypothesis (the errors are uncorrelated) cannot be rejected at one and five per cent levels of significance.
In conclusion, thorough hypotheses tests on the correlation of the residuals indicate that the errors are independent at
one per cent level of significance. At five and more per cent levels of significance, however, the residuals are independent in
space series but are correlated in time series. Therefore, the third assumption on which the strategy was developed holds
only at one per cent level of significance.
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Table 8
The results of serial correlation analysis for space series of soil moisture content residuals
Time (day) x¯(−) s R Decision
1 −0.1010 0.0057 −0.2864 Accept H0
4 −0.1274 0.2285 0.6865 Accept H0
10 0.0024 0.1358 −0.1874 Accept H0
20 0.0380 0.0073 0.4180 Accept H0
40 0.0470 0.0073 0.6908 Accept H0
100 0.0561 0.0091 0.7418 Accept H0
Table 9
The results of serial correlation analysis for space series of soil water pressure head residuals
Time (day) x¯(cm) s (cm) R Decision
1 0.7324 0.5712 0.0077 Accept H0
4 0.8211 2.2333 0.6509 Accept H0
10 −0.2831 0.6057 0.3107 Accept H0
20 −0.6034 0.6060 0.0695 Accept H0
40 −0.1530 0.7538 −0.2797 Accept H0
100 0.7933 1.7058 0.0483 Accept H0
5.7.4. Hypothesis test on the normality of the residuals
To test the normality of the residuals, the χ2 goodness of fit test was used. The test is based on the difference between
the observed (oi) and expected (ei) error frequencies [18]:
χ2 =
k∑
i=1
(oi − ei)2
ei
(43)
where k is the number of intervals or cells.
To perform the test, first residuals were grouped into different cells (histograms). The number of residuals counted per
cell is oi. Then using the upper limit of the cells, mean, and standard deviation; the cumulative normal distribution and
the expected frequencies (ei) were calculated. The cells were merged when the observed error frequencies were less than
five. Then using Eq. (43), the χ2 index was calculated and compared with χ21−α,ν. The null and alternative hypotheses were
formulated as:
H0 : r ∼ N(µ,σr)
HA : r 6= N(µ,σr) (44)
The histograms of the errors and corresponding normal probability plots are depicted in Fig. 8. These Figures do not show
apparent normal distribution pattern for the residuals. To verify the normality of the errors quantitatively, the following
null and alternative hypotheses were stated for residuals of the soil water content profile:
H0 : r ∼ N(−0.0023, 0.0120)
HA : r 6= N(−0.0023, 0.0120) (45)
Since the calculated χ2 = 3.8795 is less than the tabled value (χ2 = 5.99), the null hypothesis (residuals are normally
distributed) cannot be rejected at five per cent level of significance which means that the residuals of the soil water content
data are normally distributed.
For soil water pressure head profile, the following hypotheses were tested:
H0 : r ∼ N(−0.0025, 0.0188)
HA : r 6= N(−0.0025, 0.0188) (46)
The same procedure was followed to calculate the observed and expected error frequencies and merge the cells when the
observed frequency was less than five. Since the calculated χ2 = 5.5156 is less than the tabled value at five per cent level
of significance, the null hypothesis (errors are normally distributed) is accepted indicating that the residuals in soil water
pressure head data are normally distributed.
The χ2 test is a powerful test when the sample size is large. However, combining cells when the expected error
frequencies are less than five, loses information and hence decreases the power of the test. Furthermore, for very small
samples, the test is not applicable [19]. To overcome these limitations, the Kolmogorov–Smirnov one sample test was used
since it treats each observation separately, does not lose information through merging of categories, and is more powerful
than the Chi-square test when sample size is not large. The sample test statistics were found to be 0.14 cm3 cm−3 and 0.15 m
for the residuals of soil moisture content and soil water pressure head data, respectively. The results of hypothesis test
were summarized in Table 10. These results indicate that the null hypothesis (the errors are normally distributed) cannot
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Fig. 8. Error frequency histograms (a, b) and normal probability plots (c, d) for soil water content (a, c) and soil water pressure head (b, d) profiles in
drainage of Bandelier Tuff using multi-objective optimization.
Table 10
The results of the Kolmogorov–Smirnov one sample test on the normality of the residuals
α Critical value Decision
0.20 0.178 Accept H0
0.15 0.190 Accept H0
0.10 0.203 Accept H0
0.05 0.227 Accept H0
0.01 0.272 Accept H0
be rejected even at 20% level of significance. Therefore, the fourth criterion on which the optimization algorithm rests, is
legitimate.
6. Conclusion
A state-of-the-art inverse modeling strategy was developed and implemented by coupling the Osborne–Moré modified
version of the Levenberg–Marquardt algorithm with a mass-conservative numerical solution of the flow equation and an
experimental data set. The numerical simulator of the direct problem showed perfect agreement with reference solution
computed using a very small time step and dense grid. An adaptive method was implemented to calculate sensitivity matrix
in each iteration in the inverse code. The method uses one-sided finite difference differentiation at the early stages of
the optimization and switches to more accurate two-sided finite difference differentiation as the search approaches the
minimum. A combined stopping criterium was developed to terminate the inverse code in the solution. The strategy was
successfully used to determine the hydraulic parameters of a partially saturated soil. Incorporating soil moisture content
information in the framework of single-objective optimization led to stable parameter values for the residual soil moisture
content, saturated hydraulic conductivity, and pore connectivity index in Mualem–van Genuchten model. However, single-
objective optimization generates reasonable results only for either the fluid pressure head profiles or the fluid content data.
The proposed multi-objective optimization shows excellent agreement with both fluid content and fluid pressure head
profiles simultaneously. Parameter sensitivity analysis indicates that α is the most sensitive parameter. A residual analysis
showed that the errors are uncorrelated, normally distributed, and have a mean of zero and constant variance.
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