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The need for Hamiltonians with many-body interactions arises in various applications of quantum
computing. However, interactions beyond two-body are difficult to realize experimentally. Pertur-
bative gadgets were introduced to obtain arbitrary many-body effective interactions using Hamilto-
nians with two-body interactions only. Although valid for arbitrary k-body interactions, their use
is limited to small k because the strength of interaction is k’th order in perturbation theory. In
this paper we develop a nonperturbative technique for obtaining effective k-body interactions using
Hamiltonians consisting of at most l-body interactions with l < k. This technique works best for
Hamiltonians with a few interactions with very large k and can be used together with perturbative
gadgets to embed Hamiltonians of considerable complexity in proper subspaces of two-local Hamil-
tonians. We describe how our technique can be implemented in a hybrid (gate-based and adiabatic)
as well as solely adiabatic quantum computing scheme.
I. INTRODUCTION
Many-body interactions are in general difficult to re-
alize in physical systems used in quantum information
processing. However, there is substantial theoretical in-
terest in Hamiltonians with such interactions. One moti-
vation to study them comes from a question in complex-
ity theory: which Hamiltonians are capable of univer-
sal adiabatic quantum computation (AQC)? Kitaev [1]
showed that the ground state energy problem of the
5-local Hamiltonian is quantum-Merlin-Arthur (QMA)-
complete. This result was later strengthened by Kempe
and Regev [2] showing the same for the 3-local Hamilto-
nian problem. Finally, by introducing “perturbative gad-
gets” to construct a 2-local Hamiltonian whose low en-
ergy effective Hamiltonian approximates a given 3-local
Hamiltonian, Kempe, Kitaev and Regev [3] showed that
the 2-local Hamiltonian problem is QMA-complete as
well. In order to strengthen these results it is desirable
to replace the perturbative gadgets with nonperturbative
techniques.
On the more practical side, k-local Hamiltonians are
necessary to tackle difficult optimization problems like
K-SAT. These problems are also valuable in order to test
the power of adiabatic quantum algorithms [4], because
they are classically more challenging than those that can
be directly represented with 2-local Hamiltonians only,
i.e., without any indirect embedding.
Another area where the need for many-body interac-
tions arises is the application of adiabatic quantum algo-
rithm to quantum chemistry. Somma et al. [5] has shown
that fermions can be efficiently simulated using a quan-
tum computer made of qubits only. In their scheme, the
Jordan-Wigner transformation is used to represent the
fermionic creation and annihilation operators in terms of
the qubit Pauli operators. However, this transformation
maps 2-body interactions between fermions into many-
body interactions between qubits of any order. Bravyi
and Kitaev [6] improved this scheme by finding a differ-
ent transformation that produces interactions between
qubits, the number of which scales only logarithmically
in the system size. Still, for sufficiently large systems, it
is challenging to reduce these nonlocal Hamiltonians to
2-local Hamiltonians using perturbative gadgets.
Finally, we note that many-body interactions are nec-
essary to implement some error correction schemes de-
signed for adiabatic quantum computation [7] and quan-
tum annealing [8, 9]. The basic idea is to encode each log-
ical qubit using k physical qubits in such a way that cer-
tain types of errors can be suppressed and/or corrected.
An unavoidable consequence of the encoding is that some
logical qubit operators are mapped to k-local operators,
the implementation of which requires many-body inter-
actions between the physical qubits.
In this paper we develop a nonperturbative tech-
nique to generate effective many-body interactions using
Hamiltonians with fewer-body interactions. Our nonper-
turbative technique differs from the perturbative gadgets
in several other aspects. First, unlike perturbative gad-
gets, each k-body interaction term requires the addition
of a single ancillary qubit as opposed to k qubits. Sec-
ond, the target Hamiltonian is not necessarily embedded
in the low energy subspace of the physical Hamiltonian.
Finally, the technique described in this paper is not guar-
anteed to reduce the locality of an arbitrary Hamiltonian.
It works best for Hamiltonians with few many-body in-
teractions involving arbitrary number of qubits.
The paper is organized as follows. In Sec. II we es-
tablish the notation and state in detail the problem we
address. In Sec. III we present the derivation of the gen-
eral theory. Special applications to AQC are presented
in Sec. IV. Sec. V describes how multiple many-body in-
teractions can be handled. The important question of
how this technique can be implemented is discussed in
Sec. VI. We conclude with brief remarks in Sec. VII.
II. DEFINITIONS AND CONVENTIONS
Let Hcomp represent the Hilbert space of the quantum
system we are interested in, which consists of N qubits.
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2We will refer to this as the computational Hilbert space.
A convenient basis for states in this Hilbert space can
be constructed using tensor product of single qubit basis
states
|n〉 ≡ |n1〉 ⊗ |n2〉 ⊗ · · · ⊗ |nN 〉 , (1)
where n = (n1, n2, . . . , nN ) and ni ∈ {0, 1}. Any state in
Hcomp can be represented as:
|ψ(t)〉 =
∑
n∈BN
cn(t) |n〉 , (2)
where BN is the space of N binary numbers. The tensor
product of single qubit Pauli operators is a convenient
basis for the space of Hermitian operators in Hcomp:
ÔA ≡ σ̂A11 ⊗ σ̂A22 ⊗ · · · ⊗ σ̂ANN , (3)
where A = (A1, A2, . . . , AN ) and Ai ∈ {0, x, y, z}. By
convention σ̂0 ≡ 1̂. Note that ÔA are both Hermitian
and unitary. The Hamiltonian of the system of interest,
i.e. the computational Hamiltonian, can be expressed as:
Ĥ(t) =
∑
A∈QN
ĤA(t) ≡
∑
A∈QN
hA(t)ÔA, (4)
where QN is the space of N variables that can take the
values 0, x, y, z. In the rest of the paper we will drop the
hats on the operators and suppress the time dependence
of variables for brevity of notation.
An operator is k-local if it acts non-trivially on at
most k qubits. In terms of the basis operators OA
this amounts to having at most k nonzero elements
in the set A. To demonstrate this by an example let
A = (x, y, z, 0, 0, . . . , 0). Then OA = σx1 ⊗ σy2 ⊗ σz3 ⊗
14 ⊗ · · · ⊗ 1N is 3-local. A Hamiltonian that is a sum of
many terms is said to be k-local if each term in the sum
acts on at most k qubits. A single term of the Hamilto-
nian that acts on k qubits will be referred to as a k-body
interaction.
In practice, 1-local terms are the simplest to realize
in the laboratory. These are sometimes referred to as
local “fields”. 2-local Hamiltonians can also be realized
experimentally, albeit with relatively more effort. They
are sometimes referred to as “interactions”. However, it
is quite a challenge to engineer k-local interactions for
k > 2.
Most efforts in this direction involve embedding the
computational Hamiltonian in the low energy sector of
another Hamiltonian living in a larger Hilbert space.
“Perturbative Gadgets” [3] are very useful in this regard.
For a k-body interaction they require k ancilla qubits.
However, their use is limited to small k because the non-
local interaction emerges at the k’th order in perturba-
tion theory [10].
A nonperturbative embedding of k-body interactions
into 2-local Hamiltonians has been developed for the spe-
cial case when all terms in the Hamiltonian share the
same basis [11]. In this manuscript, we describe a dif-
ferent nonperturbative technique which can be applied
to any arbitrary Hamiltonian, albeit with varying suc-
cess. In the rest of the paper we consider a computa-
tional Hamiltonian with a single many-body interaction
term singled out:
H =
∑
A6=χ
HA +Hχ ≡ H∗ +Hχ , (5)
where Hχ = hχOχ is k-local. The technique developed
here will be most useful whenever Hχ is a k-body inter-
action that is difficult to realize experimentally and H∗
is a 2-local Hamiltonian. However, the technique is ap-
plicable to any Hamiltonian and the split in Eq. (5) can
be entirely arbitrary. For example, Hχ does not need to
be the most nonlocal term in the Hamiltonian and there
can be multiple many-body interactions.
We ask the following question: is there another Hamil-
tonian H˜, possibly living in a larger Hilbert space, with
a proper subspace in which it is identical to H? We re-
fer to H˜ as the physical Hamiltonian. Note that we do
not require H∗ to be 2-local as H might have multiple
many-body interactions. Our goal is to find a different
system the dynamics of which is simply related to that of
the computational system and in which the k-local term
Hχ is replaced by a less nonlocal interaction.
III. DERIVATION
A. Physical vs computational Hilbert Space
We enlarge the Hilbert space of N qubits by adding
an ancilla qubit to obtain Hphys = Hanc ⊗ HN . The
goal is to design the physical Hamiltonian H˜ such that
the physical Hilbert space splits into two subspaces, i.e.
Hphys = Hcomp ⊕ Hirr, such that within Hcomp the dy-
namics evolves according to the computational Hamilto-
nian H we desire to implement. 1 The other subspace
Hirr will be referred to as the irrelevant Hilbert space,
because the dynamics there is not generated by the com-
putational Hamiltonian. The dynamics in the physical
Hilbert space is governed by the Hamiltonian H˜, which
we wish to determine and in which the nonlocal term Hχ
proportional to Oχ will be replaced with a less nonlocal
term.
A convenient basis for the states in the physical Hilbert
space is
|n˜〉 ≡ |n0〉 ⊗ |n〉 = |n0〉 ⊗ |n1〉 ⊗ |n2〉 · · · ⊗ |nN 〉 , (6)
1 For consistency of notation we should have used Hcomp for the
computational Hamiltonian and Hphys for the physical Hamilto-
nian, however, in order to avoid cumbersome notation we opted
for H and H˜ instead.
3where the first entry is dedicated to the ancilla qubit.
Any state in the physical Hilbert space can be written
as:
|ψ˜(t)〉 =
∑
n˜∈BN+1
cn˜(t) |n˜〉 . (7)
The physical Hilbert space is twice the size of the com-
putational Hilbert space that we wish to simulate. We
embed the dynamics in a subspace of the enlarged Hilbert
space whose dimension matches that of the original N-
qubit Hilbert space. In order to describe this subspace
we need the following definitions:
|n±〉 ≡ U
( |0〉 ± |1〉√
2
⊗ |n〉
)
≡ U (|±〉 ⊗ |n〉) , (8)
where U is a unitary operator (to be determined later)
effecting a change of basis and |±〉 ≡ (|0〉 ± |1〉)/√2 are
the eigenvectors of the σx operator. |n±〉 form a com-
plete basis for the N+1 qubit system. More precisely,
|n+〉 form a complete basis on Hcomp and |n−〉 form a
complete basis on Hirr. Using the definition (8) we de-
fine projectors to two subspaces of the physical Hilbert
space
P± =
∑
n∈BN
|n±〉 〈n±| (9)
These projectors satisfy P+ + P− = 1N+1 and P+P− =
P−P+ = 0. We want to embed the original dynamics
of N qubits governed by the Hamiltonian (5) within the
subspace Hcomp. 2 In other words, we want
H˜ = P+HP+ + P−H irrP−. (10)
Using the basis (8) any state in the relevant subspace
Hcomp can be written as:
|ψ˜(t)〉 =
∑
n∈BN
cn(t) |n+〉 . (11)
Our goal is to find a unitary transformation U (see
Eq.(8)) and a Hamiltonian H˜ without the many-body
interaction Oχ, such that the coefficients in (11) exactly
follow those in (2). In other words the (N+1)-qubit basis
state |n+〉 will “stand for” or “encode” the N-qubit basis
state |n〉.
We write the Hamiltonian in the extended Hilbert
space as:
H˜ =
∑
A˜∈QN+1
H˜A˜ . (12)
2 Note that this strategy is quite different from the one used in
perturbative gadgets where the embedding is done to the low
energy sector of the theory. In the approach described here en-
ergy does not play any role in the determination of the subspace
into which the dynamics is embedded.
Each H˜A˜ will be chosen to simulate the dynamics that
HA of (5) generates in the original system.
The Schro¨dinger equation for the computational sys-
tem in the chosen basis can be written as:
ih¯c˙k =
∑
n
Hkncn , (13)
where Hkn ≡ 〈k|H |n〉. Similarly the Schro¨dinger equa-
tion for the physical system can be written as:
ih¯c˙k =
∑
n
H˜k+n+cn , (14)
where H˜k+n+ ≡ 〈k+| H˜ |n+〉. As stated earlier, we want
the physical Hilbert space to split into two decoupled
Hilbert spaces under the dynamics imposed by the phys-
ical Hamiltonian H˜. This condition can be expressed as
〈k+| H˜ |n−〉 = 0 ,
〈k−| H˜ |n+〉 = 0 . (15)
Using Eq. (8) these conditions can be rewritten as
〈0k| K˜ |0n〉 − 〈0k| K˜ |1n〉+ 〈1k| K˜ |0n〉 − 〈1k| K˜ |1n〉 = 0,
〈0k| K˜ |0n〉+ 〈0k| K˜ |1n〉 − 〈1k| K˜ |0n〉 − 〈1k| K˜ |1n〉 = 0,
(16)
where K˜ is defined as
K˜ = U†H˜U . (17)
Adding and subtracting these two lines we obtain a
simple expression for the conditions required for the two
subspaces to be decoupled:
〈0k| K˜ |0n〉 = 〈1k| K˜ |1n〉 ,
〈0k| K˜ |1n〉 = 〈1k| K˜ |0n〉 . (18)
The first line implies that K˜ can not act on the ancilla
qubit with a σz operator, whereas the second line rules
out the σy operator. Thus
K˜ = 1⊗K∗ + σx ⊗Kχ . (19)
The reason for this choice of superscripts will become
clear shortly. Next, we determine the conditions for the
dynamics in Hcomp to simulate the dynamics of interest
due to the computational Hamiltonian H. This is simply
read from Eqs.(13, 14):
〈k+| H˜ |n+〉 = 〈k|H |n〉 . (20)
Using the conditions (18) this expression simplifies to
〈0k| K˜ |0n〉+ 〈0k| K˜ |1n〉 = 〈k|H |n〉 , (21)
which can be further simplified by using (19) and (5):
〈k|K∗ |n〉+ 〈k|Kχ |n〉 = 〈k|H∗ |n〉+ 〈k|Hχ |n〉 . (22)
4Since the computational Hamiltonian (5) is split into two
parts it is natural to make the assignment K∗ = H∗ and
Kχ = Hχ, which leads to
K˜ = U†H˜U = 1⊗H∗ + σx ⊗Hχ , (23)
H˜ = UK˜U† = U (1⊗H∗ + σx ⊗Hχ)U† ≡ H˜∗ + H˜ χ˜ .
(24)
Using Eq. (24) we can also calculate the matrix elements
of the Hamiltonian in the irrelevant subspace Hirr
〈k−| H˜ |n−〉 = 〈k| (H∗ −Hχ) |n〉 ≡ 〈k|H irr |n〉 , (25)
where we defined the “irrelevant” Hamiltonian H irr ≡
H∗ −Hχ as the original problem Hamiltonian with the
sign of the nonlocal term reversed. Thus, the dynam-
ics in the irrelevant subspace Hirr is closely related to
the desired dynamics in computational subspace Hcomp.
This also shows that unlike perturbative gadgets, here
Hcomp is in general not the low energy subspace. Gener-
ically, the energy levels of both subspaces are intermin-
gled. Let us assume that the eigenstates and eigenval-
ues of the computational and irrelevant Hamiltonian are
given by (|ψn+〉 , En+) and (|ψn−〉 , En−) respectively. Then
it is straightforward to show that the eigenfunctions and
eigenvalues of the physical Hamiltonian are given by
|ψ˜n±〉 = U
(|±〉 ⊗ |ψn±〉) , E˜n± = En± . (26)
Our strategy is to “transfer” the nonlocality associ-
ated with the computational Hamiltonian to the unitary
transformation U such that the physical Hamiltonian is
free of that many-body interaction. By demanding that
the nonlocal term Oχ be absent from H˜, a nonlocality
is introduced to U as a compensation. Since the unitary
transformation corresponds to a simple change of basis,
the nonlocality therein does not present as serious a chal-
lenge as a many-body interaction in the Hamiltonian. We
will comment on this further in Sec. VI B.
In particular we wish to have H˜ χ˜ to be a r-body in-
teraction with small r. There are different choices with
different trade-offs, and below we treat them separately.
B. Case 1: H˜ χ˜ is 1-local
It is possible to choose U such that the term in H˜
corresponding to the nonlocal term Hχ is only 1-local:
U = |0〉 〈0| ⊗ 1+ |1〉 〈1| ⊗ Oχ . (27)
It is straightforward to verify that this operator is both
unitary and Hermitian. From (24) we get:
H˜ = |0〉 〈0| ⊗H∗ + |1〉 〈1| ⊗ OχH∗Oχ
+ hχ (|0〉 〈1|+ |1〉 〈0|)⊗ 1 . (28)
We next split the Hamiltonian H∗ into two parts based
on the commutation properties of the terms with the non-
local term Oχ.
H∗ =
∑
A 6=χ
HA = H∗comm +H
∗
anti , (29)
0 = [H∗comm,Oχ] , (30)
0 = {H∗anti,Oχ} . (31)
With this definition (28) becomes
H˜ = 1⊗H∗comm + σz ⊗H∗anti + hχ (σx ⊗ 1) . (32)
Note the price that had to be paid in order to elimi-
nate the nonlocal term Hχ: the locality of some other
terms H∗anti had to be increased by one. The locality
of other terms H∗comm which commute with the nonlocal
term stayed the same, except for the nonlocal term Hχ
itself, which we reduced to 1-local.
Intuitively, one can think of the ancilla qubit as a so-
phisticated bookkeeping tool. The nonlocal term Oχ act-
ing on many system qubits is replaced with a simple spin
flipping term σx acting on the ancilla qubit only. Thus
the state of the ancilla qubit “keeps track” of the in-
tended applications of the nonlocal term to the system
during the evolution. The quantum nature of this book-
keeping is manifest in the modification of the rest of the
Hamiltonian according to commutation rules. A similar
technique has been developed independently by M. R.
Geller [12] in the context of the single-excitation subspace
method whereby each ancilla controls the application of
an arbitrary n× n unitary to the data.
C. Case 2: H˜ χ˜ is r-local
In this section we eliminate the nonlocal term in favor
of an r-local term. At first sight this seems counterpro-
ductive but we will point out some cases in which this
strategy proves to be advantageous. Let us consider a
decomposition of the nonlocal operator of the form:
Oχ = Oχ′Oχ′′ = Oχ′′Oχ′ . (33)
As an example:
Oχ = σx1 ⊗ σy2 ⊗ σz3 ⊗ 1⊗ σy4 ,
Oχ′ = σx1 ⊗ σy2 ⊗ 1⊗ 1⊗ 1 ,
Oχ′′ = 1⊗ 1⊗ σz3 ⊗ 1⊗ σy4 . (34)
Next we define the basis transformation as:
U = |0〉 〈0| ⊗ 1+ |1〉 〈1| ⊗ Oχ′ . (35)
Substituting this into Eq. (24) we get the Hamiltonian in
the extended Hilbert space:
H˜ = 1⊗H∗comm + σz ⊗H∗anti + hχ
(
σx ⊗Oχ′′
)
, (36)
0 = [H∗comm,Oχ
′
] , (37)
0 = {H∗anti,Oχ
′} . (38)
5Note that the splitting H∗ = H∗comm +H
∗
anti depends on
the decomposition Oχ = Oχ′Oχ′′ . It is preferable for
H∗anti to have as few terms as possible and those terms to
be as local as possible. Moreover, Oχ′′ should be as local
as possible. In general, these demands can be contradic-
tory and there is no unique way to optimize the choice of
Oχ′ independent of context. However, it should be clear
that there can be an advantage to using the method of
this section as opposed to the previous one, and we will
provide an example related to adiabatic quantum algo-
rithms in Sec. IV C 2.
IV. APPLICATION TO ADIABATIC
QUANTUM ALGORITHMS
The discussion in this section will be restricted to com-
binatorial optimization problems. The problem is embed-
ded in a “problem Hamiltonian” which is diagonal in the
computational basis
HP =
∑
n
En |n〉 〈n| . (39)
Being diagonal in the computational basis the problem
Hamiltonian can be written in terms of the action of σz
and 1 operators only. Thus we can expand:
HP = h1+
∑
i
hiσ
z
i +
∑
ij
hijσ
z
i σ
z
j +
∑
ijk
hijkσ
z
i σ
z
jσ
z
k + . . .
(40)
One then considers a time-dependent Hamiltonian which
extrapolates between an “initial Hamiltonian” H0 (also
called “driver Hamiltonian”) and the problem Hamilto-
nian according to a predetermined schedule
H(t) = f(t)H0 + g(t)HP , (41)
where f(0) = g(τ) = 1 and f(τ) = g(0) = 0 and τ is the
duration of computation.
The adiabatic algorithm works as follows [4]: the ini-
tial state is prepared to be the ground state of H0. If the
duration of computation is long enough, the adiabatic
theorem guarantees that the system will stay arbitrarily
close to the instantaneous ground state at all times. The
ground state of the final Hamiltonian encodes the solu-
tion of the optimization problem and can be read via a
measurement in the computational basis.
The initial Hamiltonian is usually chosen to be:
H0std =
N∑
i=1
Bi σ
x
i . (42)
We will refer to this as the “standard initial Hamilto-
nian”. In some of the examples below we will also con-
sider modified initial Hamiltonians with many-body in-
teractions which are made out of tensor product of mul-
tiple σx operators.
A. σx – only interactions
Consider the nonstandard initial Hamiltonian
H0 = H0std +B0
(
σβ11 ⊗ σβ22 ⊗ · · · ⊗ σβNN
)
≡ H0std +Hχ ,
(43)
where βi ∈ {0, x}. We follow the recipe of Sec. (III B)
to simulate the last term with a 1-local term . We first
need to determine which terms of the Hamiltonian do not
commute with Hχ. It is clear that Hstd commutes with
Hχ. For the problem Hamiltonian we refer to Eq.(40).
Whenever a term has an even number of qubits that get
acted nontrivially by both Hχ and the element of HP in
question, those two operators commute. For odd number
of common qubits the two operators anti-commute. For
example if
Hχ ∝ σx1 ⊗ σx2 ⊗ 13 ⊗ σx4 ⊗ 15 (44)
then h3σ
z
3 , h12σ
z
1σ
z
2 and h145σ
z
1σ
z
4σ
z
5 commute with H
χ
but h1σ
z
1 , h23σ
z
2σ
z
3 and h123σ
z
1σ
z
2σ
z
3 anti-commute We
group these terms together and rewrite the problem
Hamiltonian as:
HP = HPcomm +H
P
anti , (45)
where HPcomm consists of terms that commute with H
χ
and HPanti those that anti-commute with it. As a result
the physical Hamiltonian is given by
H˜ = f(t)
[
B0 (σ
x ⊗ 1) +H0std
]
+ g(t)
[
1⊗HPcomm + σz ⊗HPanti
]
(46)
≡ f(t)H˜0std + g(t)H˜P . (47)
Notice that by treating the ancilla qubit as the 0’th qubit
H˜ takes exactly the same form as H, the only difference
being the number of qubits. This example shows us that
a nonlocal term consisting of σx operators only can be
incorporated into the initial Hamiltonian of an adiabatic
quantum algorithm at the price of increasing the nonlo-
cality of some of the terms in the problem Hamiltonian by
one but without changing the form of the Hamiltonian.
B. σz – only interactions
In this section we consider the standard adiabatic al-
gorithm with H0std given by Eq.(42). The nonlocal in-
teraction we would like to eliminate is a product of σz
operators only, thus it is part of the problem Hamiltonian
HP :
Hχ ∝ σβ11 ⊗ σβ22 ⊗ · · · ⊗ σβNN , (48)
where βi ∈ {0, z}. As a resultHχ commutes withHP but
not with all the terms in H0std. In fact, for all i such that
βi = z, the corresponding term Biσ
x
i does anti-commute
6with Hχ. If we group these terms in a manner similar to
the previous section we can rewrite the Hamiltonian as:
H(t) = f(t)
(
H0comm +H
0
anti
)
+ g(t)HP . (49)
A derivation analogous to the previous section results in
the following Hamiltonian for the physical Hilbert space
H˜ = f(t)
[
1⊗H0comm + σz ⊗H0anti
]
+ g(t) (1⊗HP ) .
(50)
In contrast to the previous section this Hamiltonian is
not of the same form as the original Hamiltonian. The
difference is the σz ⊗ σx type interactions in the second
term above, i.e., σz⊗H0anti. On the other hand, the local-
ity of the physical Hamiltonian is the same as the locality
of H∗, i.e., the computational Hamiltonian without the
many-body interaction term Hχ.
C. The spin glass problem
In this section we apply the technique described in this
note to various adiabatic quantum algorithms for finding
the ground state of the spin glass problem. The spin glass
problem Hamiltonian is given by
HP =
N∑
i=1
hiσ
z
i +
N∑
i>j=1
hijσ
z
i σ
z
j . (51)
1. Flip-All Term
A nonlocal interaction of the form given in Sec. (IV A)
that leads to a particularly simple physical Hamiltonian
is
Hχ = B0 (σ
x
1 ⊗ σx2 ⊗ · · · ⊗ σxN ) . (52)
This is an N -body interaction, involving all computa-
tional qubits. When acting on a basis state it flips the
orientation of all the spins, hence the title of this section.
Our goal is to simulate the dynamics due to
H(t) = f(t)
(
H0std +H
χ
)
+ g(t)HP (53)
without actually implementing Hχ in the physical Hamil-
tonian. It is clear that all the 2-local terms in the prob-
lem Hamiltonian (51) commute with Hχ and so does the
initial Hamiltonian of the standard algorithm. On the
other hand, all the 1-local terms in the problem Hamil-
tonian anti-commute with Hχ. This is a special case
of Sec. (IV A) and we can directly read off the physical
Hamiltonian:
H˜(t) = f(t)
N∑
i=0
Bi σ
x
i + g(t)
N∑
i>j=0
h˜ij
(
σzi ⊗ σzj
)
= f(t)H˜0std + g(t)H˜
P , (54)
h˜ij = hij for i, j 6= 0 , (55)
h˜0j = hj for j = 1, 2, . . . , N . (56)
This Hamiltonian has the form of a standard adiabatic
algorithm to solve a spin glass problem with vanishing
local fields. The ancilla qubit is coupled to all qubits
that are acted on by local fields in the original problem
Hamiltonian.
This means that for every spin glass problem of N
qubits solved using the algorithm with the modified ini-
tial Hamiltonian H0std+H
χ, there is an equivalent N+1-
qubit problem which can be solved with the standard
initial Hamiltonian, such that the success rate of both
algorithms is identical.
2. A case for Sec. III C
As mentioned before, there are problems for which the
approach of Sec. III C works better than that of Sec. III B.
Consider the spin glass problem with the standard initial
Hamiltonian modified by adding the following term
Hχ = B0 (σ
x
2 ⊗ σx3 ⊗ · · · ⊗ σxN ) . (57)
This differs from Eq.(52) by the absence of σx1 and thus
represents a (N − 1)-body interaction. If we follow the
approach of Sec. III B we get (again treating the ancilla
as the 0’th qubit):
H˜(t) = f(t)
(
N∑
i=0
B0 σ
x
i
)
+ g(t)
(
h1σ
z
1 +
N∑
i=2
hiσ
z
0σ
z
i
+
N∑
i=2
J1i σ
z
0σ
z
1σ
z
i +
N∑
i>j=2
Jijσ
z
i σ
z
j
)
. (58)
This is a 3-local Hamiltonian if at least one of the J1i 6= 0
for i = 2, . . . , N .
If, on the other hand, we follow the approach of
Sec. III C with the choice:
Oχ′ = σx1 ⊗ σx2 ⊗ · · · ⊗ σxN , (59)
Oχ′′ = σx1 ⊗ 12 ⊗ · · · ⊗ 1N . (60)
The resulting Hamiltonian is:
H˜(t) = f(t)
(
B0 (σ
x
0 ⊗ σx1 ) +
N∑
i=1
Bi σ
x
i
)
+ g(t)
 N∑
i>j=0
h˜ij
(
σzi ⊗ σzj
) (61)
= f(t) (B0 (σ
x
0 ⊗ σx1 ) + 1⊗Hstd) + g(t)H˜P ,
h˜ij = hij for i, j 6= 0 , (62)
h˜0i = hi for i = 1, 2, . . . , N . (63)
This differs from Eq.(54) only by the replacement
B0 σ
x
0 → B0(σx0 ⊗ σx1 ). Note that (61) is only 2-local.
This example demonstrates how sometimes it can pay off
to simulate the many-body interaction with a (r > 1)-
body interaction instead of a simple field, i.e. a 1-local
term.
7V. MULTIPLE NONLOCAL TERMS
In the previous section we discussed how to eliminate a
nonlocal term in a Hamiltonian. If we wish to eliminate
multiple nonlocal terms, the technique can be applied re-
peatedly. However, there is a problem with this strategy,
because at each step the degree of locality of some terms
in the Hamiltonian increases by one. Consider a Hamil-
tonian with Ntot terms Nl of which are 2-local and Nnl of
them are more than 2-local such that Ntot = Nl+Nnl. In
eliminating the Nnl terms using the approach described
in this manuscript repeatedly, we possibly raise the de-
gree of nonlocality in other terms. In the worst case
scenario, we may end up with terms which have a degree
of nonlocality 2 +Nnl .
A better strategy might be to use perturbative Hamil-
tonian gadgets at the end of each round to reduce the
degree of locality of those terms that have been raised
from 2 to 3-local. Using this hybrid method the use of
the perturbative gadgets is restricted to 3-body interac-
tions only, where they work best.
However there is a trade-off. For each nonlocal term
eliminated many 3-local terms are created. There are
two possible problems with this. First, the number of
ancilla qubits necessary does not only depend on the de-
gree of nonlocality but possibly also on the number of to-
tal qubits in the system. Thus it might scale very badly.
The second problem is related to the perturbative nature
of gadgets. If errors due to different gadgets accumulate
coherently we might run into trouble.
VI. IMPLEMENTATION
A. State Preparation
In previous sections we showed how to construct an
N+1 qubit system such that the dynamics in a subspace
is mathematically identical to an N qubit system. How-
ever, we did not address the question of how to use this
mapping in an operational sense. To this end let us con-
sider the state preparation protocol. A schematic de-
scription is given in Fig. 1.
In state preparation, the goal is to prepare a target
quantum state |ψτ 〉. In some cases the target state is
known ahead of time but in others it is defined as the
output of a certain process. Here we are interested in
the latter. More specifically, we are interested in the
evolution of a given initial state |ψ0〉 of N qubits for a
time τ according to Hamiltonian dynamics with time-
dependent Hamiltonian H(t). At the final time τ the
desired N-qubit state |ψτ 〉 is obtained. State preparation
can serve as a subroutine of a larger computation or as
part of a larger simulation.
Many-body interactions can be used to increase the
success rate of adiabatic state preparation by allow-
ing one to explore a larger space of Hamiltonian paths
from the initial to the final Hamiltonian. There is pre-
liminary numerical evidence for this claim for the spin
glass problem and the initial Hamiltonian studied in
Sec. IV C 1 [13].
We assume that we have the ability to prepare the
N-qubit initial state |ψ0〉. In order to implement the
technique described in previous sections, we need to en-
code this state in the N+1 qubit Hilbert space using (11).
First the ancilla qubit is initialized to the superposition
state |+〉. Then one implements the unitary operator U
on the combined system (the details are discussed in the
next section)
|ψ˜(0)〉 = U (|+〉 ⊗ |ψ0〉)
=
|0〉 ⊗ |ψ0〉+ |1〉 ⊗ Oχ |ψ0〉√
2
. (64)
Next, the initial state |ψ˜(0)〉 is evolved with the Hamil-
tonian H˜ of (32). After a time τ the following state is
obtained:
|ψ˜(τ)〉 = |0〉 ⊗ |ψτ 〉+ |1〉 ⊗ O
χ |ψτ 〉√
2
, (65)
= U (|+〉 ⊗ |ψτ 〉) . (66)
One then applies the inverse unitary transformation U† =
U to obtain the state:
U† |ψ˜(τ)〉 = |+〉 ⊗ |ψτ 〉 . (67)
This completes the state preparation protocol. At this
point one can ignore the ancilla qubit altogether, and
the rest of the N qubits are in the target state.
The ancilla qubit does not need to be measured but a
measurement in the |±〉 basis can help detect some errors
that may have occurred. If the ancilla is found in the |−〉
state, it is an indication that the N+1 qubit system has
been knocked out of the relevant subspace Hcomp into
Hirr and the state preparation is not to be trusted.
B. Implementing the Unitary U
Note that this unitary is a simple product of 2-qubit
controlled-U gates of the form
U = |0〉 〈0| ⊗ 1+ |1〉 〈1| ⊗ Oχ
=
N∏
i=1
(
|0〉 〈0| ⊗ 1+ |1〉 〈1| ⊗ σχii
)
, (68)
where in the second line we abused the notation by let-
ting |1〉 〈1|⊗σχii ≡ |1〉 〈1|⊗11⊗· · ·⊗σχii ⊗· · ·⊗1N . The
product is over those i such that χi 6= 0 only, because
all other terms are the identity. Thus for a k-body in-
teraction term Oχ, U can be implemented by repeatedly
applying k 2-qubit controlled-U gates (more specifically
controlled-X,Y,Z gates) [14]. This can be easily achieved
in a gate based (digital) quantum computing model.
8FIG. 1. A schematic description of the state preparation protocol described in detail in Sec. VI A. The top qubit is the ancilla
and the rest are system qubits. H acting on the ancilla stands for the Hadamard gate, not to be confused with the Hamiltonian.
The problem of realizing many-body interactions we
are addressing in this paper is more pertinent to the
adiabatic quantum computing model. Unlike the gate
model, AQC is not built upon the concept of gates. Yet
both paradigms of quantum computing have been shown
to be polynomially equivalent in terms of complexity the-
ory [15]. Recently, Hen [16] made a connection between
these two paradigms by showing that a universal set of
quantum gates can be realized within the AQC frame-
work via controlled adiabatic evolutions.
Hence the technique developed in this paper can be
applied to AQC by using Hen’s quantum adiabatic al-
gorithms for gates as subroutines for implementing the
unitary U at the beginning and at the end of the pro-
tocol. The original method due to Hen requires a single
auxiliary qubit. The runtime scales linearly with k and is
independent of N , the total number of qubits. Shortcuts
to adiabaticity can be used to realize these gates with
unit probability at finite time [17].
C. A special case
Let us now consider the case when the initial state is
invariant under the action of the many-body interaction
term, i.e.,
Oχ |ψ0〉 = |ψ0〉 . (69)
This implies that U (|+〉 ⊗ |ψ0〉) = |+〉 ⊗ |ψ0〉. Thus for
this case the first application of the unitary transform
prior to the Hamiltonian evolution is not necessary.
A schematic description of the state preparation pro-
tocol applicable to this case is given in Fig. 2. The state
after the Hamiltonian evolution is given by (65). In this
state the system and ancilla are entangled. In the pre-
vious section we suggested applying the inverse unitary
to disentangle them. Another option is to measure the
ancilla qubit first. If the ancilla is found to be in the |0〉
state the system qubits are already in the desired tar-
get state |ψτ 〉. If the ancilla is measured to be in the
|1〉 state the system is in the state Oχ |ψτ 〉. This state
can be transformed into the target state by acting on it
with the unitary operator Oχ again. The advantage of
this approach is that Oχ can be realized as k successive
single qubit unitaries.
Oχ =
∏
i
σχii , (70)
where the product is over the indices with nonvanishing
χi. This is to be contrasted with k successive two qubit
unitaries necessary to implement U shown in (68). Since
two qubit unitaries are significantly more difficult to im-
plement experimentally than single qubit unitaries the
method of this section can provide great simplification
whenever applicable.
Adiabatic optimization algorithms, for which both the
initial Hamiltonian and the many-body interaction term
Oχ are made up of σx operators only, falls under this
category. The initial state can be prepared simply by
applying strong local fields to all N+1 qubits as in (47)
Moreover, for the purpose of finding the answer to the
optimization problem one does not even need to prepare
the state |ψτ 〉 itself. One can perform the final step de-
scribed in (70) on paper. If the ancilla is found to be
in state |0〉 and the rest of the qubits in a state |n〉, the
outcome of the computation is simply given by n. If, on
the other hand, the ancilla is found to be in state |1〉
and the measurement of the system yields |n〉, the out-
come of the computation is interpreted as n¯, such that
Oχ |n〉 = |n¯〉. Since Oχ is assumed to be a tensor product
of σx operators only, such an n¯ always exists.
VII. CONCLUSION
In this paper we presented an embedding of an N-qubit
Hamiltonian with many-body interactions, into a sub-
space of an (N+1)-qubit Hamiltonian. In the simplest
case, a many-body interaction term of the computational
Hamiltonian is replaced with a spin flip operator σx act-
ing only on the ancilla qubit. As a concrete application of
our method, in Sec. VI we discussed a state preparation
protocol in detail. Our technique is nonperturbative and
for a class of problems can be used to reduce the degree
of nonlocality of the Hamiltonian significantly. We have
discussed how it can be implemented in a hybrid as well
as a solely adiabatic quantum computer.
The success of the adiabatic quantum algorithms rely
heavily on one parameter ∆ which stands for the mini-
mal spectral gap of the time-dependent HamiltonianH(t)
9FIG. 2. A schematic description of the state preparation protocol applicable only to the special case described in detail in
Sec. VI C. The top qubit is the ancilla and the rest are system qubits. H acting on the ancilla stands for the Hadamard gate,
not to be confused with the Hamiltonian. After the Hamiltonian dynamics, the ancilla qubit is measured and conditional on
the outcome the system qubits are acted on by a different unitary.
along the path from H(0) to H(τ). Eq.(41) specifies one
such path for each choice of the functions f and g. By
choosing these wisely, the success rate can be increased
significantly [18, 19]. However (41) does not represent the
most general Hamiltonian path from H(0) to H(τ). For
instance an arbitrary Hamiltonian can be turned on and
off during the time interval [0, τ ], without effecting the
endpoints. Evidence that adding a random local Hamil-
tonian to the middle of the adiabatic path increases the
success probability has been presented in [20]. It is con-
ceivable that general paths involving nonlocal Hamilto-
nians at intermediate times could result in further likeli-
hood of success. Similarly, using nonlocal initial Hamil-
tonians might also improve success rate in some cases.
The technique developed in this paper might provide the
means to realize such Hamiltonian paths using only few-
body interactions.
The nonlocality is one aspect that can make a many-
body interaction challenging to realize experimentally at
a fundamental level. A more practical difficulty is to
couple a qubit to many other qubits, even via 2-body in-
teractions. While remedying the former, the technique
developed in this paper might exacerbate the latter in
a given application. In the worst case, the ancilla qubit
might be required to interact with all of the system qubits
(see Sec. IV C 1). In most experimental setups it is not
feasible to have a complete interaction graph between all
qubits. However, it might be possible to design experi-
ments where a small percentage of nodes (qubits) have
very high connectivity. In such setups Hamiltonians with
a few highly nonlocal interactions can be realized using
the technique developed in this paper. Thus our analy-
sis suggests a new design criteria for experiments to the
extent that such Hamiltonians are relevant and useful in
particular applications.
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