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From the day that the first three-dimensional (3D) structure of a chemical object was solved, 
it is believed that there exists a strong link between the spatial structure of a molecule and its 
functionality. Especially for biomacromolecules, such as proteins, nucleic acids and 
polysaccharides, the 3D conformation plays an important role in their biological activity. The 
elucidation of the structures of these molecules has not only resulted in a better understanding 
of many biological processes. By altering on purpose the spatial properties of the molecule, 
knowledge about the way the 3D structure of a molecule induces certain reactions, can also be 
used to influence or even control biological processes. Especially in pharmaceutical areas, e.g. 
in drug discovery, much effort is put in the elucidation of the 3D conformation of molecules. 
Most of the knowledge of biological structures has come from electron microscopy and X-ray 
diffraction. Nowadays also Nuclear Magnetic Resonance (NMR) techniques are used to 
analyze the conformation of biomacromolecules. Besides these practical techniques where the 
3D structure is measured in some way, techniques are used that determine the spatial 
properties of macromolecules by applying empirical potential functions (so-called force field 
calculations). This is also known as theoretical conformational analysis.
More and more 3D structures of biomacromolecules are elucidated, often using combinations 
of the techniques described above. Ultimately, many of these structures are gathered in 
databases. The two best known and most referred to publicly accessible biomacromolecule 
databases are the NDB and the PDB, containing nucleic acids and proteins, respectively. 
Initially, these databases were only used for storage and retrieval purposes, but as the amount
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of stored structures increased (see Figure 1.1), it was realized that also indirect information 
could be extracted from these databases.
Figure 1.1: The number o f available structures in the PDB database.
The first approach towards obtaining information out of the databases not put directly in it, 
was by means of the search for homologous structures: to get an idea of the 3D-conformation 
of structures not present in the databases, information of the spatial structure of similar 
molecules is used. The overwhelming amount of structural data was also used to uncover 
trends in the data. Do certain structural features occur on a regular basis and what causes these 
local motifs? Are certain conformations less favored by the molecules? These investigations 
resulted, amongst others, in the observation that biomacromolecules folded into certain 
preferred conformations like A-DNA and B-DNA for nucleic acids. Also so-called 
Ramachandran plots were introduced, defining forbidden conformational areas.
Mainly univariate methods (methods that handle each variable independently) are used to 
extract this kind of information from the databases, although the last couple of years an 
increase in the usage of multivariate techniques (techniques that also consider interactions 
between variables) is seen. Most of these multivariate techniques have originated from, and 
are still frequently applied in, other research areas where large amounts of data have to be 
interpreted. In chemistry, the research area that uses all sorts of mathematical and statistical 
techniques to extract information and ultimately gain knowledge from chemical data, is called 
chemometrics. Initially chemometrics was applied to analytical data only, however as the 
number of available techniques grew the application range of chemometrics expanded and as
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a consequence chemometrical techniques were also used to explore other kind of data like 
molecular structure data. However, because originally chemometrical techniques were 
designed to deal with other kind of data, care has to be taken while using these techniques to 
explore biomolecular structure databases. One major difference between regular chemical 
data and biomolecular data is the size of the databases. Both the number of variables and 
objects in molecular databases can be considerably larger than in analytical chemical data. As 
a result the molecular databases are much more contaminated. The way how molecular data 
are gathered also differs. While analytical data are often gathered in a rather short period of 
time, under controllable circumstances, molecular data are stored when measured and 
interpreted, over a relatively long time span, by different people, using different equipment. 
Because of improvements of the techniques used to determine molecular structures, quality 
differences exist between molecular data in the databases measured recently and a few years 
ago. Furthermore, the objects in a molecular database are almost certainly a non-random 
sample of all possible objects because, despite the technical improvements, not all structures 
can be elucidated. The last described, but certainly not the least important, difference between 
analytical chemical data and biomolecular structure data is the way the data is represented. 
Analytical data often consist of counts of certain entities resulting in arrays of numbers called 
spectra. Structures are often represented as atoms connected by bonds. To be able to apply 
chemometrical techniques this representation of a structure has to be translated. Many 
different structure representations exist, all having different properties and effects on the 
outcome of chemometrical experiments.
All sorts of chemometrical techniques are used to explore chemical databases. Data 
reduction/visualization techniques like PCA and clustering methods are applied to get a first 
visual impression of the present relations between both the variables and the objects in the 
data set. If such relations are discovered, multivariate modeling techniques like regression, 
PLS or neural networks can be used to model these relations. Ultimately the model can be 
used to predict 3D structural information for molecules with unknown conformations. This 
thesis will deal with the first category of techniques (the data reduction/visualization 
techniques), the problems they experience, and how these problems can be solved.
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1.2. Outline of the Thesis
Chapter 2 describes how the application range of chemometrics is expanded to the analysis of 
molecular conformations. By means of PCA of a data set consisting of DNA nucleotides, the 
problems accompanying the analysis of molecular data are addressed. Besides the need for 
robust methods that can deal with the contaminations in the data, also the effect of different 
representations of molecular 3D-structure information on the PCA experiments is examined.
In the next chapter more emphasis is put on the different ways to represent structure 
information of the conformations. Often the torsion angle representation is used, without 
noticing that this representation is circular and can have disastrous effects on the outcome of 
experiments using methods/techniques not developed to process circular data. PCA is such a 
technique and in this chapter the effect on the outcome of the analysis of a RNA nucleotides 
data set is examined and ways are given to minimize these effects.
The usage of different structure representations does not only influence the outcome of PCA 
experiments. Also clustering techniques are affected by the way structure information is 
expressed. In chapter 4 the effect of the different structure representations on the clusterings is 
analyzed by means of a dendrogram comparison method. The same data set is used as in the 
previous chapter.
A special clustering technique assuming the existence of ancestral relationships between the 
objects is described in chapter 5. Many functional proteins are believed to have descended 
from a common ancestor. In the course of time the ancestor mutated resulting in the proteins 
known today. The dendrogram that fixes the divergence over evolutionary history is called a 
phylogenetic tree. In the preceding chapters 3D structural information is used to visualize 
relations amongst the objects in the data. To create phylogenetic trees, 1D structural 
information in the form of sequences of the objects is used. The clustering technique is 
combined with a global optimization technique to ensure that the optimal 
clustering/phylogenetic tree is found.
In chapter 6 it is shown that different approaches exist to incorporate such a global 





The discipline of chemometrics is rooted in analytical chemistry. Currently, however, the 
application range of chemometrical techniques is being widened to molecular questions as 
well, addressing molecular conformations and behaviour. With the increasing availability of 
databases through the world-wide web, the need for techniques that help extracting 
information from data is greater than ever. This problem is generally termed data-mining. 
Several aspects of the application of chemometrics in this domain are highlighted and a 
worked example is given.
This chapter is a modified version of: L.M.C. Buydens, T.H. Reijmers, M.L.M. Beckers and R. Wehrens (1999) 




One new challenge for chemometrics in chemistry is the spectacular growth of databases that 
contain a large amount of data on molecular structures and their properties, for instance the 
Cambridge Structural Database (CSD) (Allen et al., 1979) for organic and organometallic 
crystal structures, the Brookhaven Protein Data Bank (PDB) (Bernstein et al., 1977), mainly 
for protein structures, and the Nucleic Acid Database (NDB) (Berman et al., 1992) for nucleic 
acids. These and many other databases are now readily available through the internet. A 
worrying trend is that more and more databases are exploited commercially, thus making it 
more difficult for universities and non-profit research organisations to assess their contents. 
The primary use of these databases was storage and retrieval of data. These are, of course, 
valid objectives. However, the more data was gathered, the more it was realised that these 
databases contained important information that was not explicitly brought into them. It is the 
information hidden in the relations between all these data, such as similarities and 
dissimilarities, that may reveal important new chemical knowledge. Finding these hidden 
relations in databases is sometimes called data-mining or knowledge discovery. In this new 
field an explosion of activities has occurred, especially in computer science and applied 
statistics. Numerous web-sites and journals have emerged, such as Data-mining and 
knowledge discovery: an international journal. Old and new techniques, mainly in the area of 
classification, are proposed as knowledge discovery tools for all kind of database searches. 
Also in chemistry, more and more applications of data-mining techniques are appearing 
(Bryant and Rowe review some examples in the field of chromatographic databases (Bryant
& Rowe, 1998)).
Since the mission statement of chemometrics can be paraphrased as “to maximise the yield of 
chemical information and knowledge from chemical data”, chemometricians are in an ideal 
position to extend the application area of data-mining techniques to chemical problems (see, 
e.g., Wold & Sjöström, 1998). It is clear that chemometrical techniques such as cluster 
analysis can contribute in finding relations in databases containing numerical results of 
chemical measurements. However, a class of questions that is growing more and more 
important and that will be termed loosely “molecular questions” in this thesis, is concerned 
with molecular structure. What similarities can be found in a database, and how do they relate 
to differences in chemical behaviour? Can we discern groupings in the data? What 
substructures are consistently present, or perhaps more importantly, absent? It is these kinds
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of questions that are often tackled using the databases mentioned above. They typically 
contain molecular conformations, sometimes together with results from physico-chemical 
measurements such as log P values.
Chemometrical methods, as they are now, are not suited for handling molecular structures, 
nor are the molecular structure representations employed in the different databases very 
suitable for direct analysis. The information is there, but not in a usable form. This chapter is 
meant to demonstrate how chemometrical techniques can be used for discovering new 
chemical knowledge from (large) databases. By means of an example we will show the 
important questions, steps and pitfalls that one may encounter in this new research field for 
chemometrics. It is not our intention, nor is it within our current knowledge, to provide ready­
made solutions for all problems. Rather, we will try to highlight areas where more research is 
needed before one can truly speak of discovery of chemical knowledge.
2.2. Data-mining: specific issues
2.2.1. Database size
Data-mining is a term that is used to describe the process of extracting information and 
identifying interesting patterns or features out of large masses of data. This is certainly quite 
similar to an important branch of chemometric research, namely exploratory data analysis. 
The main difference lies in the size of the databases and all problems related to this. 
Chemometricians are used to deal with relatively clean, often more or less designed data sets. 
These data sets are analysed with all kinds of pattern recognition and other exploratory data- 
analysis tools. The results can be evaluated statistically in order to draw chemically relevant 
conclusions.
The number of objects in databases, interesting for data-mining, is orders of magnitude larger. 
Consider, e.g., the database resulting from the human genome project already containing 
gigabytes of data. This leads to problems where neither chemometricians nor statisticians are 
used to. One obvious consequence is that with current computer technology it is not possible 
to keep all data in memory. This means that if one wants to process all data, new algorithms 
and strategies will have to be developed that can process the data sequentially, or that do not 
use all data but a limited subset. Examples of the latter approach can be found in techniques 
for clustering large data sets; if the number of objects is too large for the clustering algorithm,
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clusters are created using a subsample, randomly selected from all objects, and the other 
objects can be classified if necessary (Lucasius et al., 1993; Kaufman & Rousseeuw, 1989). A 
further complicating factor is that information on objects may not be stored in a single data 
file but rather in different, perhaps interrelated, databases. This makes the access to the data 
even more complicated.
A second problem is the high dimensionality of the data. Clearly, not all variables will be 
relevant in identifying new patterns. A distance measure in the full dimensionality may easily 
overlook patterns differing in only a small number of variables. Specialised clustering 
techniques using only a small subset of variables to discriminate between classes have been 
proposed (Agrawal et al., 1998). In the case of molecular databases, the problem of finding an 
appropriate distance metric is directly related to the representation of the data, which will be 
treated in a separate paragraph.
Another less obvious problem associated with the large amounts of data lies in the statistical 
evaluation of the results. Most statistical tests are based on a fixed level of significance, e.g., 
a  = 0.01 or 0.05 (the probability for a type I error or for wrongly rejecting the null 
hypothesis). However, given the large amounts of data, any tiny difference will become 
statistically significant, even when it has no real meaning. The power of tests (the ability of 
correctly rejecting the null hypothesis) will be much more important in data-mining research.
2.2.2. Contaminated data
A further difference with data sets usually encountered in chemometrics is the way databases 
are constructed. Data are not gathered according to a design, but rather are stored when 
measured and interpreted. There are several consequences of this fact. Firstly, old data are 
probably of a different quality than more recent data. Especially with recent improvements in 
structure determination by NMR and X-ray crystallography, the conformation of much larger 
structures can be obtained than was possible a few years ago, and with better resolution. 
Moreover, not all scientists submitting data use the same techniques and the same equipment, 
so that even with the newest data some inherent quality differences will be present. 
Furthermore, the objects in a database are almost certainly a non-random sample of all 
possible objects, a fact which may lead to unwarranted conclusions. The data almost always 
will deviate from normal distributions, and are easily contaminated by errors.
12
For these reasons, strategies to cope with outliers are extremely important. The further 
development of robust multivariate methods, in which the outlying observations do not 
significantly alter the observed structure in the data, is crucial. It is also important to 
reconsider the treatment of outlying observations. Traditionally, when an outlier is identified, 
the most straightforward action is to go back to the source and try to uncover the reasons for 
the outlying observation, if possible correct it, and otherwise remove it before further data 
analysis. In knowledge discovery these outliers may represent novelties, exactly what one is 
looking for. In this view, outliers are observations that deserve special attention, rather than to 
be disposed. In the example below we will try to illustrate this aspect.
Missing data represent a further problem. In cases where not all variables are measured or in 
cases where some variables are impossible to measure, conventional statistical methods to 
model the dependencies in the data may break down. Taking only those variables and objects 
without missing values into account may lead to a substantial decrease of the data set size. 
Apart from the smaller generality of the conclusions, the chance that something interesting is 
missed increases. Maybe there is a reason for the missing values!
2.2.3. Methods
Methods for data-mining are closely related to those used traditionally in exploratory data 
analysis. For smaller data sets, visualisation methods in two or three dimensions are very 
important (e.g., Swayne et al., 1998). As John Turkey once said, “numerical summaries focus 
on expected values, graphical summaries on unexpected values”. The human capability of 
visually recognising regularities in data is still unsurpassed by computer methods. Common 
techniques include Principal Component Analysis (PCA), projection pursuit and pattern 
recognition techniques, unsupervised (cluster analysis) as well as supervised. Empirical 
modelling techniques are potentially useful in data-mining, too. All these methods will have 
to cope with the problems described in the previous paragraph.
With larger databases, visualisation in two or even three dimensions is less important because 
of the dimensionality of the data and the sheer number of data points. In such a case, it is 
imperative that the hidden structure in the data is detected automatically. While automatic 
search is certainly not new in chemometrics (an example is the automatic variable selection 
by means of simulated annealing or genetic algorithms such as applied by Mitchell and Jurs 
(Mitchell & Jurs, 1998)) new research is clearly necessary. Inductive algorithms such as the
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ID3 family also receive renewed attention in knowledge discovery research and are 
commercially available in several computer packages (Bryant & Rowe, 1998). Applications 
of both inductive logic and genetic algorithms to derive rules for the selection of a detection 
method in ion chromatography have been described in chemical literature (Mulholland et al., 
1995; van Kampen et al., 1997).
2.3 Representation
The way in which chemical structures are represented in a computer is often crucial for 
success or failure of the subsequent analysis. For trained chemists a very concise 
representation like a 2D structure is sufficient to infer chemical properties such as chemical 
similarities, reactive groups and partial charges. Most databases store chemical structures in 
the form of coordinate files containing the Cartesian coordinates of the individual atoms, 
sometimes accompanied by the connectivities. Smaller organic molecules are often stored in 
the well-known Wiswesser line notation (Wiswesser, 1982). For data-mining, these 
representations offer only limited possibilities, and therefore many different secondary 
representations have been developed.
Some describe the molecule as a whole using one number or a vector of numbers. Examples 
of these so-called global descriptors are the dipole moment, total charge, several topological 
indices, or spectra-like representations. A disadvantage of these descriptors is that information 
on the local structure of the molecule is lost. One approach which does not suffer from this is 
Comparative Molecular Field Analysis (COMFA), in which quantities like mass distribution 
or electron density are evaluated on a three-dimensional grid over the molecule. The resulting 
3D data matrix then is used in conjunction with PLS to predict the desired properties. This 
preserves locality, in that locally important features such as the presence of charges at 
particular locations in the molecule are not averaged into one isotropic descriptor, but has the 
disadvantage that it is relative to some fixed point in space, usually the centre of mass. This 
necessitates an alignment of all molecules in the data set. Although aligning a set of 
molecules with a common skeleton is not difficult, a more diverse data set may pose some 
problems. Several approaches have been proposed, the DISCO set of programs (Martin et al., 
1993) perhaps being the most widely used strategy. An overview of these 3D QSAR 
techniques can be found in Greco et al., 1997 and Oprea & Waller, 1997.
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The ideal molecular descriptor for a specific application contains all relevant information in 
such a form that the data-mining techniques employed are able to utilise this information. The 
most important point is that similarities and dissimilarities computed from the descriptor 
should reflect chemical reality, either because of similar observed behaviour or other 
characteristics. The work of Downs and Willett is important in this respect (Downs & Willett, 
1995; Willett et al., 1998). Furthermore, the descriptor should be concise, and if necessary 
should allow for flexibility in molecular structures. The number of degrees of freedom may be 
decreased significantly by considering the structures as flexible aggregates of rigid building 
blocks such as chemical bonds or larger entities such as functional groups, amino acids and 
nucleosides. Since most molecular questions are relevant in the context of a limited subset of 
structures, such a specialised representation is not necessarily a disadvantage. In this chapter, 
we will illustrate this with the example of DNA sequences which are described by a limited 
number of torsion angles. A final prerequisite is that most modelling techniques require that 
the size of the descriptor is independent of the size of the molecule. This is quite an important 
restriction, and so far none of the known fixed-length representations is consistently better 
than all others (Baumann, 1999).
2.4. Example: conformation of DNA
The example that we will use to demonstrate some of the above mentioned aspects concerns 
the conformational analysis of DNA (deoxyribose nucleic acid). DNA is the carrier of genetic 
code, and during the last decade the human genome project has made huge efforts to elucidate 
the complete sequence of human DNA. Since the three-dimensional structure of 
biomacromolecules for a large part determines their biological functioning, it is very 
important to discover the relation between sequence and structure, be it of DNA, proteins, or 
other biomacromolecules.
This type of analysis serves several purposes which are listed below.
• To develop rules that will limit the dimensionality of the data. The relation between 
certain torsion angles may be indicative of a specific DNA class. This has been 
investigated in the past by bivariate relations between torsion angles or other structural 
parameters (e.g., El Hassan & Calladine, 1996; Schneider et al., 1997). A multivariate 
approach can reveal new information.
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• The development of multivariate Ramachandran-like conformational maps that indicate 
“forbidden” areas (Beckers & Buydens, 1998; Mooren, 1993); these are useful in 
classifying and validating new structures. If the torsion angles of a tentative structure do 
not fall in the allowed regions, there may be reason to investigate the structure further to 
see whether this is a physically impossible structure, or just different from most other 
structures.
• The multivariate relationships that are uncovered in this approach may serve as a guide for 
future experiments.
sugar H
Figure 2.1: Base-pairing in DNA. The pair adenine (A) and thymine (T) is bound by two
hydrogen bonds (left) and the pair guanine (G) and cytosine (C) by three (right).
In double-stranded DNA, two backbones consisting of alternating sugar and phosphate groups 
are kept together by hydrogen bonds between complementary bases in the opposing strands. 
The four regular bases in DNA and their pairings are depicted in Figure 2.1, and a view of the 
backbone and the relevant torsion angles is given in Figure 2.2.
Figure 2.2: The nine torsion angles used as parameters in this chapter. Six angles (a-Z) 
determine the conformations o f the DNA backbone; the seventh (%) the orientation o f the 
base. Superscripts indicate in what nucleoside the torsion angle is found.
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Sometimes derivates of these bases occur in DNA sequences, or suboptimal base pairings in 
which the full potential for hydrogen bonding is not used. The binding between the two 
strands at these locations is less strong which may have an effect on the molecular structure. 
Whereas the bases in the DNA carry the genetic information, the deoxyribose and phosphate 
groups that form the backbone of a DNA strand perform a structural role. The classical 
Watson-Crick double helix is right-handed and contains about 10 residues per turn. This form, 
called B-DNA, is sometimes divided in two classes: BI- and BII-DNA (Privé et al., 1987). In 
this chapter we use the criterion from Beckers and Buydens (1998), where a conformation is 
classified as BI-DNA if torsion angle Z is smaller than e. Otherwise, the conformation is BII- 
DNA. This criterion is used to be able to classify the borderline cases into one of the two 
classes. Several other helix conformations exist: a right-handed helix with 11 residues per 
turn, called A-DNA, and a left-handed helix containing about 12 residues per turn (Z-DNA). 
The preferred conformation is determined by the DNA sequence and external factors (e.g., A- 
DNA can be formed from B-DNA upon dehydration).
Given the Cartesian coordinates of a piece of DNA or a graphical representation of it, a 
trained chemist is able to determine which helix conformation is present. In the present 
example, this classification is performed automatically. Several parameters can be used to 
describe DNA structure (Dickerson et al., 1989); in this case, we more or less arbitrarily use 
nine torsion angles in the range of 0-360° to describe dinucleoside monophosphates. That is, 
we group the DNA sequence in steps of two nucleosides at a time. Only one strand is 
analysed; the other is assumed to have the complementary three-dimensional structure. This 
process is illustrated in Figure 2.3.
G G C A T G C A T G C C
I I I I I I I I I I I I
C C G T A C G T A C G G
i___ i i___ i
Figure 2.3: Definition o f objects in the data set. Each object is a dinucleoside monophosphate, 
represented by nine torsion angles. A DNA structure o f 12 base pairs thus leads to 11 objects 
(CC, CG, GT, etcetera). Only the lower strand is analysed.
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The data are taken from the Cambridge Crystallographic Database and the NDB. When 
obtaining a data set from such databases, care must be taken to ensure that the set is 
sufficiently homogeneous, i.e., that the individual objects in the set can be compared to each 
other in a meaningful way. For this end, only structures of comparable quality (resolution 1.4­
2.6 A and R-factors in the range of 11.5-23.2% (El Hassan & Calladine, 1996; Beckers & 
Buydens, 1998)) have been selected. This screening yielded a data set consisting of 33 crystal 
structures of DNA sequences, in total containing 287 dinucleoside monophosphate steps. The 
data are described in more detail in Beckers & Buydens (1998). Four classes can be 
discerned, A-DNA, both BI- and BII-DNA, and a special class in which both the a  and Z 
torsion angles are trans, instead of the usual gauche- and gauche+ conformations. This is 
called the crankshaft effect, and is most often observed in A-DNA. In total, 105 dinucleosides 
belong to the A-DNA class, 134 to BI-DNA, 43 to BII-DNA and 5 are crankshaft objects. Of 
the latter, four would be classified as A-DNA and one as B-DNA, but for simplicity we will 
treat them as one separate class.
The aim is to distinguish the different structural forms present in the data set using 
multivariate analysis and to investigate which torsion angles are responsible for this 
subdivision. This approach is much more versatile and informative than approaches focusing 
on uni- and bi-variate analysis (e.g., El Hassan & Calladine, 1996; Schneider et al, 1997). In 
the present example we will elaborate on that analysis, show alternative ways to obtain 
information from these data and identify some pitfalls. In all cases, the data are median-scaled 
prior to analysis (Beckers & Buydens, 1998).
2.4.1. Outliers
Outliers are observations which, for some reason, do not conform to the general pattern 
present in a data set. In general, the presence of outliers may have several causes. First, there 
is always the chance that the outliers are genuine errors. Of course, these must be removed 
prior to analysis. A potentially more difficult situation is the one in which the outliers are 
formed by unsuspected structure in the data. Since a large group of outliers is more difficult to 
detect than a few outlying observations, one should always be aware of this possibility. One 
further cause for outliers is the possibility that there is a reason that these data are different 
from the bulk. These outliers should be removed prior to analysis and possibly analysed 
separately. The problem is to recognise which kind of outliers we are dealing with. Several
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aspects of outlier detection for the application of finding structure in database contents merit 
further attention. First of all, univariate outlier detection is not appropriate. As depicted in 
Figure 2.4, outliers in a multivariate sense are not likely to be detected at all, whether it 
concerns true aberrant values or subgroupings in the data.
Figure 2.4: Failure o f univariate outlier detection for multivariate data. The distributions o f 
both individual variables show no signs o f outliers, while clearly two separate groups are 
present.
Second, for larger data sets the outlier detection cannot be performed by hand. Robust, 
automatic methods should be used. Which method is to be preferred depends on the goal of 
the analysis. In this case, where the goal is to find structure in the data set of DNA sequences, 
robust PCA as described in Hove et al. (1995) will be applied. A robust distance is calculated 
for all objects, and objects further away from the centre are marked as outliers. These will 
receive a weight of 0.01, whereas the objects within the threshold distance will receive the 
full weight of 1. Finally, PCA is performed taking these weights into account. By 
downweighting the outliers, the PCA loadings are mostly determined by the non-outlying 
observations. In this way, aberrant data will not influence the model. Further analysis of the 
outliers may reveal causes for the non-standard behaviour. The threshold deciding whether 
objects are outliers or not can be set by the user. It should be noted that when no outliers are 
present the robust PCA yields slightly different results from classical PCA (Hove et al., 
1995). Many other approaches are possible (Egan & Morgan, 1998).
After the first preselection step, in which only structures of comparable quality are extracted 
from the database, 287 objects, each represented by the nine torsion angles depicted in Figure
2.2 are present in the data matrix. In Beckers & Buydens (1998), a manual validation
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procedure reduced the number of objects to 244 by removing those containing non-standard 
bases, mismatched base pairs, and torsion angles that would lead to Van der Waals clashes. It 
is not certain that especially the first two criteria are necessary, nor can we hope to eliminate 
all outlying observations in this way. A more safe strategy is to rely on robust outlier 
identification. A comparison of classical and robust PCA on our data is shown in Figure 2.5.













Figure 2.5: Score plots (PC 1 vs. PC 2) o f classical and robust PCA. In the two plots on the 
left, only the 244 manually validated objects are used to calculate scores and loadings. In the 
plots on the right the complete set (287 objects) is used. Symbols used: A-DNA (+), BI-DNA 
(O), BII-DNA (•) and crankshafts (x).
The upper left plot in this figure shows the classical PCA object scores on the first two PC’s, 
obtained from the manually validated set of 244 objects. Although there is some overlap 
between the different classes, the structure is clearly visible. On the PC 1 axis the A-DNA is 
separated from the B-forms. The A-crankshaft objects are on the edge of the A-DNA cluster, 
while the B-crankshaft object is right in the middle of the BI cluster. The comparison with the
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upper right plot shows how the classical PCA score plot changes upon inclusion of the 43 
manually removed objects. Although the general structure of the three main clusters is still 
recognisable, the scatter, especially in the PC 2 direction is significantly larger. More 
importantly, the location of the non-outlying objects changes because of the inclusion of the 
43 suspect objects. This is especially clear in the location of the crankshaft objects.
Similarly, the bottom left plot shows the robust scores from the 244 manually validated 
objects, and the bottom right plot shows the robust score plot, produced using all 287 objects. 
The agreement between the two robust plots is clear. The objects, manually identified as 
outliers, indeed have no effect on the scores of the other objects, which is exactly what is 
required. Of course, objects identified as outliers by the robust procedure may still be 
scattered in the plot. A plot without the outlying observations will be shown in Figure 2.8 and 
is very similar to the bottom left plot in this figure.
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Figure 2.6: The influence o f outliers on PCA scores. X-axis: scores calculated from the 244 
manually validated objects (O); the 43 other observations (A) are projected in this space. Y- 
axis: scores calculated from the complete set o f287 objects.
The weights that are assigned to the objects in robust PCA identify the observations marked 
as outlying. Depending on the threshold setting, a smaller or larger fraction of the data is 
marked as outliers. Here, the threshold is chosen in such a way that representatives of all four 
classes are retained. In total, 34 outliers were identified, all of them B-DNA. The majority (18 
objects) were also excluded in the manual validation. Of the remaining 16 outliers, 11 were 
identified in the first two dinucleosides of a DNA sequence. This indicates that the larger
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freedom of movement in these parts may lead to somewhat unexpected conformations. These 
outliers are very hard to find by manual validation. Interestingly, not all manually identified 
outliers are recognised as such by the robust procedure; therefore it can be concluded that the 
manual validation was too cautious and several mismatched base pairs and unusual bases do 
conform to the general trends.
In Figure 2.6 it is shown more clearly that the robust scores of the 244 validated observations 
are not affected upon inclusion of the manually identified outliers. Especially for PC 2 and PC
3 the scores of the classical PCA are heavily disturbed, whereas the robust PCA still shows 
the same behaviour. The only significant deviations from the straight line in the robust score 
plots are objects marked as outliers in the manual validation step. Loading plots (not shown) 
exhibit the same behaviour. This shows that robust analysis is less sensitive to outliers and 
more apt to uncover the underlying structure in data. Moreover, the robust analysis is able to 
assess whether perceived differences, such as the occurrence of uncommon bases, should be 
repaired prior to analysis. However, many different robust methods exist and the degree of 
permitted outlying observations is determined by the user by adjusting the threshold, so that a 
certain subjectivity is unavoidable. The main point is that application of robust procedures can 
lead to the identification of (groups of) data points that do not conform to the pattern set by 
the majority: in some cases these “outliers” are genuine errors (databases do contain a lot of 
errors), in other cases they represent a subgroup with properties different from the bulk. 
Often, such a small subgroup is the most interesting object of study! In the DNA example 
presented here, the robust PCA is tuned in such a way that all DNA classes are modelled and 
the “outliers” can be regarded as individual aberrant objects.
2.4.2. Representation
In general, several different representations can be used to describe chemical data. This may 
greatly influence the subsequent analysis, so some thought or preliminary experimentation is 
required. In this case we want to analyse chemical structures, and obvious candidates are 
Cartesian coordinates, since these are most often found in databases. They form the most 
flexible representation, in that they can be used to describe any chemical structure, no matter 
how unusual. The main disadvantage is that for each atom three coordinates are needed, 
which leads to large data sets when many molecules are considered at the same time. Often, 
therefore, internal coordinates (torsion angles) are used. Because bond lengths and bond
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angles are kept fixed on standard values, the number of parameters needed to describe a 
chemical structure is much reduced. The disadvantage is that molecules with slightly 
deviating geometries cannot be described in this representation.
A second point is the choice of objects. In the DNA example, the A- or B-type DNA 
behaviour is observed on a scale larger than individual nucleosides. How many of them 
should we take into account? Is it necessary to analyse one complete turn in the helix (i.e. 10­
11 base pairs) or would much smaller objects such as dinucleosides yield essentially the same 
information? Some experimentation may be needed to resolve this problem.
2.4.2.1. Choice of variables
Torsion angles may be represented in a number of ways: the first possibility is to use values 
between 0 and 360°. The obvious disadvantage of this is that the difference between angles of 
20 and 340° is perceived as being much larger than it is in reality (see Figure 2.7). Techniques 
using variance measures, such as PCA, can be severely affected by this effect. If a certain 
parameter of objects in the same class has values at the very high and very low end of the 
scale, chances are that this class will be split up in two. Of course, inspection of the individual 
torsion angle distributions may reveal whether problems are to be expected, and it may be 
possible to choose another angle range for which no edge effects are present.
A B C
Figure 2.7: The effect o f the representation on the distance between two torsion angles. With 
conventional representations such as degrees or radians, angles that are in effect very close 
may appear to be quite different. The sine/cosine representation does not suffer from this.
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However, for large numbers of parameters this is no longer feasible; moreover, it may be 
impossible to find a range for which no parameter distributions are on both sides of the edge. 
A more fundamental remedy is to represent each torsion angle by two values, a sine and 
cosine value. Difficulties with the subsequent analysis may be introduced by the non-linear 
sine / cosine transformation, however. Another disadvantage is that the number of parameters 
doubles. To illustrate the effect of the choice for angles between 0 and 360°, we also analysed 
the same data set when torsion angles are values between -180 and 180° and sine/cosine 
tuples. The robust score plots for the three representations are shown in Figure 2.8.
0 to 360 -180 to 180 Sine/cosine
Figure 2.8: Score plots (robust PCA) o f the complete data set in three different 
representations. Outliers, as identified by the robust procedure, are not plotted. The left plot 
shows the scores when torsion angles are in a range o f 0-360 ° (253 objects plotted). Torsion 
angles from -180 to 180° are used to produce the middle plot (170 plotted), and the 
sine/cosine tuples for the right plot (275 objects). Symbols as in Figure 2.5.
Only those objects are plotted that are not identified as outliers. Again, the threshold for the 
robust PCA is chosen in such a way that all four DNA classes are represented. The 
representation with angles between -180 and 180° is especially sensitive to the choice of the 
threshold that defines the number of outliers; however, for all values of the threshold the 
apparent structure in the data is markedly different from the other representations and 
splittings of clusters are observed. This is caused by torsion angle values in one class at both 
sides to 180°, which lie far apart in this representation. The sine/cosine representation shows a 
structure very much like the structure of angles represented between 0 and 360°, indicating 
that the latter representation in this specific case is not bothered by the cyclicity of the data. 
One peculiarity of the sine/cosine representation is that much fewer objects are seen as
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outliers. This is a result of the condition that all classes should be represented. If we were to 
relax this condition, the crankshaft objects would directly be identified as outlying 
observations. The overall division between the classes seems to be of slightly less quality than 
the representation using torsion angles between 0 and 360°. Probably this is caused by the 
non-linearity of the sine/cosine transformation. In the remainder of the chapter, we will 
therefore stick to the original choice of torsion angles in the range of 0-360°.
2.4.2.2. Object representations 
Trinucleotide representation (0 -  360)
Robust scores Robust loadings
Figure 2.9: Score plot (left) and loadings plot (right) for the robust PCA on the trinucleoside 
data set. In total, 17 objects are identified as outliers and are not plotted. Symbols are 
identical to the ones used in Figure 2.5; furthermore mixed BI-BII (0) and BII-BI (A). 
Crankshafts are not shown. Superscripts indicate the number o f the nucleoside in the object.
To be able to include more information on the direct environment of a nucleoside, one can use 
trinucleosides instead of dinucleosides. This increases the number of torsion angles from 9 to 
16, and reduces the number of objects from 287 to 234. Moreover, the number of classes 
increases, because also mixed BI-BII and BII-BI classes can be identified. Mixed classes 
containing crankshafts are not taken into account because they consist of single objects in this 
representation. The scores and the loadings from the corresponding robust PCA are shown in 
Figure 2.9. Again, the same underlying structure as seen in Figure 2.5 can be discerned, 
indicating that both representations capture the same relevant information. The mixed B-
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classes are nicely positioned in between the pure BI and BII classes. Moreover, the loadings 
plot shows significant correlations between identical torsions in subsequent nucleosides. The 
same correlations are found as in Beckers & Buydens (1998). It can be concluded that larger 
objects of study do not convey new information; since the number of objects decreases 
rapidly and the interpretation of the results gets more difficult (mixed classes), the choice of 
analysing dinucleosides appears to be a good one.
2.4.3. Incorporation of prior knowledge
Pyrimidine-Pyrimidine Pyrimidine-Purine
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Figure 2.10: Score plots (robust PCA) o f the complete data set, divided in four groups: 
purine-purine, pyrimidine-pyrimidine, purine-pyrimidine and pyrimidine-purine 
combinations. Classes seem to be further apart in this representation. Symbols as in Figure
2.5.
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One final question is how to incorporate prior chemical knowledge in the analysis. In some 
cases, constraints may be defined beyond which chemical reality is violated. In this case, this 
may be done by already distinguishing several groupings beforehand and analysing each of 
these separately. The nucleosides can be divided into purine derivates (the joint five- and six- 
membered rings A and G) and pyrimidine derivates (C and T). This leads to four dinucleoside 
combinations: purine-purine, pyrimidine-pyrimidine, purine-pyrimidine and pyrimidine- 
purine, and robust PCA can be performed on these four groups. The results are depicted in 
Figure 2.10. Interestingly, all BII-DNA is found in mixed purine-pyrimidine dinucleosides 
except for two purine-purine dinucleosides. The B-crankshafts are all located in the 
pyrimidine-purine plot. This kind of analysis may show unexpected distributions in data sets 
that are difficult to see otherwise. In this case, the class separations appear to have improved 
somewhat, but no real deviations from the previous experiments have been found.
2.5. Conclusions and future research
In molecular data-mining, several constraints must be satisfied for methods to be useful. First 
of all, since the methods often operate on large databases, they should be very fast. This 
requirement is more important than the level of sophistication, so that simple methods will 
often be preferred to more complicated ones. In the example, the goal was to uncover hidden 
relations in the data. This was achieved by analysing a carefully selected subset of available 
data. The models obtained in this way can be easily applied to the remainder of the database 
with much less computational effort. This is an example of a typical data-mining solution in 
cases where the amount of data is too large to take into account at once. However, there are 
cases where it is imperative to consider all potential objects in a database, for instance in 
identifying potentially active molecules in pharmaceutical applications. In that case, one has 
the possibility to limit the number of variables that is taken into account instead of the number 
of objects in order to speed up the process.
Data-mining methods should not be sensitive to outliers or unexpected distributions of the 
data. This means that truly aberrant values should have no effect on the outcome, and that 
clusters of data, identified as outliers should be stored automatically for further inspection. 
Especially in databases containing heterogeneous data (such as collections of physical 
constants), appropriate scaling procedures are mandatory. One should be aware that maybe
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not all parameters are useful when looking for structure in the data. A better clustering, for 
instance, may be obtained with only a small fraction of the parameters.
Chemical knowledge is essential for the correct application of data-mining techniques. Not 
only must the results of the data-mining exercise be evaluated in the context of the chemical 
question, in many respects the chemistry behind the data determines the steps that have to be 
taken. In the example presented here, the preselection of the data and the treatment of outliers 
as identified by the robust procedure are based on chemical considerations. The correlations 
found between identical torsion angles in neighbouring bases appeal to chemical common 
sense and are therefore all the more acceptable. Because of the importance of the inclusion of 
chemical knowledge, it is imperative not just to copy and apply data-mining techniques from 
other sciences such as computer science, but to assess the applicability of each in the context 
of the chemical problem. The discipline of chemometrics has an important task in this respect. 
Firmly rooted in chemistry, chemometricians are also familiar with most data-mining 
techniques. The ease with which these methods can be adapted for chemical applications will 
be a major criterion on which to judge the different approaches.
Finally, a thorough understanding of the interplay between the representation of the chemical 
data and the working o f the data-mining algorithms is required. As we have seen, 
inappropriate representations may lead to spurious relationships (such as the splitting of the 
BII-DNA class in Figure 2.8). A representation capturing all relevant information in such a 
way that it can be processed by the model-building algorithm is essential for the maximum 
use of all databases that are at our disposal today. Of course, different representations may be 
needed for different applications, and this points to the necessity of being able to quickly 
transform data from one representation to another.
In what way flexible structures should be handled is even more unclear. The analysis o f a set 
of possible conformers is time-consuming and only to a degree satisfying. This last item 
possibly forms the most important challenge of the next decade that has to be overcome to 
truly utilise the vast potential of the combination of large databases and chemometrics.
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Chapter 3
PCA of an RNA nucleotides data set.
During the last few years the main reason for using molecular structure databases has 
changed. Instead of using databases as a storage medium, databases now also are used as a 
source for data-mining applications. The large number of objects and variables in these 
databases induced that besides univariate techniques also multivariate techniques are applied 
to search for knowledge hidden in the data. A popular multivariate technique that is used to 
explore the underlying structure in data is called Principal Component Analysis (PCA). 
Because structure data are often represented as torsion angles and PCA is not originally 
designed to deal with this kind of circular data, the outcome of PCA experiments can be 
misleading. This chapter describes several alternative representations of circular data and its 
effect on the outcome of PCA experiments. A worked example is given using a database of 
RNA nucleotides.
This chapter is a modified version of T.H. Reijmers, R. Wehrens and L.M.C. Buydens (2001) Circular effects in 
representations of an RNA nucleotides data set in relation with principal components analysis. Chemometrics 
and Intelligent Laboratory Systems 56, 61-71.
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3.1. Introduction
The increasing popularity of the internet has resulted in an enormous growth of the size and 
usage of publicly available molecular structure databases. Apart from storage and reference 
purposes, it is also realized nowadays that these databases contain hidden information. 
Especially the discovery and investigation of relations between the objects and variables in 
the data set are important. Are there any trends visible in the data? Can the data be clustered 
into groups of objects belonging to the same class? Do similar objects/variables in the data 
show similar behaviour? The new field of data-mining explores ways to extract this kind of 
information from the data. Often, instead of Cartesian coordinates, torsion angles are used to 
represent the molecular structures. The resulting reduction in dimensionality is justified 
because bond lengths and angles often do not change significantly in the structures. An 
additional advantage of the torsion angles representation over the Cartesian coordinates 
representation is that no alignment is necessary to be able to compare different structures. 
Mainly concentrating on protein structures, this has resulted in many different database 
studies, focussing on the analysis of the distributions of individual torsion angles (e.g. 
Griffiths-Jones et al., 1998; Gunasekaran et al., 1996; Serrano, 1995; West & Smith, 1998). 
Because the backbone of a nucleic acid (DNA, RNA) contains more torsion angles than the 
backbone of a protein (6 torsion angles in a nucleotide against 3 in an amino acid), the 
univariate approach is no longer sufficient to give a complete picture of the structure, 
although interesting results have been obtained (e.g. Berman, 1997; El Hassan & Calladine, 
1996; Duarte & Pyle, 1998; Murthy et al., 1999; Packer et al., 2000a,b; Schneider et al.,
1997). Recently, besides univariate techniques also multivariate techniques have been applied 
(e.g. Beckers & Buydens, 1998; Beckers et al., 1998; Packer & Hunter, 1998; Wold et al.,
1993). Principal Component Analysis (PCA) is a popular multivariate technique that is often 
used to visualize the underlying structure of a data set (Jackson, 1991). Beckers and Buydens 
(Beckers & Buydens, 1998) used PCA to derive additional information of a data set consisting 
of the torsion angles of DNA dinucleotides. A low-dimensional map of the data was 
constructed that could be used for DNA classification. However, problems may arise when 
PCA is offered data for which the usual definition of variance does not apply. In the case of 
circular data, e.g. torsion angle data, PCA can give wrong results because distances between 
two circular data objects are defined differently as is the case for regular non-circular data.
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This is illustrated in Figure 3.1 where for both a non-circular and circular example the 
distances between two objects are visualized.
350
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Figure 3.1: For both a non-circular (left) and circular example (right) the distance between 
two objects is visualized.
This chapter describes several different representations of circular data and examines the 
effect on the outcome of PCA experiments. The aim is to identify which representation allows 
standard PCA techniques to be used, and what types of artefacts can be expected in cases 
where an inappropriate representation has been selected. To observe the effect of these 
different representations, all results are compared with a study performed on the same data set 
with non-circular data, i.e. Cartesian coordinates. All experiments are performed using a data 
set that consist of RNA sequence fragments.
3.2. Experimental
3.2.1. Data
To examine how the PCA results are influenced by the circularity of the data, a subset is 
selected of the database used in Duarte & Pyle, 1998. The original set consists of 1480 RNA 
mononucleotides extracted from 52 RNA sequences, originated from the nucleic acid (NDB) 
(Berman et al., 1992) and protein (PDB) (Bernstein et al., 1977) databases. In Figure 3.2A the 
mononucleotides are visualized by means of the two pseudo torsion angles n and 0, defined 
by the atoms C4’N.1-PN-C4’N-PN+1 and PN-C4’N-PN+1-C4’N+1, respectively (see Figure 3.3).
10
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Pseudo angles n against 9
n n
Figure 3.2: On the left (Figure 3.2A) an overview is given o f the complete molecular data set 
o f Duarte and Pyle (1998) o f the RNA structures in the n and 0 pseudo torsion space. On the 
right (Figure 3.2B) 8 subsets representing 8 different RNA classes o f the same data set are 
depicted.
On the basis of Figure 3.2A and some manual verifications, Duarte and Pyle (Duarte & Pyle,
1998) defined 8 different RNA classes: helical, C2 bend, base twist, chi switch, cross strand 
stack, flip turn, stacked turn, and stack switching (see Figure 3.2B). It should be noted that the 
differences between the clusters are small, and that to some degree cluster border definition is 
arbitrary. Nevertheless, the clustering by Duarte and Pyle is retained, mainly for visualizing 
the effect of the different object representations. To bring the size of the data set to 
manageable proportions and to remove the bias towards helices (over 70% of the data set 
consist of helical objects), a subset is selected, so that each class would be represented by at 
least 5 objects. Because for the determination of pseudo torsion angles n and 0 information of 
the neighbouring nucleotides is also taken into account, trinucleotides are taken as objects in 
the subset.
The variables of the data set consist of the 6 backbone torsion angles (a, P, y, 8, e, and ^) of 
each nucleotide (see Figure 3.3). This leads to a data set of 121 objects (trinucleotides), each 
described by 18 variables (3 x 6 torsion angles).
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Figure 3.3: Molecular structure o f an RNA nucleotide with the corresponding torsion angles.
The pseudo torsion angles are defined by the C4 and phosphor atoms o f this nucleotide and 
its neighbours.
The potential effects of the circularity of the data on the PCA procedure depend on the 
representation of the torsion angles. Besides the most often used representations, where the 
torsion angles have values between 0 and 360 degrees (representation I) and -180 and 180 
degrees (representation II), respectively, three other representations are considered. The first 
alternative representation is already described in chapter 2. If each torsion angle is represented 
by two values, the sine and cosine value of that torsion angle (representation III), the data are 
no longer circular. A disadvantage of this representation is that the non-linear sine/cosine 
transformation can cause problems in the subsequent analysis. Also the doubled number of 
variables is not favourable for this representation. Finally, if  this representation is analyzed by 
PCA, the technique will treat the sine and cosine variables independently of each other, 
despite the fact that these variables are strongly related. A similar alternative representation 
would be the complex notation (sin(angle) + i x cos(angle)) of each torsion angle. By using 
this representation, PCA is forced to deal with a combination of the sine and cosine variables.
3.2.2. Methods
3.2.2.1. Analysis of circular data
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A problem of this complex representation is that PCA returns also complex results and 
interpretation is rather difficult. Therefore, these results will not be shown here.
The other representations that are investigated here, is to apply PCA to either a correlation 
matrix (representation IV) or a variance/covariance matrix (representation V), where 
circularity is taken into account while calculating these matrices. Instead of the regular 
correlation coefficient, the circular correlation coefficient as described in (Zar, 1996) is used:
n-1 n
£  £  sin(ai -  aj  ) sin(è;- -  bj  )
_ i=1j=i+1 
ab In-1 n n-1 n (1)
<£  £  sin2(ai - aj ) £  £ sin2(bi - bj )
i=1j _i+1 i=1j _i+1
Wherein rab is the circular correlation coefficient between vectors a and b with length n. To 
calculate the variance/covariance matrix for circular data, the circular mean (Zar, 1996) is 
used:
n
£  sin ai
tan a = — -------- (2)n
£  c°s ai
i=1
The importance of using the right definition for calculating the mean for circular data is 
shown in Figure 3.4, where the construction of the circular mean for three objects is 
visualized. If the objects cover less than half of the full scale (ranging from 0 to 360 degrees), 
the circular mean differs not from the regular mean. However, if  the objects cover more than 
half of the scale, like the objects in Figure 3.4, the means differ and the circular mean should 
be used. To calculate circular (co)variances, differences larger than half of the scale used, are 
given an additional subtraction of 180 degrees, because the difference between two circular 
objects can not be more than half of the scale used (i.e. 360 degrees).
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Figure 3.4: Visualization o f the construction o f the circular mean for three objects with 
values: 89, 170 and 315. The non-circular mean value o f the three objects is 191.
3.2.2.2. Analysis of reference (non-circular) data
To see whether changes of the representation of the data resulted in better handling of 
circularity of the data all results of the PCA experiments are compared with a so-called 
reference plot. The reference plot is created using the same objects as in the circular data set 
but now Cartesian coordinates (non-circular variables) are applied. Starting point of this plot 
is a data set consisting of the 3D coordinates of the same trinucleotides as in the torsion angles 
data set. For all possible pairs of trinucleotides the backbone atoms are translated and rotated 
by means of Procrustes analysis (Gower, 1975; ten Berge, 1977) in such a way that maximum 
overlap between the involved structures is obtained. A similarity measure is calculated by 
summation of all squared distances between the backbone atoms of the two trinucleotides. 
This results in a squared distance matrix with size 121x121. By using Principal Coordinates 
Analysis (PCoA) the distance matrix can be visualized in a 2D plot (Vandeginste et al., 1998). 
The objects are placed in a low dimensional space in such a way that the majority of the 
distances between the objects are kept intact (see Figure 3.5).
Notice that, although some clustering can be detected for several classes (especially the 
helical, cross strand stack and stacked turn classes), Figure 3.5 differs significantly from 
Figure 3.2. This is not surprising because the Cartesian coordinates representation considers 
structure information on a different structure level than the pseudo torsion angle 
representation, i.e. a complete picture of the backbone that describes each backbone atom,
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against a more global picture of the backbone considering only several backbone atoms. This 
will be more thoroughly examined in the Results & Discussion section.
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Figure 3.5: Principal Coordinates Analysis plot o f the dissimilarity matrix o f the 121 aligned 
RNA nucleotides. Cartesian coordinates are used as representation. The same symbols are 
used as in Figure 3.2B.
Ultimately, all PCA score plots resulting from the different representations, used in the torsion 
angles data set (circular data), are compared with the reference plot, obtained from the 3D 
coordinates data set (non-circular data). The representation corresponding to the most similar 
score plot deals best with the circular data. Either a 2D or 3D reference plot is used. These 
explain 73 % and 84 % of the variance in the data set, respectively.
3.2.2.3. The comparison of circular and non-circular data
Because visual inspection of the plots does not give unambiguous results, usage is made of 
two statistical techniques. By means of another Procrustes analysis, the objects in the two 
plots that have to be compared, are translated and rotated in such a way that optimal overlap 









between the aligned objects, a measure of similarity can be assigned to the two plots. One 
difficulty of this approach is that the scale of the compared plots should be the same to get a 
valid distance measure. To accomplish this, all plots are range-scaled before Procrustes 
analysis. In this way the possibility exists that the internal distances are disturbed, so this 
approach of comparing two score plots is only used to get a first impression.
A more thorough approach to compare the scores is based on canonical correlation analysis 
(Vandeginste et al., 1998; Hotelling, 1936). Canonical correlation analysis is a multivariate 
method that searches for a linear combination of variables (canonical variables) in one data 
set that yields the highest multiple correlation with a linear combination of variables in the 
other data set. The higher the multiple correlation coefficient, the more the compared data sets 
are related. An important advantage of this method is that no scaling has to be used and that 
the compared data sets may consist of different numbers of variables. The number of objects 
should be equal in both data sets, however.
All calculations are performed using Matlab for Unix Workstations, version 5.3, by 
Mathworks, Inc.

















Figure 3.6: Overview o f the 6 types o f backbone torsion angles for each trinucleotide. On the 
left the torsion angles have values between 0 and 360 degrees, while on the right the values 







The first step in any statistical analysis is to look at the data. In Figure 3.6 an overview is 
given of the backbone torsion angles values for each trinucleotide in the data set. No 
distinction is made whether the torsion angle is situated in the first, second or third nucleotide 
of the trinucleotide. Figure 3.6A shows the torsion angles ranging from 0 to 360 degrees, 
while in Figure 3.6B the torsion angles have values between -180 and 180 degrees. Both plots 
give a first indication to what extent circularity manifests itself in the data. For regular data 
plots, the maximum observed distance between two objects is the difference between the 
highest and the lowest possible value. For circular data, the highest possible distance is half 
the maximum distance as observed for non-circular/regular data (i.e. 180 degrees). Now if a 
plot like Figure 3.6 contains many objects separated further than the maximal distance 
(objects close to the minimum and maximum range of the data), a technique that does not take 
into account the circularity of the data will give bad results, so another representation should 
be preferred. Torsion angles for which this may lead to problems are a , y and Z in Figure 
3.6A. Figure 3.6B shows an extreme example of this kind of behaviour for backbone torsion 
angle P, whereas e and Z also may cause some problems.
PCA scores torsion angles backbone 0 <-> 360 (median) PCA loadings torsion angles trinucleotides: 0 < ->  360 degrees
a 2
Z 1
Y 3  2 Y 1
P 2
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Figure 3.7: Results o f application o f PCA on median-scaled torsion angles ranging from 0 to 
360 degrees (Representation I). On the left the score plot o f the first two principal 
components are depicted. On the right the corresponding loadings are visualized. Symbols as 
in Figure 3.2.
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
PC 1
Figure 3.7 shows the results of the PCA on the median-centered nucleotides using the 0 to 360 
degrees torsion angle representation (representation I). On the left, the scores of the first two 
principal components are visualized, while on the right the corresponding loadings are 
depicted. Because PCA maximizes the amount of explained variance of the total data set for
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the determination of the first principal components, variables that exhibit a wide range of 
values have a large influence on the first principal components. Figure 3.6A shows that this is 
the case for backbone torsion angles a , y and Z. As a consequence these torsion angles have 
high loadings on the first few principal components (see loadings plot Figure 3.7). In the score 
plot no separate clusters for the 8 classes can be detected. As in the reference plot (Figure 
3.5), the helical objects (the filled circles) are situated close together. The same is true for the 
stacked turn objects (diamonds). Other groups seem to be more scattered than in the reference 
plot.
PCA scores torsion angles backbone: -180 < ->  180 (median)
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Figure 3.8: Results o f application o f PCA on median-scaled torsion angles ranging from -180 
to 180 degrees (Representation II). On the left the score plot o f the first two principal 
components are depicted. On the right the corresponding loadings are visualized. Symbols as 
in Figure 3.2.
In Figure 3.8 the results of the PCA using the -180 to 180 degrees representation torsion angle 
data set are given (representation II). Again on the left the score plot and on the right the 
loadings plot are depicted. These plots show that the variable representation has a big 
influence on the outcome of the PCA results. The difference between the results depicted in 
Figures 3.7 and 3.8 is mainly caused by torsion angle p. While for the 0 ^ 3 6 0  representation 
the variance of the P torsion angle values is rather small (especially when compared with a, y 
and Z distributions), the variance of P in the -180^180  representation is much larger (see 
Figure 3.6). In both loadings plots this is also clearly visible: whereas for the 0 ^ 3 6 0  
representation the loadings for P in the first two principal components is rather small, for the -
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180^180  representation the loadings for P are extremely large. This once more confirms the 
conclusion drawn on the basis of Figure 3.6. The bad choice of representation for P also has a 
disastrous effect on the scores of the objects in the score plot. Clearly two clusters, or better 
ellipses, are formed, one in the upper and one cluster in the lower part of the figure. The 
helical and stacked turn trinucleotides that are more or less clustered in the score plot of 
Figure 3.7 are now partly situated in both the upper and lower ellipse.
The results of the experiments described above clearly show that because PCA is applied to 
variances, it experiences problems if instead of regular data, circular data are processed. One 
simple solution for the problem could be to transform each variable separately until no 
perceptible circular effect is present in the data. For example, if  the -180^180  representation 
data set is used, the representation of the P torsion angle could be replaced by the 0 ^ 3 6 0  
representation. The problem with this approach is that for large data sets it is not feasible to 
test each variable separately and because most databases are contaminated with outliers and 
errors there is no guarantee that there is an acceptable transformation. Therefore, it is better to 
look for other solutions. In the next part, the influence of three other representations of the 
original data set on the outcome of the PCA results will be discussed. The representations are 
respectively: the sine & cosine representation (representation III), the circular correlation 
matrix representation (representation IV), and the circular variance/covariance matrix 
representation (representation V). More information about the exact definition and calculation 
of these representations can be found in the Experimental section.
In Table 3.1 the results are shown of the comparison of the different PCA score plots with the 
reference plot using Procrustes analysis. For each different representation of the torsion angle 
data set the dissimilarity with the coordinates data (see Figure 3.5) is calculated for 2 and 3 
principal components, respectively. Low numbers indicate a good agreement.
The conclusions drawn earlier from Figures 3.6, 3.7 and 3.8 are confirmed when the distances 
of representation II are compared with the distances of representation I. When only 2 
dimensions of the score plots are considered, representation V gives the best and 
representation I the second best results. If 3 principal components are considered for the 
reference plot, the circular variance/covariance matrix representation is still the best (the 
summed distances are only marginally larger than those for 2 principal components), but now 
second best is representation III. This is probably caused by the fact that this representation is 
composed of twice as much variables and, as a consequence, more principal components are 
needed to describe the underlying structure.
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Table 3.1. Data Representation
I II III IV V
# 2 4.4511 5.1628 4.6851 4.5622 4.3363
PCs 3 4.8882 6.0399 4.8658 4.9848 4.3447
Table 3.1: Comparison o f 2D (first row) and 3D (second row) reference plots with different 
torsion angle representations by means o f Procrustes analysis. Numbers indicate 
dissimilarities. Representations: I  = 0 - 360 degrees; II = -180 - 180 degrees; III = sine - 
cosine representation; IV = circular correlation matrix representation; V = circular 
variance/covariance matrix representation.
The circular correlation matrix representation can be considered as a cross-product matrix of 
auto-scaled data, and the circular variance/covariance matrix representation as the cross­
product of mean-scaled data. Because some of the variables in the original data set are non- 
normally distributed, mean-scaling can be expected to retain the data structure better than 
autoscaling (Beckers & Buydens, 1998). This is also seen in Table 3.1: representation IV 
gives inferior results in comparison with representation V. For reasons already mentioned in 
the experimental section, the results in Table 3.1 should be used only to get a first impression 
of the suitability of the experimented representations.
Table 3.2. Data Representation
I II III IV V
1-2 0.18 0.05 0.09 0.00 0.17 0.04 0.07 0.02 0.13 0.08
1-3 0.18 0.06 0.09 0.02 0.18 0.14 0.11 0.02 0.37 0.12
opH 1-4 0.19 0.13 0.17 0.09 0.20 0.16 0.12 0.05 0.37 0.17
=tt 1-5 0.19 0.15 0.18 0.14 0.32 0.19 0.12 0.05 0.38 0.18
1-6 0.37 0.18 0.18 0.15 0.35 0.19 0.33 0.12 0.42 0.18
Table 3.2: Comparison o f the 2D reference plot and different torsion angle representations 
with canonical correlation analysis. Numbers indicate the squared multiple correlations for 
the first and second canonical variables, respectively. Representations as in Table 3.1.
Tables 3.2 and 3.3 reflect the results of the canonical correlation analysis. The score plots of 
each representation of the torsion angle data set is subsequently compared with the 2D (Table 
3.2) and the 3D (Table 3.3) reference plot. In these calculations the dimensionalities of the 
torsion angle score plots are varied. For example, the last row of both tables shows the results 
where canonical correlation analysis searches for the combination of the first six principal
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components of the torsion angle data sets that displays the highest correlation with a 
combination of the first two (Table 3.2) or three (Table 3.3) components of the reference data 
set. Apart from the squared multiple correlation of the first canonical variable, the squared 
multiple correlation is also listed for the second (Tables 3.2 and 3.3) and third canonical 
variable (Table 3.3).
The first row in Table 3.2 shows that when the 2D-reference plot is compared with the 2D 
torsion score plots, the 0 ^ 3 6 0  and sine & cosine representation give the best results. With so 
few variables, the second canonical variables show only very small multiple correlations for 
all representations. The multiple correlation of representation V becomes much larger if 
instead of two, three principal components are considered (second row of Table 3.2). The 
squared multiple correlations for the remaining representations do not change much, except 
for representation IV which is no longer the worst performing representation. From further 
increase of the number of principal components that are taken into account during the 
comparisons with the reference plot, it can be concluded that the circular variance matrix 
representation deals best with the circularity of the data. On the whole, the sine & cosine 
representation performs second best, followed by the 0 ^ 3 6 0  representation. The bad results 
for the -1 8 0 ^ 1 8 0  representation in Table 3.2 again confirm the conclusions drawn 
previously.
Table 3.3. Data Representation
I II III IV V
1-3 0.38 0.14 0.04 0.09 0.03 0.00 0.49 0.18 0.07 0.42 0.08 0.00 0.54 0.34 0.09
o 1-4 0.46 0.19 0.06 0.20 0.09 0.01 0.52 0.19 0.08 0.44 0.08 0.03 0.55 0.34 0.14pH 1-5 0.47 0.19 0.10 0.29 0.18 0.07 0.52 0.27 0.18 0.46 0.08 0.03 0.56 0.36 0.16
1-6 0.52 0.37 0.16 0.34 0.18 0.11 0.55 0.33 0.19 0.47 0.33 0.08 0.56 0.41 0.16
Table 3.3: Comparison o f the 3D reference plot and different torsion angle representations 
with canonical correlation analysis. Numbers indicate the squared multiple correlations for 
the first, second and third canonical variables, respectively. Representations as in Table 3.1.
In Table 3.3 the same trends can be detected: representation V performs best, followed by 
representations III, I, IV, and II, respectively. For nearly all representations, no large increase 
of the squared multiple correlation of the first canonical variable is found when the 
dimensionality of the torsion plot is increased. Probably all relevant information present in the 
3D-reference plot can be explained by the first three principal components of the PCA. This 
certainly is not the case for the reference plot in Table 3.2.
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Figure 3.9 shows two score plots where the circular variance/covariance matrix representation 
is used to get a low-dimensional picture of the trinucleotide torsion angle data set. On the left 
the trinucleotides are depicted using the first two principal components. This plot does not 
differ much from the score plot of the 0 ^ 3 6 0  representation in Figure 3.7. The results in 
Tables 3.1 and 3.2 already suggested this. Both tables also indicate that the difference 
between the representations becomes clearer after taking an extra dimension into account. 
Therefore on the right of Figure 3.9, principal components two and three are used to visualize 
the objects for the circular variance/covariance matrix representation. In both plots the helical 
and stacked turn objects are nicely clustered, whereas the scatter of the other groups is quite 
substantial. In spite of the fact that the torsion angle data set is chosen in such a way that it 
contain as much as possible the same information as the pseudo torsion angle data set, Figures
3.2 and 3.9 are totally different. Apparently application of PCA to the trinucleotide torsion 
angles data set leads to different information, resulting in a divergent positioning of the 
objects compared to the objects in Figure 3.2.
Figure 3.9: Results o f the application o f PCA on torsion angles using the circular 
variance/covariance representation. On the left the score plot o f the first two principal 
components is depicted, while on the right the scores o f principal components two and three 
are visualized. Symbols as in Figure 3.2.
Table 3.4 shows the results of the canonical correlation analysis using the Cartesian 
coordinates reference plot and the pseudo torsion angles plot, where the pseudo torsion angles 
are represented as values between 0 ^ 3 6 0  degrees and -180^180  degrees. While the 0 ^ 3 6 0  
representation of the pseudo angles gives a correlation for the 2D reference plot similar to the 
torsion angles in Table 3.2, a much larger correlation is found for the 3D reference plot in
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comparison with the regular torsion angles data (Table 3.3) for the first canonical variable. 
Again, the correlation for the second canonical variable is much lower and the -180^180  
representation performs bad. On the basis of Table 3.4 the conclusion can be made that, 
because of the higher squared multiple correlation values, the pseudo angle torsion plot is 
closer to the reference plot than the torsion angle plots. This seems to support the statement 
made by Duarte and Pyle (Duarte & Pyle, 1998) that torsion angles in some cases provide too 
detailed information and a more simple representation should be used.
Table 3.4. Data Representation pseudo torsion angles data
0 ^ 3 6 0 -180^180
Reference
plot
2D 0.16 0.01 0.07 0.01 
0.65 0.06 0.14 0.073D
Table 3.4: Comparison o f different representations o f the pseudo torsion angles with the 
reference plot (2D: first row, 3D: second row) by means o f canonical correlation analysis. 
Numbers indicate the squared multiple correlations for the first and second canonical 
variables, respectively.
A disadvantage of both the reference and the pseudo torsion angles plot is that some 
subjective choices have to be made before the plots can be generated. For the pseudo torsion 
angles plot, several definitions for pseudo torsion angles describing the rough structure of the 
RNA backbone are possible. The definition for the pseudo torsion angles n and 0 was 
obtained after trying some and keeping the best one. In the case of the reference plot, freedom 
exists in the choice of the atoms which will be used in the Procrustes analysis and the atoms 
that are used to calculate a similarity measure between the aligned structures. An additional 
disadvantage of the 3D-coordinates plot is that when new trinucleotides are being added to the 
data set, some calculations have to be repeated. Besides the alignment experiments of the new 
trinucleotide with the other trinucleotides in the data set, also the Principal Coordinates 
Analysis has to be repeated using the expanded distance matrix. For both the torsion and 
pseudo torsion angle plot, the new trinucleotide can be projected in the already existing 
torsion angle space.
All low dimensional plots have their own properties and therefore their own positioning of the 
RNA sequences. Further research on this topic is in course.
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3.4. Conclusion
Because most molecular structure databases contain many related variables, multivariate 
techniques like PCA can give good results when information hidden in the database has to be 
discovered. However, the way in which the molecular structure data are represented and used 
in PCA must be chosen carefully. Circular data may behave unexpectedly, when PCA is 
applied. The aim of this chapter, to find a representation for the circular data that does not 
affect negatively PCA, has been achieved. From the experiments described above, it is 
concluded that torsion angles can best be represented by means of a variance matrix that takes 
into account the circular character of the molecular structure variables. Together with this 
appropriate representation, some techniques are presented to examine the influence of the 
representation on the outcome of PCA experiments. If a reference plot is available, canonical 





Clustering of an RNA nucleotides data set.
The last couple of years an overwhelming amount of data has emerged in the field of 
biomolecular structure determination. To explore information hidden in these structure 
databases, clustering techniques can be used. The outcome of the clustering experiments 
largely depends, amongst others, on the way the data is represented, therefore the choice how 
to represent the molecular structure information is extremely important. This article describes 
what the influence of the different representations on the clustering is and how it can be 
analyzed by means of a dendrogram comparison method. All experiments are performed 
using a data set consisting of RNA trinucleotides. Besides the most basic structure 
representation, the Cartesian coordinates representation, several other structure 
representations are used.
This chapter is a modified version of T.H. Reijmers, R. Wehrens and L.M.C. Buydens (2001) The influence of 
different structure representations on the clustering of an RNA nucleotides data set. Journal of Chemical 
Information and Computer Sciences, in press.
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4.1. Introduction
Due to the recent developments in computer technology and the increasing popularity of the 
internet, the size of publicly available biomolecular structure databases has increased 
considerably (Wehrens et al., 1999). To facilitate the assessment of information in these large 
databases, all sorts of techniques are used. Some techniques try to visualize the relationships 
between the 3D-objects by projecting the structures of interest in a low dimensional space. 
This reduces the dimensionality of the data, and is done either by defining new variables 
describing some global features of the structures (Duarte & Pyle, 1998), or by making linear 
combinations of the original variables (Beckers & Buydens, 1998; Chapter 2). Also clustering 
techniques can be used to explore the underlying structure of the data (Donate et al., 1996; 
Lin et al., 1999). The resulting clusterings can reveal interesting information about the 
structural behavior of the considered molecules. Which structures are grouped, and how does 
this relate to correspondences/differences in chemical behavior? Especially for 
biomacromolecules which have certain preferred molecular conformations (nucleic acids: A- 
DNA, B-DNA, proteins: a-helix, ^-sheets), this is thoroughly investigated.
Clustering works by seeking groups of objects that form natural clusters by examining the 
pairwise similarities systematically (Barnard & Downs, 1992; Kaufman & Rousseeuw, 1989). 
The clustering results are defined by the agglomeration strategy, the similarity measure, and 
the representation of the data (Jurs, 1990). In this chapter the influence of different structure 
representations on the outcome of clustering experiments is examined. Many different 
representations can be used to describe the structural information in the data. In the 
biomacromolecular databases that are accessible through internet (e.g. the NDB (Berman et 
al., 1992) (URL: ndbserver.rutgers.edu/) and PDB (Bernstein et al., 1977) (URL: 
www.rcsb.org/pdb/) databases for nucleic acid and protein structures, respectively) the 
Cartesian coordinates representation is used to fix the spatial position of the atoms within the 
molecule. The Cartesian coordinates representation is the most basic representation, and other 
representations can be deduced from this basic representation. A disadvantage of the 
Cartesian coordinates representation is the rather large number of variables, even for relative 
small molecules. When clustering experiments are performed, an additional disadvantage of 
the coordinates representation shows up. Before different structures can be clustered, they 
have to be aligned in order to determine their (dis)similarity. Therefore, instead of Cartesian 
coordinates, internal coordinates (torsion angles) are often used to represent molecular
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structures. Not only does this lead to a coordinate system that is independent of the location 
and orientation of the molecule, it also leads to a significant reduction in the number of 
variables. This is justified because bond lengths and angles normally do not change 
significantly in the structures. Besides the torsion angle representation, several other 
representations can be applied such as application-dependent measures like pseudo torsion 
angles, and distance matrices.
In this chapter, the effect of these different representations is examined on the outcome of the 
clustering results by using a dendrogram comparison technique developed by Fowlkes and 
Mallows (Fowlkes & Mallows, 1983). Both disadvantages and advantages of the usage of 
these structure representations are discussed on the basis of clustering experiments concerning 
a database consisting of RNA trinucleotides.
4.2. Experimental Section
4.2.1. Data
The starting point of all calculations is a data set containing molecular structure information 
of 121 RNA trinucleotides. It is modeled after part of the data set described by Duarte and 
Pyle (Duarte & Pyle, 1998).
Figure 4.1: An overview is given o f a sub set o f the complete molecular data set o f Duarte and 
Pyle o f the RNA structures in the t] and 6 pseudo torsion space. Eight different RNA classes 
are depicted.
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On the basis of groupings of similar objects in the so-called pseudo torsion angles space, 
Duarte and Pyle defined eight RNA classes: helical, C2 bend, base twist, chi switch, cross 
strand stack, flip turn, stacked turn, and stack switching classes. To make the data set more 
manageable the number of objects in the original database is reduced. To remove any bias for 
a certain class (over 70% of the original data set contains helical objects), of each class at 
least five objects are taken along in the data set. Figure 4.1 depicts the eight different RNA 
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Figure 4.2: Overview o f the four different representations used to fix the molecular structure 
information o f RNA trinucleotides. A: Cartesian coordinates representation, B: torsion angles 
representation, C: pseudo torsion angles representation, D: distances representation.
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The structure information is fixed by means of four different representations (see Figure 4.2). 
For the first representation, each trinucleotide is represented by the Cartesian coordinates of 
the backbone atoms P, O5, C5, C4, C3 and O3 (18 variables x 3 = 54 variables). This 
representation is considered to be the golden standard or reference representation, since all 
others can be derived from it. In the second representation the 3D-conformation of the 
trinucleotides is expressed by the backbone torsion angles (a, P, y, 8, e, and Z) of each 
mononucleotide (6 variables x 3 = 18 variables). The third representation is based on the 
pseudo torsion angles, n and 0, defined by Duarte and Pyle (2 variables). Finally, a 
representation is used where the molecular structure information is fixed by means of listing
all existing distances between the backbone atoms (P, O5, C5, C4, C3 and O3) in the
18





The first step in a clustering is the calculation of a dissimilarity matrix. Because four different 
representations are used, the calculation of the dissimilarities between the objects in the data 
set also differs. The calculation of the distance matrix for the Cartesian coordinates 
representation data set is the most computer-intensive because all RNA structures have to be 
optimally translated and rotated before a dissimilarity measure can be determined. After 
alignment of two structures by means of Procrustes analysis (Gower, 1975; ten Berge, 1977), 
the dissimilarity is given by the summation of the distances between the atoms. Because the 
torsion angles are circular, the maximum difference between two torsion angle values is half 
the range used. Distances larger than this value are mapped back into the permitted range. 
Dissimilarties for the distances-based representation are obtained by simply summing the 
squared differences between the listed distances, the Frobenius norm. Ward’s method is used 
to cluster the objects on the basis of their dissimilarities (Ward, 1963). This method usually 
leads to more or less equal-sized clusters. Of course other clustering algorithms may be used 
as well.
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Table 4.1: For the four different structure representations, an overview is given o f the number 
o f variables used to represent structure information o f a RNA trinucleotide backbone.
4.2.2.2. Comparison of the Clusterings
To express mathematically which representation gives the most similar dendrogram to the 
Cartesian coordinates dendrogram (the reference clustering), the dendrograms are compared 
with each other using the Bk value defined by Fowlkes and Mallows (Fowlkes & Mallows, 
1983). To calculate Bk for two dendrograms, they are split up into k clusters and the similarity 
between the clusters of the different dendrograms is determined. For that, a matching matrix 
[m j is filled (i = 1 , .. , k; j  = 1 , ... , k), where mj is the number of objects in common 
between the ith cluster of dendrogram 1 and the jth cluster of dendrogram 2. When all values 
in the matching matrix are added, the total number of objects, n, should be obtained. The 
distribution of n over the matching matrix gives an indication of how well the dendrograms 
are associated with each other. For similar dendrograms the matching matrix will contain 
some relative high values and many zeros. For dissimilar dendrograms, objects that are 
grouped in one cluster in dendrogram 1, will be scattered over different clusters in the other 
dendrogram. As a result, the matching matrix will contain many low values; the objects are 
scattered over de matching matrix instead of being concentrated in certain cells of the matrix. 
Given the matching matrix [mj], Bk can be calculated as follows:
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Ultimately, for exactly identical clusterings, Bk gets a value of 1, while for completely 








1 3 41 4 5
I I
Figure 4.3: Two dendrograms for which the B2 value is determined.
To clarify the formuleas given above, the B2 value for the dendrograms in Figure 4.3 is 




Notice that the summation of all matrix elements equals 5, the total number of objects. With
m* = I2 3] 
m. ; = \2 3]
Pk = 22 + 32 -  5 = 8 
Qk = 22 + 32 -  5 = 8 
Tk = 12 +12 +12 + 22 -  5 = 2
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B2 becomes equal to 0.25, indicating that the dendrograms from Figure 4.3 are quite 
dissimilar. If the number of clusters in the first dendrogram is different from the number of 
clusters in the second, the matching matrix will be oblong rather then square, and the 
similarity measure is Bki. In this paper, only Bk is used. When the different values of k are 
plotted against the corresponding Bk values, the similarity of the two clusterings can be 
followed during the whole clustering process.
All calculations in this article are performed using Matlab for Unix Workstations, version 5.3, 
by Mathworks (URL: www.mathworks.com/) and R (Ihaka & Gentleman, 1996), version 
1.1.1 (URL: www.r-project.org/). An R library for calculating similarities between 
partitionings is available at the website of the author (URL: www.sci.kun.nl/cac/people/ 
rwehrens/ software/comparehc.tar. gz).
4.3. Results & Discussion
To examine the influence of the different representations on the clustering of the molecular 
structure data set, all results are compared with a reference clustering, the Cartesian 
coordinates representation, using the Bk value defined by Fowlkes and Mallows.
In Figure 4.4 the Bk values are depicted for the torsion angle (open circles), the pseudo torsion 
angle (closed circles), and the distances (open cubes) representation.
For each clustering level k (the horizontal axis) the similarity with the Cartesian coordinates 
dendrogram at the same clustering level (the vertical axis) is calculated. Clearly, the torsion 
angle representation performs worst. At all clustering levels the similarity of the torsion angle 
dendrogram with the coordinates dendrogram is the smallest. The pseudo torsion angle and 
distances dendrograms give relatively high Bk values, especially for small k's. This indicates 
that at the start of the clustering, the splitting up of the objects into clusters for these 
representations and the coordinates representation is roughly the same. When the total number 
of objects of the data set is grouped into five clusters the similarity with the reference 
dendrogram decreases dramatically. Beyond this point the similarity of both torsion angle 
based representations increases, reaching a second optimum at k is 8 and 9. While the 
similarity of the regular torsion angle representation slowly increases for larger k, the Bk 
values for the pseudo torsion angle dendrogram slowly decreases. The clustering behavior of 
the distances-based representation after k equals 5 is the opposite of the behavior of the 
pseudo torsion angle representation. At the point where the pseudo torsion angle
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representation reaches its second optimum (k is 9), the distances representation is situated in a 




Figure 4.4: Bk values for the torsion angle (open circles), the pseudo torsion angle (closed 
circles), and the distances representation (open cubes). All dendrograms are compared with 
the Cartesian coordinates dendrogram.
To examine if the clusterings from Figure 4.4 are significantly different from a random 
clustering, for each representation at each cluster strength also expected Bk values are 
calculated under the null hypothesis of no cluster structure (formulas to calculate expected Bk 
values with confidence limits are given in Fowlkes & Mallows, 1983).
In Figure 4.5 for the most dissimilar representation, the torsion angle representation, both the 
calculated Bk values (open circles) as well as the expected Bk values with its confidence limits 
(dotted lines) are plotted. For k equals 4 the real Bk curve rises above the expected Bk values 
curve, indicating that at that stage of the clustering the dendrogram has become significantly
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dissimilar from the randomized dendrogram and shows some agreement with the reference 
classification. For the other representations, for all k ’s the corresponding clusterings differ 






Figure 4.5: Calculated and expected Bk values for the torsion angles representation.
As already is described in the experimental section, the molecular data set is composed on the 
basis of eight classes defined by Duarte and Pyle. Besides the local optima for the torsion 
angle based representations and the sudden decrease of the similarity for the distances 
representation round k is 8, no clear evidence can be found that the data set indeed is 
composed of objects that can be split up into eight distinct classes.
In Figure 4.6 both the Cartesian coordinates (4.6A) and the pseudo torsion angles (4.6B) 
dendrograms are depicted. The objects are labeled according the eight classes defined in 
Duarte and Pyle (defined in pseudo torsion space). In the pseudo torsion angle dendrogram 
clearly eight clusters can be discerned, each containing mainly objects of one of the eight 
different classes. One C2 bend RNA trinucleotide (labeled 1) is placed in the cluster with the 
flip turn objects (labeled 5). The coordinates dendrogram reflects to some extent clustering for 
the helical, base twist, stacked turn, stacked switching and the flip turn objects (objects
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labeled with 6, 2, 7, 8 and 5). Also a large cluster exists containing mainly chi switch and 
cross strand stack objects (labeled 3 and 4). The C2 bend objects (1) are the only 
trinucleotides that are not grouped in the coordinates dendrogram.
Figure 4.6A: Cartesian coordinates dendrogram. The objects are labeled according the class 
definitions o f Duarte and Pyle: 1 = C2 bend, 2 = base twist, 3 = chi switch, 4 = cross strand 
stack, 5 = flip turn, 6 = helical, 7 = stacked turn, 8 = stacked switching.
The existence of clusters for the other classes clearly demonstrate that some of the class 
definitions made by Duarte and Pyle hold. However, because Duarte and Pyle have defined
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the classes according the properties of the majority of the objects in a certain area of the 
pseudo torsion angles plot, objects exist that were falsely assigned to a certain class. For 
example, according Duarte and Pyle only 80 % of the nucleotides in the flip turn region truly 
apply to the definitions. This is also seen in the coordinates dendrogram.
0000001- 000008 000009 00000fr 000002 0
Figure 4.6B: Pseudo torsion angles dendrogram. Cartesian coordinates dendrogram. The 
objects are labeled according the class definitions o f Duarte and Pyle: 1 = C2 bend, 2 = base 
twist, 3 = chi switch, 4 = cross strand stack, 5 = flip turn, 6 = helical, 7 = stacked turn, 8 = 
stacked switching.
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Several objects, labeled according a certain class, are not located in the cluster containing the 
majority of the objects of that certain class. For example, not all objects labeled with 7 are 
clustered in the stacked turn cluster. Three stacked turn objects are clustered somewhere else. 
To get an indication what the influence of the different representations is on the clustering, the 
mean and variance of the structures of each cluster are considered at a clustering level of 8.
'■¿rr
Figure 4.7: Mean structures o f the eight clusters in the Cartesian coordinates dendrogram. 
The variance o f the position o f an atom in a particular cluster is indicated by the size o f the 
plotting symbol.
Figure 4.7 shows the mean structures (the backbone atoms of the trinucleotides) of the eight 
clusters of the coordinates dendrogram. Only the x and y-coordinates of each atom are 
depicted. The variance of the xyz-coordinates of each atom is visualized by means of the 
magnitude of the point that correspond with the mean position of the atom. In almost all mean 
structures the larger size of the atoms at the start and end of the structure indicates that there is 
much more flexibility in that part of the structure than in the rest of the molecule. For the 
structures of cluster 1 and 4 the variances of all atoms are relatively small. This implies that 
the structures in these clusters are very similar and can easily be discerned from the other 
structures in the data set. When the clustering level is increased, these clusters are the last 





The plots in Figure 4.8 correspond to the mean structures of the clusters where the torsion 
angle representation is used. The order in which the structures are plotted in the figure is, as 
much as possible, based on the order of the structures in the previous figure. The first mean 
structure in Figure 4.8 is most similar to the first mean structure of Figure 4.7, etc. Between 
brackets the summed distances between the atoms of the mean structures in Figure 4.7 and 4.8 
are given. Again, the variances at the tips of the molecules are larger than the variances in 
other parts of the structure but in comparison with the structures of the previous figure the 
variances are now much bigger. Despite the large difference in variances, some structures in 
Figure 4.8 look very similar to the structures in the Figure 4.7. Particularly, the mean 
structures of cluster 1 and 4, per chance the structures with the smallest overall variance in 
Figure 4.8, resemble the corresponding structures of the previous figure. Parts of the 
remaining structures are very similar to the reference structures. The torsion angle 
representation probably focuses on particular structural motifs in the RNA nucleotides and 
leaves the other parts undisturbed.
1 (5.4) 2 (17.1)
x
Figure 4.8: Mean structures and variances o f the eight clusters from the torsion angles 
dendrogram.
Figure 4.9 visualizes the mean structures of the pseudo torsion angle representation. In 
reference to variances, the same conclusions can be drawn as for the regular torsion angle 
representation: more flexibility at the tips of the structures and larger variances than is the 
case for the reference structures. However, the choice to describe the structure more globally
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by means of pseudo torsion angles instead of regular torsion angles resulted in structures 
much more similar to the Cartesian coordinates structures.
1 (1.9) 2 (17.5)
Figure 4.9: Mean structures and variances o f the eight clusters from the pseudo torsion 
angles dendrogram.
Besides structures 1 and 4, also structures 5, 6 and 8 resemble the corresponding structures in 
Figure 4.7. The usage of the pseudo torsions instead of regular torsions does not have an 
effect on all the mean structures of the clusters; the mean structure of cluster 7 in Figure 4.9 
does not differ much from the structure of cluster 7 in Figure 4.8.
Figure 4.10 shows the mean structures of the eight clusters of the distance-based 
representation. Similar variance values are found as in the Cartesian coordinates 
representation. Once more, analogous structures to the reference structures of cluster 1 and 4 
can be detected. Additionally the mean structures of cluster 2 and 7 in Figure 4.10, the two 
most elongated structures, look very similar to their counterparts in Figure 4.7. This is 
probably caused by the nature of the used representation. Contrary to the other 
representations, in the distance-based representations the relative importance of structure 
features between remote atoms is much bigger.
Overall, the mean structures and variances of Figures 4.7-4.10 confirm the conclusions made 
on the basis of Figure 4.4. For the torsion angle representation only two very similar 
structures are found (mean structures 1 and 4) while for the other representations besides
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these structures also other similar mean structures are found. Ultimately this is expressed by 
the larger Bk values in Figure 4.4. The appearance of similar structures to structures 1 and 4 
for all different representations may give an indication of the robustness of these classes.
1 (5.9) 2 (6.9)
.........
7 (4.1)
Figure 4.10: Mean structures and variances o f the eight clusters from the distances-based 
dendrogram.
4.4. Conclusions
Many different ways exist of representing molecular structure information. All have a 
different effect on the outcome of the clustering experiments. By means of Fowlkes’ and 
Mallows’ Bk values, the influence of these different representations on the clusterings can be 
analyzed. The results in this chapter show that the torsion angle representation dendrogram 
differs substantially from the Cartesian coordinates representation dendrogram. The pseudo 
torsion and distances-based representations are more suitable to group molecular structures of 
RNA trinucleotides. When the objects under investigation contain elongated structures, the 
distances-based representation appears to approach the Cartesian coordinates clustering the 
best.
Research concerning alteration, or even a possible optimization, of the atoms that are 
considered during formulation of the different representations, is in course. Preliminarily
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results show that the distances-based representation is the most flexible. The choice of the 
atoms of which the distances are listed and the resulting effect on the clustering are 
predictable. Alteration of the pivot points in the pseudo torsion angle representation does also 




Phylogenetic clustering using GA’s.
Many different phylogenetic clustering techniques are currently used. One approach is to first 
determine the topology with a common clustering method and then calculate the branch 
lengths of the tree. If the resulting tree is not optimal exchanging tree branches can make 
some local changes in the tree topology. The whole process can be iterated until a satisfactory 
result has been obtained. The efficiency of this method fully depends on the initially 
generated tree. Although local changes are made, the optimal tree will never be found if the 
initial tree is poorly chosen. In this chapter, genetic algorithms are applied such that the 
optimal tree can be found even with a bad initial tree topology. This tree generating method is 
tested by comparing its results with the results of the FITCH program in the PHYLIP software 
package. Two simulated data sets and a real data set are used.
This chapter is a modified version of T.H. Reijmers, R. Wehrens, F.D. Daeyaert, P.J. Lewi and L.M.C. Buydens 
(1999) Using genetic algorithms for the construction of phylogenetic trees: application to G-protein coupled 
receptor sequences. BioSystems 49, 31-43.
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5.1. Introduction
Phylogenetics can best be described as finding a tree-like structure that defines certain 
ancestral relationships between a related set of objects (proteins, species, etc.). The node at 
the base of the tree represents the common ancestor to all related objects. The divergence over 
evolutionary history gives rise to a tree-like structure termed a phylogeny. The methods that 
are commonly used for the estimation of phylogenetic trees can be grouped into four main 
classes: distance matrix, parsimony, invariants, and maximum likelihood based methods 
(Swofford & Olsen, 1990). The phylogenetic clustering method in this chapter falls into the 
first category.
A similarity or distance matrix is usually obtained by pairwise comparisons of DNA or 
protein sequences. Sequences which are very similar will be found close to one another 
according to the topology of the tree, while those that are highly dissimilar will be a larger 
distance apart. A more simple description of molecular phylogenetics is finding the tree that 
best describes the distance matrix of a set of sequences. The distance matrix can be deduced 
by pairwise alignment of sequences. Besides their use for reflecting evolutionary history, 
phylogenetic trees can also reveal functional properties of the examined sequences. Sequences 
which are ancestrally related often have similar functional properties (Lewi & Moereels,
1994).
In phylogenetic analysis, a large amount of time is spent evaluating different tree topologies 
in an effort to find the tree that meets a criterion of optimality given the data. As the number 
of sequences increases, the number of possible tree topologies increases very quickly. A 
bifurcating tree with x terminal nodes (tips, leaves or external nodes) has x-2 internal nodes. 
The tree has 2x-3 branches, of which x-3 are interior and x are peripheral. The total number of 
possible topologies (#Top) of a tree of x objects is:
# Top = n ( 2 i  -  5) (1)
i =3
Three general approaches towards finding the optimal tree topology can be used (Swofford & 
Olsen, 1990): exhaustive search, branch-and-bound searches, and heuristic searches.
66
During an exhaustive search, all possible tree topologies are examined leading to the optimal 
tree. The number of tree topologies increases very rapidly (see equation 1). For instance, an
exhaustive search on 10 objects (2027025 possible topologies) is feasible, but the same
28procedure performed on 25 objects (~ 2.5 x 10 possible topologies) is prohibitive in terms of 
computer time.
Branch-and-bound algorithms can provide an exact solution for a larger number of objects 
than exhaustive search because they have provisions for discarding trees without evaluating 
them if they do not meet certain criteria. In this way, many poor tree topologies do not have to 
be evaluated.
Heuristic searches begin by building a tree using some kind of clustering algorithm. The order 
in which objects are added to the growing tree determines the topologies that can be built. The 
resulting tree may not be the best tree that would be found if all possible tree topologies were 
evaluated. Heuristic search routines attempt to circumvent this by branch swapping, which 
involves moving branches to new parts of the tree thereby producing new tree topologies. The 
data are optimised on the new topology, and if the tree is better, it is saved and subjected to 
additional branch swapping. Eventually, these rounds of branch swapping should lead to an 
optimal tree. A disadvantage of many heuristic methods is the uncertainty of whether the 
“optimal” tree is indeed the best tree. Although the topology of the tree is changed by branch 
swapping, the best tree may never be found if the initial tree topology is poorly chosen. One 
way to counteract this problem is to execute many different phylogenetic clustering methods 
resulting in various starting tree topologies. A choice from the many generated trees gives rise 
to the best one. Another way to handle this problem is to use a global optimisation technique 
to derive the optimal topology of the tree.
Global optimisation techniques have proven to be successful in many problems where the 
optimal solution has to be found out of many possible solutions, although there is no 
guarantee of finding it (Vandenginste et al., 1998). One of the more frequently used 
techniques is the genetic algorithm (Holland, 1973 & 1992; Goldberg, 1989).
This chapter shows how the topology of phylogenetic trees can be optimised with the help of 
a genetic algorithm. The performance of this method is compared with another frequently 
used phylogenetic clustering method. To test the method we made use of some simulated data 
sets and one real data set. A description of how the data sets are obtained is shown in the 
methods & data section of this chapter.
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5.2. Methods & Data
The construction of phylogenetic trees with genetic algorithms has been attempted previously 
(Matsuda, 1995). A useful representation for tree topology must be chosen so that the genetic 
algorithm can interchange information between two solutions during recombination. The next 
section describes, in addition to this tree representation, the whole approach towards finding 




0.0 70.0 ... 0.0 69.0 ...
70.0 0.0 ... 69.0 0.0 ...
............ 0.0 ............ 0.0<------------ ►
Error
Original Distance Matrix Calculated Distance Matrix
Figure 5.1: Schematic representation o f the procedure towards finding the optimal 
phylogenetic tree. First the topology o f the tree is fixed using the neighbor-joining method. 
The branch lengths are then calculated with the Fitch & Margoliash method. Finally, an 
error is obtained.
5.2.1. Tree Representation
Figure 5.1 outlines a procedure for optimising the topology of a phylogenetic tree. An initial 
topology is determined with the neighbor-joining method (Saitou & Nei, 1987). The node-to- 
node lengths are then determined according to Fitch and Margoliash (1967) using the original 
distance matrix. Once the topology and the branch lengths of the tree are fixed, a new distance 
matrix can be deduced. By comparing this distance matrix with the original distance matrix, a 
quality measure can be assigned to the tree. A criterion for the quality of the reconstruction is
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the root mean squared (rms) relative deviation between the reconstructed (Dr) and original 
(D) distances:





The summation extends over all n(n-1)/2 distances between the n objects. If the reconstructed 
distances equal the original distances the rms becomes zero. If the distances differ much the 
rms becomes large. Of course other criteria, or combinations of criteria, can be used to obtain 
a quality measure of the constructed phylogeny.
For a given distance matrix, the topology of the tree is fixed after applying a clustering 
method. By changing the distance matrix and applying the same clustering method the 
topology of the tree is changed. Accordingly, one way to represent a tree topology for a 
genetic algorithm is to combine the original distance matrix with a corrections distance matrix 
which contains small changes for the working distance matrix (see Figure 5.2-A).
0.0 70.0 ... 0.0 5.0 ... 0.0 75.0 ...
70.0 0.0 ... 5.0 0.0 ... 75.0 0.0 ...
...........  0.0 ...........  0.0 ...........  0.0
+ -------------- ►
Original Distance Matrix Corrections Distance Matrix 
generated by GA
Working Distance Matrix
B 0.0 75.0 
75.0 0.0
Working Distance Matrix 
generated by GA
Figure 5.2: Two different approaches towards obtaining a distance matrix which serves as 
starting-point for the optimization o f phylogenetic trees. A: The indirect “local” approach: a 
working distance matrix is constructed by combining the original distance matrix with a 
corrections distance matrix which is generated by the GA. B: The direct “global” approach: 
the working distance matrix is directly generated by the GA.
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The elements of this corrections distance matrix can be optimised with a genetic algorithm. 
The resulting altered distance matrix can be used as starting point for the scheme depicted in 
Figure 5.1. Inversion of the rms value returns the fitness value. After several rounds of 
selection, recombination, and mutation the genetic algorithm converges to the distance matrix 
resulting in the globally optimal tree.
In the approach mentioned above, the original distance matrix is altered slightly by the 
introduction of a corrections distance matrix. This automatically will cause the genetic 
algorithm to search more or less locally for the optimal corrections distance matrix resulting 
in the best tree topology. A more rigorous manner to optimise the tree topology is not to use 
the slightly altered original distance matrix but instead let the genetic algorithm directly 
optimise the elements of the distance matrix (see Figure 5.2-B) which will be used as starting 
point of the scheme depicted in Figure 5.1. This will cause the genetic algorithm to perform a 
more global search. A disadvantage of this approach is that because of its global character, the 
algorithm probably has to test more different tree topologies before it converges to the 
optimal tree. During the indirect or local search, fewer tree topologies must be tested because, 
after applying the neighbor-joining method, trees with an already rather small rms value are 
found.
5.2.2. Data
The simulated data sets used are generated in two different ways. The first set of simulated 
data consists of trees where the topology of the tree is fixed and randomly generated branch 
lengths are assigned to each node-to-node connection. The resulting distance matrix is used as 
input for the methods which have to be tested. In this way a total of three sets have been 
created (A l, A2, and A3). The second set of simulated data consists of randomly generated 
distance matrices. For this data set, the optimal tree is not known (as is also the case for real 
data). However, in the case of real data the objects are more or less structured. Again three 
sets have been created (B l, B2, and B3). Both simulated data sets do not give a very realistic 
description of a real data set but nevertheless after applying the genetic algorithm-coupled 
phylogenetic clustering method we are able to draw some useful conclusions. All simulated 
data sets consisted of distance matrixes defining ancestral relationships between 25 objects. 
The genetic algorithm had to optimise 300 parameters (reflecting 300 off-diagonal elements
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of the corrections/working distance matrix). The real data set consists of dissimilarities of 
amino acid sequences of 37 G-protein coupled receptors. These membrane proteins play an 
important role in a wide variety of processes in the central and peripheral nervous system 
(Parker & Ross, 1990). Just like many other functional proteins, it is believed that the 
manifold of receptors known today all descended from one common ancestor (Yokoyama & 
Isenberg, 1989). Clarification of the phylogenetic tree could be useful in predicting 
pharmacological properties of the receptors. Receptors which are highly correlated according 
to the topology of the tree have probably similar pharmacological properties (Lewi & 
Moereels, 1994).
Similarities between 37 receptor sequences have been determined using the VGAP algorithm 
(Moereels et al., 1990) by which sequences are aligned for optimal comparison. Similarity is 
defined here as the relative number of identical amino acid residues in the corresponding 
positions of two aligned sequences, with respect to the number of compared positions. Gaps 
and substitutions in the aligned sequences are penalised by the algorithm. The result is a 37 x 
37 matrix of similarities, ranging from 0 for completely different to 100 for completely 
similar. For this data set the genetic algorithm had to optimise 666 parameters.
5.2.3. Genetic Algorithm Settings
The configuration of the genetic algorithm is shown in Table 5.1 (see Lucasius & Kateman 
(1994a, 1994b) for more information).
Table 5.1: Settings of the genetic algorithm 
population size = # random initiated solutions = 200
# generations = 500
“local” indirect approach: -75.0 < parameter value < 75.0 
“global” direct approach: 0.0 < parameter value < 100.0 
selection method = threshold selection 
recombination method = uniform recombination 
recombination probability = 0.80 
mutation method = distributed mutation 
mutation probability = 0.01
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Table 5.1 shows that the minimal and maximal values of the parameters which have to be 
optimised by the genetic algorithm depend on the type of approach which is used. During the 
“local” indirect approach the parameter values of the elements of the corrections matrix fall 
between -75.0 and 75.0 while during the “global” direct approach the parameters get values 
ranging from 0.0 to 100.0. The choice for the range of the parameter values in the “global” 
direct approach is clear: by definition, similarities are between 0.0 and 100.0. The choice for 
the range of the parameter values in the “local” indirect approach is more difficult. When the 
range is chosen too narrow, the genetic algorithm may not be able to find the optimal 
topology. On the other hand if the range is chosen to wide, the genetic algorithm search space 
will be unnecessarily big. After some initial experiments the range represented in Table 5.1 
was used.
5.2.4. Programs
The operations depicted in the scheme of Figure 5.1 are all written in ANSI C and coupled to 
GATES (Genetic Algorithm Toolbox for Evolutionary Search) (Lucasius & Kateman, 1994a; 
Lucasius & Kateman, 1994b) also written in ANSI C. The results of the genetic algorithm are 
compared with the results of both the native neighbor-joining/Fitch & Margoliash method and 
the ANSI C version of the FITCH program in the PHYLIP software package (Felsenstein, 
1989). FITCH is a heuristic search method which calculates phylogenetic trees from distance 
matrix data by using the Fitch & Margoliash algorithm. All experiments are performed on a 
Sparc workstation (SUN). One run of the genetic algorithm required approximately 6 hours.
5.3. Results and Discussion
Tables 5.2, 5.3, and 5.4 provide an overview of the results of the performed experiments. In 
addition to the results of the FITCH program (third column), the results are also given after 
applying the neighbor-joining and Fitch & Margoliash methods without branch swapping 
(second column). Finally, in columns four and five, the results of the two different approaches 
of optimising the tree topology with a genetic algorithm are shown: column four represents 
the performances of the “local” (indirect) approach (optimising the elements of the 
corrections distance matrix) and column five shows the performance of the “global” (direct) 
approach (optimising the elements of the working distance matrix).
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In all tables the performance of the four tree generating methods is measured by calculating 
the rms value between the original and calculated distance matrices. The number of examined 
trees is depicted in parentheses. For the genetic algorithm the mean, standard deviation, 
highest, and lowest rms value derived from 15 independent trials are given.
Table 5.2: rms values of the four phylogenetic clustering methods using simulated data sets A. In parentheses 
the number of examined trees is depicted. For the GA the mean, standard deviation, highest, and lowest rms 
value are given of 15 independent runs.




rms local GA rms global GA
mean sd high low mean sd high low
A1 0.00 0.00 0.97 2.01 4.86 0.00 2.45 2.42 5.45 0.00
(1) (2135) (37800) (36800) (65600) (52800)
A2 0.00 0.00 0.00 0.00 0.00 0.00 0.73 1.51 4.32 0.00
(1) (2165) (40800) (22200) (42400) (73000)
A3 0.00 0.00 0.00 0.00 0.00 0.00 0.64 1.13 2.85 0.00
(1) (2105) (97200) (31400) (90400) (53400)
Table 5.2 gives the rms values after applying the four tree generating methods on the first set 
of simulated data. Because these data are created by randomly generating node-to-node 
lengths for a predefined tree topology, the optimal tree topology is known in advance and a 
rms value of zero should be found.
Despite the fact that both genetic algorithm approaches sometimes converge too early (it 
reaches a local optimum from which it is not able to escape), all methods could find the 
optimal tree topology. In case of the second and third data set, the local genetic algorithm 
finds the optimal topology for all runs, whereas in case of the first data set (A1) it converges 
too early three times resulting in a phylogenetic tree with a rms value of 4.86. Because of the 
stochastic nature of the genetic algorithm there is always a chance that the global optimum is 
not found, even in cases where simpler methods will succeed. The main advantage of a 
genetic algorithm is that even in cases where other methods fail, good solutions may be 
found.
In Figure 5.3 the smallest observed error of the current population is indicated for both the 
indirect genetic algorithm approach and the direct genetic algorithm approach (data set A2). 
From both lines we can conclude that after starting with a random initialised population both 
methods converge to phylogenetic trees with rms values of approximately zero. The 
difference between both plots is that, as expected, the direct genetic algorithm in the
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beginning of the search has a rather high error when compared with the error of the indirect 
genetic algorithm method. Also the direct genetic algorithm takes more generations to find a 
phylogenetic tree with the same rms value as the tree found by the indirect genetic algorithm. 
It appears that the direct genetic algorithm starts searching more globally resulting in the 
rather high initial error and therefore it is more difficult to find the most optimal tree. Table
5.2 also supports this last statement, where the global genetic algorithm, in contrast to the 
local genetic algorithm, for data sets A2 and A3 does not always find the optimal topology. 
This is also expressed by the larger standard deviations of the global genetic algorithm.
Error plot GA 1 and GA 2
Figure 5.3: Error plot o f indirect (continuous line) and direct (discontinuous line) genetic 
algorithm approach (data set A2).
When we examine the number of evaluated tree topologies (in parentheses) the following 
conclusion can be made: FITCH examines many fewer tree topologies before reaching the 
end result as compared with both genetic algorithm approaches. This may be caused by the 
many parameters which have to be optimised by the genetic algorithm. Because a genetic 
algorithm is started by randomly initializing a set of solutions it may require significant effort 
before all parameters are fully optimised. Often, the more parameters that have to be 
optimised the more evaluations it takes before the genetic algorithm converges. Furthermore, 
to prevent the algorithm for being trapped in local optima we have to work with a rather large 
population. These two facts contribute to the big difference in examined trees.
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By examining the second column we may conclude that for this kind of data set applying the 
neighbor-joining method to obtain the topology of the tree and applying the Fitch & 
Margoliash method to obtain the branch lengths of the tree is sufficient to obtain the optimal 
tree. Therefore, the simpler method is more than adequate for this problem and global search 
methods should not be applied.
Table 5.3: rms values of the four phylogenetic clustering methods using simulated data sets B. In parentheses 
the number of examined trees is depicted. For the GA the mean, standard deviation, highest, and lowest rms 
value are given of 15 independent runs.




rms local GA rms global GA
mean sd high Low mean sd high low
B1 61.98 58.09 58.07 0.01 58.09 58.07 58.08 0.01 58.09 58.07
(1) (15753) (38400) (66200) (34600) (48800)
B2 69.90 61.66 61.67 0.01 61.70 61.66 61.67 0.02 61.71 61.66
(1) (8159) (82000) (44600) (94400) (78600)
B3 75.15 69.19 69.17 0.05 69.28 69.15 69.17 0.06 69.36 69.15
(1) (29519) (84600) (44700) (96800) (86000)
Table 5.3 provides the results of the second kind of simulated data. Except for the case where 
the neighbor-joining technique is followed by the Fitch & Margoliash method all 
phylogenetic clustering methods give approximately the same results. Simply applying a 
regular clustering method (second column) is not sufficient for this simulated data set. More 
powerful phylogenetic clustering methods have to be used. Both FITCH and the genetic 
algorithm coupled methods give, according to the rms values, better results. Moreover, in the 
case of data sets B1 and B3, the genetic algorithms return phylogenetic trees with the smallest 
rms values. When the corresponding tree topologies are examined (Figure 5.4) it becomes 
clear that the genetic algorithm tree topologies differ from the FITCH tree topology. It is not 
difficult to see that the tree topology after applying the neighbor-joining and the Fitch & 
Margoliash method (Figure 5.4-A) differs greatly from the FITCH (Figure 5.4-B) and the 
genetic algorithm (Figure 5.4-C) topologies. The differences between Figure 5.4-B and Figure 
5.4-C are much smaller which is also expressed by the rather small difference in rms value. 
The overall structures look very similar but significant differences exist. For example in the 
genetic algorithm topology first tips 17 and 20 are clustered before they are added to the 
subgroup consisting of tips 23, 7 and 24 in the FITCH topology this is not the case. On basis
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of this figure we may conclude that the rather small differences in rms values are caused by 
different tree topologies, and not by slightly different branch lengths.
Figure 5.4: Tree topologies o f simulated data set B3. Tree topology after applying the 
neighbor-joining method followed by the Fitch & Margoliash method (A), the FITCH method 
(B), and the genetic algorithm (C).
Another difference between FITCH and the genetic algorithm is that in addition to trees with 
a smaller rms value the genetic algorithm also produces other trees of similar quality. The 
FITCH program only produces one tree topology. Because there always is some uncertainty 
about the correctness of the distance matrix, which is used as the starting point of 
phylogenetic analysis, it is better to have a set of trees of the same quality as solution than one 
possible tree topology. Moreover, because of the quality criterion used, the rms value, does 
not necessarily have to return the optimal tree topology an ensemble of solutions could allow 












































































Figure 5.5: Phylogenetic tree topologies o f the real data set. Tree topology after applying the 
neighbor-joining method followed by the Fitch & Margoliash method (A), the FITCH method 
and the genetic algorithm coupled method (B).
77
It is clear from Table 5.4 that in case of the real data set again all methods give approximately 
the same results. FITCH and the genetic algorithms generate phylogenetic trees that are 
exactly the same. A comparison between the genetic algorithm with the neighbor-joining 
method followed by the Fitch and Margoliash method reveals that the genetic algorithm finds 
slightly better phylogenetic trees, according to the rms values.
Table 5.4: rms values of the four phylogenetic clustering methods using the real data set. In parentheses the
number of examined trees is depicted. For the GA the mean, standard deviation, highest, and lowest rms value
are given of 15 independent runs.
data set rms NJ + rms rms local GA rms global GA













Figure 5.5 shows the topologies of the phylogenetic trees. At first sight the depicted 
topologies look very similar. However there are some small differences. All sequences that 
are more or less correlated to one another, as suggested by their name, form subgroups. In 
both depicted topologies those subgroups are the same except that the location of the 5HT6 
object differs. In case of the NJ + F&M program tree, it is subgrouped with the 5HT2X group 
and in case of the other programs it is subgrouped with the A1X and BX group. Another 
difference is the mutual arrangement of the subgroups. However if we look at the 
phylogenetic tree as depicted in Figure 5.6 (a phylogenetic tree where also the branch lengths 
are reflected on the right scale) we see that the mutual connections of the subgroups are small 
so this does not result in large rms differences.
5.4. Conclusions
For the data sets investigated, the genetic algorithm-coupled program finds phylogenetic trees 
of the same quality as the FITCH program. In case of a data set where the objects are not well 
structured it is expected that the genetic algorithm will outperform the FITCH program. An 
advantage of the genetic algorithm is that during the search for the best tree topology, in 
addition to the best tree, trees of similar quality are also being generated. These could be 
useful if  an incomplete or uncertain data set is used to construct phylogenetic trees because in
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that case it is desirable to have multiple possible tree topologies. The FITCH program 
generates only one tree topology.
A disadvantage of the genetic algorithm program is the number of parameters that have to be 
optimised. In case of 25 objects, 300 parameters must be optimised. By changing the 
representation of a phylogenetic tree the number of parameters can be reduced. A decrease of 
the number of parameters will have an effect on the performance of the genetic algorithm 
because the dimensionality of the problem space is reduced. If fewer parameters have to be 
optimised we can use a smaller population size to allow the genetic algorithm to find the best 
topology. When a smaller population size is used fewer computations have to be performed so 
optimal phylogenetic trees can be obtained in less time. Further research on this subject is in 
course.
Figure 5.6: Phylogenetic tree o f the G-protein coupled receptors data set. In addition to the 




Comparison of different phylogenetic clustering 
techniques.
In this chapter the suitability of two different tree representations for the construction of 
phylogenetic trees with genetic algorithms is examined. On the one hand tree topologies are 
represented by means of a distance matrix while on the other hand the Prüfer number tree 
representation is used. To assess the adequacy of both approaches a set of recently proposed 
quality criteria is used. The quality criteria can be used to monitor genetic algorithm approaches 
differing in configuration/set up, fitness function or representation. Besides criteria for the 
repeatability of the optimization also criteria for the coverage of the search space are used. On 
the basis of the optimization results of simulated data, the quality criteria show, in contrast to the 
error plots, a clear difference in the efficiency of both representations. It is concluded that the 
Prüfer number representation, yields a diverse set of good quality topologies while the distance 
matrix representation mainly returns the optimal topology.
This chapter is a modified version of T.H. Reijmers, R. Wehrens and L.M.C. Buydens (1999) Quality criteria of 
genetic algorithms for the construction of phylogenetic trees. Journal of Computational Chemistry 20, 867-876.
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6.1. Introduction
For many functional proteins it is believed that they have descended from a common ancestor. In 
the course of time the ancestor mutated resulting in the proteins known today. The divergence 
over evolutionary history can be described with a tree-like structure termed a phylogeny 
(Swofford & Olsen, 1990). To construct phylogenetic trees similarity data can be used, obtained 
from pair-wise comparisons of the DNA or protein sequences. In phylogenetic analysis, a large 
amount of time is spent evaluating different tree topologies in an effort to find the tree that meets 
a criterion of optimality given the data. As the number of descendants increases, the number of 
possible tree topologies increases very quickly. The total number of possible topologies (#Top) of 
a bifurcating tree of x descendants is:
# Top  = n(i -  5) (1)
i=3
From a certain number of descendants of it becomes no longer feasible to perform an exhaustive 
search for the optimal topology. Therefore, a lot of phylogenetic methods use simple clustering 
algorithms to obtain a starting topology that will be further optimized by means of local 
optimization methods. However, the optimal tree topology will only be found if the starting 
topology supplied by the clustering algorithm is “good enough”. If this is not the case, the local 
rearrangements do not result in the desired topology. In order to find the optimal tree topology 
without testing each topology separately, global optimization techniques can be used.
Global optimization techniques have proven to be successful in many problems where out of 
many possible solutions the optimal solution has to be found, although there is no guarantee 
finding it. One of the more frequently used techniques is the genetic algorithm (Goldberg, 1989; 
Holland, 1992). The reason for genetic algorithms being so popular is their versatility. The large 
number of parameters makes the algorithm versatile so that it can be tailored to the requirements 
and characteristics of a specific application (Vandenginste, 1998). On the other hand, because 
there are so many parameters that can be altered often it takes more time to optimally/correctly 
configure the algorithm than to obtain the solution.
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An additional advantage of the usage of genetic algorithms is that they yield a set of good quality 
solutions. Especially for the construction of phylogenetic trees this is important. Because of the 
incompleteness and the errors in the obtained distance data it is better to have a set of good 
quality topologies to choose from than to have only one topology.
Usually, the performance of a certain genetic algorithm approach is determined solely on the 
basis of the quality of its best solution (the final fitness value). Recently, a set of quality criteria is 
proposed to evaluate the total performance of the algorithm (Wehrens et al., 1998). The criteria 
can be used to facilitate finding parameter values that result in an optimal performance of the 
algorithm. Because no direct use is made of fitness values, other factors that influence the 
performance of the algorithm, like the fitness function or representation (de Weijer et al., 1994; 
Dane et al., 1999), can also be monitored using those criteria. This chapter illustrates how the 
influence of two different representations on the performance of the genetic algorithm for the 
construction of phylogenetic trees can be visualized.
In the next section, the different tree representations and the quality criteria will be explained 
thoroughly.
6.2. Methods
6.2.1. Genetic Algorithm Approach
The construction of phylogenetic trees with genetic algorithms has been previously described 
(Matsuda, 1995; Lewis, 1998; Chapter 5). The main difference between the approaches is the 
usage of the recombination operator in the algorithm. Both Matsuda and Lewis use 
recombination operators that are specially designed for the construction of phylogenetic trees 
while in Chapter 5 standard recombination operators are used. To still be able to optimize tree 
topologies, in Chapter 5 a tree representation is used that does not result in forbidden trees after 
applying standard crossover.
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6.2.2. Topology Representation I: Distance matrix
For a given distance matrix, the topology of the tree is fixed after applying a clustering method. 
By changing the distance matrix and applying the same clustering method, the topology of the 
tree can be changed. Accordingly, one way to optimize different tree topologies is to let the 
genetic algorithm adapt the distance matrix that after application of a clustering algorithm results 
in different tree topologies (see Figure 6.1). Disadvantage of this tree topology representation is 
its redundancy. Many different distance matrices exist resulting in the same topology. Another 
disadvantage of the topology representation by means of a distance matrix is the large number of 
parameters (matrix elements) that have to be optimized. In case of 25 objects, 300 parameters 
have to be optimized.
0.0 20.0 30.0 40.0 40.0
20.0 0.0 30.0 40.0 40.0
30.0 30.0 0.0 30.0 30.0
40.0 40.0 30.0 0.0 20.0
40.0 40.0 30.0 20.0 0.0
Distance matrix
0.0 40.0 40.0 20.0 30.0
40.0 0.0 20.0 40.0 30.0
40.0 20.0 0.0 40.0 30.0
20.0 40.0 40.0 0.0 30.0
30.0 30.0 30.0 30.0 0.0
Distance matrix
16 6 7 8 8 7 1 
Prüfer number
6 8 8 6 7 7
Prüfer number
Figure 6.1: Two different representations used to optimize tree topologies. On the left the 
distance matrix and on the right the Prüfer number representation are depicted. After alteration 
of the distance matrix/ Prüfer number the tree topology is changed.






By using the Prüfer number representation of a tree (Moon, 1967) the number of parameters put 
on a genetic algorithm string is greatly reduced. The Prüfer number is a 2(n-2) digit number 
where the digits are numbers defined by the following algorithm (n is the number of leaves):
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1. Label all leaves and nodes.
2. Let i be the lowest numbered leaf and j  the node that is connected to i, then j  is the right-most 
digit of the Prüfer number.
3. Remove leaf i from the tree and, if needed, update the leaves.
4. If two leaves remain, the Prüfer number is complete; else return to step 2.
An algorithm describing this routine the other way round, from Prüfer number to topology, is also 
available. Figure 6.1 shows two bifurcating trees with their corresponding Prüfer numbers. Two 
important remarks concerning Prüfer numbers have to be made. First, the assigned digit values of 
the Prüfer number, the content of the Prüfer number, remain the same. Each node-label appears 
two times in the Prüfer number. Second, the topology of the tree is defined by the sequence of the 
digits in the Prüfer number. A genetic algorithm can be used to optimize the tree topology by 
optimizing the sequence of the digits in the Prüfer number. To solve this sequential problem, 
instead of a numerical genetic algorithm a sequential genetic algorithm should be applied using 
special sequential recombination and mutation operators (Lucasius & Kateman, 1994a,b).
6.2.4. Quality Criteria
In Wehrens et al. (1998) four quality criteria are described that can be used to obtain additional 
information concerning the performance of numerical genetic algorithm optimizations. Here, the 
quality criteria are applied so that the distance matrix representation, a numerical approach, can 
be compared with the Prüfer number representation, a sequential genetic algorithm approach.
The four quality criteria can be summarized as follows:
- Coverage o f the relevant search space. Many optimization problems exist where apart from 
the global optimum, as many as possible near-optimal solutions should be found. This is also 
the case for phylogenetic clustering problems where it is preferable to have a set of high- 
quality topologies because the data used are incomplete or may contain errors. By checking 
the coverage of the relevant search space, insight is gained in how many important optima are 
found.
- Reproducibility o f the coverage o f the relevant search space. When other starting populations 
are used, all above-mentioned optima should be found repeatedly.
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- Coverage o f the total search space. If more different solutions are evaluated, the chance of 
not finding important optima decreases. By monitoring the variety of observed solutions a 
measure for the coverage of the total search space is obtained. In large solution spaces this 
criterion will be very small, and its importance will decrease somewhat.
- Reproducibility o f the coverage o f the total search space. By repeating the optimization 
starting from other points in the search space, the same variety of solutions should be 
explored. In this way the robustness of the coverage of the total search space is tested.




In order to apply the quality criteria they have to be adapted such that they can be used both in 
the numerical and sequential genetic algorithm approach. To obtain the first and second criteria, 
coverage of the relevant search space and reproducibility of this coverage, a greedy clustering 
method as described in Wehrens et al. (1998) is applied to all solutions from the last population. 
This method starts with clustering the strings within a certain distance from the string with the 
lowest error. This is repeated for the remaining strings until all strings are clustered. The distance 
measure used to cluster the strings is not based on the parameters put on the strings but on 
another distance measure independent of the representation used. By counting the number of 
nodes between the n tips of a topology, a vector consisting of (n(n-1))/2 scalars is obtained. The 
distance between two topologies is obtained by subtracting the two accompanying vectors. It is 
important to stress that clustering is performed not on basis of the error values but using the 
topologies of the trees. After some initial experiments a threshold distance value of 5 appeared to 
be suitable because larger threshold values lead to clusters that contain topologies that differ a lot 
from each other. The first quality criterion is obtained by counting the number of clusters. To 
improve the reproducibility, in Wehrens et al. (1998) a cluster is defined as containing at least 
three elements. Because the second quality criterion deals with the reproducibility of the first
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criterion here all clusters are counted irrespective of the number of elements they consist of. The 
number of clusters containing strings of different runs forms the second quality criterion. A 
measure for the coverage o f the whole search space is acquired by counting the total number of 
different tree topologies examined during the whole optimization process. Finally, to gain insight 
in the reproducibility o f the coverage o f the whole search space, principal component analysis 
(Jackson, 1991) is applied on the vector notation of the tree topologies (the number of nodes 
between the tips) as used during the calculation of distances between tree topologies. With this 
vector notation the topologies derived from a tree with 10 tips can be plotted in a 45-dimensional 
space. By applying PCA the number of dimensions can be reduced without losing essential 
information. PCA constructs new latent parameters also called principal components (PC’s), from 
linear combinations of the old parameters. The first latent parameter is chosen in such a way that 
it explains as much variance of the original data as possible. Each next component is orthogonal 
to all previous PC’s and maximizes the remaining variance. Normally, the first couple of PC’s are 
used to reflect the relevant part of the data. The residuals describe the part of the data that is not 
explained by the PC’s and can be used as a measure of how well the PC’s describe the data. On 
each distance data set 5 genetic algorithm runs are performed using different starting populations. 
To get insight into the robustness of the coverage of the whole search space on each run PCA is 
applied and the intrarun-residuals are calculated. After projection of the topologies of the other 
runs in the same PCA space, the ratio of the mean interrun-residuals versus the mean intrarun- 
residuals is a measure for the robustness of the optimization. If this ratio approximates 1 all runs 
examine the same part of the search space during the optimization.
6.3.2. Data
Two sets of simulated data are used to examine both genetic algorithm representations. The 
simulated distance data are calculated using the two topologically extreme model trees depicted 
in Figure 6.2 (Tateno et al., 1982). After an ancestor consisting of 300 nucleotides is generated 
randomly, its descendants are produced by getting the number of mutations from a Poisson 
distribution with the mean set equal to the theoretical branch length. In this way, for each model 




Figure 6.2: Two model trees used to create simulated distance data. Besides that both trees are 
topologically extreme, they have a different number o f tips. Model tree A has 10 tips and model 
tree B has 12 tips.
6.3.3. Settings & Programs
For both genetic algorithm approaches the settings displayed in Table 6.1 are used (see Lucasius 
& Kateman (1994a,b) for further explanation). The only settings that are different for both 
approaches are the crossover and mutation operators used. Furthermore, the manner in which an
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initial population is created differs. Each optimization is repeated 5 times using another initial 
population.
The clustering algorithm used in the distance matrix representation is the Neighbor-Joining 
algorithm (Saitou & Nei, 1987). For a certain tree topology the node-to-node lengths are 
determined according to an algorithm developed by Fitch and Margoliash (Fitch & Margoliash, 
1967). Once the topology and the branch lengths of the tree are fixed, a new distance matrix can 
be deduced. By comparing this distance matrix with the original distance matrix, a quality 
measure can be assigned to the tree. As a criterion for the quality of the reconstruction of the 
phylogenetic tree the root mean squared relative deviation (rms) between the reconstructed (Dr) 
and original (D) distances is used:
1
2
(2)rms = 100 n(n - 1)
/  \  2 rD: -  a1
2
The summation extends over all n(n-1)/2 distances between the n leaves. 
Table 6.1
General settings of the genetic algorithm
Population size = 30 
Maximum number of generations = 100 
Crossover probability = 0.85 
Mutation probability = 0.1 
Selection type = Rank threshold
Settings numerical GA Settings sequential GA
Crossover type = Uniform crossover Crossover type = Partially matched crossover
Mutation type = Range mutation Mutation type = Reorder mutation
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All the algorithms used to calculate the rms value of a tree topology and the genetic algorithm 
software package, PGAPACK, are written in ANSI C. PGAPACK can be obtained by 
anonymous ftp from ftp://ftp.mcs.ano.gov/pub/pgapack/. The quality criteria are calculated using 
Matlab for Unix Workstations, version 4.2c, by MathWorks, Inc. Both genetic algorithm and 
Matlab calculations are performed on a Sparc workstation (SUN). One run of the genetic 
algorithm requires ~ 2 minutes.
6.4. Results & Discussion
In Figure 6.3, two error plots typically observed during the optimization of model tree B are 
depicted. These kinds of plots are often used to assess the quality of an optimization.
Distance matrix representation
Prufer number representation
Figure 6.3: Two error plots typically found during the phylogenetic tree optimization o f a data set 
o f model tree B. The top part shows the decrease o f the best error during the optimization o f the 5
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independent runs for the distance matrix representation. The bottom part shows the same 
information for the Prüfer number representation.
In the upper part of the figure the best error of 5 replicate runs of the distance matrix 
representation is monitored. Eventually all runs result in the optimal topology. The Prüfer number 
representation (lower part of the figure) seems to perform slightly worse; one run converges 
prematurely and results in a less optimal topology. For the first model tree both representations 
give similar results. In all runs the topology resulting in the lowest error is found, so those error 
plots are not shown here.
Palmer and Kershenbaum concluded that the Prüfer number representation would be less 
effective because of missing locality, i.e. small changes in the representation do not result in 
small changes in the topology (Palmer & Kershenbaum, 1994). These results confirm the 
outcome of the experiments performed by Palmer and Kershenbaum so a preference for the 
distance matrix representation seems justified. All error plots of both representations show 
behavior typically found during optimization with genetic algorithms.
In Figure 6.4 for model tree A, the topologies of the trees with the lowest error are shown. None 
of the found lowest error trees has the same topology as the used model tree. This illustrates the 
importance of obtaining a set of good quality solutions. In case of the second model tree all found 
topologies equal the model tree topology so these results are not shown here.
As already mentioned in the Experimental section of this article, the first and second quality 
criteria, the coverage and the reproducibility of the coverage of the relevant search space, are 
obtained after applying a greedy clustering technique on the last population of the different runs. 
Figure 6.5 gives the results of this clustering for one data set of model tree A for both the 
numerical and the sequential genetic algorithm approach. On the x-axis of the figure the cluster 
centers are depicted in such ways that the first cluster center has the lowest error and the last 
cluster center has the highest error. If a cluster center is absent for a certain representation, the 
genetic algorithm does not evaluate topologies with corresponding errors. The y-axis returns the 
number of objects situated in the corresponding cluster. Only the first twenty centers are 
represented because we are mainly interested in topologies with low errors. It is striking to see 
that in case of the distance matrix representation the first cluster dominates the whole plot. For
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the Prüfer number representation this is not the case, it also samples tree topologies with errors 





Figure 6.4: Five topologies o f the trees with the lowest error found by the genetic algorithm. On 
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Figure 6.5: Results after clustering a data set containing all topologies evaluated by the 5 
independent runs during the last generation. On the x-axis o f the figure the cluster centers (the 
near optimal topologies) are depicted. The first cluster has the lowest error value while the last 
cluster has the highest error value. The y-axis returns the number o f objects situated in the 
corresponding cluster. On top the results o f the distance matrix representation are given. The 
bottom part shows the results for the Prüfer number representation.
In Figure 6.6 the error values of the cluster centers are plotted for both model trees. For model 
tree A, the error values of the nearly optimal trees differ not much from the optimal tree. In case 
of model tree B the error differences between the different tree topologies are much larger. This 
is also the reason why the found optimal tree topologies for model tree A do not match the model 
topology.
Figure 6.5 and the clustering plots of the other simulated data sets clearly demonstrate that the 
distance representation examines far less nearly optimal tree topologies while also finding the 
optimal topology than the Prüfer number representation does. This can also be concluded after 
the coverage of the relevant search space is obtained by counting the number of clusters (the 
number of "good" solutions). For the given plots this results for model tree A in 12 and 19 
clusters for the distance and Prüfer representation respectively. In Table 6.2 the results for all 
simulated data sets are summarized. For all sets of data the Prüfer representation finds more
Distance matrix representation
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clusters and accordingly finds more nearly optimal tree topologies than the distance matrix 
representation.
Figure 6.6: Error values o f the cluster centers for model tree A (O) and B (x).
Table 6.2: First quality criterion: The coverage o f the relevant search space. Number o f clusters 
(nearly good solutions) found after applying Greedy clustering. (A minimal cluster size o f 1 is 
used.)
Data set
Model tree A Model tree B
Representation 1 2 3 4 5 1 2 3 4 5
Distance 12 14 16 11 13 8 9 11 13 10
Prüfer 19 18 17 17 18 17 18 17 15 19
The robustness of the coverage of the relevant search space is obtained by counting the number 
of mixed clusters (clusters containing objects of different runs). The results are shown in Table 
6.3. Again, in general the Prüfer number representation performs better.
Besides the coverage of the relevant search space the coverage of the whole search space is 
considered. According equation 1, the total number of different tree topologies is approximately 2 
million and 646 million for bifurcating trees with 10 (model tree A) and 12 (model tree B) tips, 
respectively.
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Table 6.3: Second quality criterion: The reproducibility o f the coverage o f the relevant search
space. Number o f mixed clusters found after applying greedy clustering.
Data set
Model tree A Model tree B
Representation 1 2 3 4 5 1 2 3 4 5
Distance 4 5 7 7 7 5 2 5 3 2
Prüfer 8 9 7 10 7 9 4 5 5 4
The more topologies are examined during the optimization, the larger the probability that the 
optimal tree will be found. The coverage of the whole search space is expressed by counting the 
number of different topologies encountered during the whole optimization. In Table 6.4 the 
number of different tree topologies is given averaged over the five replicate runs. The maximum 
number of different tree topologies that can be tested during each genetic algorithm optimization 
with a population size of 30 and a maximum number of generations of 100 (see Table 6.1) equals 
3000. Both representations evaluate considerably less different tree topologies before reaching 
the optimal tree. In spite of its redundant character the distance matrix representation examines 
more different topologies than the Prüfer number representation. An explanation for this 
observation can not be given.
Table 6.4: Third quality criterion: The coverage o f the total search space. Number o f different 
topologies examined during the whole optimization.
Data set
Model tree A Model tree B
Representation 1 2 3 4 5 1 2 3 4 5
Distance 1321 1378 1356 1390 1233 1811 1800 1806 1711 1906
Prüfer 1111 1120 1055 1118 1107 1467 1473 1410 1393 1453
In order to get a measure for the robustness of the coverage of the whole search space principal 
component analysis (PCA) is applied on all strings evaluated during the optimization. The ratio 
of the mean of the interrun-residuals and the intrarun-residuals is given in Table 6.5.
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Table 6.5: Fourth quality criterion: The reproducibility o f the coverage o f the total search space.
Ratio o f between-run and within-run residuals. (Six principal components are used.)
Data set
Model tree A Model tree B
Representation 1 2 3 4 5 1 2 3 4 5
Distance 1.2153 1.2779 1.1989 1.2985 1.1935 1.2329 1.1833 1.1716 1.1157 1.2680
Prüfer 1.1167 1.1719 1.1510 1.1603 1.0972 1.2748 1.2530 1.2577 1.2349 1.2753
On basis of these findings no clear preference for one of the representations can be given. In case 
of model tree A the Prüfer number representation performs better while for model tree B the 
distance matrix representation gives better results. The differences are small for both cases. 
However, if the score plots are considered both representations behave dissimilar. In Figure 6.7 
for data set 1 of model tree A the best (circles) and worst (crosses) topologies are depicted using 
the defined PC1 and PC2 axes. Figure 6.7A visualizes the topologies of the distance matrix 
representation while Figure 6.7B shows the topologies of the Prüfer number representation. 
While in Figure 6.7A no clear difference between the good and bad topologies can be detected, in 
Figure 6.7B the good and bad topologies are more or less clustered/separated. For model tree B, 
the opposite occurs (results not shown); in the PCA space constructed with topologies of the 
distance matrix representation good and bad solutions are ordered, while in the PCA space 
constructed with topologies of the Prüfer number representation this is not the case. The 
differences between the ratio values in Table 6.5 may be small but if the corresponding score 
plots are considered it can be concluded that these differences still result in completely different 
PCA results. Nevertheless, on basis of the last quality criterion no clear preference for one of the 
representations can be given. Further research concerning these results is in course.
6.5. Conclusion
Experiments have been performed to obtain a measure of performance for the two different tree 
topology representations. Besides monitoring the fitness of the best string of each population,
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several other quality criteria are applied. The experiments show that on the basis of these criteria 
the suitability of the used representations can be estimated.
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Figure 6.7: ¿'core plots for both the distance matrix representation (7A) and the Prüfer number 
representation (7B). The best topologies are visualized using circles (o) and the worst topologies 
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On the basis of the error plots a preference for the distance matrix representation is justified. 
However, the first and second criteria clearly emphasize that the Prüfer number representation 
samples far more near-optimal topologies while also finding the global-optimal topology. So if 
one is interested in obtaining a set of good quality trees it is advised to use the Prüfer number 
representation. If only the optimal tree topology is wanted, the third quality criterion suggests 
using the distance matrix representation. Further research is in course where on basis of 
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Samenvatting
Omdat de biologische activiteit van biomacromoleculen, zoals eiwitten, nucleïnezuren en 
polysachariden, sterk afhangt van de drie-dimensionale conformatie van het molecuul wordt 
er veel moeite gedaan om de ruimtelijke structuur van biomacromoleculen op te helderen. 
Gedurende de laatste tientallen jaren zijn vele van die opgehelderde conformaties verzameld 
in databanken. In het begin werden die databanken alleen gebruikt om de data te archiveren. 
Tegenwoordig wordt onderkend dat uit de databanken naast deze directe informatie tevens 
indirecte informatie (nieuwe wetenschappelijke inzichten) kan worden gehaald. Omdat het 
hoofddoel van chemometrie omschreven kan worden als het maximaal vergaren van 
chemische informatie en kennis uit analytisch chemische data, wordt verondersteld dat 
chemometrische methoden binnen dit veld een belangrijke rol kunnen gaan spelen.
Hoofdstuk 2 beschrijft hoe chemometrische technieken kunnen worden gebruikt om uit deze 
databanken nieuwe chemische kennis te ontrekken op zowel het vlak van moleculaire 
conformaties als moleculair gedrag. Omdat de data in moleculaire structuur databanken 
afwijken van data waar de chemometrie normaliter mee in aanraking komt, moet er veel zorg 
worden besteed aan de chemometrische technieken die worden gebruikt om biomoleculaire 
structuur databanken te onderzoeken. Naast dat de omvang van moleculaire data veel groter is 
dan analytisch chemische data (zowel het aantal objecten als het aantal variabelen), zijn 
moleculaire databanken veel meer vervuild. Ook de manier hoe de data wordt gerepresenteerd 
in de databank kan problemen veroorzaken tijdens de daaropvolgende analyse m.b.v. 
chemometrische technieken. Het voorbeeld van een PCA op een data set bestaande uit DNA 
nucleotieden laat zien dat een robuuste versie van PCA, die niet gevoelig is voor uitbijters, 
gebruikt dient te worden. Het effect van de verschillende representaties van de chemische data 
op de uitkomst van de PCA experimenten verduidelijkt dat een grondige begrip van de 
samenhang tussen representatie en de werking van PCA nodig is om te beslissen welke 
representatie moet worden gebruikt.
In hoofdstuk 3 wordt meer nadruk gelegd op de verschillende manieren waarop structuur 
informatie van moleculaire conformaties kunnen worden gerepresenteerd. Specifiek de 
representatie d.m.v. torsie hoeken en het bijkomende effect op de uitkomst van PCA 
experimenten wordt onderzocht. Omdat torsie hoeken data circulair is en PCA circulaire data 
niet op de juiste manier kan verwerken, kan PCA misleidende resultaten opleveren. Daarom
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wordt er een representatie voor circulaire data voorgesteld dat geen negatieve invloed heeft op 
PCA. Het is gebaseerd op een variantie matrix die rekening houdt met het circulaire karakter 
van de moleculaire structuur variabelen. Samen met deze geschikte representatie worden 
enkele technieken voorgesteld om de invloed van elke representatie te onderzoeken op de 
uitkomst van de PCA experimenten.
Het gebruik van verschillende structuur representaties heeft niet alleen invloed op de uitkomst 
van PCA experimenten. Hoofdstuk 4 laat zien wat de invloed van verschillende representaties 
is op clustering experimenten. Naast de torsie hoeken representatie worden ook de 
Cartesische coordinaten, de pseudo torsie hoeken en de op afstanden gebaseerde 
representaties beschouwd. Voor elke representatie wordt het effect op de uitkomst van het 
clustering experiment geanalyseerd m.b.v. een dendrogram vergelijkingsmethode. De pseudo 
torsie hoeken en de op afstanden gebaseerde representaties leveren groeperingen van 
structuren op die het meest lijken op de groeperingen t.g.v. de Cartesische coordinaten 
representatie. Als de studie objecten bestaan uit langwerpige structuren benaderd de op 
afstanden gebaseerde representatie de clustering van de Cartesische coordinaten representatie 
het meest.
In hoofdstuk 5 en 6 wordt een speciale clustering techniek beschreven die uitgaat van het 
bestaan van voorouderlijke relaties tussen de objecten. Van vele functionele eiwitten wordt 
verondersteld dat ze zijn afgestamd van dezelfde voorouder. Gedurende de tijd muteerde de 
voorouder wat vervolgens leidde tot de eiwitten die we hedendaags kennen. De dendrogram 
die dit vastlegt wordt ook wel een fylogenetische boom genoemd. Eiwitten die voorouderlijk 
verwant zijn hebben vaak op elkaar lijkende eigenschappen. Naast de topologie van de boom 
die de onderlinge samenhang beschrijft van de eiwitten, geven de lengte van de takken in de 
boom een indicatie voor het aantal mutaties dat heeft plaatsgevonden. De gewoonlijke aanpak 
voor het genereren van een fylogenetische boom is om eerst de topologie vast te leggen d.m.v. 
het toepassen van een normale clustering techniek en vervolgens de lengte van de takken te 
berekenen. Als de zo verkregen boom niet optimaal is worden lokale veranderingen gemaakt 
in de initiële boom topologie door takken van de boom uit te wisselen. Nadeel van deze 
aanpak is dat er geen garantie is dat de optimale boom wordt gevonden tenzij alle mogelijke 
boom topologiën onderzocht worden. Echter omdat het aantal mogelijke boom topologiën 
exponentieel toeneemt bij toename van het aantal eiwitten, is een volledige uitputtende 
zoektocht naar de beste topologie niet mogelijk i.v.m. de computertijd die dit zou vergen. 
Hoofdstuk 5 laat zien hoe de topologie van een fylogenetische boom kan worden 
geoptimaliseerd m.b.v. een globale optimalisatie algoritme, het zogenaamde genetisch
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algoritme. Deze globale optimalisatie methode levert naast de optimale boom topologie 
tevens een set van bomen van hoge kwaliteit. Nadeel van deze methode is de wijze waarop 
boom topologiën gerepresenteerd zijn. In hoofdstuk 6 wordt een alternatieve representatie van 
een boom topologie gepresenteerd. Een set van kwaliteits criteria wordt toegepast om de 
geschiktheid van beide representaties vast te leggen. Op basis van de optimalisatie resultaten 
laten de kwaliteits criteria zien dat, in tegenstelling tot de uiteindelijke verkregen topologiën, 
de efficiency van beide representaties duidelijk verschillen.
Toekomst Plannen
De hoofdstukken in dit proefschrift tonen aan dat er vele mogelijkheden bestaan waarop 
chemometrie kan bijdragen aan de verkrijging van kennis uit moleculaire structuur 
databanken. Ondanks dat dit proefschrift zich heeft beperkt tot chemometrische methoden 
(PCA en clustering technieken) die de onderliggende structuur afzoeken naar relaties tussen 
objecten en variabelen in biomacromoleculaire data, wordt verondersteld dat chemometrie 
ook op andere vlakken een belangrijke rol kan gaan spelen. Bijvoorbeeld, chemometrische 
technieken die de gevonden relaties modelleren (zoals PLS en neurale netwerken). Echter alle 
technieken moeten alleen gebruikt worden rekening houdende dat de technieken origineel 
ontwikkeld zijn met data die sterk afwijkt van moleculaire data.
Alle in dit proefschrift beschreven moleculaire data is verkregen uit biomacromoleculaire 
databanken. Een groot voordeel van deze data is dat, omdat biomacromoleculen bestaan uit 
zichzelf herhalende monomeren met een vaste grootte, lokale descriptoren (zoals atoom 
coordinaten of torsie hoeken) gebruikt kunnen worden om structuur informatie weer te geven. 
Als andere moleculaire data wordt aangesproken, bijv. een databank met moleculen van 
verschillende grootte, is het gebruik van zulke descriptoren minder voor de hand liggend en 
worden daarom, minder ideale, globale descriptoren gebruikt. Wederom zou chemometrie 




Because the biological activity of biomacromolecules, like proteins, nucleic acids and 
polysaccharides, largely depends on the 3D conformation of the molecule, much effort is put 
in the elucidation of the spatial structures of such biomacromolecules. During the past few 
decades many elucidated conformations have been collected in databases. Initially these 
databases were only used to archive the data. Nowadays, it is realized that besides this direct 
information, indirect information (new scientific theories) can be extracted from these 
databases. Since the main goal of chemometrics can be described as maximizing the yield of 
chemical information and knowledge from analytical chemical data, it is believed that 
chemometrical methods can play an important role in this field.
Chapter 2 describes how chemometrical techniques can be used to discover new chemical 
knowledge in these databases, addressing both the molecular conformations as well as their 
behavior. Because data in molecular structure databases differ from data sets usually 
encountered in chemometrics, extra care has to be taken while using chemometrical 
techniques to explore biomolecular structure databases. Besides that the size of the molecular 
data is much larger than analytical chemical data (both the number of objects as the number of 
variables), molecular databases are much more contaminated. Also the way how the 
conformational data is represented in the database can cause problems for subsequent analysis 
by means of chemometrical techniques. The example of PCA on a data set consisting of DNA 
nucleotides shows that a robust version of PCA, that is not sensitive to outlying objects, 
should be used. The effect of different representations of the chemical data on the outcome of 
the PCA experiments clarify that a thorough understanding of the interplay between the 
representation and the working of PCA is required to decide which representation should be 
used.
In chapter 3 more emphasis is put on the different ways to represent structure information of 
the molecular conformations. Specifically the representation by means of torsion angles and 
the consequent effect on the outcome of PCA experiments is examined. Because torsion angle 
data is circular, and PCA can not handle circular data in a proper way, PCA can give 
misleading results. Therefore, a representation for circular data that does not affect PCA 
negatively is suggested. It is based on a variance matrix that takes into account the circular 
character of the molecular structure variables. Together with this appropriate representation,
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some techniques are presented to examine the influence of each representation on the outcome 
of PCA experiments.
The usage of different structure representations does not only influence the outcome of PCA 
experiments. Chapter 4 shows what the influence of the different representations is on 
clustering experiments. Besides the torsion angles representation, also the Cartesian 
coordinates, the pseudo-torsion angles and a distance-based representation are considered. For 
each representation the effect on the outcome of the clustering experiment is analyzed by 
means of a dendrogram comparison method. The results in the article show that all 
representations have a different effect on the resulting dendrograms. The pseudo torsion and 
distance-based representations give groupings of structures that come closest to the groupings 
of the Cartesian coordinates representation. When the objects under investigation contain 
elongated structures, the distance-based representation appears to approach the Cartesian 
coordinates clustering the best.
A special clustering technique assuming the existence of ancestral relationships between the 
objects is described in chapter 5 and 6. Many functional proteins are believed to have 
descended from a common ancestor. In the course of time the ancestor mutated resulting in 
the proteins known today. The dendrogram that fixes the divergence over evolutionary history 
is called a phylogenetic tree. Proteins which are ancestrally related often have similar 
properties. Besides the topology of the tree which describes the mutual coherence of the 
proteins, the branch lengths of the tree give an indication of how many mutations have taken 
place. The usual approach towards obtaining a phylogenetic tree is to fix the topology of the 
tree by applying a regular clustering technique and then calculate the branch lengths. If the 
resulting tree is not optimal, local changes can be made in the initial tree topology by 
exchanging tree branches. Disadvantage of this approach is that there is no guarantee that the 
optimal phylogenetic tree will be found unless all possible tree topologies will be tested. 
However, as the number of proteins increases, the number of possible tree topologies 
increases exponentially and a exhaustive search for the best topology is prohibitive in terms of 
computer time. Chapter 5 shows how the topology of phylogenetic trees can be optimized 
with the help of a global optimization algorithm, the so-called genetic algorithm. This global 
optimization method not only gives the optimal tree topology but a set of high quality trees as 
well. Disadvantage of this method is the way the tree topologies are represented. In chapter 6 
an alternative representation for a tree topology is presented. To assess the adequacy of both 
approaches a set of quality criteria is applied. On the basis of the optimization results, the
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quality criteria show, in contrast to the final tree topologies, a clear difference in the 
efficiency of both representations.
Future Research
Overall, the chapters in this thesis show that there exist many possibilities in which 
chemometrics can contribute to the extraction of knowledge from molecular structure 
databases. Although the area covered in this thesis restricts itself to chemometrical methods 
(PCA and clustering techniques) that explore the underlying structure in the relations between 
the observations and the variables in biomacromolecular data, it is expected that also in other 
areas chemometrics can play an important role, for example, chemometrical techniques that 
model the relations found in the data (e.g. PLS and neural networks). However, all techniques 
should only be used while keeping in mind that originally these techniques were developed 
with data that differ much from molecular data.
All the molecular data described in this thesis are extracted from biomacromolecule 
databases. A big advantage of this data is that because biomacromolecules consist of 
repeating monomers of a fixed size, local descriptors (like atom coordinates or torsion angles) 
can be used to represent structure information. When other molecular data are used, e.g. a 
database containing molecules of differing size, the usage of such descriptors is less 
straightforward and often, less ideal, global descriptors (describing structure information of 
the whole structure) are used. Again chemometrics can be helpful in finding ways to 
circumvent this and use descriptors that describe only relevant parts of the molecule.
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