Abstract. We revisit Brunella's proof of the fact that Kato surfaces admit locally conformally Kähler metrics, and we show that it holds for a large class of higher dimensional complex manifolds containing a global spherical shell. On the other hand, we construct manifolds containing a global spherical shell which admit no locally conformally Kähler metric. We consider a specific class of these manifolds, which can be seen as a higher dimensional analogue of Inoue-Hirzebruch surfaces, and study several of their analytical properties. In particular, we give new examples, in any complex dimension n ≥ 3, of compact non-exact locally conformally Kähler manifolds with algebraic dimension n − 2, algebraic reduction bimeromorphic to CP n−2 and admitting non-trivial holomorhic vector fields.
Introduction
In [Ka77] Masahide Kato introduced a class of compact complex manifolds of non-Kähler type, which can be described as containing a global spherical shell. They are often referred to in the literature as GSS manifolds or Kato manifolds, especially in the intensively studied case of complex dimension 2. We shall follow the exposition in [Ka77] to introduce them.
A spherical shell (SS) in an n-dimensional complex manifold is an open subset biholomorphic to a neighbourhood of the sphere S 2n−1 in C n . A global spherical shell (GSS) is a spherical shell such that its complement is connected. The simplest examples of manifolds containing a GSS are the primary Hopf manifolds and their blow-ups. More generally, Kato showed in [Ka77] that any compact complex manifold containing a GSS arises in the following way. Let π :B → B be a modification of the unit ball in C n at finitely many points and let σ : B →B be a holomorphic embedding. Then glue the two boundary components ofB − σ(B) via the real analytic CRdiffeomorphism σ • π. The manifold M such obtained is a smooth n-dimensional compact complex manifold with π 1 (M ) ∼ = Z and contains a GSS given by a neighbourhood of ∂B. The couple (π, σ) is called a Kato data for the manifold M .
Since Kato manifolds have first Betti number equal to 1, they cannot have a Kähler metric. Little is known in general about the Hermitian geometry of complex non-Kähler manifolds. The special Hermitian non-Kähler metrics studied so far usually arise by imposing specific cohomological conditions on the fundamental (1, 1)-form of the metric. One such class is given by the locally conformally Kähler (lcK) metrics (see Section 2), which are of particular interest on compact nonKähler manifods. Indeed, this is due to a theorem of Vaisman [Va80] , stating that on a compact Kählerian manifold, any lcK metric is automatically globally conformal to a Kähler metric.
In complex dimension 2, lcK metrics were first constructed on some particular classes of Kato surfaces. LeBrun [LeB91] gave a construction for certain parabolic Inoue surfaces and FujikiPontecorvo [FP10] , on all Inoue-Hirzebruch surfaces, using a twistor construction. Shortly after, Brunella in [Bru10] and in [Bru11] showed that all Kato surfaces admit lcK metrics. In the present paper, we extend Brunella's second construction of lcK metrics to a rather large class of Kato manifolds in any complex dimension. In particular, they give new examples of lcK manifolds which do not admit lcK metrics with potential. So far, the only other known such examples in Theorem. Let M A be n-dimensional of rank r. Then the compact torus T n−r acts effectively by biholomorphisms on M A . Moreover, if r = 2, then dim H 0 (M A , T M A ) = (n − 1)(n − 2).
The paper is organized as follows. In Section 1 we recall the construction of a general Kato manifold and discuss some of its features. In Section 2, after some preliminaries on locally conformally Kähler geometry, we present Brunella's proof in any complex dimension, as well as an example of a Kato manifold without lcK metric. We briefly describe in Section 3 the computations for the Betti numbers and the twisted Betti numbers of some Kato manifolds. In Section 4, we define a specific class of matrices in GL(n, Z), the Kato matrices. We study some of their algebraic properties which we need later. Then, we describe the construction through which we uniquely associate to any Kato matrix A a Kato manifold M A . In Section 5 we prove a compactification result for these manifolds. The next two sections are dedicated to understanding the analytical properties of the manifolds M A , such as the Kodaira dimension, the algebraic dimension and the space of holomorphic vector fields and one-forms. Finally, in Section 8 we focus on the class of rank 2 manifolds, for which we find the description of the algebraic reduction as well as the space of holomorphic vector fields.
Notation. Consider the following two norms on C n . For z = (z 1 , . . . , z n ) ∈ C n , we put ||z|| 2 := n j=1 |z j | 2 and ||z|| 2 1,2 := n−1 j=1 |z j | 2 + 2|z n | 2 . For c > 0, we denote by B c := {z ∈ C n , ||z|| < c} and by B 1,2,c := {z ∈ C n , ||z|| 1,2 < c} the ball of radius c for the first norm and the second one respectively. We will also write B := B 1 and B 1,2 := B 1,2,1 . Moreover, we denote by S c := {z ∈ C n , 1 − c < ||z|| < 1 + c}. For a subset S of a topological space, we denote byS its interior and by S its closure. For a map F : C n → C n and m > 0, we will denote by F m := F • . . . • F , where the composition is taken m times.
Kato manifolds
In this section, we recall the construction of a general Kato manifold in more detail, following [Ka77] and [Dl84] . Definition 1.1. A spherical shell in a compact complex manifold M of dimension n is an open subset V ⊂ M such that V is biholomorphic to S ǫ for some ǫ > 0. We say that V is a global spherical shell (GSS) if M \ V is connected. A manifold which contains a GSS is called a Kato manifold. Definition 1.2. Let M be a complex manifold and let p 1 , . . . , p m be points in M . A proper modification of M at p 1 , . . . , p m is a proper surjective holomorphic map π :M → M such that E := π −1 (p 1 ) ∪ . . . ∪ π −1 (p m ) ⊂M is a nowhere dense analytic subset and π is a biholomorphism precisely outside E. E is called the exceptional set of the modification.
As we have seen in the introduction, any Kato manifold is constructed starting from a modification π :B → B ⊂ C n at finitely many points and an embedding σ : B →B. We shall call (π, σ) a Kato data and F := π • σ : B → B the corresponding germ. Let: Clearly γ extends to a biholomorphism between small neighbourhoods of the two components of ∂W , and we obtain the Kato manifold:
M (π, σ) := W / ∼ where x ∼ y if x ∈ ∂ + W and y = γ(x) ∈ ∂ − W .
In order to describe the universal cover of M = M (π, σ), for each m ∈ Z, let W m be a copy of W . Then the universal cover can be seen as:
where ∼ is given by identifying x ∈ ∂ + W m with σ • π(x) ∈ ∂ − W m+1 . In particular, we have a natural isomorphism π 1 (M ) ∼ = Z with respect to which 1 acts onM by sending an element in W m to its copy in W m+1 , so that W ⊂M is a fundamental domain for this action. Denote by q :M → M the covering map.
Let (π, σ) be a Kato data, let P ⊂ B denote the finite set of points modified by π and let E ⊂B denote the exceptional set of π. If σ(P ) does not intersect E, then the Kato manifold M (π, σ) is a modification of a primary Hopf manifold [Ka77, Proposition 1]. Thus, in all that follows, we will always assume that σ(P ) ∩ E = ∅ for a Kato data.
A Kato data (π, σ) is called centered if π • σ(0) = 0. By the following result, whose proof is independent of the dimension, one can always suppose that a Kato data is centered:
We will call a Kato data (π, σ) simple if it is centered and π is a biholomorphism outside 0. The following result, due to Dloussky in the case of surfaces, readily adapts to higher dimension. It shows that it is not a big loss of generality to consider only simple Kato data. 
Remark 1.5. Let (π, σ) be a simple Kato data and let F : B → B be the corresponding germ, with F (0) = 0. Let D ⊂ B be a domain with smooth boundary which contains 0 and satisfies
Indeed, clearly the universal covers of the two manifolds coincide, and W D is nothing but another fundamental domain for the action of π 1 (M (π, σ)) = π 1 (M D ), seen as a deck group. In particular, by the Schwarz lemma (see for instance [Sha92, Theorem 6]), for any r < 1 one has F (B r ) ⊂ B r . Thus, consideringB r = π −1 (B r ) and the new Kato data (π r := π|B r , σ r := σ| Br ), the manifold M (π r , σ r ) is biholomorphic to M (π, σ). This remark is at the heart of Brunella's construction of lcK metrics on Kato manifolds which we present in the next section.
In practice it is convenient to allow for more general domains of definition for a Kato data than just B and its modifications, as long as the existence of a GSS is guaranteed. Suppose we are given a relatively compact domain with smooth boundary D ⊂ C n which contains 0. Let π :D → D be a proper modification at 0 and let σ : D → D be a holomorphic embedding, sending 0 to the exceptional set of π. Then one can define W D :=D − σ(D) and the compact complex manifold M (π, σ) := W D / ∼ as before. Let F = π • σ be the corresponding germ. If there exists an open set B ⊆ D which contains 0, is biholomorphic to B and satisfies F (B) ⊂ B, then a neighbourhood of
is a Kato manifold. In this case, we will call (π :D → D, σ : D →D) a Kato data as well.
Composing Kato data. Given two Kato data (π j :D j → D ⊂ C n , σ j : D →D j ) with corresponding germs F j = π j • σ j , j = 1, 2, one can glue the two together in order to form a new Kato data (π 12 , σ 12 ) with corresponding germ F 1 • F 2 . We will call the resulting data the composition of (π 1 , σ 1 ) with (π 2 , σ 2 ). This is done as follows. Let W j :=D j − σ j (D) for j = 1, 2. The map γ 1 := σ 1 • π 2 : ∂D 2 → ∂σ 1 (D) extends to a biholomorphism of small enough neighborhoods of ∂D 2 and ∂σ 1 (D), so we can define: 
Then π ′ 2 is precisely the modification π 2 of the chart σ 1 (D) ⊂D 1 . It follows that π 12 := π 1 • π ′ 2 : D 12 → D is a proper modification of D at finitely many points, hence (π 12 , σ 12 ) is a Kato data. Its corresponding germ is given by:
While clearly the resulting Kato data depends on the order in which we performed the gluing, the corresponding manifold does not. More precisely, let us denote by (π 21 , σ 21 ) the composition of (π 2 , σ 2 ) with (π 1 , σ 1 ). Then we have:
Proof. Let us denote by M 12 = M (π 12 , σ 12 ) and by M 21 = M (π 21 , σ 21 ). By (1), we have:
where for each m ∈ Z and j ∈ {1, 2, 12}, W m,j denotes a copy of W j . In particular, W 12 and W 21 are two different fundamental domains for the action of the deck group π 1 (M 12 ) = π 1 (M 21 ), thus
Lemma 1.7. Let (π, σ) be a Kato data, let p ≥ 2 and let (π p :D p → D, σ p ) be the Kato data obtained by composing (π, σ) with itself p times, as described above. Then the manifold M p := M (π p , σ p ) is a finite cyclic unramified covering of M := M (π, σ) with p sheets. 
Thus, from (1) we find:
In addition, under the natural isomorphism π 1 (M ) ∼ = Z, we find that
Locally conformally Kähler metrics on Kato manifolds: Brunella's proof revisited
We recall the definition of a locally conformally Kähler metric:
Definition 2.1. A Hermitian metric g on a complex manifold (M, J) is called locally conformally Kähler (lcK for short) if its fundamental form Ω := g(J·, ·) satisfies dΩ = θ ∧ Ω for a closed one-form θ on M . We call θ the Lee form of the metric.
If (g, θ)
is an lcK metric on (M, J) and f ∈ C ∞ (M, R), then e f g is again an lcK metric with Lee form θ + df . In the present section, we always assume that the Lee form is not exact.
On the universal cover q :M → M of an lcK manifold (M, J, g, θ) we have q * θ = dϕ. Thus, the metricg := e −ϕ q * g becomes Kähler on (M , q * J) and any deck transformation ψ ∈ π 1 (M ) acts on it by ψ * g = c ψg , for some positive constant c ψ . We callg the corresponding Kähler metric, and note that it depends only on the conformal class of g. Conversely, any Kähler metric on (M , q * J) on which π 1 (M ) acts by strict homotheties determines uniquely a conformal class of lcK metrics on (M, J).
A few distinguished types of lcK metrics are of particular interest, namely the Vaisman metrics, the lcK metrics with potential and a larger class including both of them, called exact lcK metrics. An lcK metric g is called Vaisman if its Lee form θ is parallel with respect to the Levi-Civita connection ∇ g . It is called with potential if the corresponding Kähler formΩ on the universal cover admits a potential φ, meaning thatΩ = dd c φ, such that ψ * φ = c ψ φ for any ψ ∈ π 1 (M ). Finally, it is called exact if its fundamental form Ω equals d θ η, for some one-form η, where θ is the Lee form of the metric and we denoted by d θ := d − θ ∧ ·. Any Vaisman metric is with potential and any lcK metric with potential is exact (see [OV11] ).
Brunella gives in [Bru11] a method of constructing conformal classes of lcK metrics on every Kato surface. However, we note that his argument holds in general, for any dimension, as soon as π in the Kato data consists in a sequence of a blow-ups along smooth centers. In what follows, we give the outline of Brunella's proof, insisting on the arbitrariness of the dimension: Proof. Let us denote by M the n-dimensional Kato manifold given by the Kato data (π, σ). The strategy consists in constructing a Kähler metric on the universalM on which π 1 (M ) acts by homotheties. In doing so, we use the description ofM given by (1).
To begin with, we consider a Kähler metric ω 0 onB, smooth up to the boundary, which exists due to the following result (see for instance [Vo02, Proposition 3.24]): Proposition 2.3. If X is a Kähler manifold and Y ⊂ X is a compact complex submanifold, then the blown-up manifold along Y is Kähler.
We start with modifying ω 0 on σ(B) such that on a neighbourhood of σ(0), it becomes flat. The Kähler form σ * ω 0 on B admits a smooth potential φ. We can suppose, without loss of generality, that φ(0) = 0 and d 0 φ = 0. Moreover, after eliminating the pluriharmonic part of the Taylor expansion of φ at 0, we can suppose that around 0, φ writes:
Note that the Hessian of φ at 0 is positively defined since φ is a strictly plurisubharmonic function, hence 0 is a non-degenerate local minimum of φ.
We take now a positive constant λ > 0 and 0 < r < r ′ < 1 such that the function ρ(z) := λ(1 + ||z|| 2 ) is greater than φ on B r and smaller than φ on ∂B r ′ . Indeed, there exists r ′ > 0 such that φ > 0 on B r ′ − {0}. Thus we take:
Moreover, as the function ρ − φ is strictly positive in 0, it is strictly positive on B r for some 0 < r < r ′ .
Following [De97, Lemma 5 .18], we can define on B r ′ the functionφ as the regularized maximum max ǫ (φ, ρ), where ǫ > 0 is such that ρ − φ > ǫ on a neighbourhood of ∂B r and φ − ρ > ǫ on a neighbourhood of ∂B r ′ . Moreover, we putφ = φ on B − B r ′ . Thenφ is smooth, strictly plurisubharmonic and equal to ρ on some neighbourhood of ∂B r and to φ outside B r ′ . It follows that the Kähler form σ * (dd cφ ) on σ(B) glues to ω 0 onB − σ(B) and defines a new smooth Kähler metric ω 1 onB.
The second step is to modify ω 1 near the boundary ofB r = π −1 (B r ). Consider the (1, 1)-current on B given byω 1 := π * ω 1 . As B is Stein, there exists a plurisubharmonic function ψ on B such thatω 1 = dd c ψ. Asω 1 is a smooth Kähler form on B − {0}, it follows by [De97, Corollary 3.30] that also ψ is smooth on B − {0}. Take now 0 < s < r such that σ(B r ) ⊂B s . There exist real numbers c 1 > 0 and c 2 ∈ R such that:
Indeed, since ψ is strictly plurisubharmonic, the function (0, 1) ∋ t → max ∂Bt ψ is stricty increasing by the maximum principle, thus m < M . It follows that for any α > 1, we can take:
Thus we have c 1 ρ+c 2 > ψ on ∂B r and c 1 ρ+c 2 < ψ on ∂B s . Letψ be the strictly plurisubharmonic function on B, smooth on B − {0}, defined as the regularized maximum of ψ and of c 1 ρ + c 2 on B r \ B s , and equal to ψ on B s . Then the Kähler metric π * dd cψ onB −B s/2 glues to ω 1 onB s/2 , defining a smooth Kähler metric ω 2 onB. Moreover, if U is a small enough neighbourhood of ∂σ(B r ), then V = (σ • π) −1 (U ) is a neighbourhood of ∂B r and we have:
Therefore we can define a smooth Kähler metricω onM = m∈Z W (r),m by settingω := c However, not all Kato manifolds admit lcK metrics. In order to construct such counterexamples, let us first recall one of Hironaka's examples [Hi60] of a smooth compact complex manifold bimeromorphic to a projective manifold, admitting no Kähler metric. Let n ≥ 3 and consider in CP n a curve c which is smooth everywhere but at a double point P ∈ c, where it auto-intersects transversally. Let U ⊂ CP n be a chart around P in which (c, P ) looks like ({(z 1 , . . . , z n ) ∈ C n , z 1 z 2 = 0, z 3 = . . . = z n = 0}, 0) in C n . Let c 1 , c 2 denote the irreducible components of c in this chart. Let µ 1 :Û 1 → U denote the blow-up of U along c 1 , name c ′ 2 the strict transform of c 2 via µ 1 and then let µ 2 :Û 2 →Û 1 denote the blow-up ofÛ 1 along c ′ 2 . Also let µ 3 = CP n − {P } → CP n − {P } denote the blow-up along c − {P }. Then µ −1
, so we can glue CP n − {P } andÛ 2 along these open sets in order to form the smooth compact complex manifold H n together with a map µ : H n → CP n which coincides with µ 3 or with µ 1 • µ 2 on the appropriate open sets which cover H n . Hence µ is a proper modification of CP n . It turns out that H n is not projective algebraic and it admits no Kähler metric for n ≥ 3. This comes from the fact that H n contains a smooth rational curve which has zero homology class, which is impossible on a compact Kähler manifold.
Proposition 2.4. There exist Kato manifolds which admit no lcK metric.
Proof. We will construct a Kato data giving a manifold not admitting lcK metrics.
Let us suppose n ≥ 4. Let B ⊂ C n denote the standard ball and let π 1 :B (1) → B be the blow-up along 0 ∈ B. Let E 1 ∼ = CP n−1 = π −1 1 (0) denote the exceptional divisor. Choose c ⊂ E 1 a curve with a double point P like in the Hironaka construction, and let π 2 :B (2) →B (1) denote the modification along c which was described above. Namely, outside P , π 2 is the blow-up of B (1) − {P } along c − {P }, while around P , it consists in blowing up one branch of c, and then the other one. Then E 2 := π −1 2 (c) is a singular hypersurface S which autointersects along a CP n−2 . The strict transform of E 1 via π 2 , denoted by E ′ 1 , is biholomorphic to H n−1 , the manifold given by Hironaka's example. It intersects E 2 along a manifold biholomorphic to H n−2 .
Choose now σ : B → B − E ′ 1 a holomorphic embedding with σ(0) ∈ E 2 , and put π :B (2) → B, π = π 1 • π 2 . Then (π, σ) is a Kato data, defining a Kato manifold M of complex dimension n. Let M denote its universal cover. By construction, we have:
Thus,M cannot admit any Kähler metric, since such a metric would induce one on H n−1 , which is impossible. We conclude that M admits no lcK metric.
Proposition 2.5. There are no exact lcK metrics on a Kato manifold M which is not primary Hopf. In particular, there are no lcK metrics with potential.
Proof. Let C = ∅ denote the divisor of M obtained by gluing the exceptional set of π. Assume by contradiction that Ω = d θ η, and take an immersion j :
, hence the Kähler metric e −f j * Ω on CP 1 satisfies:
which is impossible.
De Rham and twisted cohomology
Topologically, Kato manifolds are modifications of primary Hopf manifolds. Indeed, according to [Ka77, Theorem 1], for any Kato manifold M , there exists a complex analytical family Π : X → D = {t ∈ C, |t| < 1} such that Π −1 (0) = M and M t := Π −1 (t) is a compact complex manifold biholomorphic to a modification of a primary Hopf manifold. Moreover, the manifolds M t are constructed as follows: given a Kato data (π, σ) for M , one defines a family σ t depending analytically on t such that σ 0 = σ, (π, σ t ) is also a Kato data and σ t (0) does not meet the exceptional set for t = 0. Then, the manifold M t is obtained from (π, σ t ) by performing the Kato construction. In particular, when π is a sequence of blow-ups with smooth centers, the manifolds M t are also obtained as a sequence of blow-ups with smooth centers from a primary Hopf manifold.
On the other hand, given a compact complex manifold M of dimension n and Z ⊂ M a smooth compact complex submanifold of codimension r, let π :M = Bl Z M → M be the blow-up of M along Z and denote by j :
denote the Gysin morphism induced by j, defined as the composition of the maps:
where P D denotes the Poincaré duality morphism. Let us also denote by h = c 1 (
where O E (−1) denotes the tautological line bundle over E ∼ = P(N M Z). Finally, let us introduce the map:
. Then the maps ψ q and π * are injective, and we have the following description of the de Rham cohomology ofM (see for instance [Vo02, Theorem 7 .31]):
In our case, we have to consider a primary Hopf manifold M , which is diffeomorphic to
and all the other cohomology groups are 0. Then, take k consecutive blow-ups of M at smooth centers Z p ⊂ E p , where E p is the exceptional divisor obtained at step p, 1 ≤ p ≤ k − 1, and Z 0 is a point. LetM be the resulting manifold. Using (4) inductively, we obtain that H p (M , Z), as an abelian group, is completely determined by the groups H • (Z p , Z). In the simplest case, we find:
Corollary 3.1. Let (π, σ) be a simple Kato data such that π is a composition of k blow-ups at points, and let M = M (π, σ) be the corresponding n-dimensional Kato manifold. Then we have the following Betti numbers for M :
In particular, the Euler characteristic
Let now θ be any closed one-form on a Kato manifold M , and recall the differential operator
A straightforward computation shows that d 2 θ = 0 and hence we can consider the cohomology
that we shall call twisted cohomology. Via standard Hodge theory, it can be seen that these groups are finite dimensional on a compact manifold. Moreover, they only depend on the de Rham class [θ] ∈ H 1 dR (M ). Since the twisted cohomology is a topological object, we can again use Kato's result and suppose that our Kato manifolds are modifications of primary Hopf manifolds. Then the following computes the twisted cohomology for blown-up manifolds:
be the inclusion of a complex submanifold of codimension r, and let π :M → M denote the blow-up of M along Z. Moreover, let θ be a closed one-form on M . Then for any 0 ≤ p ≤ 2n
In our case, the actual computation of the twisted cohomology is facilitated by the following:
Lemma 3.3. The twisted cohomology of a primary Hopf manifold vanishes with respect to any closed non-exact one form.
Proof. Any primary Hopf manifold is diffeomorphic to M = S 1 × S 2n−1 , and any closed one form θ on it is cohomologous to λdt, where λ ∈ R and t is the local standard coordinate on S 1 . Now, for any metric g on S 2n−1 , λdt is parallel with respect to the Levi-Civita connection of
Hence, by applying [LLMP03, Theorem 4.5] for λdt, with λ = 0, the conclusion follows.
Thus, in order to compute the twisted cohomology of a Kato manifold given by a sequence of blow-ups with smooth centers, we can use the above two results inductively, and as in the case of de Rham cohomology, we find that H • θ (M ) is completely determined by the groups H • ι * θ (Z p ), where Z p are the smooth centers at which the blow-ups were performed. In the simplest case we obtain:
Corollary 3.4. Let M be a Kato manifold of dimension n with simple Kato data (π, σ), such that π is a composition of k blow-ups at points. Also let θ be a closed non-exact one-form on M . Then we have the following twisted Betti numbers:
4. Kato manifolds generalizing Inoue-Hirzebruch surfaces 4.1. Kato matrices. In this section, we introduce a class of matrices that we will use in the sequel to construct a certain class of Kato manifolds. We also discuss some of their properties that we will need later. Let A = (a pq ) 1≤p≤m,1≤q≤n be an m × n matrix with entries that are natural numbers. We introduce the following notation, which we shall use throughout the paper:
Moreover, we will denote by F A : C n → C m the holomorphic map F A (z) = z A . Note that for any two n × n matrices A, B one has the relation
Let now e 1 , . . . , e n denote the standard basis of R n , written as n × 1 matrices, let c = n j=1 e j and consider the n × n elementary matrices defined by:
Written on components, these are:
We are interested in products of such matrices. We will call a product of elementary matrices A = A j 1 · · · A j k , where repetitions are allowed, a Kato matrix if A = A p n for some p ≥ 1. These matrices were first considered by Dloussky in [Dl88A] in the case n = 2.
Lemma 4.1. Given a product of elementary matrices
Proof. Suppose A = (a st ) s,t does not satisfy F A (B) ⊂ B. Since for any 1 ≤ s ≤ n we have n t=1 a st ≥ 1, it follows that ||F A (z)|| ≤ ||z|| each time z ∈ B. Thus F A (B) ⊂ B if and only if there exists w ∈ ∂B with ||F A (w)|| = 1. Now for an elementary matrix A p , 1 ≤ p ≤ n, ||F Ap (w)|| = 1 reads:
i.e. |w n | = 1 and w 1 = . . . = w n−1 = 0. Thus, if we let d = {z ∈ C n , z 1 = . . . = z n−1 = 0}, since F A does not contract the ball, it follows that either k = 1 or that k > 1 and F Aq (d) = d for any q ∈ {j 2 , . . . , j k }. On the other hand, we have
Conversely, note that if we denote by e 1 , . . . , e n ∈ C n the standard basis, then we have:
Thus indeed the matrix A q A p n does not contract B.
Consider now the ball for the second norm B 1,2 := {z ∈ C n , ||z|| 2 1,2 = n−1
As it turns out, all Kato matrices define germs which contract this second ball:
Proof. Let z ∈ B 1,2 . Suppose first that A = A q with 1 ≤ q ≤ n − 1. Then we find:
Moreover, in the same way we find
Hence, applying inductively the result for elementary matrices, we find F A (z) ∈ B 1,2 . Remark 4.3. As was noted above, the line
For n = 2, Kato matrices are known to have a unique factorisation into elementary matrices. Our next goal is to show that this still holds for n ≥ 3. To this aim, we will first introduce some notation.
We start by defining a relation on elements of Z n . For two vectors v, w ∈ Z n , we say that v ≺ w if either v = e i , w = e j and i < j, or v i ≤ w i for all 1 ≤ i ≤ n, with at least one inequality being strict. Note that this relation is not transitive. For A = (a ij ) ij ∈ GL(n, Z), denote by A (j) = (a 1j , . . . , a nj ) t the j-th column of A, for 1 ≤ j ≤ n.
Lemma 4.4. Let A be a product of elementary matrices defined in (6). Then:
Proof. It is clear by (6) that the elementary matrices satisfy (7). Then one notices that for B ∈ GL(n, Z) and 1 ≤ j ≤ n, one has:
. Thus, if B is a product of elementary matrices and satisfies (7), then clearly also B · A j satisfies this property, which concludes the proof.
Proof. We will give an algorithm of factorisation of A into elementary matrices which will show that the factorisation is unique.
Let us write A = B · A j , where B is a product of elementary matrices and 1 ≤ j ≤ n. We note that by (8), the columns of A completely determine those of B as being A (1) , . . . , A (n−1) ,
, not necessarily in this order. Moreover, by Lemma 4.4, there exists only one possible order of these columns in B, hence B is uniquely determined by A. Finally, j clearly satisfies A (j−1) ≺ C ≺ A (j) , hence it is also uniquely determined by A. Thus the decomposition A = B · A j is unique for A, allowing us to uniquely factorise A into elementary matrices.
Next, since we have:
for any Kato matrix A there exists a maximum number l = l(A) ≥ 0 such that A is of the form:
In particular, since A is a Kato matrix, it follows that l ≤ n − 2. We will say that A is of type l; in this case, A m is also of type l, for any m > 0.
Remark 4.6. Any type l Kato matrix with l ≥ 1 has 1 as eigenvalue of geometric multiplicity at least l.
Lemma 4.7. Any type l Kato matrix A ∈ GL(n, Z) is of the form A =
B , such that all the lines of G are equal to L = (p l+1 , . . . , p n ) ∈ N n−l . In particular, if we denote by z = (z 1 , . . . , z l ) the first l coordinates on C n and by w = (w l+1 , . . . , w n ) the last n − l coordinates, then we have:
where ′′ , where all the lines in G ′′ equal L 0 . Then we find:
hence any line of G equals L ′ + the last line of B ′ , and the conclusion follows.
In particular, if for any M ∈ GL(j, Z), l M : Z j → Z j denotes the map v → vM and K M := ker(l M − id), then we find that
Proof. First, we will show that eq. (12) holds for any product of the form: 
, where B ′ (n) denotes the last line of B ′ . Thus we find, using (14) and the induction hypothesis:
Next, using Lemma 4.7, we find that (I, J) ∈ Z l ×Z n−l is in K A if and only if ( l p=1 I p )L+JB = J. Thus we infer by (12) that we have Θ ⊂ K A . Moreover:
On the other hand, we also have dim K A ⊗ Q = dim ker p A , where for any M ∈ GL(j, Z) we put
with δ ∈ {0, 1}, depending on whether or not ker p B is included in the hyperplane {v ∈ Q n−l , Lv t = 0}. Combining (15) with (16), we find δ = 0 and dim
Remark 4.9. If l = n − 2, then we find in the above lemma that
in this case. Thus we have:
More generally, in the case rank K B = 0 we find Θ = K A .
Definition 4.10. We shall call a type l Kato matrix l-positive if it is of the form:
and all the entries of B are strictly positive numbers. If l = 0, we will simply call it positive.
Remark 4.11. It can be easily shown that for any Kato matrix A ∈ GL(n, Z) of type l, A p is l-positive for any p ≥ n − l.
4.2.
The manifolds M A . In this section, we will associate to any Kato matrix A ∈ GL(n, Z) an n-dimensional Kato manifold, which we will denote by M A .
Recall that the blow-up of C n at 0 ∈ C n is defined as:
and we denote by Π :Ĉ n → C n the natural projection. We can coverĈ n by the standard charts
for 1 ≤ j ≤ n. In these charts, the projection is expressed as Π • f j (z) = z A j , where A j are given in (6). As a matter of fact, this unravels the motivation for considering the matrices A j . Note moreover that in any of the charts, the exceptional divisor is given by the equation z n = 0. Given a Kato matrix A, by Lemma 4.5 we can uniquely write it as A = A j 1 · · · A j k , k ≥ 1. We will construct a Kato data (π, σ) by the composition procedure presented in Section 1 of the data (Π, f j 1 ), . . . , (Π, f j k ). Let D := B 1,2 = {z ∈ C n , n−1 j=1 |z j | 2 + 2|z n | 2 < 1}. By Lemma 4.2, we have
Denote also by Π :D → D the blow-up of D ⊂ C n at 0. For 1 ≤ j ≤ n, let D j := f j (D) and W j :=D − D j . Note that the map
extends to a biholomorphism from a neighborhood of ∂D inĈ n to a neighbourhood of ∂D j inĈ n . We then use these maps to define, by gluing, the following complex manifolds, for 1 ≤ p ≤ k:
If we denote by ι p :D →D (p) the natural embedding and let
. Then we find inductively, via (19) and using that Π • f j = F A j :
By Lemma 4.2, we find σ(D) ⊂D (k) . Therefore, the data π :D (k) → D and σ : D →D (k) defines a Kato data and the manifold:
is a Kato manifold. Lemma 4.14. Let A be a Kato matrix and let p ≥ 2. Then M A p is a finite cyclic unramified covering of M A with p sheets.
Remark 4.15. Let us note that if
, L ∈ N n−l , then M A contains proper Kato submanifolds. Indeed, for any 1 ≤ r ≤ l and 1 ≤ j 1 < . . . < j r ≤ l, the r-codimensional submanifold D ′ := {z j 1 = 0} ∩ . . . ∩ {z jr = 0}∩D in D is invariant under F A , thus π −1 (D ′ )∩W is γ-invariant and defines an r-codimensional submanifold of M A . Moreover, this manifold is biholomorphic to the Kato manifold M A ′ , where
∈ GL(n − r, Z) and the matrix G ′ is the matrix having l − r lines, all equal to L.
LetC be the string of divisors inM A obtained by gluing the corresponding traces on W m of the exceptional divisor E ofD (k) . As in the proof of [Dl84, Proposition 1.11, Part I], it can be seen that C is a formal sum of all the immersed irreducible compact hypersurfaces inM A . Furthermore, we denote by C = q(C) the corresponding cycle of divisors on M . Then C has k irreducible components C 1 , . . . , C k , each coming from an irreducible component of E. Moreover, for each 1 ≤ j ≤ k, C j is a proper modification of CP n−1 at finitely many points. In particular, C j is a rational manifold, in the sense that it is birational to CP n−1 .
Lemma 4.16. Let A = A j 1 · · · A j k be a Kato matrix of type l, let (π, σ) be the Kato data that it determines and let H = {z l+1 · · · z n = 0} ⊂ D. Then π −1 (H) ∩ W = C ∩ W , hence the divisor in M A induced by gluing π * H is precisely C. Moreover, if A is l-positive, then the strict transforms
Since A is of type l, we have F A (H j ) ⊂ H j for any 1 ≤ j ≤ l. Fix now l + 1 ≤ j ≤ n. Then we claim that F A (H j ) ⊂ H s with s > j. Indeed, this is clear by looking at elementary matrices: F Ap (H j ) ⊂ H s , where s = j if p ≥ j + 1 and s = j + 1 if p ≤ j. Moreover, since A is of type l, there exists at least one factor A l+1 in the factorisation of A, hence the claim follows. In addition, clearly
Let F be an irreducible component of E which intersects σ(D). Then σ −1 (F ) = H j with l+1 ≤ j ≤ n. Next, either H ′ j does not intersect σ(D), either it does, in which case σ −1 (H ′ j ) = H ν 1 . By our claim we must have l + 1 ≤ ν 1 < j. Thus, we find a finite sequence of natural numbers
It follows that F determines an irreducible component of C given by
Conversely, given any j with l + 1 ≤ j ≤ n, our claim implies the existence of a sequence of natural numbers j = ν 0 < ν 1 < . . . < ν p ≤ n, p ≥ 0, satisfying
But now, since F A = π • σ, this implies that σ(H νp ) ⊂ E s for some 1 ≤ s ≤ k. Thus H ′ j glues, via γ, to E s to give a component of C. This shows π * H ∩ W ⊂ C ∩ W .
Finally, in the case when A is l-positive, F A (H j ) = {0} for any l + 1 ≤ j ≤ n. This implies that H ′ j ∩ σ(D) = ∅ and that σ(H j ) ⊂ E p j for some 1 ≤ p j ≤ k. Thus to each such j corresponds an irreducible component of C given by:
In complex dimension 2,C always has two connected components, as shown in [Dl84, Corollary 3.29, Part I]. Moreover, C has two connected components if M A is even and only one if it is odd, by [Na84] . In higher dimension, we have the following: Lemma 4.17. Let A ∈ GL(n, Z) be a Kato matrix and suppose n > 2. ThenC and C are connected.
Proof. Up to taking a positive power of A, which does not changeC by Lemma 4.14, we can suppose that A is l-positive.
By Lemma 4.16, we can enumerate the components of the exceptional divisor E of π, E 1 , . . . , E k , such that E 1 , . . . , E n−l intersect σ(D) and E n−l+1 , . . . , E k ⊂ W . Moreover, there exists a bijection ν : {1, . . . , n − l} → {l + 1, . . . , n} such that σ(H ν(j) ) ⊂ E j , for 1 ≤ j ≤ n − l.
For each m ∈ Z, let W m be a copy of W . Let us also denote by E j,(m) and by H ′ j,(m) the copies of H ′ j and of E j in W m . For 1 ≤ j ≤ n − l, we put:
j is a lift of C toM A andC = ∪ m∈ZC m . Now, since n > 2 and we only perform blow-ups at points, we have ∅ = H ′ ν(j) ∩ H ′ ν(p) ⊂ W for any 1 ≤ j, p ≤ n − l, henceC m ∩ W m−1 is connected. On the other hand,C m is obtained by cutting a connected subset from E, E ∩ σ(D), and gluing back another connected subset, k j=l+1 H ′ j,(m−1) . We infer that since E is connected, alsoC m is connected.
Finally, since for any l + 1 ≤ j ≤ k, H ′ j intersects E in W , it follows thatC m+1 intersectsC m in W m . We thus conclude thatC is connected and so is C = q(C).
The compactification point of view
In complex dimension 2, the manifolds M A are Inoue-Hirzebruch surfaces (see [Dl88A] , [Dl88B] ). In a description coming from number theory, due to Hirzebruch (see [Hi73] ), these surfaces appear as compactifications of quotients of H × C by U ⋉ L, where L is a finite index lattice in the ring of integers of some quadratic field K and U is a cyclic group of positive units in K.
In what follows, we wish to show that a similar compactification statement holds in any dimension. Let us first introduce one more definition.
Given a holomorphic map F : C n → C n which fixes 0 ∈ C n , one can define its stable set:
Note that for any p > 0 one has
, from which it easily follows that W s (F ) = W s (F p ). For a Kato matrix A ∈ GL(n, Z) of type l, let us moreover define:
Note that W s (F A ) * is fixed by the action of the group U A := F A ∼ = Z. In all that follows, for fixed l ≥ 0, we will use the notation:
Lemma 5.1. Given a Kato matrix A of type l, one has W s (F A ) * = m∈Z F m A (B * ). Proof. Let us first show that B * ⊂ W s (F A ) * . It is straightforward to check that, for any m ≥ 1, the components of A (n−l)(m+1) satisfy:
for any 1 ≤ s ≤ n and l + 1 ≤ t ≤ n. Thus, for such pairs (s, t) one has lim m→∞ a Proof. After eventually replacing F A by F n−l A , we can suppose that A is l-positive (see Remark 4.11). As in the proof of Lemma 5.1, it follows inductively that the coefficients a ≥ (n − l) m−1 , for any 1 ≤ s ≤ n and l + 1 ≤ t ≤ n. Thus for any z ∈ B * one has:
Suppose now on the contrary that for any m ∈ N, z (m) := F
Since A is lpositive, by Lemma 4.1 there exists ǫ > 0 so that F A (B * ) ⊂ B 1−ǫ . Thus, there exists a subsequence (z (m j ) ) j∈N that converges to z ∞ ∈ B 1−ǫ . In particular, one has
On the other hand, by (20) one has:
But this last equation contradicts (21), hence there exists some m ∈ N for which z (m) / ∈ F A (B * ).
Proposition 5.3. For any Kato matrix A, we have a biholomorphism:
Proof. LetC ⊂M A be the lift of C toM A . ClearlyC is fixed by π 1 (M A ), so that we have an action of π 1 (M A ) onM A −C, whose quotient is precisely M A − C. We thus need to find a biholomorphism betweenM A −C and W s (F A ) * which is equivariant with respect to the actions of π 1 (M A ) and U A respectively. We suppose that A is of type l. Moreover, sinceM A p −C A p =M A −C A by Lemma 4.14, it suffices to prove the above for A p , p > 0, hence by Remark 4.11, we can suppose that A is l-positive.
We start by defining ψ :
, where m ∈ Z is determined by the condition x ∈ W m and π is the blow-down map from each copy W m of W to B. Clearly, ψ is holomorphic. Moreover, by Lemma 4.16,
with L ∈ Z n−l denoting a line of G and writing F A as in (11):
it is easy to check that the holomorphic map
is the inverse of F A . Let us prove that ψ is injective. Let x ∈ W m and y ∈ W q be such that F m A (π(x)) = F q A (π(y)). Assume first that m > q, and let x ′ and y ′ be the copies of x and y respectively in W . We then have:
However, this is impossible since π(W ) = B − π(σ(B)) = B − F A (B). It follows then that m = q and x and y stay in the same copy of W . Since π is a biholomorphism outside the exceptional divisor and F A is also invertible, it follows that x = y. Thus, as ψ is a holomorphic map between n-dimensional manifolds, it follows that it is a biholomorphism onto its image (see for instance [Sha92, Section 4 
]). Let us show that ψ(M
By definition, by Lemma 4.16 and by Lemma 5.1, we have im ψ ⊂ m∈Z F m A (B * ) = W s (F A ) * . Let now w ∈ W s (F A ) * . In order to show that w ∈ im ψ, it suffices to find u ∈ π(W − C) = B * − F A (B * ) and m ∈ Z so that w = F m A (u). By Lemma 5.1, there exist z ∈ B * and a ∈ Z so that w = F a A (z). If z / ∈ F A (B * ), then we simply take m = a and u = z. If not, then by Lemma 5.2, there exists a minimal number p > 0 so that
for some v 1 ∈ B * , but since F A is invertible, we find v = v 1 ∈ B * . Thus we can put u = v and m = a + p.
Finally, the map ψ is clearly equivariant with respect to the action of π 1 (M A ) onM A −C and the action on U A on W s (F A ) * . It follows that ψ descends to a biholomorphism between M − C and
Proof. Using (11), we write:
where B is the ball in C n−l . Therefore:
tends to 0 as m → ∞, since for any 1 ≤ s ≤ n and l + 1 ≤ t ≤ n, |z ′ t | < 1 and lim m→∞ a
be a Kato matrix. Then we have a biholomorphism:
where Λ ⊂ C n is a rank n − l lattice and U A = F A ∼ = Z. Moreover, if l > 0, then there exists a finite ramified covering of degree n − l − 1:
where C A and C B denote the corresponding cycles of divisors in the Kato manifolds M A and M B respectively. In particular, for l = n − 2, Φ is a biholomorphism.
Proof. Let us first suppose that l = 0. Using Proposition 5.3, the point is to identify W s (F A ) * ⊂ (C * ) n with a quotient of H × C n−1 by Λ ∼ = Z n . Since W s (F A ) * = W s (F A p ) * for any p > 0, we can suppose without loss of generality that A is positive (see Remark 4.11). Let us write V = C n and let us denote by e * 1 , . . . , e * n the standard dual basis of V * . Note that Λ = iZ n ⊂ V acts by translations on V , so that (C * ) n = V /Λ. The natural projection is given by:
Moreover, a Kato matrix A ∈ GL(n, Z) acts on V linearly by:
while fixing Λ, and A also acts on (C * ) n via A.z = F A (z). In this way, the map p is equivariant with respect to the two actions of U A :=< A > ∼ = Z. Since A has only positive components, the Perron-Frobenius theorem (see for intance [Mey00, Chapter 8]) implies that A has a simple real eigenvalue α > 0 such that for any other eigenvalue β ∈ Spec(A), we have |β| < α. Moreover, the eigenspace of α contains a vector f ∈ V , called a Perron vector, with e * j (f ) > 0 for all 1 ≤ j ≤ n. For β ∈ Spec(A), let V (β) ⊂ V denote the generalized eigenspace of β:
and define
Choose a Perron vector for A t acting on V * , f * ∈ V (α) * , so that f * , f = 1. Write a ∈ Aut(V ) for the automorphism defined by v → Av. Then a(V 0 ) ⊂ V 0 , so a| V 0 induces a 0 ∈ Aut(V 0 ) and we have a = αf * ⊗ f + a 0 .
Lemma 5.6. For any u ∈ V 0 , we have lim m→∞ 1 α m a m 0 u = 0. Proof. There exists a basis of V 0 with respect to which a 0 is represented by a matrix in Jordan normal form. Let β = α be an eigenvalue of A and let f 1 , . . . , f r be a basis of generalized eigenvectors corresponding to a Jordan block for β. Namely, they verify:
Since one has | Let now Ω :
Write Re : V = R n ⊕ iR n → R n for the natural projection, consisting in taking the real parts of the standard coordinates. We then have the following equivalences:
Let v ∈ Ω and write v = λf + v 0 , with λ ∈ C, v 0 ∈ V 0 . We then have:
Hence, Lemma 5.6 implies that Re(λ) ≤ 0.
As Ω is open, it follows therefore that Ω ⊂ iHf ⊕ V 0 . Conversely, Lemma 5.6 implies that any v ∈ iHf ⊕ V 0 satisfies condition (22) and we find Ω = iHf ⊕ V 0 . Finally, clearly Ω is preserved by Λ, so W s (F A ) * = iHf ⊕ V 0 /Λ. Note that indeed U A acts on Λ linearly, which gives the semi-direct product structure of U A ⋉ Λ. Applying Proposition 5.3, the conclusion follows.
Suppose now l > 0. Then, by Lemma 5.4, we have W s (F A ) * = C l × W s (F B ) * , while from the first part of this proof, W s (F B ) * ∼ = H×C n−l−1 /Λ 0 , where Λ 0 ⊂ C n−l is a rank n−l lattice. Putting Λ := 0 ⊕ Λ 0 ⊂ C n = C l ⊕ C n−l and applying Proposition 5.3, the first part of the Theorem follows.
For the second part, let us denote by z = (z 1 , . . . , z l ) the holomorphic coordinates on C l and by w = (w l+1 , . . . , w n ) the holomorphic coordinates on W s (F B ) * ⊂ (C * ) n−l , so that we have, via (11), F A (z, w) = (z 1 w L , . . . , z l w L , F B (w)), where L ∈ N n−l denotes a line of G.
Let m := n − l − 1 ≥ 1 and J 0 = (1, . . . , 1) ∈ Z n−l , and recall that by Lemma 4.8 we have J 0 B − J 0 = mL. Let us define the holomorphic map:
It is clearly a branched covering map of degree m. Moreover, using the properties of J 0 , we find thatΦ
We infer thus, via Proposition 5.3, thatΦ descends to a degree m map to the quotient:
Clearly, in the case l = n−2,Φ has a holomorphic inverse given byΦ −1 (z, w) = (z 1 w J 0 , . . . , z l w J 0 , w), which concludes the proof.
Corollary 5.7. If A is a Kato matrix of type l, the fundamental group ofM A −C is isomorphic to Z n−l .
Corollary 5.8. If A is a Kato matrix of type l, the fundamental group of M A − C is isomorphic to Z ⋉ Z n−l . Moreover, if ι : M A − C → M A denotes the inclusion and ι * the map induced on fundamental groups, then we have the following commutative diagram:
where k denotes the canonical isomorphism π 1 (M A ) ∼ = Z and j denotes the isomorphism
Proof. By the definition of the isomorphism Φ : W s (F A ) * →M A −C in the proof of Proposition 5.3, we have the commutative diagram of covering maps: 
Corollary 5.9. Any lcK metric on M A induces a strict lcK metric on M A − C.
Proof. By the above Corollary,
is an isomorphism, hence the Lee form of any induced lcK metric on M A − C is not exact.
Holomorphic vector fields and forms
Proposition 6.1. Let A ∈ GL(n, Z) be a Kato matrix of type l, and let m(1) ≥ l denote the geometric multiplicity of 1 as an eigenvalue of A. If l = 0 and A is positive, then we have:
For general A, we have the inequality:
Proof. Recall that if π :B → B is the blow-up of B ⊂ C n at 0 and E = π −1 (0) ∼ = CP n−1 is the exceptional divisor, then one has an exact sequence of vector bundles over E:
where O E (−1) ∼ = O CP n−1 (−1) is precisely the restriction to E of the line bundle onB determined by E as a divisor. In particular, if Z is a holomorphic vector field onB, then as H 0 (E, O E (−1)) = 0, it follows that Z| E is tangent to E. Let us suppose first that l = 0 and A = (a kj ) k,j is positive. Take Z ∈ H 0 (M A , T M A ). Then we have Z| W ∈ H 0 (W, T W ) which, by Hartogs' theorem, we can extend toẐ ∈ H 0 (B (k) , TB (k) ).
Consider now X = (σ −1 ) * Ẑ | σ(B) ∈ H 0 (B, T B). By Lemma 4.16, σ −1 (E) = {z 1 · · · z n = 0}, so by the above considerations X must be tangent to the hypersurfaces {z j = 0}, j ∈ {1, . . . n}. This easily implies that X is of the form:
where h 1 , . . . h n are holomorphic functions on B.
Moreover, asẐ verifies γ * Ẑ =Ẑ, it follows that (F A ) * X = X, which also reads:
Let us write the functions h j , for 1 ≤ j ≤ n, as a power series:
I z I , where I = (i 1 , . . . , i n ) runs over N n and z I = z
n . Then (27) reads:
I z IA , s ∈ {1, . . . , n}.
In degree 0, this equation implies that c = (c Let us now suppose that A is any Kato matrix A =
and write, via Lemma 11,
where L ∈ N n−l . Note that a vector x = (u, v) ∈ C l × C n−l verifies Ax t = x t if and only if Gv t = 0 and Bv t = v t . It follows that Q := {v ∈ C n−l , Bv t = v t , Gv t = 0} is of complex dimension m(1)−l. Now, for any v = (v l+1 , . . . , v n ) ∈ Q, and for any d s,t ∈ C, 1 ≤ s, t ≤ l, it is straightforward to check that the vector field on C n :
Since it moreover vanishes in 0, it lifts, via π, to a holomorphic vector field on W which is invariant to the gluing map, and hence it defines a holomorphic vector field on M A . We have thus shown the inequality (24).
Corollary 6.2. Let A ∈ GL(n, Z) be a Kato matrix of type l > 0. Then the compact torus T l acts effectively by biholomorphisms on M A .
Proof. By the above proof, the real holomorphic vector fields on C n given by
induce l linearly independent real holomorphic vector fields Z 1 , . . . , Z l on M A . For 1 ≤ j ≤ l, denote by Φ t j (z) = (z 1 , . . . , z j−1 , e it z j , z j+1 . . . , z n ) and by Ψ t j the one-parameter groups of X j and of Z j respectively.
Fix 1 ≤ j ≤ l. Note that since Φ t j commutes with F A , this implies that 
Thus it suffices to prove the assertion for A p , so we can suppose, via Remark 4.11, that A is l-positive.
Consider, as in the beginning of the proof of Proposition 6.1, the dual of the exact sequence (25). Then, as H 0 (E, Ω 1 ) = 0, it follows that for any holomorphic form α ∈ H 0 (B, Ω 1 ), α| E vanishes when evaluated on vector fields tangent to E.
Let now α ∈ H 0 (M A , Ω 1 ). In the same way as before, α determinesα ∈ H 0 (B (k) , Ω 1 ) and then β = σ * α ∈ H 0 (B, Ω 1 ). Moreover, by the above considerations and by Remark 4.16, we find that β is of the form
where h 1 , . . . , h n are holomorphic functions on B. Now, writing
where F l+1 , . . . , F n denote the last n − l components of F A . Now we proceed as in Proposition 6.1 and write h 1 , . . . , h n as power series in z and w. Then we find, as before, that h 1 = . . . = h l = 0 from (29), and then also that h l+1 = . . . = h n = 0 from (30). Thus β = 0 and the conclusion follows.
Analytical invariants
Proposition 7.1. Let A ∈ GL(n, Z) be a Kato matrix and let m(1) denote the geometric multiplicity of 1 as an eigenvalue of A. Then the algebraic dimension of
Proof. Consider the map L : Z n → Z n , I → IA − I, and let Q = ker L ⊂ Z n . Then Q is a lattice of rank p := m(1), by hypothesis, and we fix a basis I 1 , . . . , I p of Q.
Consider now the meromorphic functions f j : C n C, f j (z) = z I j , for 1 ≤ j ≤ p. Since I j A = I j , they are invariant under the action of F A :
Thus, the functions π * f j on W are invariant to the gluing map σ • π and define meromorphic functionsf j on M A , for 1 ≤ j ≤ p. Let us check that they are algebraically independent. It is enough to check that this happens on W −E ⊂ M A , which is biholomorphic to π −1 (W −E) via π. Therefore it is enough to check that the functions f 1 , . . . , f p are algebraically independent on D − F A (D) ∩ (C * ) n ⊂ π −1 (W − E). Suppose thus that there exists P ∈ C[X 1 , . . . , X p ] with P (f 1 , . . . , f p ) = 0. If we write P = K a K X K , where K = (k 1 , . . . , k p ) runs over a finite set of N p and X K = X k 1 1 · · · X kp p , we find:
But now, since the functions z 1 , . . . , z n are algebraically independent, it follows that for each K = (k 1 , . . . , k p ) with a K = 0 we have k 1 I 1 + . . . + k p I p = 0. However, since I 1 , . . . , I p are linearly independent, this implies then that K = 0 ∈ N p and P (f 1 , . . . , f p ) = a 0 = 0. Thus P = 0 and the conclusion follows.
On the other hand, we cannot have a(M A ) = n, since then M A would satisfy the ∂∂-lemma and would admit a Hodge decomposition. However, this is impossible since b 1 (M A ) = 1. Note that when A is of type l > 0 we have m(1) ≥ l > 0 by Remark 4.6.
In the case l = n − 2, we have A =
In−2 G 0 B . We can apply [Ue75, Theorem 3.8, (ii)], according to which if M is a complex submanifold of N , then a(N ) ≤ a(M ) + codim(M ). Applying this inequality for N = M A and M = M B , we get n − 2 ≤ a(M A ) ≤ a(M B ) + n − 2. However, M B is a Kato surface and it is well known that is has algebraic dimension 0, therefore a(M A ) = n − 2.
Remark 7.2. Let A be Kato matrix of type l. By Lemma 4.8, the vectors I j = ((n−l−1)e j , −J 0 ) ∈ Z n , 1 ≤ j ≤ l are l linearly independent vectors satisfying I j A = A, where e 1 , . . . , e l is the standard basis of R l and J 0 = (1, . . . , 1) ∈ N n−l . It follows that we have l algebraically independent meromorphic functionsf 1 , . . . ,f l on M A induced by the F A -invariant functions on C n :
Remark 7.3. Let A be a Kato matrix of type l. For 1 ≤ j ≤ l, let A (j) ∈ GL(n − 1, Z) be the Kato matrix obtained by erasing the j-th line and column from A. Pulling back via π the divisor {z j = 0} ⊂ C n and then gluing via γ, we obtain precisely M A (j) ⊂ M A , by Remark 4.15. On the other hand, the divisor on M A induced by the same procedure from {z l+1 · · · z n = 0} ⊂ C n gives C A , by Lemma 4.16. Hence we find:
i.e. the functionsf j give linear equivalences between the divisors (n − l − 1)M A (j) and C A .
Proposition 7.4. Let A be a Kato matrix of type l and let L be the flat line bundle on M A associated to ρ :
If det A = 1, then we have:
Otherwise, we have:
In particular, the Kodaira dimension of M A is −∞.
Proof. Let us first assume that det A = 1. Consider the meromorphic n-form on C n :
Since F * A Ω = Ω, it follows that this form induces a meromorphic n-form ω on M A . Moreover, by Remark 7.3, we have:
+ C A from which the conclusion follows, using again Remark 7.3.
Otherwhise, we have det
Hence Ω induces an L-valued meromorphic n-form ω on M A . The desired result follows similarly, using that L * = L. 
Now T ⊂ C n is clearly a Reinhardt domain centered in 0, meaning that it is closed under rotations in each coordinate. Moreover it is relatively complete as it does not intersect any of the hyperplanes {z j = 0}. Thus, g can be expressed as a Laurent series:
which converges absolutely and uniformly on every compact subset of T (see for instance [Sha92,  Chapter 1]). Here, for I = (j 1 , . . . , j n ) ∈ Z n and t = (t 1 , . . . , t n ) ∈ T , we denote by t I = t
n . Moreover, as g is invariant under the action of F A , we have:
hence a I = a IA for any I ∈ Z n . Let us denote by Q = Z n − {0}/ A the orbit set of the action of the group generated by A on Z n − {0}. Since 1 / ∈ Spec(A m ) for any m > 1, we have a partition into infinite sets Z n − {0} = ⊔ I∈Q {IA m , m ∈ Z}. Then, by the absolute convergence of (31) and by Fubini, we have:
and for each I ∈ Q such that a I = 0, the series u I (t) = m∈Z t IA m converges absolutely.
Let us fix I = (j 1 , . . . , j n ) ∈ Q with a I = 0. Writing t = p(z) = (e 2πz 1 , . . . , e 2πzn ) for z ∈ Ω = p −1 (T ), we have:
which must tend to 0 in absolute value when m goes to ±∞. Here we denoted by I * = n k=1 j k e * k ∈ (Z n ) * ⊂ (C n ) * and ·, · stands for the dual pairing. In particular, it follows that the function v m (z) = I * , Re A −m z on Ω tends to −∞ when m goes to ∞. However, if we choose a Perron vector f ∈ (R >0 ) n for A with corresponding eigenvalue α > 1, then f ∈ Ω and we have:
which gives a contradiction. It follows thus that for any I ∈ Q, a I = 0, hence g and also f are constant.
8. Kato manifolds with l = n − 2
In this section we consider Kato manifolds M A associated to a Kato matrix A ∈ GL(n, Z) of type l = n − 2, where n ≥ 3. For these manifolds, we are able to make precise all the invariants we have considered so far.
In this case, A is of the form
and B ∈ GL(2, Z). In addition, it is easy to see that B does not admit 1 as an eigenvalue. For instance, one can apply the Perron-Frobenius theorem to a power B p which is a positive matrix, which together with det B = ±1 implies that B p has two real eigenvalues α > 1 and ± 1 α . It thus follows by Lemma 4.8 that we have m A (1) = n−2, where m A (1) is the geometric multiplicity of 1 as an eigenvalue of A. Moreover, the vector
Following [Ue75, Chapter 1, Section 3] we recall that the algebraic reduction of a connected compact complex manifold M is a surjective holomorphic map r : M * A → V , where M * A is a smooth manifold which is bimeromorphic to M A , V is a smooth projective manifold of dimension a(M A ) and r induces an isomorphism of the fields of meromorphic functions. Moreover, this is unique up to bimeromorphic equivalences, and the fibers of r are connected. Let us recall that in our situation, by the proof of Proposition 7.1, we have n − 2 algebraically independent meromorphic functionsf 1 , . . . ,f n−2 on M A , induced by the F A -invariant meromorphic functions on C n : f j (z, w) = z j w n−1 w n , (z, w) ∈ C n−2 × C 2 , 1 ≤ j ≤ n − 2.
Here, z = (z 1 , . . . , z n−2 ) denote the first n − 2 holomorphic coordinates on C n and w = (w n−1 , w n ) denote the last two holomorphic coordinates. Since a(M A ) = n − 2, it follows that the field of meromorphic functions on M A , C(M A ), is a finite algebraic extension of C(f 1 , . . . ,f n−2 ). In particular, it follows that Φ(M A − C) = CP n−2 , i.e. Φ is a dominant map, and it induces an injection between the corresponding fields of meromorphic functions Φ * : C(T 1 , . . . , T n−2 ) → C(M A ). Moreover, for a point t = [1 : t 1 : · · · : t n−2 ] ∈ CP n−2 , the fiberΦ −1 (t) ∼ = M B − C B is connected.
Let now R :M A → V be the algebraic reduction of M A , letμ :M A → M A denote the corresponding modification and letR : M A V be a dominant meromorphic map with R =R•μ. It follows that u := (R * ) −1 • Φ * : C(CP n−2 ) → C(V ) is an inclusion of fields, hence, as both CP n−2 and V are projective manifolds, u corresponds to a dominant rational map Φ u : V CP n−2 with Φ * u = u. As dim V = dim CP n−2 , a generic fiber of Φ u consists in a finite number of points.
On the other hand, we must have Φ u •R = Φ. Indeed, this follows from the fact that (Φ u •R) * T j = f j and T j = t j t 0 for any 1 ≤ j ≤ n − 2, where t 0 , . . . , t n−2 denote the homogeneous coordinates on CP n−2 . Moreover, the generic fibers ofR and of Φ are connected. We infer thus that also the generic fiber of Φ u is connected, hence Φ u is a bimeromorphism.
We conclude that indeed Φ : M A CP n−2 is a model for the algebraic reduction. Namely, by the elimination of indeterminacies of Φ [Hi64] , there exists a modification µ : M * A → M A and a holomorphic map r : M * A → CP n−2 so that r = Φ • µ. Thus r is the desired algebraic reduction. Corollary 8.2. Let A ∈ GL(n, Z) be a Kato matrix of type l = n − 2 with det A = 1. Then:
Proof. By Proposition 7.4, the line bundle K * M A is associated to the divisor D = (n − 1)C A . Hence
On the other hand, by Theorem 8.1 we have:
C(M A ) = C(f 1 , . . . ,f n−2 ) ∼ = { P Q , P, Q ∈ C[z 0 , . . . , z n−2 ] homogeneous, degP = degQ} where we put z 0 = w n−1 w n and deg z j = 1, 0 ≤ j ≤ n − 2. Since C A is induced by the divisor w n−1 w n = 0 on B, it follows that a meromorphic function represented as f = which is well-known to be of dimension 2n−3 n−2 . In the case l = n − 2, we also have a full description of the space of holomorphic vector fields of the manifolds M A : Theorem 8.3. Let A ∈ GL(n, Z) be a Kato matrix of type n = l − 2, with n ≥ 3, and let M A be the associated Kato manifold. Then the space H 0 (M A , T M A ) is of complex dimension (n − 2)(n − 1), generated by the F A -invariant vector fields on C n :
Proof. The proof is a continuation of the proof of Proposition 6.1. First of all, using that J 0 B−J 0 = L, it easy to check that the vector fields defined above are F A invariant and vanish at 0, hence they define linearly independent holomorphic vector fields on M A . Conversely, we wish to show that dim H 0 (M A , T M A ) ≤ (n − 2)(n − 1). By Lemma 4.14, for any p ≥ 1, M A p is a finite covering of M A , hence dim H 0 (M A p , T M A p ) ≥ dim H 0 (M A , T M A ). Thus it suffices to prove the desired inequality for a power of A, so we can suppose that A is l-positive and B is positive.
Using the considerations made during the proof of Proposition 6.1, we know that any holomorphic vector field on M A defines an F A -invariant vector field on B ⊂ C n of the form: X (z,w) = n−2 j=1 h j (z, w) ∂ ∂z j + h n−1 (z, w)w n−1 ∂ ∂w n−1 + h n (z, w)w n ∂ ∂w n , (z, w) ∈ B ⊂ C n−2 × C 2 where h 1 , . . . , h n are holomorphic functions on B. The F A invariance of X translates into the following conditions on these functions: where for I = (I 1 , . . . , I n−2 ) ∈ N n−2 we put |I| = I 1 + . . . + I n−2 . For I = 0 we find as before that for any J = 0 ∈ N 2 , d 
