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Так как B – сервантная подгруппа группы A, тип
любого элемента bB в этой группе такой же, как и
в группе A. Таким образом, B – однородная подгруп
па группы A, имеющая такой же тип, что и группа A.
Тогда из [13. Теорема 86.6. С. 136] следует, что B –
вполне разложимая группа. Получаем, что A и B –
однородные вполне разложимые группы, имеющие
один и тот же тип и ранг, следовательно, AB.
Теорема доказана.
Отметим, что однородная вполне разложимая
группа является также f.i.корректной [7. След
ствие 18. С. 76].
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При моделировании реальных процессов широ
ко используется аппарат обыкновенных диффе
ренциальных уравнений (ОДУ). При этом практи
ка показывает, что начальная задача (задача Коши)
для систем ОДУ может быть отнесена к следующим
типам: мягкая, жесткая, плохо обусловленная и
быстро осциллирующая. Каждый тип предъявляет
специфические требования к методам интегриро
вания. К жестким системам относятся задачи хи
мической кинетики [1, 2], нестационарные про
цессы в сложных электрических цепях [3, 4], систе
мы, возникающие при решении уравнений тепло
проводности и диффузии [5], движения небесных
тел, искусственных спутников [6], физики пла
стичности [7] и многие другие.
При численном решении систем ОДУ возника
ют сложности, связанные с тем, что при описании
сложного физического процесса скорости локаль
ных процессов могут быть существенно различны
ми, а переменные системы могут быть разнопоряд
ковыми величинами и/или изменяться на интерва
ле интегрирования на порядки величины [7].
Кроме этого при проведении физических экс
периментов может наблюдаться пограничный
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слой, который характеризуется режимом быстрого
изменения поведения объекта исследования. Такой
слой может возникать не обязательно в начале экс
перимента, а лишь тогда, когда некоторый «упра
вляющий» параметр резко изменит свое значение
или достигнет некоторого критического значения.
При численном решении такого вида задач числен
ный метод необходимо выбирать очень тщательно
[1, 2, 8–12].
Интерес к жестким системам возник в начале
XX в., первоначально в радиотехнике (задача Ван
дерПоля, 1920 г. [3, 4, 13–16]). Затем новая волна
интереса появилась в середине 50х гг. прошлого
столетия при изучении уравнений химической ки
нетики, движения небесных тел [6], в которых при
сутствовали очень медленно и очень быстро изме
няющиеся компоненты. Тогда выяснилось, что
считавшиеся исключительно надежными методы
типа Рунге–Кутты стали давать сбой при числен
ном расчете подобных задач.
Одна из первых попыток дать определение же
стким системам принадлежит Ч. Кертиссу и
Дж. Хиршфельдеру (C.F. Curtiss, J.O. Hirschfelder).
В 1952 г. они предложили следующую трактовку:
жесткие системы – это те уравнения, решение ко
торых получить намного проще с помощью опреде
ленных неявных методов, чем с помощью классиче
ских явных методов типа Эйлера или Адамса [17].
В литературе приводится несколько суждений о
жесткости, каждое из которых отражает определен
ные аспекты поведения численного решения (на
пример, невозможность использования явных ме
тодов интегрирования [18], наличие быстро зату
хающих возмущений [10, 19], большие постоянные
Липшица или логарифмические нормы матриц
[20, 21], большая разница собственных значений
матрицы Якоби [1, 2, 22, 23], заполненность матри
цы Якоби [24], априорная знакоопределенность
решения [25], количество переходных фаз [26] и
так далее). В некоторых приложениях важным
фактором, влияющим на поведение численного ре
шения, является размерность системы ОДУ [27]
или наличие пограничного слоя [22, 28], в других –
лишь предельное поведение (плавное изменение)
при больших интервалах интегрирования. Зача
стую даже не ясно, относится жесткость к частному
решению или к проблеме в целом [29].
В работах [1–3, 12, 22, 23, 30] авторы затрудня
ются дать строгое определение жесткой системы в
силу его сложности, а вводят рабочее описание же
сткой задачи. Это задача, моделирующая физиче
ский процесс, компоненты которого обладают нес
оизмеримыми характерными временами, или же
процесс, характерное время (обратные величины
собственных значений якобиана системы) которо
го намного меньше отрезка интегрирования.
В 1970х гг. Л. Шампайн и Б. Гир (L.F. Shampine,
C.W. Gear), накопившие к тому времени большой
опыт вычислительных экспериментов в области
систем, имеющих разнопорядковые компоненты
вектора решений, предложили свое определение
жесткой системы: начальная задача для системы
ОДУ является жесткой, если хотя бы у одного из
собственных чисел якобиана Ji,j=fi/yj, i, j=1,...,N
вещественная часть отрицательна и велика (по мо
дулю), а решение на большей части отрезка инте
грирования меняется медленно [14, 31].
В работах [22, 28] систему ОДУ называют же
сткой, если вещественные части всех собственных
значений якобиана системы отрицательны, т. е.
Re(i)<0, i=1,2,...,N (система асимптотически
устойчива по Ляпунову) и отношение
велико. Число s называется числом жесткости си
стемы.
Проблема определения жесткой системы в том,
что для числа жесткости s не указана граница, ког
да оно становится велико. Систему уравнений
можно считать жесткой, если число жесткости s
больше 10, однако во многих прикладных задачах
этот коэффициент достигает значений порядка 106
и более [32]. В работе [33] вводится понятие сверх
жесткости, при этом коэффициент жесткости до
стигает значений порядка 106...1012.
Заметим, что надежных простых способов
оценки жесткости нет, поэтому нужны численные
методы, работающие без проверок на жесткость.
Обзор существующих подходов к нахождению 
численного решения жестких систем 
обыкновенных дифференциальных уравнений
Будем рассматривать задачу Коши для системы
обыкновенных дифференциальных уравнений
первого порядка, которую можно представить сле
дующим образом:
(1)
При численном интегрировании системы (1)
широко применяют методы, в которых использо
вана линейная комбинация вектора решения
Y1,Y2,...,Yn,... и его производных в некоторой после
довательности точек x1,x2,...,xn,... Такие методы
принято называть линейными методами [3, 4, 31].
Существует несколько типов линейных мето
дов: многоэтапные, многошаговые, а также мето
ды, в которых используют производные высших
порядков (multiderivative methods). Многоэтапные
методы – это явные и неявные методы Рунге–Кут
ты. К многошаговым методам относят методы
Адамса (Adams–Bashforth, Adams–Moulton) и фор
мулы дифференцирования назад (BDF, backward
differentiation formulae). Методы, в которых исполь
зуются производные высших порядков, основаны
на использовании разложения функции в ряд Тей
лора (Taylor series).
С момента открытия явления жесткости в ра
звитии численных методов для интегрирования
жестких систем имеют место следующие тенден
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ции: исследование явления жесткости как такового
и создание теоретического аппарата анализа устой
чивости методов [3, 18], конструирование и усовер
шенствование методов, в том числе с учетом спе
цифики решаемых задач [34–40] и перспектив для
распараллеливания [41–43]. Наиболее полный об
зор современного состояния численных методов
решения жестких систем ОДУ с обширной библио
графией представлен в работах [3, 4, 18, 28, 44, 45].
Одним из простых способов построения реше
ния системы (1) в точке xn+1, если оно известно в
точке xn, является способ, основанный на разложе
нии функции решения Y(xn+1) в ряд Тейлора в
окрестности точки xn:
Y(xn+1)=Y(xn)+hF(xn,Yn,h),
где F(xn,Yn,h)=Y'(xn)+hY"(xn)/2!+h2Y"'(xn)/3!+... . Если
этот ряд оборвать на qом слагаемом и заменить




qF(q)(xn,Yn)/(q+1)!)        (2)
при q=1 получим вычислительную схему явного
метода Эйлера [1, 2, 12, 22, 46]
Yn+1=Yn+hF(xn,Yn).
Применение формулы (2) ограничено лишь те
ми задачами, где легко вычисляются производные
высших порядков функции F(x,Y) правой части си
стемы (1). Заметим, что обычно это не так.
К. Рунге (С. Runge, 1895), К. Хойн (K. Heun,
1900) и М. Кутта (М. Kutta, 1901) предложили под
ход, основанный на построении формулы для Yn+1
вида [1, 2, 4]:
Y(xn+1)=Y(xn)+hФ(xn,Yn,h),
где h – шаг интегрирования. Функция Ф(·) близка
к F(·), но не содержит производных от функции
правой части уравнения. Было получено семейство
явных и неявных методов, требующих sкратного
вычисления функции правой части на каждом ша
ге интегрирования (sэтапные методы). Формулы
этих методов идеально приспособлены для практи
ческих расчетов: они позволяют легко менять шаг
интегрирования h, являются одношаговыми, до
статочно экономичны, по крайней мере, до фор
мул четвертого порядка включительно. Возможно,
наиболее известной является формула четырехэ
тапного метода Рунге–Кутты четвертого порядка.
Одна из основных проблем, связанных с приме
нением методов Рунге–Кутты (а в действительно
сти, практически всех явных методов) состоит в
выборе величины шага интегрирования h, обеспе
чивающей устойчивость вычислительной схемы
[1, 2, 12, 22, 23, 46, 47], тем не менее, и в наши дни,
разрабатываются и используются явные адаптив
ные методы для решения жестких ОДУ [36].
Наличие жестких задач сделало неявные вычи
слительные схемы особенно привлекательными и
привело к разработке группы неявных устойчивых
методов, у которых отмеченная проблема с выбо
ром шага интегрирования в значительной степени
снята [17, 23, 31, 48–52]. Наиболее распространен
ными среди них являются методы Адамса–Мулто
на и «формулы дифференцирования назад» (более
общее название – методы Гира). Получив прибли
жение к решению в точках x1,x2,...,xn можно исполь
зовать их для нахождения решения в точке xn+1.
Вычислительные схемы неявных методов Адам
са–Мултона имеют вид [1, 2, 12, 22, 23, 46, 47]:
(3)
где q – определяет порядок метода, константы 
i,
i=0, 1, ..., q соответствуют выбранному порядку ме
тода [4, 23, 31]. Заметим, что неявный метод Эйле
ра (первый порядок) и метод трапеций (второй по
рядок) являются частными случаями последней
вычислительной схемы (3) при q=0 и q=1 соответ
ственно.
Построение многошаговых методов основано на
использовании полинома степени q. Приближенное
значение решения Y(x) в точке xn+1 представляется в
виде линейной комбинации нескольких приближен
ных значений решения и его производной в этой и
предшествующих q точках. Очевидно, использова
ние многошаговых формул ставит задачу вычисле
ния q значений начальных значений Y1, Y 2, ..., Yn,
точность задания которых должна быть не хуже точ
ности соответствующей формулы. В общем виде по
лином можно представить [1, 2, 12, 22, 23, 46, 47]
(4)
Некоторые константы i и 
i в (4) могут прини




q=0 можно построить формулы диффе
ренцирования назад.
Область устойчивости неявных методов
Первые исследования, посвященные изучению
устойчивости многошаговых методов, относятся к
трудам Д. Дальквиста [53, 54]. Как следует из опре
делений, приведенных выше, жесткие уравнения
предъявляют жесткие требования к устойчивости
численных методов, применяемых для их решения.
При получении асимптотически устойчивого ре
шения жесткой задачи Коши ошибка разностного
метода не должна расти при любом шаге, т. е. метод
должен быть безусловно устойчивым. Обзор теку
щего состояния по исследованию областей устой
чивости многошаговых методов можно найти в ра
ботах [3, 4].
Авторы [22, 46, 55] формулируют определение
устойчивости метода более четко через использова
ние модельного уравнения первого порядка
y'=y, y(x0)=y0. (5)
Общее решение уравнения (5) есть y=С.exp{x},
где С – константа, и решение соответствующей ему
задачи Коши с начальными условиями y(x0)=y0 есть
функция y=y0.exp{(x–x0)}, которая стремится к
нулю, если Re()<0 и бесконечно растет по абсо
лютной величине при Re()>0, где  в общем слу
чае комплексное число.
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Под областью устойчивости многошагового ме
тода (4) решения начальной задачи (5) будем пони
мать множество точек комплексной плоскости,
определяемой комплексной переменной =h, для
которых этот метод, примененный к модельному
ур. (5), устойчив, т. е. обеспечивает невозрастание
ошибки [22, 46, 55].
Для определения области устойчивости неяв
ных методов (4) будем использовать характеристи
ческий (комплексный) полином
который представим в виде [3, 4, 23, 31]:
(6)
где k, 




q=0); q – порядок метода; i – мнимая
единица; z=ei – комплексное число, 02. Для
определения области абсолютной устойчивости
метода для данного значения =0 найдем реше
ние уравнения (6) относительно .
Множество точек, порождаемых уравнением
(6), представляет собой геометрическое место то
чек единичных корней Г

, для которых справедли
во |z|=1. Областью абсолютной устойчивости неяв
ных методов (4) является внешняя область Г

, т. к.
при ||=h|| неявные методы (4) устойчивы
[3, 4, 23, 31].
Для определения геометрического места точек,
описываемых уравнением (6), использована систе
ма компьютерной алгебры MathCAD. В результате
получено геометрическое место единичных корней
Г

(рис. 1). Областью абсолютной устойчивости яв
ляется внешняя область Г

(заштрихована).
Исследование областей устойчивости (Г

явля
ется простой замкнутой кривой), изображенных на
рис. 1, показывает, что неявные методы (4) с 1 по 6
порядок включительно являются жестко устойчи
выми (введено впервые в [31]). Свойство жесткости
для неявного метода (4) с 1 по 6 порядок включи
тельно достигается при различных значениях ве
щественного числа 0 (на рис. 1, в–е, отмечено
пунктирной линией). В частности, для метода пер
вого и второго порядков =0, третьего – =–0,1;
четвертого – =–0,7; пятого – =–2,4; шестого –
=–6,1.
Для метода Гира седьмого порядка ур. (6) будет
выглядеть следующим образом:
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Рис. 1. Области абсолютной устойчивости для методов Гира q#го порядка: а) первого (метод Эйлера); б) второго; в) третьего;
г) четвертого; д) пятого; е) шестого
?      ?      ?
?      ?      ?
Находя решение () относительно , получа
ем, что метод Гира седьмого порядка не отвечает
требованиям жесткой устойчивости (рис. 2)
[23, 31]. В начале координат и при Re()–8 име
ются точки пересечения Г

.
Результаты, полученные для уравнения (5),
можно распространить на системы ОДУ. В случае
автономной системы ОДУ вида Y'=AY, где А – по
стоянная матрица, можно провести приведение к
жордановой форме и перейти к нахождению реше
ния системы ОДУ вида Z'=JZ, где
J=T–1AT=diag{1,2,...,n}, i – собственные числа
матрицы А, i=1,2,...,N, Y=TZ, Z=T–1Y. Матрица T
составлена из собственных векторов матрицы А.
Таким образом, исходная система ОДУ распадается
на n скалярных уравнений, для которых можно
найти решение и применить описанный выше под
ход для нахождения области устойчивости [4, 23,
31]. Если коэффициенты системы Y'=A(х)Y не яв
ляются постоянными, проверка собственных зна
чений А при каждом значении x становится вычи
слительно трудоемкой [31]. Заметим, что при рабо
те с нелинейными системами вида Y'=AY+G(x,Y)
устойчивость решения может быть обеспечена
только в начале координат, кроме этого, устойчи
вость может быть нарушена для собственных зна
чений, лежащих на мнимой оси [18].
Обзор альтернативных способов нахождения
областей устойчивости неявных методов наиболее
полно приведен в [3, 4, 18].
Неявные методы (в записи Гира) пригодны для
расчета большого класса жестких систем ОДУ. При
этом уменьшение шага (до минимально возможно
го) не всегда позволяет приспособиться к локаль
ному поведению решения и сократить объем вычи
слений при соблюдении требуемой точности. Оп
тимальная стратегия использования многошаговых
методов подразумевает наличие процедуры авто
матического управления порядком (с 1 до 6) и ве
личиной шага. Это требует вычисления оценки ло
кальной ошибки метода и эффективной (в смысле
экономии оперативной памяти ЭВМ) организации
вычислений, хранения и воспроизведения массива
предшествующих значений решения.
Выводы
Несмотря на интенсивное развитие численных
методов для решения жестких систем обыкновенных
дифференциальных уравнений, до сих пор не суще
ствует общепринятого строгого математического
определения жесткости [16, 56–59], поэтому опреде
ления жесткости [1–3, 10, 12, 17, 18, 22, 23, 30] оста
ются актуальными.
Как правило, в большинстве решателей обык
новенных дифференциальных уравнений приме
няют неявный метод Эйлера первого порядка или
метод трапеций второго порядка. Неявные методы
Гира (формулы дифференцирования назад) явля
ются жестко устойчивыми от 1 до 6 порядка вклю
чительно, поэтому для ускорения процесса инте
грирования систем обыкновенных дифферен
циальных уравнений можно использовать повыше
ние порядка.
Результаты расчетов позволяют определить для
неявных методов области абсолютной устойчиво
сти, где обеспечена возможность изменения вели
чины шага интегрирования в широких пределах при
сохранении вычислительной устойчивости метода.
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Рис. 2. Геометрическое место точек единичных корней Г

для метода Гира седьмого порядка
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1. Постановка задачи. Исследование коэффици
ентных обратных задач является одним из основ
ных направлений теории обратных задач для диф
ференциальных уравнений. Обзор работ, посвя
щенных таким задачам, приведены, например, в
работах [1–3]. Коэффициентные обратные задачи
для уравнений в частных производных третьего и
четвертого порядков рассмотрены в работах [4–7].
В области D={(x,y):0<x<, 0<y<h} рассмотрим
линейное уравнение в частных производных че
твертого порядка
(1)
Краевые задачи, задачи Коши и Дарбу для ура
внения (1) изучены в работах [8, 9].
Пусть Cr+s(D) означает класс функций, имеющих
непрерывные производные
Задача 1. Требуется найти коэффициент 2(x) и
решение u(x,y)C(D
–
)C3+1(D) уравнения (1), удо
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