The minimum vertex ranking spanning tree problem is to find a spanning tree of G whose vertex ranking is minimum. This problem is NP-hard and no polynomial time algorithm for solving it is known for non-trivial classes of graphs other than the class of interval graphs. This paper proposes a polynomial time algorithm for solving the minimum vertex ranking spanning tree problem on outerplanar graphs.
Introduction

Consider a simple connected undirected graph G = (V, E). A vertex ranking of G is a labeling r from the vertices of G to the positive integers such that for each path between any two vertices u and v, u v, with r(u) = r(v), there exists at least one vertex w on the path with r(w) > r(u) = r(v). The value r(v) of a vertex v is called the rank of vertex v. A vertex ranking r of G is minimum if the largest rank k assigned by r is the smallest among all rankings of G. Such rank k is called the vertex ranking number of G, denoted by χ(G).
The vertex ranking problem is to find a minimum vertex ranking of given graph G. The vertex ranking problem has interesting applications to e.g., communication network design, planning efficient assembly of products in manufacturing systems [7] , [8] , [16] , [25] , and VLSI layout design [11] , [24] .
As for the complexity, this problem is NP-hard even when restricted to cobipartite graphs [19] and bipartite graphs [2] , and a number of polynomial time algorithms for this problem have been developed on several subclasses of graphs. Much work has been done in finding the minimum vertex ranking of a tree; a linear time algorithm for trees is proposed in [22] . The problem is trivial on split graphs and is solvable in linear time on cographs [23] . Concerning to interval graphs, Deogun et al. has given an O(n 3 ) time algorithm recently [6] , which outperforms the previously known O(n 4 ) time algorithm [1] where n is the number of vertices. They also presented O(n 6 ) time algorithms on permutation graphs and on trapezoid graphs, respectively, and showed that a polynomial time algorithm on d-trapezoid graphs exists [6] . Moreover, a polynomial time algorithm on graphs Manuscript received February 22, 2006 . † The author is with the Department of Mathematical Sciences, Faculty of Integrated Arts and Sciences, The University of Tokushima, Tokushima-shi, 770-8502 Japan.
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a) E-mail: shin@ias.tokushima-u.ac.jp DOI: 10.1093/ietisy/e89-d. 8.2357 with treewidth at most k was developed [3] . The problem described above is the ranking with respect to vertices, while a ranking with respect to edges is similarly defined as follows. An edge ranking of G is a labeling r e from the edges of G to the positive integers such that for each path between any two edges e u and e v , e u e v , with r(e u ) = r(e v ), there exists at least one edge e w on the path with r(e w ) > r(e u ) = r(e v ). The value r(e v ) of an edge e v is called the rank of edge e v . An edge ranking of G is minimum if the largest rank k assigned is the smallest among all rankings of G. Such rank k is called the edge ranking number of G, denoted by χ e (G). The edge ranking problem is to find a minimum edge ranking of given graph G. Before the proof of this problem to be NP-hard was given, an O(n 3 ) time algorithm for trees was known [25] . By now, a linear time algorithm for trees is proposed in [13] . Recently, it has finally been shown that this problem on general graphs is NP-hard [12] .
Makino et al. introduced a minimum edge ranking spanning tree problem which is related to the minimum edge ranking problem but is essentially different [14] . The minimum edge ranking spanning tree problem is to find a spanning tree of G whose edge ranking is minimum. They proved that this problem is NP-hard and presented an approximation algorithm for this problem. This problem has interesting applications to e.g., scheduling the parallel assembly of a multipart product from its components and the relational database [14] .
In this paper, we consider the vertex version of this problem, i.e., the minimum vertex ranking spanning tree problem. The minimum vertex ranking spanning tree problem is to find a spanning tree of G whose vertex ranking is minimum. We recently proved that this problem is NP-hard [15] and developed an O(n 3 ) time algorithm when an input graph is an interval graph [17] . However, no polynomial time algorithm for solving this problem on any class other than interval graphs is known so far. Thus, we are interested in whether some class other than interval graphs exists or not.
A graph is called an outerplanar graph if it has an embedding in the plane where every vertex lies on the boundary of the exterior face [5] . On outerplanar graphs, some polynomial time algorithms for solving problems that are NP-hard in general have been developed (see e.g., [9] , [18] ). Thus, we focus attention on outerplanar graphs. We show that, in this paper, an O(n 5 ) time algorithm for the minimum vertex ranking spanning tree exists when an input graph is 
Preliminary
In this paper, a graph denotes a connected undirected graph, unless otherwise specified. Given a graph G = (V, E) where V is the set of vertices and E is the set of edges of G, respectively. Suppose that V is a nonempty subset of V. The subgraph of G whose edge set is the set of edges of G that have both end vertices in V is called the subgraph of G induced by V and is denoted by G [V ] . Suppose that E is a nonempty subset of E. The subgraph of G whose vertex set is the set of end vertices of edges in E and whose edge set is E is called the subgraph of G induced by E and is denoted by G[E ]. Let G = (V, E) and G = (V , E ) be two graphs. G ∪ G denotes a graph whose vertex set is V ∪ V and edge set is E ∪ E , respectively. G − v denotes a subgraph of G obtained from G by deleting the vertex v and edges incident to v.
A vertex ranking of G is a labeling r from the vertices of G to the positive integers such that for each path between any two vertices u and v, u v, with r(u) = r(v), there exists at least one vertex w on the path with r(w) > r(u) = r(v). The value r(v) of a vertex v is called the rank of vertex v. A vertex ranking r of G is minimum if the largest rank k assigned by r is the smallest among all rankings of G. Such rank k is called the vertex ranking number of G, denoted by χ(G). The vertex ranking problem is to find a minimum vertex ranking of given graph G. The minimum vertex ranking spanning tree problem (the MVRST problem) is to find a spanning tree of G whose vertex ranking is minimum. χ T (G) denotes the vertex ranking number of minimum vertex ranking spanning tree (MVRST) in G.
For the minimum vertex ranking spanning tree T in G, the following property holds by the definition.
Property 1:
For the minimum vertex ranking spanning tree T in G, a unique vertex v in T with the largest rank χ T (G) exists.
We now consider the minimum vertex ranking of trees. A tree T is divided into more than one subtrees
We assign ranks {1, · · · , k} to vertices of subtrees T i such that the condition of the vertex ranking is satisfied. A path from a vertex of T i to a vertex of T j (i j) obviously goes through v. Then, by assigning the largest rank k + 1 to v, the condition of vertex ranking of the tree is satisfied. However, the resulting vertex ranking of T is not necessarily the minimum one. Then, we get the minimum vertex ranking of tree T by executing the above process for each vertex v in T and finding the minimum vertex rank among v's. Based on this observation, we develop an algorithm.
Once we have spanning trees, we can find, as we described above, their minimum vertex rankings. However, the number of spanning trees in general graphs is exponen- tial with respect to the number of vertices. Thus, we can not construct a polynomial time algorithm by finding all spanning trees in G and calculating the minimum vertex ranking of each spanning tree. However, on outerplanar graphs, we can construct a polynomial time algorithm using the dynamic programing. In the following, we explain the basic idea of our algorithm.
We here assume that an outerplanar graph G is a biconnected graph, i.e., G has no cut-vertex. We will remove this restriction later to have an algorithm for the case where G is a connected outerplanar graph having cut-vertices, as we can construct an algorithm based on our algorithm for biconnected outerplanar graphs. An outerplanar graph has an embedding in the plane so that every vertex appears on the boundary of the exterior face [5] . If an outerplanar graph is a biconnected graph, then vertices appearing on the boundary of the exterior face are arranged on a simple cycle as illustrated in Fig. 1 . We assume that G is embedded in the plane so that each vertex of G on the boundary of the exterior face is numbered 1, 2, · · · , n in anticlockwise order. We consider subgraphs induced by l (2 ≤ l ≤ n) consecutive vertices on the boundary of the exterior face.
G[x, y] denotes a subgraph of G induced by a vertex set consisting of all vertices from x to y in anticlockwise order on the boundary of the exterior face of G, and is called a hal f -cycle subgraph (See Fig. 2 and Fig. 3 (a) ). Note that if x > y, then a vertex set is {x, · · · , n − 1, n, 1, · · · , y}. Furthermore, G[x, y : z, w] denotes a subgraph of G induced by a vertex set consisting of vertices {x, x + 1, · · · , y} and {z, z + 1, · · · , w}, and is called an anti-hal f -cycle subgraph (See Fig. 3 (b) ). As a matter of convenience,
Let T (v : G) be a minimum vertex ranking spanning tree (MVRST) in G under the condition that a vertex v is assigned the largest rank, that is, by removing v from T (v : G), T (v : G) is divided into more than one subtrees T 1 , T 2 , · · · , T l and the rank max{χ(T 1 ), · · · , χ(T l )} + 1 assigned to v is the smallest among all spanning trees in G. χ T (v : G) denotes the vertex ranking number of an MVRST in G under the condition that a vertex v is as- 
have already been found, then we can get the value of an MVRST χ T (v : G) under the condition that a vertex v is assigned the largest rank, from the following formula. (The correctness of this formula will be proved in Lemma 1.)
As for a vertex v, we can get χ T (v : G) using the above formula. Then, for each v(1 ≤ v ≤ n), we find each χ T (v : G) and calculate the smallest value of χ T (v : G)'s. This smallest value is defined as the value of an MVRST in G. Based on the idea described above, we prove the following lemma.
Lemma 1:
Let G be a biconnected outerplanar graph. The following formula holds with respect to the value of an MVRST in G. 
For a vertex v, let min 1≤u≤n
) may be changed to k, and a vertex ranking of T (v : G [v, u] ) where the maximum rank of vertices is k is obtained. Thus, we may assume that v is assigned the largest rank k and other vertices are assigned a rank less
. We now show that by using the above vertex ranking of
, we have a vertex ranking of T where the maximum rank of vertices is k. A spanning tree T is divided into some subtrees T 1 , · · · , T l by removing v. If two vertices x, w with r(x) = r(w) exist in different subtrees among T 1 , · · · , T l , any path in T between x and w contains v with rank r(v) > r(x)(= r(w)). Therefore, formula (3) holds.
We next prove, for a pair of v and u,
Assume that T is the minimum vertex ranking spanning tree in G, and for each vertex of T , the rank is assigned so that the minimum vertex ranking of T is attained. By Property 1, T has a unique vertex v with rank χ T (G). T is divided into some subtrees T 1 , · · · , T l by removing v. On a biconnected outerplanar graph, a vertex u( v) exists such that each of T 1 , · · · , T l is included into either of two subgraphs G [v, u] and G[u + 1, v] . The rank of each vertex on T 1 , · · · , T l by the minimum vertex ranking of T is less than min 1≤v≤n {min 1≤u≤n {max{χ T (v :
Recall that v is assigned rank χ T (G) and other vertices except v are assigned ranks from {1, · · · , χ T (G) − 1} by the minimum vertex ranking of T . Therefore,
and formula (4) holds. Combining formulas (3) and (4), the lemma is proved.
Algorithm
Our algorithm finds an MVRST in G by finding MVRSTs in subgraphs on G induced by the l consecutive vertices on the boundary of the exterior face. In order to find the value of an MVRST in G using formula (2) , it is necessary to find the value of MVRSTs in subgraphs G [v, u] G[v, u] is used as the input data of the algorithm and we can continue to compute the value of an MVRST of G [v, u] recursively. We, of course, do not use a dummy edge to construct an MVRST on the calculation of formula (2) .
However, for the realization of the above idea, our algorithm solves the MVRST problem by a bottom up manner, that is, the algorithm find MVRSTs of subgraphs induced by k, 2 ≤ k ≤ n, in the order of increasing number of vertices without explicitly using recursion.
We first find, for ) is set to be 3 so that the condition that v is assigned the largest rank is satisfied. When v is i (i + 2, respectively), we must assign rank 3 to v and 1,2 to i + 1, i + 2(i, respectively).
We is set to be 3 as (v, i), (i, i + 1) (or (i, i + 1), (i + 1, v)) are a spanning tree and we must assign ranks 1, 2 to i, i + 1, respectively, and then rank 3 to v.
In the following, we similarly compute the value of MVRSTs in subgraphs induced by l (4 ≤ l ≤ n) vertices under the condition that v is assigned the largest rank. In formula (2), the value of an MVRST in G is computed from MVRSTs in subgraphs G [v, u] Fig. 3 (a) ). Moreover, when a half-cycle subgraph is divided into two subgraphs, the other type of structure of subgraphs is generated. This type of subgraph G[x, y : z, w] is induced by two vertex sets {x, · · · , y}, {z, · · · , w} (See Fig. 3 (b) ). Consequently, it is necessary to consider the following two types of structure of subgraphs induced by l vertices. 
For example, in Fig. 3 (x, w) or (y, z) , we regard G[x, y : z, w] as a biconnected outerplanar graph whose boundary of the exterior face is x, x + 1, · · ·, y, z, z + 1, · · ·, w. Let us assume that, for a vertex u (x < u < y or z < u < w), two subgraphs obtained by
(a), G[i, i + l] is regarded as G whose boundary of the exterior face is
We now consider the special case of Type 2, i.e., a subgraph G[x, y : z, w] is a fan-subgraph. We here assume that a fan-subgraph is G [v, v : z, w] induced by a vertex v and vertex sets {z, · · · , w}. If the number of edges joining v and one of z, · · · , w is one, then we construct a spanning tree by joining v and an MVRST in G [z, w] . Therefore, we have For computing the value of an MVRST of G using formula (2), we divide G into two subgraphs G [v, u] , G[u+1, v] and assign the largest rank to the unique common vertex v. On a Type 2 subgraph G[x, y : z, w] generated by dividing either a Type 1 subgraph or a Type 2 subgraph, the unique common vertex v assigned the largest rank is one of four corners x, y, z, w of G[x, y : z, w]. Therefore, for Type 2 subgraphs, we find the value of MVRST χ T (v :
By the algorithm, we find the value of an MVRST of G in the order of increasing number of vertices included in the subgraph. This process is equivalent to finding recursively the value of an MVRST of G. Based on the above ideas, our algorithm is described as follows.
Procedure Find Minimum Vertex Ranking Spanning Tree begin
Step 
Step 4 • The case where G[x, y : z, w] is a Type 1 subgraph, i.e.,
G[x, x : x, z]:
If an edge (x, z) does not exist, then, by being added a dummy edge (x, z), regard G[x, x : x, z] as a biconnected outerplanar graph G whose boundary of the exterior face is
{ Note: For example, in Fig. 3 (a) , G [v, u] and For
• The case where G[x, y : z, w] is a fan-subgraph, that is,
Assume here that a fan-subgraph is G [v, v : z, w] . {When a fan-subgraph is G [x, y : v, v] , calculation can be done similarly.} On G [v, v : z, w] , if the number of edges joining v and one of z, · · · , w is one,
Moreover, for each l(= 4, · · · , n−1), when all subgraphs induced by l vertices are calculated, calculate the value of an MVRST in subgraph induced by l consecutive vertices on the boundary of the exterior face of G for computing the above value of an MVRST in fan-subgraphs.
Step 5. Next let the number of vertices in G be i(≥ 3). If G is a biconnected outerplanar graph, then χ T (v : G) can be computed using formula (2) . Since MVRSTs in subgraphs of G in which the number of vertices is j(≤ i) have been calculated, an MVRST in G can be calculated using formula (2) .
However, if G is not a biconnected outerplanar graph, then we regard G as a biconnected outerplanar graph G by adding dummy edges. When G has a dummy edge and is a fan-subgraph, v may be adjacent to the unique edge of the original graph G. In this case, we construct an MVRST in G by joining v and an MVRST in G − v. Then, we have
The above process is performed in Step 4.
Consequently, for each vertex v = 1, · · · , n, the value of MVRSTs χ T (v : G) in G under the condition that v is assigned the largest rank is calculated. Then, in Step 5, we select the minimum value among χ T (v : G), for v = 1, · · · , n, and that is the value of the MVRST in G. Step 2 can be executed using the bucket sort [10] and the number of data to be sorted is O(n 4 ), and its execution takes O(n 4 ) time. Step 5 can be done in O(n) time. Consequently, it takes O(n 5 ) time in total. Until now we have assumed that an input graph is a biconnected outerplanar graph. We finally describe when an input graph G is an outerplanar graph having a cut-vertex.
Procedure Find Minimum Vertex Ranking Spann-ing Tree finds an MVRST in G by finding MVRSTs in subgraphs induced by l (2 ≤ l ≤ n) consecutive vertices on the boundary of the exterior face. As in a biconnected outerplanar graph, an outerplanar graph G having cut-vertices can be embedded in the plane so that each vertex of G on the boundary of the exterior face is numbered 1, 2, · · · , n in anticlockwise order. Thus, even if G has cut-vertices, we can construct subgraphs induced by the l consecutive vertices on the boundary of the exterior face, and then can find an MVRST in G using the procedure.
Theorem 2:
We can solve the MVRST problem on a connected outerplanar graph in O(n 5 ) time.
Concluding Remarks
In this paper, we proposed a polynomial time algorithm for solving the minimum vertex ranking spanning tree problem, when an input graph is an outerplanar graph. Our algorithm solves this problem on an outerplanar graph using dynamic programming. It would be interesting to know whether our time complexity can be improved. In order to improve this, we should reduce the number of subgraphs G[x, y : z, w]), x, y, z, w = 1, · · · , n, each of which is required to compute a MVRST in it. However, for computing a MVRST in G using dynamic programming, we need each value of MVRSTs in G[x, y : z, w])'s. Thus, we think that it is difficult to reduce the time complexity as far as we use dynamic programming. We might need some other methods not using dynamic programming. We are also interested in whether other classes of graphs in which the minimum vertex ranking spanning tree problem is polynomially solvable, exists or not using dynamic programming.
