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．はじめに
現行の AI (Artificial Intelligence) には，大きく 2 つのタイプがある。実用化に
富み今をときめくビッグデータ型 AI（以下 BD-AI と呼ぶ）と明日の AI を担う
とされるがなかなか実用化までに至っていない脳神経/ニューロン模倣型 AI





1) 本論は，成城大学経済研究所年報用論文として，中馬他 (2018) に大幅な加筆・訂正を加え
たものである。
2) このような評価は，最近 Intel Labs 所長に就任した Rich Uhlig にも見られる（IEEE
Spectrum 誌上における Ackerman (2018) との対談）
異なっている。なお，本論では，AI という言葉の定義上の混乱を避けるため











ューロンで名高い神経生理学者 Warren S. McCulloch (1889-1969) と Computa-
tional Neuroscience の先駆者 Walter Pitts (1923-1969)
3)
，神経回路の学習則（ヘッ
ブ則）で名高い神経心理学者 Donald O. Hebb (1904-1985)，Computational Neuro-
science の泰斗 David C. Marr (1945-1980) などを始祖としている。さらに，
Hassabis 他 (2017) や Marblestone 他 (2106)，Schuman 他 (2017) の包括的な展望
によると，時代を席巻している BD-AI でも，最先端分野では，NM-AI と同じ
く，大脳新皮質・海馬・視床などの基本動作原理に習ったものがまれではない。
つまり，一部に両者の収束傾向すら見られる。








3) 良く知られているように，そして驚くことに，von Neumann が現行コンピュータの原型で
ある EDVAC を考案した際の基本アイデアは，McClulloch and Pitts (1943) に基づいていた
（太田 (2017)）。
となので，AI と ML とは，実質的には区別されていないと言える。
したがって，本論でも，インテリジェンスという言葉の多義性の弊害をでき














(2009)，Hohwy (2013)，Engel 他 (2016))




























に異なっている。例えば，BD-AI では非発火型 (Non-Spiking) 興奮性ニューロ
ンだけに基づく微分可能な非線形のニューロン間伝達関数（/活動関数）を用い





















（Goodfellow 他 (2016)）では起因の特定は考慮外である。逆に言えば，実用的な AL/ML
は，未だそのレベルに至っていない。
7) この特徴から，NM-AI は，Spiking Neural Network 型 AI (SNN-AI) とも呼ばれる。BD-AI の









は AI の本丸として登場すると期待されている NM-AI の双方を取り上げ，そ
もそも BD-AI や NM-AI の“インテリジェンス”特性とはどのようなものである












装置としての情動 (Minsky (2006)，Damasio (2018)，Rolls (2018))，変化と異常に対
応するための起因の特定／予測装置としての意識 (Llinas (2001)，Friston (2010)，
Hohwy (2013)，Feinberg 他 (2016)，Tani (2017)) 等々といった視点である。
．BD-AI と NM-AI の違いを検討する：機能特性という視点から
前述した人工ニューロン間の非線形伝達関数が微分可能であるかどうかや興





8) この表現は，Minsky (2006) に倣っている。
Point/McCulloch-Pitts Neuron












Figure 1a Figure 1cFigure 1b
Numenta (2017) より抜粋
ためには，BD-AI や NM-AI で想定されている人工ニューロンが，実ニューロ
ンとどれほど異なっているかを理解することが早道だと思われる。また，その
ことによって，BD-AI 型のみならず NM-AI 型“インテリジェンス”の限界も見
えてくる。
2-1 BD-AI と NM-AI が想定するニューロンの違い：時空間概念の有無
下図の中央には，ヒトの場合にニューロン全体の 7b％を占めると言われる


























伸びる軸索に活動電位 (Action Potential) の不連続的な放電・発火 (Discharge/
Spiking) を起こす。
なお，実ニューロンには，興奮性錐体ニューロンの他に，シャンデリア細胞
(chandelier cell) とかバスケット細胞 (basket cell) などと呼ばれる抑制性 (inhibitory)
ニューロンがある。さらに，両ニューロンを繋ぐ多数の介在ニューロン
(Interneuron) や両ニューロンの微調整（ファインチューニング）のみに関与する少










（Fileds (2009)，工藤 (2011)，Deutch 他 (2014)）。また，細胞外にある局所的な電
場・磁場を介した混線現象 (Crosstalk) に基づく直接接合をも包摂した Ephaptic
Transmission（表面接触型伝達）と呼ばれる細胞間コミュニケーションの存在が



























きた SSD (Solid State Drive) のような役割をも果たすことができるというのであ
る。
このように，実ニューロンのネットワークシステムの効率性や低消費電力性
を支える仕組みは，実際には，ニューロン主体の BD-AI や NM-AI の枠組み
をも遙かに超えた極めて複雑なものである。したがって，現在開発段階にある
NM-AI も，今後の Neuroscience のさらなる発展によって，その設計思想自体
が大きく変化していく可能性が高い。




形関数 Fで簡略に表現されている（Rolls (2017) 参照）。



















み込まれている。例えば，IBM の TrueNorth，Intel の Loihi，ハイデルベルグ
大学の BrainScaleS，マンチェスター大学の SpiNNaker，スタンフォード大学












































献するように工夫されている (Luo (2016)，Rolls (2017)，Anderson (2017))。その結
果，対応するニューロン間の配線は，とても疎くなっている。






なお，NM-AI は，多重パーセプトロン型の BD-AI に比べて，ニューロン間























脳内神経ネットワーク及び NM-AI で SDR を可能にする上記の Winner-
Take-All（勝者独り占め）型の巧妙な仕組みは，競合学習 (competitive learning) や
側方抑制 (lateral inhibition) と呼ばれている。なお，生命体の脳の低消費電力性


























20) Boden (2016) は，BD-AI 型のニューロンを“too neat, too simple, too few, and too dry”と特徴付













樹状突起 (Apical Dendrite)，周辺に基底樹状突起 (Basal Dendrite) が組み込まれて
いる。また，実ニューロンでは，樹状突起の細胞体からの距離によって役割が


















































実ニューロンや NM-AI に備わっている STDP (spike timing-dependent plasticity) と
呼ばれるシナプスを起点としたシナプス前ニューロンとシナプス後ニューロン
との時間依存的で巧妙な相互作用を組み込むことができない。繰り返しになる








































ことが極めてエネルギー節約的となる（Jayaraman 他 (2009)，Lotto (2009) 参照）。
Neural Network)，RNN 内に短期・長期記憶機能を組み込んだ LSTM (Long and
Short Term Memory)型 RNN，LSTM に加えて RNN 外にも後述の高速な連想メモ


















年とも言われる 2012 年にカナダ・トロント大学の Hinton 教授グループがそ
の卓越した実践性を発揮した AlexNet と呼ばれる BD-AI モデルの場合，伝達
関数の推定すべきパラメータ数は実に  200 万個を超えるものであった。また，
SegNet と呼ばれる英国・ケンブリッジ大学の著名な BD-AI モデルでは，自動
運転のみならず食肉処理ロボットなどにも応用されつつあるが，BD-AI 本来






24) これらの簡単な紹介は，Goodfellow 他 (2016) にある。
25) 各モデルのパラメータ数に関しては，下記を参照。
https: //jeremykarnowski.wordpress.com/2015/07/15/alexnet-visualization/, http: //mi.eng.cam.ac.uk/





















訓練過程が終了すれば，一般ユーザーの PC やスマートフォン単体（Edge: エッ
ジと呼ばれる）でも，推定済み関数の活用（Inference: 推論と呼ばれる）ができる
ようになる。その結果，BD-AI は，iPhone や Galaxy などのスマートフォンに
みられるように，学習／訓練型 AI と推論型 AI とが分離された形で開発・実
装されることが多くなってきている。上記の Tavanaei 他 (2019)，Wu 他






26) インプットデータが，多段階の伝達関数で表現される深層神経ネットワーク (Deep Neural
Network) を経て生成されるアウトプットデータと可能な限り同一になるように考案されたア
ルゴリズム。アイデア自体は，日米の研究者によって 1960 年代前半に開発されたと言われ
る。詳しくは，Goodfellow 他 (2016) を参照されたい。
27) もちろん，グーグル翻訳・音声認識エンジンや iPnone の Siri のような莫大な学習／訓練が
必要な自然言語処理用プログラムの場合，推論段階でも依然としてインターネット経由で














組みを詳細に伝えている Nature 論文（Silver 他 (2016)）では，そこで使われて
いるノイマン／チューリング型コンピュータに関して下記のような記述がなさ
れている。
｢AlphaGo の最終版では，40 の検索スレッドと 48 個の CPU 及び 8 個
の GPU を（持つマシン）使った。また，我々は，40 の検索スレッドと
L202 個の CPU 及び L76 個の GPU で特徴づけられる複数マシンに分散し
て動作する AlphaGo の分散版も実装した。」（筆者訳）
そして，おそらくこの“1202 CPUs and 176 GPUs”というスペックに基づいた
思われる 20L7 年 7 月 27 日の日経新聞記事は，「人間の脳の消費エネルギーは
思考時で 2L ワット。一方のアルファ碁の消費電力は 25 万ワットとされてき
た。約 L 万 2 千人分だ。」と強調している。実際，LCPU 当たりの最大消費電
力を L45 ワット
28)








28) Intel Xeon ES-2600 V4 の値。https: //ark. intel.com/ja/products/91755/Intel-Xeon-Processor-E5-26
97-v4-45M-Cache-2_30-GHz 参照。
29) Nvidia Tesla P100 の値。http://images.nvidia.com/content/tesla/pdf/nvidia-tesla-p100-datasheet.pdf
参照。
30) ｢オペレーションシステム (OS) が使用するコンピュータ・システム内の記憶領域。OS の中
核部分であるカーネルやデバイス管理情報，管理するウィンドウなどのインターフェース情
HDD/SSD などの周辺機器なども勘案すると 25 万ワットは順当な推定値だと
見なせる。
また，全米の人気クイズ番組 Jeopardy で用いられる様々なクイズ形式の難
問にも迅速な高正答率を誇った IBM Watson は，同じ BD-AI でも囲碁という
用途に特化した AlphaGo とは大きく異なる極めて実用的な仕組みを持ってい
る（Hurwitz (2015)，Anderson (2017) など）。中でも Watson をユニークにしている
のが，IBM 独自開発の自然言語処理技術が組み込まれた DeepQA：“a




ただし，Watson の消費電力が，これまたすごい。実際，IBM Research の資
料によれば，Jeopardy で使用された 2011 年当時の Watson の中核は，90 台か
らなる IBM Power 750 サーバ群であり，16 テラバイトの DRAM (Dynamic
Random Access Memory)，4 テラバイトのディスク，2880 個の Power 7 コア
（Power-CPU 360 個相当），80 テラフロップス（1 秒間に 80 兆回の演算可能）を誇
るコンピュータであると記されているからである。同資料に Watson の当時の
使用電力量は見つけられなかったが，Forbes の記事では 20 万ワットとされて
いるので，上記の AlphaGo とほぼ同じである。
他方，前述した IBM の TrueNorth，Intel の Loihi，ハイデルベルグ大学の
BrainScaleS，マンチェスター大学の SpinNNaker，スタンフォード大学の
NeuroGrid，ベンチャー企業 BrainChip Holdings BrainChip といった代表的な
NM-AI の電力消費量は，開発段階にあるものの，いずれもノイマン／チュー
リング型の少なくとも 1/1000 ほどになっている。この値は，NM-AI の演算速
度を実ニューロンに合わせたり，アナログ回路を多用したりすると，さらに



















るという (Rhine (2018))。この点に関しては，アフリカ生まれの鬼才 Kwabena
Boahen@Stanford 大学が率いる先の NeuroGrid 研究開発グループ（Benjiamin 他
(2014)）の指摘する下記の事実がとても興味深い。
｢パーソナルコンピュータは，マウス規模の大脳モデル（＝ 250 万個のニ




スケール（1 秒間に 100 京（京＝ 1 万兆）回の演算能力）のスーパーコンピュ
ータと（それを動かすための）40 万世帯分に匹敵する電力消費量（＝ 5 億ワ
ット）とが必要になると予想されている。そのため，大規模なニューロン
モデルの潜在力は，ほとんど利用できていない。」（筆者訳）




































































34) 正確には，海馬内の自己再帰型配線で大局的に繋がっている CA3 という領域に蓄えられて
いる。また，連想は，より広くは，海馬をも含んだ内部側頭葉記憶システムに代表されるよ
うに，大脳新皮質（その自己再帰的な記憶領域は，6 層からなる新皮質中の第 2 層と第 3
層）の各所とも繋がっている。以上は，Kandel 他 (2013)，Rolls (2016) を参照。
35) 以上のような高次元 SDR の構造上の特性から，各刺激・イベントに反応した SDR 同士を
足しあわせれば，それらの刺激の意味のある和集合も定義できる。例えば，刺激・イベント
情報 A，B，C に対応する SDR A，SDR B，SDR C を足しあわせてできた SDR H は，三者






る巧妙なエネルギー節約的な仕組みも脳内には備わっている（甘利 (2008) や (2016)）。具体
的には，先の高次元 SDR ベクトルの次元が高ければ高いほど，重ね合わせパターンを構成
している各々のパターンが互いにほぼ直交してくることによる (Kanerva (1988))。確かに，
このような直交性があれば，新規の高次元 SDR と情報圧縮された既存の高次元 SDR との内
積を取れば，重ね合わされた多くのパターンの中の似通ったパターン以外のパターン・ベク
トルとの間の内積値がゼロとなる。その結果，情報圧縮されたパターンと比較した新奇度が








照）。特に，ネットワークのネットワーク (networks of networks)，そのまたネッ
トワーク…といった形で各種の刺激・イベントが統合（トップダウンで下がって
くれば分割）されて行く仕組みは，結び付け問題 (binding problems) と呼ばれ，
neuroscience 的にも試行錯誤的な形でしか解明が進んでいないという (Anderson
(2017)，Rolls (2017))。なお，多くの NM-AI には，先の類似性・新奇性判断機構
に加えて，程度の差はあるが，上記のような結び付けの仕組みも組み込まれて
いる（Eliasmith (2013)，Rinkus 他 (2016) などに例示）。
以上では触れなかったが，現行の NM-AI によって電力消費量が格段に低下












37) 太田 (2017) によれば，この同期回路方式こそ，von Neumann (1945) が，McClulloch and Pitts













夫が導入されつつある。例えば，TrueNorth を含めた前述の多くの NM-AI の
ニューロンには，高速だが消費電力と設置面積が共に大きな SRAM (Static
Random Access Memory) が使われている。SRAM は電気が供給されないとメモリ








NM-AI の BD-AI に対する卓越性は，前節で言及したように，桁違いの低消
費電力性だけに留まらない。起因の特定に必須の短期・長期にわたる時系列構
造の組み込み易さ，それらを活用したヒト・レベルに近づき超えて行けるほど















pdf や https://www.tohoku.ac.jp/japanese/2016/12/press20161214-03.html などを参照。ちなみに，
Samsung は，2019 年前半にギガビット前後の容量を持つ MRAM の市販を開始している。





















は，連想メモリネットワーク (Associative Memory Network) とか高次元計算論
(hyperdimensional computing)，ベクトル記号基本設計論 (Vector Symbolic Architecture)
などと呼ばれており，NM-AI とは異なる扱いがされているケースも多い。例
えば，Boden (2016) では，「この一派は，自らを AI 研究者とも呼ばないので，
隠れた AI 研究グループだ」と紹介されている。ただし，連想メモリネットワ
ークの BD-AI に比較した卓越性に関しては，その脳機能上の重要性から，脳
神経科学分野の標準的教科書である Kandel 他 (2013) でとても詳しく紹介され
ている。
また，Intel Lab の下記 URL では，このような高次元 SDR を確率変数ベク
















初期の 8 ビットのノイマン／チューリング型コンピュータの場合，最大で 2



























いる方式のルックアップ・テーブルを使っていては，1 次元の 2 進法演算実行
ステップ数が莫大になるので，恐ろしく時間がかかってしまう。例えば，先に
触れたベンチャー企業 BrainChip Holdings の BrainChip は，筆者の知るかぎり，




結果は PCI-Express バスを通じて PC 内の HDD や SSD 等に蓄えられ，様々な
推論用途に活用される（Vab Der Made 他 (2017)）。また，Intel の NM-AI である
先の Loihi も，上記の学習・訓練部分だけが同チップ内の Neuromorphic
















39) 文献によっては，連想メモリ (AM：Associative Memory) と CAM とを区別している。例え









ューリング型コンピュータでは達成できない耐障害性 (graceful degradation) とい
う極めて有用な特徴をも備えることができる。例えば，現行のスマートフォン
や PC などのコンピュータの中では，アルファベットの小文字列 c は，c:
01100011 と表現されている。このとき，後ろから 3 桁目の数値が何らかの原
因（例えばアルファ線などの宇宙線）で 0 から 1 に誤って変わってしまったとし
よう。そうすると，g: 01100111 となり，まったく異なった文字 (g)になって
しまう。そして，計算プロセスの中で一箇所でもこのような誤りが起きてしま
うと，計算全体にまったく意味が無くなってしまう。これに対して，先の








(2014) に従い，CAM と AM とは同一だと見なす。実際にも，0 − 1 の識別に加えて一部分
を無視する機能（Don't Care（ドントケア）と呼ばれる）を持つ TCAM (Ternary CAM) が一
般化してきているので，コンテンツ・アドレスとして全部を使うか一部を使うかは選択可能
である。NM-AI 用を含めた CAM の現状に関する包括的なサーベイは，Karam 他 (2015) を
参照した。なお，Karam 他によれば，この論文執筆時点の CAM の最大容量は 100 メガビッ
ト＝12.5 メガバイトと報告されており，フラッシュメモリや DRAM に比べると極端に少な
い。ただし，最近では，日本発の Axonerve (https://axonerve.jp/) のような大容量・高パフォ
ーマンス・低価格のハードウェア TCAM が登場してきている。開発責任者の大塚寛治教授















実用化のためには，少なくとも 1 万次元を越える疎な分散表現 (SDR) で表さ
れるアドレス空間を高次元 CAM で実現することを試みる必要がある (Kanerva
(2014))。このことは，ヒトのピラミッド型ニューロンの場合，各ニューロン当
たり b 千-2 万個の樹状突起と 4 万個のシナプスが付随していることからも類
推できる。ちなみに，この各ニューロン当たりのシナプス数は，猿では 2 万
個，マウスでは 8 千個，ミツバチで 1 千個だった。
このような高次元 SDR を CAM で扱うとなると，誰もがそのあまりに高い
技術上の壁に立ちすくんでしまう。事実，1 ビットの 1 万次元だとしても，
210000ビットという天文学的なアドレス空間内で高次元 SDR のベクトル内積
処理等を実施しなければならない。そのようなことは，とても実現できそうも
ない。事実，現在の iPhone・iPad などの最新 64 ビット OS (iOS) ですらも，




40) ｢CPU とメインメモリーのデータのやり取りを高速化するために，CPU 内部に設置された
メモリ」（https://kotobank.jp/word/ キャッシュメモリ-2703）
41) このような CAM の難しさに関して，松本他 (2003)や Anderson (2017) は，次のように言及
している。「脳型コンピュータの能力決定においては，実時間処理可能な人工神経細胞の結
合数が 1 つの重要な要素である。例えば，視覚パターンの網膜レベルでの特徴抽出では，





















Kanerva (1988) の Sparse Distributed Memory (SDM) という小脳からヒントを得
たコロンブスの卵的な提案である。もちろん，ミツバチの 21000ビットは言う
に及ばず，2100ビットの CAM でも，そのままではソフトウェア的にすら実現
が難しい。ところが，例えばだが，100 年間を秒に直すと 3.154x109秒≒ 232
秒であるから，人生の“実際に起きた”出来事を全て記憶する際には，250ビッ
ト程度でも多過ぎる。そして，Kanerva (1988) が着目するのは，この点である。















(2018) や下記の IBM や Mythic の URL を参照されたい。
https://www.techspot.com/news/77687-ibm-announces-8-bit-analog-chip-projected-phase.html，
https://www.mythic-ai.com/technology/
43) Kanerva (1988) は，現実的な仮定に基づいて，そのような状況が起きることを数学的に証明
している。なお，Maren 他 (1990) によれば，このような直交性に関する数学的証明は，遥
偏差）内に 99.7％の値が入ってしまうからである。
とすると，Kanerva の計算に従えば，1 万ビットの高次元 SDR で表現され
る刺激・イベント情報を 1000 万個，あるいは 100 億個を事後的に記憶する場
所が必要であるとしても，各々 1 万 x1000 万ビット＝ 125 億 5000 万バイト
＝ 12.5 ギガバイト (≒2)，1 万 x100 億ビット＝1.25 テラバイト (≒2)程度
の事前準備で十分となる。最近の Windows 10-PC では個人レベルでも 2 テラ









さらに，Numenta (2017) や Brogliato (2014) は，現行のコンピュータ上にミツ



























なお，Merolla 他 (2014) によれば，IBM の NM-AI チップ：TrueNorth の場
合，一つのチップ内には，4096 個の Neurosynaptic Core と呼ばれるものが含ま
れている。具体的には，最小単位であるこの Core に 256 個のニューロン，
256 個の軸索と 256 個の樹状突起，そしてそれらの各々にシナプスが 256 個
付随しており，Core 全体では 256x256 個（6 万 5536 個）のシナプスが利用可
能となっている。そして，例えば，各々のコアの 256 個のニューロン群が
SDR を構成していると仮定すると，実際の Core あたりに利用可能なシナプス
用メモリは 65.536 キロビット（216ビット）である。CAM として理論上必要
なアドレス空間は 2256であるが，Kanerva 的な SDM の仕組みが導入されてい
れば，素人判断で誠に申し訳ないが，先の Kanerva の計算例（210000対 233，




なお，時代を席巻している BD-AI でも，最先端分野では，CAM の活用を
必須とするモデルが登場してきている。例えば，先に触れた Graves 他 (2014)










Xilinx や Intel 傘下の Altera である。
46) また，Davies 他 (2018) によれば，インテルの NM-AI チップである Loihi では，一つのチ
ップが 128 個の Core で構成されており，各々の Core に 1024 個のニューロンが含まれてい
る。そして，各ニューロンでは 1000 個のシナプスが利用可能である。したがって，1024 個
のニューロンが SDR を構成していると仮定すると，CAM として理論上必要なアドレス空間
は 21024 であるが，実際の Core あたりに利用可能なシナプス用メモリは，16 メガバイト＝
1.28 ギガビット (<2)となっている。













2-4 長期的には，BD-AI に加えて NM-AI が必須：マクロの視点
BD-AI に加えて NM-AI が強く望まれる根本的な理由は，宇宙物理学者であ
る Chaisson (2013) の下図が説得的である。Chaisson は，実データに基づいて
宇宙規模での諸活動の長期的な Energy rate density（amount of energy per unit time
per unit mass：単位質量・単位時間当たりのエネルギー不変消費量）を計算している。





NM-AI が実用化できれば，このような傾向線からの人類史上 2 回目の下方へ
のシフトが可能になる。NM-AI の活用により，少なくとも 4〜b 桁高いエネル
ギー効率の達成が可能になるからである。
なお，Chaisson は，上記の過去 100 年超の傾向に現れている現象を
Technological Singularity (TS) と呼んでいる。今流行りの Kurzweil (2004) 流のシ
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48) Ke 他 (2018) は，RNN での起因の特定を行うために，潜在的には数千あるいは数百万ステ
ップの過去に遡ることのできる BPTT (back-propagation through time) と呼ばれるアルゴリズ
ムの改良版 (SAB: Sparse Attentive Backtracking) を提唱している。ただし，そのメカニズムは，
筆者には未だ十分に理解ができていない。
49) このことを象徴的に示しているのは，IBM が Watson を駆使して目指している AI Doctor の
実用化が現段階で苦渋の道を辿りつつあるという事実である。その本因は，一言で表現すれ



















予測している（2015 年の ITRS Emerging Research Device (ERD) Meeting での Srinivasa





は，IBM の Almaden 研究所で NM-AI 実現を模索するグループに属する Burr
(2015) の指摘が印象的である。彼は，近未来社会の莫大なコンピューティング















なお，最近では，開発段階ではあるものの，Intel の Configurable Spatial
Accelerator (CSA) や Graphcore の Intelligence Processing Unit (IPU) などに代表さ
れる BD-AI と NM-AI の良いとこ取りを狙ったハイブリッドなバルク並列処
理型 AI も登場してきている。この方式では，GPU 等と比べて同じ消費電力










How ベクトルの双方を組み合わせているという意味で，上記の Burr 流脳型コ
ンピュータへの進化経路を辿る選択肢の一つだという解釈が可能である。














ピュータは知性的でなくてはならない」（引用は Sloman (1995) から，筆者
訳）





51) 以上は，Morgan (2018)，Anadiotis (2018) を参照。
ようにして生み出されるものであるかに関する本質的な議論を飛ばしがちであ







AI と HI との補完・代替性という現実的な課題を論じる際に先に進めなくな





















52) Weizenbaum の述懐は，Weizenbaum（英訳 2015，独語オリジナル 2006）の「Eliza Today」






例えば，McFadden 他 (2014) には，渡り鳥のヨーロッパコマドリが，伏角コ




























54) Hawkins は NM-AI のソフトウェア的な実践で世界をリードしている開放型ビジネス形態の













































































































（Kohara 他 (2014)，利根川進グループ (2017)，Hawkins 他 (2018) など参照）。さらに，
Sherman 他 (2013) によれば，視床の機能解明は，海馬のみならず大脳新皮質な
どに比べても，未だほとんど進んでいない。とすると，海馬・視床・大脳新皮
質の緊密な結び付け問題 (binding problems) に関わっているヒト並みの大容量
CAM が可能とする連想記憶の NM-AI への実装は，今後，想像以上に困難を
極めるのかもしれない。















経由して末梢神経まで降りていく。したがって，Hawkins (2006) や George (2008) が指摘す
るように，大脳新皮質の機能を NM-AI として実現するには，海馬と視床が共に必須なので









な試金石として，はじめに，下図に示されるような Pearl (2018) の“インテリジ
ェンス”の三分割法 (“LADDER OF CAUSATION”) に習いたい。そして，その次に，
その解像度をさらに高めるために，後述する Minsky (2007) の六分割法を援用




































































































もちろん，BD-AI がレベル L で達成可能な Performance（能力）は，











































































続系／アナログ (A) から離散系／デジタル (D) への変換であるから，無限に存






レベル 2 の難度はさらに上昇する (Craig (2014)，Tani (2016)，Jasanoff (2018)，
Damasio (2018))。ちなみに，冒頭の認知科学領域を席巻しているエナクティブ・
アプローチは，“インテリジェンス”の生成・発揮には身体が必須だとしている











為主体性感 (Sense of Agency)，自我意識 (self-awareness)，自己内省 (Self-reflection)，












60) Tani (2016) や Creps (2017) によれば，メルロ＝ポンティ (Maurice Merleau-Ponty) は，この
ような AD・DA 変換器としてのからだと心を結ぶ概念としてキアスム (Chiasme) という造
語を編み出している。また，驚くことに，Bergson (1903) には，AD・DA 変換器としてのか
らだという解釈が明示されている。さらに，身体化された心の必要性については，ニューロ




62) なお，Minsky (1985) では，情動の役割に関しては触れつつも，それが意識上・意識下のも
のであるかどうかの区別もハッキリしていない。ところが，「問題はインテリジェントマシ
ン (AI) が情動を持つことができるかではなくて，マシンは情動無しにインテリジェントに
Minsky は，インテリジェンスの要素を，少なくとも下図に示される 6 つに
分けて考えることを提案する。具体的には，1) 本能行動 (Instinctive Reactions)，
2) 学習行動 (Learned Reactions)，3) 熟慮思考 (Deliberative Thinking)，4) 内省思考
(Reflective Thinking)，5) 自己内省思考(Self-Reflective Thinking)，6) 自己意識上の情





得した“If → then rule”をさす。次のレベルの熟慮思考とは，いくつかの採るべ
き本能・学習行動を思い浮かべ，それらの効果について比較考量する能力だと

















なり得るかである。」（筆者訳））と述べている。そして，ほぼ 10 年後の Minsky (2008) にな






















行為主体性感 (Sense of Agency) や自我意識 (self-awareness)，自己内省 (Self-
































以上の考察から，Pearl のレベル 3 には，多少の拡張解釈が必要ながら，












である。しかも，色々な意味記憶は，Minsky (2007) が意味ネットワーク (Semantic Network)
と呼ぶ形で情動記憶と芋づる方式で繋がっている。したがって，情動モードの違いによって，
呼び起こされる意味記憶自体も大きく左右される。






定プロセスが存在する。」（Rolls (2018) 第 11 章から，筆者訳）。
65) この点は，Rolls (2018) にも，Neuroscience 的な視点から繰り返し強調されている。
したがって，“インテリジェンス”の解像度を鮮明にするという本論の主要目的
にとって，Pearl の 3 段階基準に加えて，Minsky の  段階基準を用いること
には十分な意義がある。
さらに，Pearl 基準と Minsky 基準の整合性についての理解は，Pearl の三段
階基準と冒頭で触れたエナクティブ・アプローチには深い関係があることに気

















では，上記の Minsky 流の  段階のインテリジェンス基準では，完成形とし
ての NM-AI の“インテリジェンス”をどのように特徴づけることができるだろ
うか？
Pearl (2018) の試金石に基づいた分析から，すでに Minsky のレベル 1 と 2











Minsky によれば，このレベル + は，意識上で作動する。繰り返しになるが，
この時点の意識とは，第三者的なメタの視点という意味だと解釈できる。
では，Minsky の 6 段階のどの辺りまでクリアできれば，変化と異常を発見
し，加えてその対応ができるようになるのだろうか？この問いに答えるには，
そもそも変化と異常とはどのようなものであるかを短く説得的に提示する必要
がある。本論では，それを 1980 年代末当時の AI 研究のトップスターであり































































う意味での意識を実際に組み込もうとする Tani (2017) の試みは注目に値する。



























するのが，Friston 流 (Minimum) Free Energy 理論の骨子である。
そして，Tani (2017) によれば，図の右半分に示されているように，第三者的
なメタの視点という意味での意識や行為主体性 (Agency) は，このような知覚・
予測・行動のループが (Minimum) Free Energy 理論にしたがってグルグル回る


























































習”によってのみから AlphaGo を上回る能力を発揮できるという AlphaGo Zero の場合も，目
的関数自体を自ら設定・変更することはできない (https: //deepmind.com/blog/alphago-zero-


























73) この点に関して，Hohwy (2016) は，意識上・意識下の情動が生みだされるためには，たと
えそれがロボットのような人工物であったとしても，センサー系・アクチュエータ系による
実世界に関する因果関係の外受容的推測 (exteroceptive inference) のみならず，己の体内に関
する好不調の原因に関する内受容的な推測 (interoceptive inference) が可能なメカニズムを導
入すれば，体内で前述の Circular Causality が回り出すので，そのような仕組みが意識上の情
動をも生みだせるのではないか，そして，そのような情動が心の理論も可能にするのではな
いか，と文献を提示しながら述べている。同じようなことが Friston (2016) においても，世













































クとして HI の威力は，ヒトが 6)の「意識上の情動（感情）」レベルの“インテ
リジェンス”を保有することによってはじめて発揮できるのである。その意味




テリジェンス”には，Minsky の第 6 層までが必須となるのである。そして，









の内受容的な推測 (interoceptive inference) が第三者的な視点から観察可能なメカ





















本論では，今をときめく BD-AI と中長期的には AI の本丸として登場する
と期待されている NM-AI の双方を取り上げ，そもそも BD-AI や NM-AI の
“インテリジェンス”特性とはどのようなものであるのかを，Human Intelligence
(HI) と両タイプの AI との補完性・代替性に焦点を当てながら検討した。今を
ときめく BD-AI に加えて未だ実用化に至っていない NM-AI を同列に扱ったの
は，5-10 年後に後者の実用化が活発化しはじめると，既に社会に大きなイン
パクトを与えている BD-AI との補完性を高めつつ，中長期的には NM-AI が
AI の中核となっていくと予測されるからである。















































た後に，今をときめく BD-AI とビッグデータ制約も CAM 制約もクリアした
完成形としての NM-AI のインテリジェンスは，HI とどのような補完・代替
関係にあるのか，であった。この現代的な課題を明らかにするために，ベイジ
アンネットワーク及び統計的因果推論のパイオニア・泰斗である Pearl (2018)
の“インテリジェンス”に関する V 段階モデルと AI の父と称される Minsky
(2006) の同  階層モデルを“インテリジェンス”評価の試金石として援用した。


















組みだけでは実現できない（Noë (2009)，Hohwy (2013)，Engel 他 (2016)）。
そして，身体化された NM-AI が Pearl のレベル 2 をどこまでクリアできる
かを詳細に検討するために先の Minsky 流の試金石を導入し，同時に両試金石





その結果，NM-AI が誇る上記の魅力的な諸特性に加えて，同 AI に第三者
的なメタの視点という意味での意識や行為主体性を組み込むことができれば，
Minsky のレベル +（内省思考）までは，どうにかクリアできることをまず確認
した。逆に言えば，この付加条件がなければ，Pearl のレベル 2 も覚束なくな
る。なお，本論では，上記の元型的な意識の実現可能性について，主に認知発
達ロボティクス分野で有名な Tani (2017) の試みを，今をときめく Friston
(2010) の Free Energy 原理との関連を指摘しながら紹介した。
Minksy によれば，レベル + は，予測が当たらなかったり，障害に遭遇した
り，必要な知識にアクセスできなかったりしたとき，より広くは，変化と異常
が発生したときに作動する。そのため，本論では，身体化された NM-AI がさ
らに Minsky のどのレベルまで到達可能であるかを確認するために，1980 年
代末当時の AI 研究のトップスターでありながらその限界の前に突如 AI 研究
から身を引いた Winograd 他 (1987) の“Breakdown”概念に習って変化と異常＝
「脳がメモリしているアルゴリズムの先読みでは予測しえないような事柄」（松
本他 (2003)）と位置づけ，NM-AI に，このような変化と異常の発見や対応がど




る NM-AI では，Tani (2017) 流の意識やそれを遙かに超える自己意識 (Self
Awareness)＋行為主体性感 (Sense of Agency) が組み込まれたとしても，Winograd
他 (1987) 流の変化と異常への対応はとてもできそうもないこと，従って











テリジェンス”には Minsky のレベル  が必須だとすると，Minsky 的な
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