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Figure 1: (a) An interactive globe on our spherical multitouch display, (b) outline of the optical system, and (c) its picture
Abstract
Spherical mulitouch displays offer exciting possibilities but
are still costly. In this paper, we describe hardware and
software considerations to build a more affordable one, with
off-the-shelf optical components and 3D printed elements.
We exploit the technology of laser-beam steering projectors
and use optical tracking for multitouch.
1 Objectives
Touchable displays are becoming more and more part of
our daily life, for the general public (smartphones, tablets)
as well as for professionals (meeting tables, advertisement
and information displays). Today, most of these interactive
displays are flat, but there is a growing interest in design-
ing curved displays, for example with OLED technology.
However most of them are limited to developable shapes.
We define a spherical multitouch display as an opaque
sphere, on which information is displayed and can be in-
teracted with directly by touch. This kind of display has
numerous applications, such as being used as a teaching
support for mathematics or geography, as an original com-
munication support, or as an ingenious tool for collaborative
work or data visualization.
Spherical displays have not yet entered in every classroom,
most probably due to the high cost of existing products, and
so they remain non-conventional: users and developers are
not necessarily familiar with. A whole new field begins
to be studied in terms of interaction on spherical displays
[1,8,13], but a lot of work still needs to be done, and specific
development environments have to be set up.
In this paper, we propose a new design of a low-cost,
yet effective, spherical multitouch display. The principal
components are a laser beam steering projector, a fisheye
lens, a webcam for optical tracking, off-the-shelf optical com-
ponents, and custom 3D printed parts, as well as software
for tracking, calibration, and color correction. Our work
makes multitouch spherical displays accessible to a larger
number of people, so that any researcher or enthusiast inter-
ested in this field can contribute with hardware or software
improvements, as well as user interaction studies.
The paper is organized as follows. In Section 2, we show
previous work on spherical displays. In Section 3, we present
the hardware and software components of our design and our
prototype. Finally, in Section 4, we conclude and provide
perspectives for further improvement.
2 Background
Global Imagination was the first company to patent and
commercialize spherical displays that are not touchable [11].
Their product, the Magic Planet, is based on an optical
coupling between a DLP projector and a fisheye lens that
is specifically designed to conjugate the image plane of the
projector onto the surface of the sphere.
ArcScience also sells non-touchable spherical displays fol-
lowing a different approach: they use a patented hemispher-
ical convex mirror [5] to project the beam of the projector
onto the inside of the sphere. The projection is done from
the south pole of the sphere, and the hemispherical mirror
is located at the north pole. The sphere is not fully covered
because of casted shadows at the north pole.
To our knowledge, the first work on developing touchable
spherical displays was presented by Microsoft Research [2].
In particular, they added multitouch capabilities to the
spherical display from Global Imagination by using an in-
frared camera for optical finger tracking from the inside
of the sphere, and a cold mirror to separate the injected
infrared light from the visible light of the projector.
A commercially available multitouch spherical display is
the PufferSphere, sold by Pufferfish [6]. The projection
part relies, like previous ones, on the association of a DLP
projector and a specially designed patented fisheye lens. The
method to make it touchable, however, is not communicated
by the company.
All of the examples above rely on tailored optics that are
difficult to design and expensive to produce. Alternatively,
Patel [9] proposed a low-cost and «Do it yourself» spherical
display, however, it is not touchable. It exploits the tech-
nology of a focus-free laser beam steering projector which
allows the projection of a sharp image on curved surfaces.
The projector is associated with a commercially available
afocal fisheye lens that allows to cover almost the entire
surface of the sphere.
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3 Results
3.1 Overview
The main contribution of our work is the design of a spherical
display with multitouch capabilities that is low-cost by using
only off-the shelf optical components. Our hardware design
is illustrated in Figure 1(b) and detailed in Section 3.2. For
the display, we use a laser beam steering projector (LBS)
combined with a standard fisheye lens to project the image on
the interior surface of a frosted-glass sphere with an opening
neck, as inspired by Patel [9]. For multitouch capabilities,
we use optical tracking on a second light path with an
infrared camera that senses the reflection of rear-projected
LED infrared light, inspired by [2], but without requiring a
custom shaped lens. We combine both light paths with a
cold mirror, and we change the FOV of the projector and the
camera with a lens system in order to reach almost 180° at
the output of the fisheye lens. Our lens system is designed to
maintain the «focus-free» property of the projector through
the optical system.
The finger tracking (Section 3.3) is done by analyzing
the image of the infrared camera. Since we use standard
optical components, we rely on calibrations (Section 3.4) for
the projection, the tracking and the correction of chromatic
aberrations. Other considerations on the prototype, together
with its cost, are detailed in Section 3.5.
3.2 Hardware components
Projector For a spherical display, we need to have a pro-
jection system that is in focus everywhere on a spherical
surface. Classical projectors do not allow such a property
due to their limited depth of field, unless custom optics are
used as in [2, 5, 6, 11]. Consequently, we use a laser beam
steering (LBS) projector. LBS projectors have recently been
introduced into the consumer market. They are focus-free,
meaning that the projected image is always in focus and
sharp everywhere, even on a curved surface, without the
need of tailored optics. The focus-free property comes from
its laser-based light source: three laser diodes (red, green
and blue) are combined to a single, nearly collimated beam
that rasters the space to construct the image pixel by pixel
by using a scanning micromirror. The low divergence of the
beam leads to a linear behavior of the pixel size along the
projection distance.
We have choosen the Celluon PicoPro projector. It has an
equivalent resolution of 1920x720, and its field of view (FOV)
is 43° horizontally and 22° vertically. It is one of today’s
brightest LBS projectors available with 30 lumens, which
is still quite low compared to for example DLP projectors.
However, the contrast ratio is far better, and the colors are
more vivid. We expect that the brightness of LBS projectors
continues to grow in the future.
Fisheye lens The field of view of the projector is not
wide enough to cover the entire inside surface of a sphere,
so we use a fisheye lens to increase the projection angle up
to nearly ±90°. We use an afocal fisheye lens, which means
that in contrast to fisheye objectives, it does not conjugate
the object on an image plane but multiplies the angles by
the magnification. The intended use of the lens is to be
mounted on a camera so that the light coming from wide
angles narrows towards the camera lens. In our work, we
use the lens not only for this purpose, but also for the exact
opposite: we want to expand the beam of the projector from
small angles to reach nearly ±90° in the output. We decided
to use a x0.2 magnification Opteka Fisheye lens, similar to
Patel [9]. For the projection, the relevant magnification of
this lens is x5, and so it requires an input angle of ±18° to
achieve the ±90° output.
Infrared camera and illumination In order to make
the spherical display touchable, we use optical tracking of
the user’s rear illuminated fingers, similar to Benko et al. [2].
Note that the camera for the tracking must work on the same
optical axis as the projector to be able to use the fisheye lens,
but in a different spectral range so that the displayed image
does not interfere with the tracking. For the illumination, we
have built a circular infrared LED ring operating at 880nm,
which is a suitable wavelength since it is far enough from the
maximum wavelength of the projector, but close enough to
the visible spectrum in order to still be sensed by affordable
cameras. Technically, we use 16 OSRAM SFH485 LEDs
distributed circularly around the opening neck of the sphere,
in order to achieve an as-uniform-as-possible illumination
(see Figure 3). For convenience and mobility, the electric
circuit is USB powered.
We use a PlayStation Eye camera, since it is a cheap
and effective webcam, and its sensor can work in the near
infrared range. This camera is commonly used for infrared
tracking and can be modified with existing adapted material
(e.g. [10]). We have replaced the original IR-cut filter located
between the lens and the sensor by a bandpass filter centered
on 880nm. We also modified the FOV by changing the main
lens of the camera. The new lens has a focal length of 6mm
to obtain a field of view of 30° horizontally and 23° vertically.
This makes the camera’s FOV closer to the projector’s FOV,
and so they can share common lenses. Finally, we removed
the case of the webcam to reduce useless volumes.
Lenses In our optical system illustrated in Figure 1(b),
the micro-mirror of the projector is located at the focal point
of L1 in order to collimate the projector’s beam. The beam
is then reflected on the cold mirror towards L3 that makes it
converge with the desired input angle α on the fisheye lens.
The angle α depends on the height H3 of the beam on L3
and its focal length f ′3, such that tan(α) =H3/f ′3. Assuming
that the diameter of the lens is not limiting, H3 is defined
on the first lens as H3 = H1 = f ′1 tan(FOV/2). According
to the previous equations, the following setup results in the
full cover of the sphere for projection and imaging:
• L1: f ′1 = 43mm, D1 = 23.5mm
• L2: f ′2 = 43mm, D2 = 23.5mm
• L3: f ′3 = 22mm, D3 = 18mm
Theoretically, the focal lens of L2 could be f ′2 = 27.3mm, so
that the input angle at the fisheye would be ±18° resulting
in ±90° at the output. However, as a single degree of error
in the prototype results in a 5 degree loss on the sphere,
we have chosen the effective L2 lens to have a focal length
of 22mm, so that up to ±3° of error are acceptable while
keeping the full coverage.
Another important issue to take into consideration with
an LBS projector is the evolution of the scanning laser
beam diameter: the image is sharp since the beam has low
divergence. Adding a lens makes the beam more diverging,
resulting in a more blurry image. The second lens must
put the waist near its focal point in order to restore back
the low-divergence of beam (see Figure 2) and to make the
image sharp again.
Cold mirror We use a cold mirror to differentiate the in-
frared illumination used for tracking from the visible light of
the projector. More precisely, we use a 45° cold mirror from
KnightOptical: it is reflective in the visible spectrum (400-
700nm) and transparent in the infrared spectrum (>700nm).
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Figure 2: Evolution of the scanning laser beam diameter (not
in scale) with the distance. The quasi-collimated laser of the
projector is focused at F1 before diverging a lot. L3 makes the
beam collimated again if the waist is also on its focal point.
If L1 is completely lit, the size of the collimated beam is
approximately 17.5mm. The mirror we have chosen has a
size of 40mm x 25mm corresponding to an apparent surface
at 45° of 28.3mm x 25mm, so that the mirror is not a limiting
optical element in the system.
3.3 Finger Tracking
We use optical tracking for the multitouch capability: the
entire inside surface of the sphere is imaged onto the sensor
of the infrared webcam, and then the image is processed
in order to detect the position of the fingers. We use rear
diffused illumination: the infrared light coming from the
LED ring is partly reflected by the frosted glass sphere, and
partly transmitted. When the user’s finger points on the
sphere, the transmitted infrared light is reflected by the
fingers towards the webcam.
For finger tracking, the user has to set up a background
image where no fingers are visible (Figure 3(a)). Then, in
each frame, the current image (Figure 3(b)) is subtracted
from the background before being binarized (Figure 3(c))
by an adjustable threshold in order to find the position of
the fingers by segmentation. A series of intermediate filters
increases the robustness, such as high frequency filtering
and amplification. Despite the low difference of intensity
with the quite intense background, the fingers are correctly
detected. In Section 4, we discuss future improvements.
We use the third-party open source software Community
Core Vision (CCV), developed by the NuiGroup commu-
nity [7]. Among its advantages, its has a graphical user
interface for adjusting the image processing parameters, and
the tracking results are sent over a local network with the
TUIO (Tangible User Interface Objects) protocol [4], a spe-
cific UDP protocol. These tracking results are all the relevant
informations of the detected fingers, such as their ID, size,
position and speed, as well as events such as adding, moving
or removing a finger. This information can then be used
to identify touch gestures, such as tapping, double tapping,
(a) (b) (c)
Figure 3: Finger tracking: (a) Background image (no fingers).
The illumination is almost uniform on the sphere except close to
the opening where we do not expect any tracking and at the pole
where the LEDS are specularly reflected. (b) Sensed image with
touching fingers. (c) Image after processing.
dragging, flicking, pinching and others [12].
3.4 Rendering and Calibration
For the rendering and the calibration part, we rely on our
own software based on C++ and OpenGL shaders.
Projection The rendering
consists in an azimuthal pro-
jection of a 2D image (see on
the right). This projection
needs to be calibrated once ac-
cording to the hardware setup.
For this purpose, we use an
interactive process (see on the
right) that consist in: A) set-
ting the center of the cross to
the north pole of the sphere,
so that the OpenGL position
of the center of the images to
display is known. B) setting the middle circle on the equator
of the sphere, so that a radial scaling can be applied to the
image. C) setting the outside circle as the maximum visible
circle on the sphere, so that a working area is defined where
the tracking needs to be calibrated.
The circle defined in C) contains 55% of the total projected
image which corresponds approximately to 760k pixels over
the 1.4M pixels of the projector. In Section 4, we propose
a method to improve the final resolution. Note that the
distribution of pixels over the sphere is not regular, as pixels
close to the north pole are slightly bigger than pixels of low
latitudes because of the high distorsion of the fisheye lens.
Contrary to DLP projectors, there is no visible pixel grid
and the image is continuous.
Tracking When the projection calibration is done, our
tracking calibration algorithm aims at making a one to one
correspondance between the projector’s and camera’s pixels.
To do so, our calibration preprocess requires the user to
touch a series of projected points (typically 35 points) on
the sphere. The difference between projected points and
detected points can be seen in Figure 4.
In order to extrapolate the mapping function to any pixel,
a bilaplacian reconstruction is performed, with the sampled
points as constraints and other pixels as unknowns.
Figure 4: Tracking Calibration: A set of points (left) is projected.
The user points them and the webcam senses their positions
(right).
Correction of Chromatic Aberrations The optical
system has some chromatic aberrations that degrade the
image quality. Fortunately, the discrete spectrum of the
projector allows a color correction by channel without any
rainbow effect that would be induced by continuous light
sources.
We correct the chromatic aberrations by applying the
inverse color shifting to the input image. To do so, the user
samples the color correction over the sphere by translating
red and blue channels onto the green one (chosen as reference)
at several points. As the aberrations are continuous, we
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perform in a preprocess, like the tracking calibration, a
bilaplacian reconstruction to generate a color correction
map.
Each image displayed on the sphere is first rendered into
a frame buffer object, then a color correction shader is used
on the GPU to correct the position of red and blue channels,
thus minimizing color aberration effects.
3.5 Prototype
In order to keep the low-cost aspect of this work, all the
lenses have been ordered from SurplusShed, a low-cost optics
provider. Moreover, the mounts for the projector, lenses,
cold mirror, and webcam are made by 3D printing. The
different parts hold together thanks to 5mm metallic rods
and shaft collars.
As shown in Figure 1(a), the prototype holds vertically
thanks to a homemade wood enclosure. The frosted glass
sphere is part of lamp used for interior lighting, bought from
the local hardware store. It has a diameter of 25cm with
and opening neck of 12cm, and is fixed at the top of the
enclosure, just above the LED ring.
The total cost of this project is less than 500$: the pro-
jector represents 379$, the fisheye lens 35$, the cold mirror
26$, and the other components cost less than 15$ each. In
comparison, existing products such as Puffersphere [6] and
Magic Planet [11], cost several thousands of dollars.
4 Impact
In this paper, we presented a more affordable spherical
multitouch display than previous approaches. Its principal
components are the projection through a fisheye lens via
a laser-beam steering projector and optical finger tracking
for multitouch. We offset the use of cheap material by
software calibrations and corrections. An example of the
flagship application of spherical multitouch applications, an
interactive globe, can be seen in Figure 1(a).
The systems the most related to ours are the work from
Benko et al. [2] and Patel [9]. Compared to Benko et al. [2],
we only require off-the-shelf hardware components, and in
particular, not a specifically tailored fisheye lens. Compared
to Patel [9], our system is multitouch and, thanks to our
optical system, covers the entire sphere.
We tested our spherical multitouch display with several
users, experts as well as non-experts, that were enthusias-
tically able to use our system without any difficulty. To
spread the use of our display and guide people willing to
build their own, we intend to create a web site containing
the software, details on the hardware setup as well as the
3D models of the printed components.
The main drawback of the proposed system is, as ex-
plained in Section 3.2, the lack of brightness that limits the
use in bright environments. This is inherent to the projec-
tor which has only 30 lumens. As the development of LBS
projectors is a growing trend, we expect this problem to be
solved soon by replacing our projector by a future, brighter
one.
Future work
Because of the shape of the lenses and the aspect ratio of
the projector, the collected flux is a circular portion of the
rectangular image that represents only 55% of the input
image (see Section 3.3), which is as much loss in brightness
and resolution. It is possible to use an anamorphic optical
system, such as an anamorphic prism pair, to squeeze the
image horizontally, from 16:9 aspect ratio to 1:1, in order to
get up to 70% of the projector’s beam.
Moreover, as mentioned in Section 3.3, the rear diffused
illumination technique suffers from a lack of contrast, and
the detection robustness could be improved. In 2005, Jeff
Han [3] proposed the Frustrated Total Internal Reflection
(FTIR) for low-cost finger tracking on planar multitouch
displays. Infrared light, which is injected on the edges of
the surface, propagates through the whole surface thanks to
total internal reflection and escapes only where the fingers
are in contact with the surface. As far as we know, the FTIR
technique has never been used on spherical displays. From
our experiments, the FTIR is compatible with spherical
surfaces and presents a background image which is much
darker, thus improving the tracking results.
However, an important issue has yet to be dealt with:
for internal reflection to be efficient, the surface must be
transparent, but we want it to be diffuse at the same time to
be used as a projection surface. A solution would be to add a
rear projection layer on the inside side of the sphere. We have
tested the Rosco Grey projection layer, as proposed in [3],
and it has shown good results in terms of projection quality
and compatibility with FTIR. The problem lies, of course, in
putting a planar layer on a spherical, yet non-developpable,
surface.
We are investigating other solutions such as rear projection
sprays, low refractive index coatings or distinct spheres for
projection and tracking to adapt the FTIR technique to
spherical displays.
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