Abstract. A classical result of Szegö states that for a given nonnegative weight function on the interval [−1, 1] satisfying some weak assumptions the sequence of monic polynomials {pn(z) | deg pn(z) = n} orthogonal with respect to this weight enjoys the property
Introduction
The aim of this paper is to discuss some aspects of the following question.
Problem. Given a positive integer k ≥ 2 let {φ i,n (x)}, 1 ≤ i ≤ k, n ∈ Z, be a sequence of k-tuples of complex-valued functions of a (multi-)variable x = (x 1 , ..., x d ) defined in some domain Ω ⊆ R d . Describe the asymptotics when n → ∞ of the ratio fn+1(x) fn(x) for a family of complex-valued functions {f n (x) | n ∈ Z + } satisfying
φ i,n (x)f n−i+1 (x), n ≥ k − 1.
(1.1)
A relation of the form (1.1) is called a recurrence of length k + 1 or a (k + 1)-term recurrence relation.
When both the coefficients φ i,n (z) and the functions f n (z) are complex analytic one can associate to each meromorphic ratio fn+1(z) fn(z) the following useful complexvalued distribution ν n , see [3, p. 249] . (Since we will only use this distribution in one-dimensional case we restrict ourselves to C. For the multi-dimensional case consult e.g. [25] .) Definition 1. Given a meromorphic function g in some open set Ω ⊆ C we construct its (complex-valued) residue distribution ν g as follows. Let {z m | m ∈ N} be the (finite or infinite) set of all the poles of g in Ω. Assume that the Laurent expansion of g at z m has the form g(z) = −∞<l≤lm ν g is given by
where δ zm is the Dirac mass at z m . The above sum is meaningful as a distribution on Ω since it is locally finite there.
Remark 1. The distribution ν g is a complex-valued measure if and only if g has all simple poles, see [3, p. 250 ]. If the latter holds then in the notation of Definition 1 the value of this complex measure at z m equals T m,1 , i.e., the residue of g at z m .
Definition 2.
Given an integrable complex-valued distribution ρ in C we define its Cauchy transform C ρ (z) as
The distribution ρ itself is then restored from its Cauchy transform C ρ (z) by
where C ρ (z) and its ∂ ∂z -derivative are understood as distributions. With these definitions we immediately see that any meromorphic function g defined in the whole C is the Cauchy transform of its residue distribution ν g if the condition C dν g (ξ) < ∞ holds, see [3, p. 261] . fn(x) the asymptotic ratio of the family, provided that Ψ(x) exists in some open subset of Ω. If {f n (z)} consists of functions which are analytic in Ω and ν n denotes the residue distribution of the meromorphic function fn+1(z) fn(z) in Ω then the limit ν = lim n→∞ ν n (if it exists in the sense of weak convergence) is called the asymptotic ratio distribution of the family {f n (z)}.
We can now formulate the above problem in a more precise manner:
Problem specified. Given a family {f n (x)} of functions satisfying a finite recurrence relation of the form (1.1) calculate the asymptotic ratio Ψ(x) and, if applicable, the asymptotic ratio distribution ν of the family.
The answers to both parts of this problem are well-known in the case of orthogonal polynomials. (Notice that any family of orthogonal polynomials satisfies a 3-term recurrence relation of the type (1.1) with, in general, variable coefficients.) Indeed, Szegö's fundamental results on orthogonal polynomials assert the following, see [24] . for z ∈ C \ [−1, 1], (ii) ν(x) = Remark 2. Theorem 1 is actually true for a much broader class of orthogonal polynomials, namely, those whose weight w(x) satisfies the requirement w ′ (x) > 0 almost everywhere on the interval [−1, 1], see [21] . There are also further generalizations of this statement due to P. Nevai, G. L. López and other authors.
Let us recall some basic facts about linear recurrence relations. Consider first a usual recurrence relation of length k + 1 with constant coefficients u n+1 = α 1 u n + α 2 u n−1 + . . . + α k u n−k+1 , (
with α k = 0.
Definition 4. The left-hand side of the equation
is called the characteristic polynomial of recurrence (1.3) . Denote the roots of (1.4) by τ 1 , . . . , τ k and call them the spectral numbers of the recurrence.
Definition 5. Recurrence relation (1.3) and its characteristic polynomial (1.4) are called maxmod-generic if there exists a unique and simple spectral number τ max of this recurrence satisfying |τ max | = max 1≤i≤k |τ i |. Otherwise (1.3) and (1.4) are called maxmod-nongeneric. The number τ max will be referred to as the leading spectral number of (1.3) or the leading root of (1.4).
Let P ol k = t k + a 1 t k−1 + . . . + a k | a i ∈ C, 1 ≤ i ≤ k denote the set of all monic polynomials of degree k with complex coefficients, which we identify with the k-dimensional space of complex k-vectors (a 1 , . . . , a k ).
Definition 6. The subset Ξ k ⊂ P ol k consisting of all maxmod-nongeneric polynomials is called the standard maxmod-discriminant. For any family
of monic degree k polynomials in t we define the induced maxmod-discriminant Ξ Γ to be the set of all parameter values (α 1 , . . . , α q ) ∈ C q for which the corresponding polynomial in t is maxmod-nongeneric.
Similar discriminants were considered in [1] and [14] . Some local properties of Ξ k can also be derived from [5] and [17] .
Example. For k = 2 the maxmod-discriminant Ξ 2 ⊂ P ol 2 is the real hypersurface consisting of all solutions to ǫa 2 1 − 4a 2 = 0, where ǫ ∈ [1, ∞) is a real-valued parameter. More information on Ξ k will be given in §6.
The following simple theorem can be found in e.g. [22, Ch. 4] . Theorem 2. Let k ∈ N and consider a k-tuple (α 1 , . . . , α k ) of complex numbers with α k = 0. For any function u : Z + → C the following conditions are equivalent:
and P (t) is a polynomial in t whose degree is smaller than k.
(ii) For all n ≥ k − 1 the function u n satisfies the (k + 1)-term recurrence relation (1.3). (iii) For all n ≥ 0 one has
where τ 1 , . . . , τ r are the distinct spectral numbers of (1.3) with multiplicities m 1 , . . . , m r , respectively, and P i (n) is a polynomial in the variable n of degree at most m i − 1 for 1 ≤ i ≤ r.
Definition 7.
An initial k-tuple of complex numbers (u 0 , u 1 , . . . , u k−1 ) is called fast growing with respect to a given maxmod-generic recurrence of the form (1.3) if the coefficient κ max of τ n max in (1.5) is nonvanishing, that is, u n = κ max τ n max + . . . with κ max = 0. (Note that by Definition 5 the leading spectral number τ max of any maxmod-generic recurrence has multiplicity one.) Otherwise the k-tuple (u 0 , u 1 , . . . , u k−1 ) is said to be slow growing. One easily check that the set of all slowly growing initial k-tuples is a (complex) hyperplane in C k its complement being the set of all fast growing k-tuples, see Lemma 3. The latter hyperplane of slow growing k-tuples can be easily found explicitly using linear algebra.
A famous and frequently used generalization of Theorem 2 in the case of variable coefficients was obtained by H. Poincaré in 1885, [20] and later extended by O. Perron, [19] . It originally uses a continuous variable x, and its discrete version follows by restricting x to the set of integers.
Theorem 3 (Poincaré-Perron). If the coefficients Q i (x), i = 1, ..., k of a linear homogeneous difference equation
.., k and if the roots of the characteristic equation λ k + a 1 λ k−1 + ... + a k = 0 have distinct absolute values then the limit of the ratio
f (x) for x → ∞ of any solution f (x) of (1.6) equals one of the roots of the characteristic equation.
One can also show that the set of solutions for which lim x→∞ f (x+1)
f (x) = λ max where λ max is the (unique) root with the maximal absolute value is a (complex) hyperplane in the space of all solutions, see Lemma 4. But contrary to the case of constant coefficients, there seems to be no easy way to determine this hyperplane explicitly.
A number of generalization of the Poincaré-Perron theorem can be found in the literature, see e.g. [12] , [13] , [16] , most recent of those being apparently the next result obtained by the 2nd author in connection with the present project, [6, Theorem 1.2] . Let M k (F) and GL k (F) denote the spaces of all and resp. of all invertible (k × k)-matrices over a field F. Theorem 4. Let {T n } n∈N be a sequence of regular matrices in GL k (C) converging to some (possibly singular) matrix 0 k = T ∈ M k (C). Assume furthermore that T has a positive spectral radius ρ(T ) and that the circle z ∈ C |z| = ρ(T ) contains exactly one eigenvalue λ of T which is a simple root of its characteristic equation. Let u denote an eigenvector of T corresponding to λ, i.e., T u = λu, 0 = u ∈ C k . Then the complex line spanned by the product T n T n−1 · · · T 1 ∈ M k (C) converges to the complex line spanned by uw t ∈ M k (C) for some fixed vector 0 = w ∈ C k . Hence for any vector x 0 ∈ C k such that w t x 0 = 0 the complex line in C k spanned by T n T n−1 · · · T 1 x 0 converges as n → ∞ to the complex line in C k spanned by u.
Our first result is the extension of the latter result (and therefore of the original Poincaré-Perron theorem) to a sequence of invertible matrices depending continuously on auxiliary parameters.
Theorem 5. Let {T n (x)} n∈N be a sequence of families of matrices in GL k (C) depending continuously on x ∈ D ⊂ R d . Assume that this sequence converges uniformly, on any compact set in D, to a matrix T (x). Suppose furthermore that for each x ∈ D, T (x) has exactly one simple eigenvalue λ(x) of the maximal modulus with the corresponding eigenvectorû(x) ∈ P k−1 . Then the product T n (x)T n−1 (x) . . . T 2 (x)T 1 (x), viewed as an automorphism of P k−1 , converges to the
We can now formulate our further results which are basically corollaries of Theorems 4 and 5. Notation 1. Let k ∈ N and assume that
is a family of k-tuples of complex-valued functions defined on some domain Ω ⊂ R d such that Φ n converges to a fixed k-tuple of functions Φ 1 (x), Φ 2 (x), . . . , Φ k (x) pointwise in Ω. Denote by IT = f 0 (x), . . . , f k−1 (x) some initial k-tuple of functions defined on Ω and let {f n (x) | n ∈ Z + } be the family of functions that satisfy the recurrence relation
for all n ≥ k and coincide with IT = f 0 , . . . , f k−1 for 0 ≤ n ≤ k − 1.
Theorems 4 and 5 imply the following.
Theorem 6. In the above notation there exists a unique subset Σ Φ ⊆ Ω \ Ξ Φ which is minimal with respect to inclusion and such that the following holds:
where Ψ l (x) is the leading root of the asymptotic symbol equation
and Ξ Φ denotes the induced maxmod-discriminant of (1.8) considered as a family of monic polynomials in the variable Ψ (cf. Definition 6).
where ⇉ stands as before for uniform convergence on compact subsets.
Remark 3. Notice that since we assumed the uniform convergence in (ii) above then each Φ i is continuous in Ω. Moreover, since a uniformly converging sequence of analytic functions necessarily converges to an analytic function one has that (ii) holds in the analytic category as well.
Definition 8. The set Σ Φ introduced in Theorem 6 is called the set of slowly growing initial conditions (cf. Definition 7). If the functional coefficients in (1.7) are fixed (i.e., independent of n) then Σ Φ is exactly the set of all points p ∈ Ω such that the initial k-tuple f 0 (p), . . . , f k−1 (p) is slowly growing with respect to the recurrence (1.7) evaluated at p, see Definition 6.
Remark 4. The exact description of Σ Φ in the case of varying coefficients can be found in the proof of Theorem 6, see §2. Note that the convergence of fn+1 fn to the leading root of (1.8) might actually occur at some points lying in Ξ Φ where the leading root is still unique but multiple, see Lemma 3 (iii)-(iv). Definition 9. Let ∆ Φ denote the subset of V consisting of all pairs (p, in k ) such that the asymptotic ratio of the recurrence (1.7) evaluated at p with initial k-tuple in k ∈ IN k does not coincide with the leading root of (1.8) at p. The set ∆ Φ is called the subvariety of slow growth. Proposition 1. In the above notation the subvariety ∆ Φ of slow growth is an analytic subbundle of complex hyperplanes in V provided that the family of k-tuples
Definition 10. Let ξ : E → B be a (complex) vector bundle over a base B with linear fiber L. A smooth (respectively, analytic) section s : B → E is called transversal to a smooth (respectively, analytic) submanifold H ⊂ E if at each point p of the intersection s∩H the sum of the tangent spaces at p to s and H, respectively, coincides with the tangent space at p to the ambient space E.
Remark 5. Recall that a subset of a given set is called massive if it is the intersection of at most countably many open dense subsets. Thom's transversality theorem, see e.g. [9] , implies that the set of all smooth sections of ξ : E → B which are transversal to a given smooth subbundle H ⊂ E is a massive subset of the set of all sections. The same holds in the analytic category provided that the fibration is trivial. Corollary 1. In the notation of Theorem 6 if an initial k-tuple IT of analytic functions in Ω is transversal to the subvariety of slow growth ∆ Φ then the set Σ Φ of slowly growing initial conditions is either empty or an analytic subvariety in Ω of real codimension two.
In particular, in the one-dimensional case one has the following. Corollary 2. In the notation of Theorem 6 the following holds: If the coefficients Φ 1,n (z), . . . , Φ k,n (z) , n ∈ Z + , and the initial k-tuple IT = f 0 (z), . . . , f k−1 (z) of recurrence (1.7) are complex analytic functions in an open set Ω ⊆ C then either Ξ Φ = Ω or Ξ Φ is a union of real analytic curves while Σ Φ is either the whole Ω or consists of isolated points, see Fig. 1 .
Recall now the asymptotic ratio distribution ν introduced in Definitions 1 and 3.
Proposition 2. In the complex analytic category the following holds:
(i) The set Σ Φ of slowly growing initial conditions is irrelevant to the support of ν. Thus supp ν ⊆ Ξ Φ , where Ξ Φ denotes as before the induced maxmoddiscriminant. (ii) Suppose that there exists a nonisolated point p 0 ∈ Ξ Φ such that equation
(1.8) considered at p 0 has the property that among its roots with maximal absolute value there are at least two with the same maximal multiplicity (compare with Definition 11 below). If the sequence fn+1(p0) fn(p0) | n ∈ Z + diverges then the support of ν coincides with Ξ Φ . 
(Both initial triples were picked randomly.) One observes that on all three pictures the zeros form a pattern close to a real analytic curve Ξ Φ and a number of isolated points. On the upper pictures there are four isolated points which practically coincide on both pictures although the polynomials themselves are coprime. On the lower picture there are seven isolated points which also form a very stable set, as these points hardly change if one takes different polynomials p n (z) with the same initial triple. Unfortunately, limitations of the package Mathematica TM and of our computer have not allowed us to check how close these isolated zeros are to the actual set Σ Φ of slowly growing initial conditions for the cases considered.
Remark 6. The isolated points on Figure 1 have a strong resemblance with the spurious poles that were considered in a substantial number of papers on Padé approximation, see e.g. [23] and references therein. The study of the exact relation between these two objects can be found in [4] . This paper is organized as follows. In §2 we prove our generalization of the Poincaré-Perron theorem and settle the remaining results in §3. In §4 we consider concrete examples of 3-term recurrence relations with polynomial coefficients related to the theory of biorthogonal polynomials [11] . In §5 we discuss a number of related topics and open problems. Finally, in appendix we study the topological structure of the standard maxmod-discriminant Ξ k ⊂ P ol k .
Proving parametric generalization of Poincaré-Perron theorem.
For F = R, C denote by F k , M k (F), GL k (F) the k-dimensional vector space, the algebra of k × k matrices and the subgroup of k × k invertible matrices over the field F. Denote by || · || any vector norm on F k or on M k (F). Let || · || 2 be the ℓ 2 norm on F k induced by the standard inner product x, y := y * x on F k and denote by || · || 2 the induced operator norm on M k (F). For T ∈ M k (C) denote by ρ(T ) the spectral radius of T , i.e. the maximal modulus of the eigenvalues of T . As in [7] , the spaces PF k , PM k (F), PGL k (F) are obtained by identifying the orbits of the action of F * := F\{0} on the nonzero elements of the corresponding sets by multiplication. Then PR k , PM k (R) and PC k , PM k (C) are compact real and complex manifolds respectively. To keep our notation standard we set
respectively. Furthermore,T can be viewed as a map from
, see e.g. [8] .
Consider an iteration scheme
This system is called convergent if x n , n ∈ N is a convergent sequence for each x 0 ∈ F k . This is equivalent to the convergence of the infinite product ...T n T n−1 ...T 2 T 1 , which is defined as the limit of T n T n−1 ...T 2 T 1 as n → ∞. For the stationary case T n = T, n ∈ N the necessary and sufficient conditions for convergency are well known. Namely, (i) the spectral radius ρ(T ) can not exceed 1; (ii) if ρ(T ) = 1, then 1 is an eigenvalue of T and all its Jordan blocks have size 1; (iii) all other eigenvalues λ of T different from 1 satisfy |λ| < 1.
In some instances, as e.g. for problems related to the Lyapunov exponents in dynamical systems, one is interested if the line spanned by the vector x i converges for all x 0 = 0 in some homogeneous open Zariski set in F k . If this condition holds we call (2.1) projectively convergent.
For the stationary case 0 = T n = T ∈ M k (C) one can easily check that (2.1) is projectively convergent if and only if among all the eigenvalues λ of T satisfying |λ| = ρ(T ), there is exactly one eigenvalue λ 0 which has Jordan blocks of the maximal size.
The main point of Theorem 5 is to show thatŵ(x) is continuous in D. We use some technique developed in [7] , in particular, the arguments of the proof of Theorem 4, [7, Theorem 1.2, page 258 ], to obtain the continuity ofŵ(x). Namely, let λ(x) is the unique simple eigenvalue of T (x) with the maximal modulus. Then λ(x) is continuous and nonvanishing in D. To prove Theorem 5, we replace T (x) and T n (x) by 1 λ(x) T (x) and 1 λ(x) T n (x) for each n, respectively. Thus we can assume that for each x ∈ D the number λ = 1 is the simple eigenvalue of T (x) of the maximal modulus. Let u(x), v(x), = 0 for each x ∈ D, be the right and resp. the left eigenvectors of T (x) corresponding to 1, i.e. Lemma 1. Let {T n (x)} n∈N be a sequence of (k×k) complex-valued invertible matrices, with continuous entries for x ∈ D ⊂ R d . Assume that this sequence converges uniformly, on any compact set in D, to a matrix T (x). Suppose furthermore that for each x ∈ D, the number λ = 1 is a simple eigenvalue of T (x), and all other eigenvalues of T (x) lie in the open unit disk |λ| < 1. Then for any fixed x 0 and for each ε > 0 there exists δ = δ(ε) > 0 and N = N (ε), m = m(ε) ∈ N such that
3)
for each n ≥ N and |x − x 0 | ≤ δ.
Proof. Since 1 a simple eigenvalue of T (x 0 ) and all other eigenvalues of
holds. Since T n (x) converges uniformly to the continuous T (x) on any compact subset of D, it follows that there exists
Next we give the following modification of [7, Lemma 5.1].
Then there exists ε = ε(r) such that the following conditions hold.
Proof. Clearly Ex =v if u t x = 0. HenceÊ : O r → {v}. Recall that for any
Hence there exists ε 0 > 0 so that for B − E ≤ ε 0 , B = 0, and ker B ∩ O r = ∅. Thus,B is analytic on O r . One has that for a small ǫ ∈ (0, ǫ 0 ) anyB satisfying B − E ≤ ε is a small perturbation ofÊ. SinceÊO r = {v} we deduce condition 1 for any ε ∈ (0, ε 1 ) for some 0 < ε 1 < ε 0 . Since d(Êx,Êŷ) = 0 for anyx,ŷ ∈ O r we deduce condition 2 for some ε ∈ (0, ε 1 ).
Proof of Theorem 5. Recall that [7, Theorem 1.2] implies that the map
To show the continuity ofŵ(x) in |x − x 0 | < δ for some δ 3 ∈ (0, δ 2 ) it is enough to show that the continuity of the limit of
is continuous, it is enough to show the continuity of the limit of
. This is done by using Lemmas 1-2. Namely, let E = v(x 0 )u t (x 0 ). Choose r > 0, ε > 0 so that the conditions 1-2 of Lemma 2 hold. Next choose N, δ so that the condition (2.3) holds. Let δ 3 = min(δ, δ 2 ). Define
Proving remaining results
We start with a simple consequence of Theorem 2. . . , τ r , r ≤ k, denote all distinct spectral numbers with maximal absolute value and assume that these have multiplicities m 1 , . . . , m r , respectively. Then there exists a unique index i 0 ∈ {1, . . . , r} such that m i < m i0 for i ∈ {1, . . . , r} \ {i 0 } and the initial k-tuple in k is fast growing in the sense that the degree of the polynomial P i0 in (1.5) corresponding to τ i0 is precisely m i0 − 1. The number τ i0 is called the dominant spectral number of this recurrence relation. Proof. In order to prove (i) notice that the coefficient κ max in Definition 7 is a nontrivial linear combination of the entries of the initial k-tuple (u 0 , . . . , u k−1 ) with coefficients depending on α 1 , . . . , α k . Therefore, the condition κ max = 0 determines a complex hyperplane SG k in IN k . One can easily see that the hyperplane of slow growth is the direct sum of all Jordan blocks corresponding to the spectral numbers of a given recurrence (1.3) other than the leading one.
The assumptions of part (ii) together with (1.5) yield u n = κ max τ n max + . . . for n ∈ Z + , where the dots stand for the remaining terms in (1.5) corresponding to the spectral numbers whose absolute values are strictly smaller than |τ max |. Therefore, the quotient un+1 un has a limit as n → ∞ and this limit coincides with τ max , as required. By definition τ max is a root of (1.4), which completes the proof of (ii). This last step can alternatively be carried out by dividing both sides of (1.3) by u n−k+1 and then letting n → ∞. In view of Definition 11 the same arguments show that the assertion in (iii) is true as well.
For the proof of part (iv) we proceed as follows. Take any maxmod-nongeneric recurrence relation of the form (1.3) and let τ 1 , . . . , τ r , r ≤ k, be all its distinct spectral numbers with maximal absolute value. Thus |τ i | = |τ max | if and only 1 ≤ i ≤ r. Choose an initial k-tuple IT = (u 0 , . . . , u k−1 ) and denote by P 1 , ..., P r the polynomials in (1.5) corresponding to τ 1 , . . . , τ r , respectively, for the sequence {u n | n ∈ Z + } constructed using the given recurrence with initial k-tuple IT as above. Assuming, as we may, that our recurrence relation is nontrivial we get from (1.
∈ {2, . . . , r} is such that P 1 , . . . , P s are all nonvanishing polynomials among P 1 , . . . , P r then using again (1.5) we get
. Let us now present analogs of this lemma for recurrence relations with varying coefficients of the form
Since
where α k,n ∈ C, n ≥ k − 1.
Lemma 4.
Assume that for all i ∈ {1, . . . , k} the limit lim n→∞ α i,n =: α i exists and denote the limiting recurrence relation of (3.1) by
If (3.2) is maxmod-generic then lim n→∞ un+1 un exists and equals τ max on the complement of a complex hyperplane SG k in IN k , where τ max denotes the leading spectral number of (3.2). By analogy with the case of a recurrence relation in Rec k we call the exceptional complex hyperplane SG k the hyperplane of slow growth (cf. Lemma 3).
Proof. The result is an immediate corollary of Theorem 4 applied to the family of linear operators {T n | n ∈ N} whose action on the space IN k is given by
From Theorem 4 we deduce the following corollary (cf. [6, Proposition 2.1]):
Corollary 3. Under the assumptions of Theorem 4 there exists a sequence of real numbers {θ n } n∈N such that
the convergence taking place in M k (C).
Proofs of Theorem 6 and Proposition 1 are now applications of the above results together with Theorem 5.
Proof. [Theorem 6 (i)] Let us first determine Σ Φ and at the same time prove the pointwise convergence of
One can view of the set-up of Theorem 6 as the situation when the recurrence relation (3.1) depends on additional parameters (x 1 , . . . , x d ). Thus at a given point p ∈ Ω ⊆ R d the limit lim n→∞ fn+1(p) fn(p) does not exist in one of two possible cases. In the first case, p lies in the induced maxmod-discriminant Ξ Φ (cf. Definition 6) and the initial k-tuple f 0 (p), . . . , f k−1 (p) is sufficiently generic. In the case of fixed coefficients one can be more precise and say that the initial ktuple f 0 (p), . . . , f k−1 (p) avoids the exceptional variety defined in Lemma 3 (iv). (Unfortunately, the analog of this statement for recurrence relations with varying coefficients is at the moment unknown, see §5.) In the second case, p lies in Ω \ Ξ Φ and the corresponding initial k-tuple f 0 (p), . . . , f k−1 (p) lies in the hyperplane SG k (p) of slow growth at the given point p, see Lemma 4. The latter set of points p is by definition Σ Φ and it is called the set of slowly growing initial conditions. In the case of fixed coefficients in (1.7) one can again be more precise: one has a fixed recurrence relation in Rec k at each point p ∈ Ω\Ξ Φ . The hyperplane of slow growth at p is then the sum of all Jordan blocks corresponding to all nonleading spectral numbers of the considered recurrence (cf. the proof of Lemma 3 (i)). Therefore, in this case Σ Φ is just the set of all points p ∈ Ω \ Ξ Φ described in Definition 7. For varying coefficients the hyperplane of slow growth at a given point p ∈ Ω \ Ξ Φ is determined by lim n→∞ e iθn TnTn−1···T1 ||TnTn−1···T1|| , see Corollary 3. Indeed, Theorem 4 implies that in this case the hyperplane SG k (p) of slow growth at p consists of all vectors x(p) ∈ C k such that w(p) t x(p) = 0. To settle Theorem 6 (ii) we now assume that Φ n ⇉ Φ 1 ,Φ 2 , . . . ,Φ k and all considered functions are continuous in Ω. Let p 0 ∈ Ω \ (Ξ Φ ∪ Σ Φ ). From Corollary 3 and the arguments of [6, §4 and §5] it follows that one can find a sufficiently small neighborhood O p0 ⊂ Ω \ (Ξ Φ ∪ Σ Φ ) of p 0 such that for any ǫ > 0 there exists N ǫ ∈ N satisfying
where τ n (p) := T n (p)T n−1 (p) · · · T 1 (p). Clearly, u(p)w t (p) is a rank one matrix and so it has precisely one simple eigenvalue of maximum modulus for all p ∈ O p0 . From (3.3) we deduce that there exists N ∈ N such that the polynomial det(λI k − τ n (p)) has precisely one simple eigenvalue λ n (p) of maximum modulus for all p ∈ O p0 and n ≥ N . The implicit function theorem implies that λ n (p) is .8) is either maxmodnongeneric everywhere in Ω ⊆ C or on a one-dimensional real analytic subset, which proves the statement in part (i) concerning Ξ Φ . (Note that in fact Ξ Φ is always a real analytic set.) Analogously, the set Σ Φ is analytic in the analytic category. Therefore, the analytic continuation of Σ Φ is either a complex analytic curve, in which case it coincides with Ω, or an analytic zero-dimensional subset of Ω, i.e., the union of isolated points.
We finally turn to Proposition 2. Proof. [Proposition 2] Under the assumptions of the proposition the leading root of the asymptotic symbol equation (1.8) is a well-defined analytic function in a sufficiently small neighborhood of Σ Φ . Therefore, the residue distribution (1.2) associated to this leading root vanishes in a neighborhood of Σ Φ . Thus the set Σ Φ of slowly growing initial conditions can be deleted from the support of the asymptotic ratio distribution ν, which proves (i).
In order to prove that under the nondegeneracy assumptions of (ii) the support of ν coincides with Ξ Φ we show that in this case the sequence fn+1(p) fn(p) diverges for almost all p ∈ Ξ Φ . Indeed, due to analyticity the first condition of (ii) implies that the recurrence relation is of nondominant type almost everywhere in Ξ Φ . The second condition of (ii) then implies that the sequence fn+1(p) fn(p) diverges almost everywhere in Ξ Φ , which settles part (ii) of the proposition.
Application to biorthogonal polynomials
Let us first recall some definitions from [11] . In op. cit. the authors introduced two types of polynomial families related to what they call R I -and R II -type continued fractions, respectively. These families were later studied in [27] .
A polynomial family of type R I is a system of monic polynomials generated by
with p −1 (z) = 0, p 0 (z) = 1 and p n (a n+1 )λ n+1 = 0 for n ∈ Z + . A polynomial family of type R II is a system of monic polynomials generated by
Assuming that lim n→∞ a n = A, lim pn(z) and the asymptotic ratio measure ν for R I -and R II -type polynomial families. Using our previous results we can restrict ourselves to considering a recurrence relation of the form
where p −1 (z) = 0, p 0 (z) =1, deg Q 1 (z) = 1 and deg Q 2 (z) ≤ 2. For our study there is no essential difference between the two types. By Theorem 6 and Corollary 2 the asymptotic ratio Ψ(z) satisfies the symbol equation
everywhere in the complement of the union of the induced maxmod-discriminant Ξ Φ and a finite set of (isolated) points. The support of ν coincides with Ξ Φ . In order to describe Ξ Φ we need the following simple lemma.
Lemma 5. A quadratic polynomial t 2 +a 1 t+a 2 has two roots with the same absolute value if and only if there exists a real number ǫ ∈ [1, ∞) such that ǫa , so that if |t 1 | = |t 2 | then the complex numbers a 1 and a 2 1 − 4a 2 considered as vectors in C must be orthogonal. Thus Arg(a 1 ) − Arg a 2 1 − 4a 2 = π 2 , which is equivalent to saying that √
is purely imaginary and therefore Below we concentrate on the situation when Q 1 (z) and Q 2 (z) are real polynomials. Let C denote the unique (real) root of Q 1 (z) and denote by D, E the branching points of the symbol equation, i.e., the roots of Q 
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. For comparison let us take the sequence of inverse ratios pn(z) pn+1(z) for the above sequence of monic polynomials {p n (z)}. Letν n denote the residue distribution of pn(z) pn+1(z) and setν = lim n→∞νn . One can easily see that the distributionν is actually a probability measure (i.e., it satisfies E D d ν = 1) having the same support as ν and with density given by
For the concrete example depicted in Figure 2 the asymptotic ratio measure ν equals
dx and is supported on the interval [−4, 1].
Case 2. The discriminant Ξ Φ is the arc D − C − E of the unique circle passing through all three points D, C, E. In order to simplify the notation while calculating ν let us assume that deg Q 1 (z) = 1. Then by an affine change of the variable z we can normalize the Euclidean surface measure on ∂Y and n the interior unit normal to ∂Y then
where ∂ j denotes the partial derivative with respect to the j-th coordinate and n j denotes the j-th component of n.
From Proposition 3 we deduce the following result. (with an appropriate choice of coorientation). Applying now this result to the case under consideration we see that formula (4.4) reads
Corollary 5. In the notation of Proposition 3 one has
Explicit computations (using Mathematica TM ) give
For the concrete example considered in Figure 3 one has ν = 2 cos γ(cos γ + i sin γ) If either of the polynomials Q 1 (z) and Q 2 (z) has complex coefficients it seems difficult to give a more precise description of the support of ν than the one obtained in Corollary 4. Figure 5 below illustrates some possible forms of this support. Note that in all examples in this section we took the standard initial polynomials p −1 (z) = 0 and p 0 (z) = 1. Computer experiments show no isolated zeros of p n (z) in these cases. The following lemma shows that in the specific situation when p −1 (z) = 0 and p 0 (z) = 1 the set Σ Φ of slowly growing initial conditions (cf. Definition 7) is actually empty.
Lemma 6. For any recurrence relation of the form (4.1) with initial values p 1 (z) = 0 and p 0 (z) = 1 the set Σ Φ of slowly growing initial conditions is empty, comp. [4] .
Proof. A recurrence relation of the form (4.1) may be rewritten as
, where
It is easily checked that for any z ∈ C the vector (1, 0) t ∈ C 2 is not an eigenvector of T (z), which immediately implies the desired result.
We should point out that as soon as one changes the initial pair (p −1 (z), p 0 (z)) the polynomials p n (z) immediately acquire additional isolated zeros away from Ξ Φ . Conjecture. The zeros of any two consecutive polynomials p n+1 (z) and p n (z) interlace along the curve Ξ Φ for all sufficiently high degrees n.
An example illustrating the interlacing phenomenon conjectured above is shown in Figure 6 . The large fat points in this picture are (as usual) the branching points. Normal size fat points are the zeros of p 41 (z) while thin points represent the zeros of p 40 (z). One notices a typical interlacing pattern between these two sets of zeros. Similar interlacing properties for complex zeros along specified curves were studied in e.g. [2] . Some caution is actually required when defining the interlacing property since the zeros of p n (z) do not lie exactly on Ξ Φ . In the case when Ξ Φ is a smooth curve we may proceed as follows. Identify some sufficiently small neighborhood N (Ξ Φ ) ⊂ Ω of Ξ Φ with the normal bundle to Ξ Φ by equipping N (Ξ Φ ) with a projection onto Ξ Φ along the fibers which are small curvilinear segments transversal to Ξ Φ . Then one can say that two sets of points in N (Ξ Φ ) interlace if their projections on Ξ Φ interlace in the usual sense. If Ξ Φ has singularities one should first remove some sufficiently small neighborhoods of these singularities and proceed in the above way on the remaining part of Ξ Φ . The above conjecture then says that for any sufficiently small neighborhood N (Ξ Φ ) of Ξ Φ and any of its identifications with the normal bundle to Ξ Φ there exists n 0 such that the interlacing property for the roots of p n (z) and p n+1 (z) holds for all n ≥ n 0 .
5.3.
It is natural to ask what topological information about the induced maxmoddiscriminant may be obtained from the coefficients of a given recurrence relation. Problem 1. Describe the topological properties of Ξ Φ depending on the coefficients of the recurrence relation (say assumed fixed and algebraic) and establish, in particular, necessary and sufficient conditions for the set Ξ Φ to be compact. Are there any characteristic numbers associated with the singularities on Ξ Φ ? 5.4. Proposition 2 determines the support of the asymptotic ratio distribution ν associated to a recurrence relation of the form (1.7) with fixed coefficients (i.e., independent of n). However, the actual support of ν in the general case is still unknown.
Problem 2. Determine the support of ν in the case of varying coefficients. What is the analog of Lemma 3 (iv) for varying coefficients? Note that for fixed coefficients and generic initial data the divergence of the ratio actually takes place on an open everywhere dense subset of Ξ Φ . Under the same requirements the ratio converges on an open dense subset of Σ Φ but to a "wrong" limit (in the sense that this limit is different from the leading spectral number).
5.5. Paper [1] contains some intriguing combinatorial and geometric facts related to a discriminant surface which is similar to the maxmod-hypersurface Ξ k introduced in Definition 12. More precisely, the discriminant considered in op. cit. consists of polynomials with at least two zeros having the same real part. This discriminant is also related to quadratic differentials. 6. Appendix. On topology and geometry of maxmod-discriminants Definition 12. Denote by Ξ k ⊂ P ol k = {t k +a 1 t k−1 +. . .+a k } the set of all degree k monic polynomials with complex coefficients having at least two roots with the same absolute value.
It is obvious from Definitions 5, 6 and 12 that Ξ k contains Ξ k . Proposition 4. Ξ k is a real semialgebraic hypersurface in P ol k of degree at most (4k − 1)(4k − 2) considered as a 2k-dimensional real linear space with the real and imaginary parts of all a i 's chosen as coordinates. Furthermore, the hypersurface Ξ k is quasihomogeneous with quasihomogeneous weight equal to i for both the real and the imaginary parts of a i , i = 1, 2, . . . , k.
Proof. In order to calculate the degree of Ξ k let us describe an algorithm giving the equation for the analytic continuation of Ξ k . This algorithm may be presented as a superposition of two resultants. Let u = x+iy ∈ C and consider first the resultant of P (t) = t k + a 1 t k−1 + . . . + a k and P (ut) = (ut) k + a 1 (ut) k−1 + . . . + a k , which we denote by R (u, a 1 , . . . , a k ) . (Recall that all a i 's are complex.) Clearly, R(u, a 1 , . . . , a k ) is a polynomial in the variable u. For any fixed value of u the resultant R(u, a 1 , . . . , a k ) vanishes if and only if P (t) and P (ut) (considered as polynomials in t) have a common zero. One can easily see that R(u, a 1 , . . . , a k ) is divisible by (u − 1) k and that the quotient R(u, a 1 , . . . , a k ) = R(u, a 1 , . . . , a k )/(u − 1) k is coprime with u − 1. We want to find an equation for the set of all monic complex polynomials P (t) such that P (ut) and P (t) have a common zero for some u = 1 with |u| = 1. The classical rational parametrization of the unit circle is given by , a 1 , . . . , a k ) is a complex-valued rational function of the real variable θ whose denominator equals to (1 + θ 2 ) 2k . By taking now the resultant of the real and imaginary parts of the numerator of the latter rational function one gets the required algebraic equation for the analytic continuation of Ξ k . This recipe allows us also to calculate (an upper bound for) the degree of Ξ k . It is easy to see that R(u, a 1 , . . . , a k ) is a polynomial of degree 2k in u and of degree at most 2k − 1 in the variables a 1 , . . . , a k . After making the substitution u = x + iy = (1−iθ) 2 1+θ 2 and taking the real and imaginary parts of the above rational function one gets two polynomials of degrees at most 2k − 1 in the variables ℜa 1 , . . . , ℜa k , ℑa 1 , . . . , ℑa k and of degrees 4k and 4k − 1, respectively, in θ. These polynomials have proportional leading terms and their resultant is therefore a polynomial in the variables ℜa 1 , . . . , ℜa k , ℑa 1 , . . . , ℑa k of degree at most (2(4k) − 2)(2k − 1) = (4k − 1)(4k − 2).
The quasihomogeneity of Ξ k with quasihomogeneous weights as specified in the statement of the proposition follows from the fact that Ξ k is preserved if one multiplies all roots of a polynomial by a nonnegative real number.
Remark 8. The proof of Proposition 4 contains an algorithm giving the explicit equation for the analytic continuation of Ξ k . The authors wrote a Mathematica TM code doing this for small values of k. However, the resulting expression contains several hundred terms even for k = 3 and does not seem to be of much use. For k = 3 the estimate (4k − 1)(4k − 2) for the degree is sharp. It is very plausible that this estimate is actually sharp for arbitrary k although in the general case it seems very difficult to check the necessary nondegeneracy conditions while performing the superposition of the two resultants described in the above algorithm.
Proposition 5. Ξ k is a singular real hypersurface with a (singular) boundary coinciding with the usual discriminant D k ⊂ P ol k , that is, the set of all polynomials in P ol k with multiple roots. Moreover, Ξ k has no local singularities (i.e., singularities on a given branch) outside D k . The list of singularities of Ξ k is finite for any given k ∈ N, i.e. its singularities have no moduli.
Proof. Indeed, to show that D k ⊂ P ol k is the boundary of Ξ k consider the standard Vieta map V i : C k → P ol k sending a k-tuple of (labeled) roots to the coefficients of the monic polynomial with these roots, i.e, to the elementary symmetric functions of these roots with alternating signs. It is known that the Vieta map induces a local diffeomorphism on the complement C k \ T k , where T k is the standard Coxeter hyperplane arrangement consisting of k 2 hyperplanes L i,j given by x i = x j , 1 ≤ i < j ≤ k. An easy observation is that T k coincides with the preimage V i −1 (D k ) of the discriminant D k . Consider now the arrangement of quadratic cones C k = ∪ i<j C i,j in C k , where C i,j is given by the equation |x i | = |x j |. Obviously, C k coincides with the preimage V i −1 ( Ξ k ). From the defining equation it is clear that each C i,j is smooth outside the origin. Therefore, Ξ k is locally smooth (that is, it consists of smooth local branches) outside D k . Note also that for 1 ≤ i < j ≤ k the quadratic cone C i,j contains the complex hyperplane L i,j and that the restriction V i Ci,j is a fold near a generic point of L i,j . Therefore, D k is the boundary of Ξ k . The absence of moduli for the singularities of Ξ k can be derived from that for the singularities of D k . The type of a (multi)singularity of Ξ k near a polynomial P (z) ∈ Ξ k is encoded in the following combinatorial information about the roots of P (z), which implies that the number of possible types of multisingularities for a given k is finite. Determine first the multiplicity (possibly vanishing) of the root of P (z) at the origin and the set of all distinct positive absolute values for all the roots of P (z). For each such positive absolute value determine how many distinct roots have exactly this absolute value and what are their multiplicities. If all the roots are simple then (as above) Ξ k locally consists of (in general, nontransversal) smooth branches. Otherwise P (z) lies in D k , which is the boundary of Ξ k , and local branches of Ξ k near P (z) might have boundary singularities.
Let Ω be an open subset of R 2 and assume that the coefficients of the recurrence relation (1.7) are sufficiently generic. The arguments in the proof of Proposition 5 applied to the induced maxmod-discriminant Ξ Φ of the associated symbol equation (1.8) imply that the only possible singularities on the curve Ξ Φ are the endpoints and "Y-type" singularities, i.e., triple (local) rays emanating from a given point, see Figures 1-5 . Note however that the transversal intersection of smooth branches (that is, the interval and the circle) on Figure 4 is actually unstable since it disappears under a small perturbation of the coefficients of the recurrence relation.
Notation 4. Given a topological space X let X be its one-point compactification.
Proposition 6. The following properties hold for any k ∈ N :
(i) The hypersurfaces Ξ k and Ξ k are contractible in P ol k , so that their usual (co)homology groups are trivial.
(ii) The one-point compactification Ξ k is Alexander dual in the sphere S 2k to a circle S 1 . Therefore, Ξ k is homotopically equivalent to a sphere S 2k−2 , so that H i Ξ k , Z ∼ = Z if i ∈ {0, 2k − 2} and H i Ξ k , Z = 0 otherwise.
(iii) The one-point compactification Ξ k is Alexander dual in the sphere S 2k to
Here H i (X) (respectively, H i (X)) stands for reduced mod point homology (respectively, cohomology) of the topological space X, see e.g. [26] .
Proof. The contractibility of Ξ k and Ξ k follows directly from their quasihomogeneity. In order to show (ii) and (iii) we use the standard Alexander duality in P ol k . Let Υ k = P ol k \ Ξ k and Υ k = P ol k \ Ξ k denote the complements in P ol k of Ξ k and Ξ k , respectively. Then
Obviously, the space Υ 1 ≃ Υ 1 ≃ C is contractible. The next lemma describes the topology of Υ k and Υ k for k > 1.
Lemma 7. For any k ∈ N, k ≥ 2, one has (i) Υ k is an open 2k-dimensional manifold which is homotopically equivalent to the (k − 1)-dimensional torus T k−1 . (ii) Υ k is an open 2k-dimensional manifold Υ k which is homotopically equivalent to a circle S 1 .
Proof. (i) The space Υ k consists of all k-tuples of complex numbers with distinct absolute values. Let X k = {r 1 < r 2 < . . . < r k | r 1 ≥ 0} denote the set of all possible k-tuples of distinct absolute values. Then Υ k is "fibered" over X k with a "fiber" which is isomorphic to T k if r 1 = 0 and isomorphic to T k−1 if r 1 = 0. In order to get an actual fibration consider the set X k = {0 < r 2 < . . . < r k } of the absolute values of the roots starting from the second smallest. Now Υ k is actually fibered over X k with a fiber isomorphic to T k−1 × D r2 , where D r2 stands for the open disk of radius r 2 > 0 centered at the origin. The observation that X k is contractible now implies that Υ k is homotopically equivalent to T k−1 .
(ii) The space Υ k consists of all k-tuples of complex numbers such there exists a unique number with largest absolute value in the considered k-tuple. Let 0 < r max denote this largest absolute value. Then Υ k is fibered over R + ≃ {r max } with a fiber given by the product S 1 × P ol k−1 (r max ), where P ol k−1 (r max ) stands for the set of all polynomials of degree k − 1 whose roots lie in the open disk of radius r max centered at the origin. Since both R + and P ol k−1 (r max ) are contractible it follows that the space Υ k is homotopically equivalent to S 1 . Lemma 7 and the fact that S 1 is always unknotted in P ol k for k ≥ 2 complete the proof of Proposition 6.
