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Abstract
Advancements permitting the rapid extraction of 3D point clouds from a variety of imaging modalities across the global landscape have provided a vast collection of high fidelity digital surface
models. This has created a situation with unprecedented overabundance of 3D observations which
greatly outstrips our current capacity to manage and infer actionable information. While years of
research have removed some of the manual analysis burden for many tasks, human analysis is still
a cornerstone of 3D scene exploitation. This is especially true for complex tasks which necessitate
comprehension of scale, texture and contextual learning. In order to ameliorate the interpretation
burden and enable scientific discovery from this volume of data, new processing paradigms are
necessary to keep pace.
With this context, this dissertation advances fundamental and applied research in 3D point
cloud data pre-processing and deep learning from a variety of platforms. We show that the representation of 3D point data is often not ideal and sacrifices fidelity, context or scalability. First
ground scanning terrestrial LIght Detection And Ranging (LiDAR) models are shown to have an
inherent statistical bias, and present a state of the art method for correcting this, while preserving
data fidelity and maintaining semantic structure. This technique is assessed in the dense canopy
of Micronesia, with our technique being the best at retaining high levels of detail under extreme
down-sampling (< 1%). Airborne systems are then explored with a method which is presented to
pre-process data to preserve a global contrast and semantic content in deep learners. This approach
is validated with a building footprint detection task from airborne imagery captured in Eastern TN
from the 3D Elevation Program (3DEP), our approach was found to achieve significant accuracy
improvements over traditional techniques. Finally, topography data spanning the globe is used
to assess past and previous global land cover change. Utilizing Shuttle Radar Topography Mission (SRTM) and Moderate Resolution Imaging Spectroradiometer (MODIS) data, paired with the
airborne preprocessing technique described previously, a model for predicting land-cover change
from topography observations is described.
iii
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The culmination of these efforts have the potential to enhance the capabilities of automated 3D
geospatial processing, substantially lightening the burden of analysts, with implications improving
our responses to global security, disaster response, climate change, structural design and extraplanetary exploration.
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Chapter 1

Introduction
1.1

Context

Some of the most challenging environmental problems that we will face over the next few decades,
e.g., land cover change assessments, extreme events, food security, etc., likely will have their
solutions predicated by the fields of remote sensing and computer vision [16, 8, 11, 9]. Such
approaches stand in direct contrast to traditional efforts, whereby the acquisition of information
related to large natural systems typically was achieved through physically crude direct observation,
such as direct surveys of the land topography and land cover content [1, 15]. Field surveys such
as these are coarse, prone to human error and expensive in terms of both time and resources[7, 4].
Modern three-dimensional (3-D) measurement technologies improve upon conventional surveys,
achieving synoptic coverage, while removing most human bias [13, 14]. However, these models are often not as finely detailed as human observation, which may capture contextually rich
patterns in observation. But is stands to reason that spaceborne, airborne, and ground-based systems offer opportunities to autonomously extract geospatial information in three dimensions[2].
1
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Their operational use, however, has found limited adoption due to poor processing practices and
a lack of globally-applicable and temporally-robust algorithms [5, 6]. We contend that the threedimensional (3D) algorithm domain is especially lacking, when compared to 2D image-based
approaches[3].
To address these limitations, this dissertation advances operational procedures for 3-D structural processing and information extraction in terms of three main objectives, which scale from
the local to global, and the instantaneous to the temporally dynamic.

1.2

Objectives

This dissertation addresses three main objectives related to the improvement of retrieval of actionable information from 3-D imaging sensors. The objectives and corresponding sub-objectives
include:
• Assess the presence and impact of sampling bias in terrestrial laser scanner (TLS) systems.
– Quantify the distribution of sampling patterns for conventional terrestrial laser scanning systems.
– Determine a solution which may mitigate the impact of sampling bias in TLS scan
paths.
– Evaluate the impact of this technique compared to other state-of-the-art sampling
methods.
• Determine a global format for preprocessing topographical 3-D data from remote sensing
platforms, which is best posed for machine learning.
– Evaluate current approaches used by the computer vision community.
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– Determine a mapping for elevation values which represents data in a physically-meaningful
representation and allows for enhanced learning.
– Assess the ability of the proposed method for generalizing to other regions.
– Evaluate the validity of the proposed method using receiver operator characteristic
(ROC) curves compared to other standard methods.
• Assess the capability to use 3-D topography data as a proxy to predict land cover change on
a global scale.
– Quantify the error of classification accuracy, based on historical data.
– Determine the validity of the embedded confidence metric.
– Evaluate the validity of the proposed method using ROC curves compared to other
standard methods.

1.3

Dissertation Layout

This dissertation contains six chapters. The Introduction is the first chapter.

1.3.1

Chapter 2: Background

Chapter 2 provides a comprehensive background on the context for this work. 3-D imagery is
a powerful asset for the extraction of information about the natural world. Traditional methods,
which rely heavily on human labor and time consuming collection, may be replicated or enhanced
with 3-D processing. Remotely sensed imagery is able to provide rapid synoptic coverage, but
often leave significant ambiguity to machine interpretation. This chapter describes the motivation
and methodology for the refined processing of 3-D scenes with the goal of autonomy in mind. In
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particular, the image formation and traditional processing techniques are described. Three state
of the art 3D processing pipelines for the extraction of biophysical parameters is presented from
which three key limitations are identified. These three limitations represent a holistic gap in the
ability of 3-D processing to satisfy the performance criteria of many end users (including the
cost, practicality and information fidelity). These limitations are summarized as follows. First,
we identified the need to correct sampling bias present in TLS systems without distortion of the
data. A correction is introduced which allows for a much more uniform sampling, with a robust
preservation of structure. Second, we determined that the pre-processing of topographical data
fits a different paradigm than traditional electro-optical (EO) imagery. Conventional preprocessing likely removes information which would be useful for extraction of information. Third, we
assessed the ability to generalize topographical observations to other regions of the world. These
limitations are the foundation of the three objectives that were previously described. Each of these
objectives will be addressed sequentially in the following chapters.

1.3.2

Chapter 3: Weighted Spherical Sampling of Point Clouds for Forested Scenes
(Objective 1)

From the comprehensive review of recent work (chapter 2), the utility of 3-D data is demonstrated
to possess a potential to ameliorate some of the limitations of manual measurement. Decades of research in remote sensing have yielded robust and rapid TLS systems to be used for precision scene
reconstruction. Despite the prevalence of these systems for research domains such as forestry, few
have addressed the sampling bias present in TLS systems. One result of this phenomenon is that
statistical results are altered by the presence of variable spatial resolution and sampling geometry.
Previous work has addressed this issue and have taken measures to attempt to reduce this bias.
The current state of practice approach for processing point clouds involves a grid resampling of
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a point cloud. Such an approach removes the spherical sampling bias, but causes the source data
to be altered, in order to fit the quantization of the grid spacing. Moreover, this technique does
not scale effectively, i.e., if one wishes to downsample a point cloud, the point cloud rapidly becomes unusable as the coarseness is increased. In line with the goal of downsampling a point
cloud, random selections of points is the de facto standard. Often the grid resampling approach
is used before selecting a random permutation of points. In this chapter we present an alternative
approach for correcting the sampling bias in TLS point clouds, while preserving a.)
inal point locations (i.e., without resampling) and b.)

the orig-

preferentially preserving scene and scan

structure during even extreme downsampling. This technique’s utility is assessed in a difficult 3D
vegetation environment, as is found in structurally-complex mangrove forests in Micronesia.

1.3.3

Chapter 4: Global Partitioning Elevation Normalization Applied to Building
Footprint Prediction (Objective 2)

From the ground-based view, taken in chapter 3, an airborne preprocessing perspective is examined in chapter 4. This chapter specifically deals with the series of preprocessing steps which
are beneficial for machine learning with topography data. Conventionally, the machine learning
community uses a form of normalization or data whitening as a preprocessing step for many types
of algorithms. The various feature scaling methods typically are made in order to equally weight
features, especially when the relative magnitude of features varies widely.
Unfortunately, these techniques were designed primarily for non-sparse and low-dynamic
range data. Distributions of topography data, however, can be extremely sparse and are not well
represented after normalization. This results in a sparse representation, where much of the representation space is not utilized. Additionally, when not conducted globally, these data are often
normalized independently on a per sample basis. By normalizing this way, inter-sample relation-
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ships are discarded. It is hypothesized that normalizing in this manner is detrimental to machine
learning predictor performance. A repartitioning normalization therefore will be presented and the
performance of a typical encoder-decoder network with this preprocessing step will be assessed.

1.3.4

Chapter 5: Topography-based Change Prediction of the Global Landscape
Using Machine Learning (Objective 3)

Land cover and the associated change, are both important indicators of anthropological and climactic dynamics. Many decisions at the individual, organization, and governmental levels are
made based on data inferred from land cover. For example, change estimates in land cover are
important for measuring gross deforestation, melting ice, aquatic shore erosion, etc. Assessment
of such land cover change is further complicated in that many factors drive the change, including human factors, climate variables, and geologic impacts [10]. Large-area (coarse scale) land
cover assessment typically is achieved for topographic surfaces via imagery captured from remote
sensing platforms [12]. Textural features, boundaries (edges), and elevation bias all contain information which is useful to delineate, for example, cropland from urban or forested regions. In
chapter 5, it therefore is hypothesized that prediction of land cover change may be similarly correlated with topography. Prediction of change in land cover is important as it permits a future
glimpse into global change on the basis of topographical distributions.
Using data from the Moderate Resolution Imaging Spectroradiometer (MODIS) platform, retrieved globally between 2001 and 2016, a series of change maps are calculated for all permutations. These change maps are integrated with Shuttle Radar Topography Mission (SRTM) data
covering the same study area, and used as a predictor variable to predict change using a convolutional encoder-decoder deep learning model.
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Chapter 6: Conclusions, impact, and outlook

The gross contribution of this work, in summary, is a best-practice examination and case study of
point cloud processing techniques from both terrestrial and airborne/spaceborne platforms. Chapter 6 discusses the impact of this work and the ripple of significance spanning other domains of
work. We describe further opportunities to leverage point cloud data from various modalities to
extract meaningful structural information from the natural world. We demonstrate that outputs
from this dissertation result in an improvement in the state-of-the-art practices for structural data,
especially is such data are exploited via machine learning approaches.

1.4
1.4.1

Novel Contributions
Chapter 3: Weighted Spherical Sampling of Point Clouds for Forested Scenes
(Objective 1)

• Development of a robust downsampling tool, which can be used to downsample TLS point
clouds, while preserving structure.
• A directed solution to the sampling distribution problem in spherical scanners, without resorting to grid-based solutions.
• Provision of a case study showing the technique’s effectiveness in challenging environments.

1.4.2

Chapter 4: Global Partitioning Elevation Normalization Applied to Building
Footprint Prediction (Objective 2)

• Assessment of the current state-of-the-art in machine learning, as applied to topographical
remote sensing data.
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• Design of an encoder-decoder directed deep learning model for the inference of building
footprint prediction.
• Development of a global partition-based elevation mapping, which preserves source data
distributions, and as is useful for machine learning algorithms.

1.4.3

Chapter 5: Topography-based Change Prediction of the Global Landscape
Using Machine Learning (Objective 3)

• Development of data integration tools between the MODIS and SRTM data platforms.
• Development of a tool to calculate all permutations of land cover change for the duration of
the MODIS International Geosphere-Biosphere Programme (IGBP) collection.
• Design of a robust change encoding scheme under the MODIS IGBP system.

1.5

Related Publications

Portions of this dissertation or closely related work have been submitted in the following venues.

1.5.1

Refereed Journal Articles

• Weighted Spherical Sampling of Point Clouds for Forested Scenes, Alexander Fafard, Ali
Rouzbeh Kargar,& Jan van Aardt, Photogrammetric Engineering and Remote Sensing, ASPRS
• Global Partitioning Elevation Normalization Applied to Building Footprint Prediction Alexander Fafard, Jan van Aardt Mark Coletti, David Page in the Journal of Selected Topics in
Applied Earth Observations and Remote Sensing, IEEE
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• Topography-based Change Prediction of the Global Landscape Using Machine Learning,
Alexander Fafard, Jan van Aardt, & David Page, Remote Sensing
• Troubleshooting deep-learner training data problems using an evolutionary algorithm on
Summit, Mark Coletti, Alexander Fafard, & David Page, IBM Journal of Research and
Development Vol. 64 NO 3/4 May/July 2020

1.5.2

Conference Posters & Talks

• A System-Agnostic Global Lidar Normalization Approach, Alexander Fafard, Jan van Aardt
ASPRS 2019 Denver
• Troubleshooting deep-learner training data problems using an evolutionary algorithm on
Summit, Mark Coletti, Alexander Fafard, & David Page Oak Ridge National Lab: Oak
Ridge Computational Leadership Facility Conference, 2019
• A terrestrial lidar’s assessment of climate change impacts on forest structure , Jan van Aardt,
Alexander Fafard, David Kelbe, Christian Giardina, Paul Selmants Creighton Litton, and
Gregory P. Asner Silvilaser 2017
• Fabrication and Development of an Economic Ground Scanning (EGS LiDAR) LiDAR Unit
Alexander Fafard, Jan van Aardt, and Robert Kremens, Rochester Academy of Science 2015

1.6

Next Chapter Foreward

In the next chapter (Chapter 2), an abbreviated background of imaging systems and machine learning as applied to remote sensing is presented. This background builds up the foundational state of
practice for 3-D remote sensing, and contextualizes the rest of this dissertation.
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Chapter 2

Background
2.1

Overview

Many seemingly insurmountable 2-D imaging tasks, including custom precision agriculture and
large scale change detection, have been made routine through spectral sensing, pattern recognition, and machine learning [24] in the current research and development landscape. Global scale
questions have been made approachable with the use of passive and active imaging platforms,
which achieve synoptic coverage, high temporal resolution, and high fidelity data, among other
characteristics [46, 83]. 3D imaging approaches, or structure-from-motion, are especially interesting, given their rich yield of topographical information, useful for surface structure measurement
across a variety of applications [65, 30, 13, 33, 86, 47].
While the capability for 2D imaging has grown rapidly over the last several decades, the actionable use of 3D information has found limited adoption at the same scale. This can be attributed
to several factors, including the acquisition model of 3D data being distinctly different than traditional imaging[17, 16]. For example, methods for the extraction of 3D surface information, in
12
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a remote sensing context, include many different modes of collection, ranging from stereoscopy
(photogrammetry) and RAdio Detection and Ranging (radar), to LIght Detection And Ranging
(LiDAR) and structure from motion (SfM) approaches. Though the data products which are derived from these modalities are similar (digital surface model (DSM)s, point clouds), the imaging
system properties for each modality are different and require modality- and application-specific
considerations. Independently, many of these models, in their current incarnation, have presented
challenges when posed to global scale problems[13]. While this is in part due to insufficient spatial acuity, small sample coverage, or low temporal resolutions, a larger cause is the dearth of
autonomous processing and semantic understanding of 3D structure[11, 65, 13, 17].
This in turn has led to the neglect of many important questions related to changes in global
(man-made and natural) structure, which require more comprehensive understanding of the 3D
environment [13, 11]. These questions span many fields and interests, from those inherent in
agriculture and forestry, to those within population distribution and dynamics, and those related
to topography (flood models, landscape changes, etc.)[13, 40, 22]. In this chapter we will present
a background to the state-of-the-art active and passive methods of acquiring 3-D information, as
well as current means of extracting semantic meaning from structural data.

2.2

3D Data Sources

In active terrestrial-, aerial-, and space-based imaging platforms, various modes of collection are
used to acquire 3D range information. Depending on the application, systems may be composed
of a raster-based design, a push-broom pattern, or a scanning optical element [61, 54, 18]. These
systems are often used due to simplicity of operation, well-understood propagation of error, and
straightforward post-processing requirements [23].
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In some other passive collection modes, a series of images are captured and used with geometric information about the image capture location to build 3-D models. Multi-image reconstructions
are used to construct 3-D models of a surface. Passive measurement of surfaces has the benefit
of not requiring specialized hardware and allowing previously captured imagery to be leveraged,
given sufficient localization information.

2.2.1

LiDAR, RADAR, and Other Active 3D Imagers

A prime source of 3D information comes from active systems which necessitates the tightly timed
emission of a signal and detection of a reflection from a target surface. These systems are able to
directly measure the range of a surface for each point [61, 80]. Such direct range measurements
from a surface may be achieved by sending a reference signal from a system with a co-located
sensor. The disparity between the time that the signal left the unit and the time the reflection of
the signal from a target surface is detected, is known as the time of flight (ToF). The ToF can be
used in media where the velocity of the signal is constant to simply extract range estimates in the
z-direction [27], as shown in Figure 2.1.
Originating with acoustic SOund NAvigation Ranging (sonar), sounds and their echos were
used to map underwater surfaces by the same principle. Prior to radar being used in airborne
platforms, sonar was used in air environments for mapping and localization. Compared to modern
contemporaries, these reconstructions were coarse and noisy, due in part to long wavelengths of
acoustic waves relative to electromagnetic waves, and the relative velocity of the wave to the
objects being imaged [61, 57, 28].
Radar improved upon this principle by using radio waves, which did not attenuate readily in the
atmosphere. With a higher phase velocity, and significantly reduced wavelength, greater fidelity
surface reconstructions were attained at greater rates. [28] With further reduced wavelengths,
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Figure 2.1: Simplified illustration of an active time of flight camera. With fine timing set by high
speed electronics, a signal is emitted and reflected off of some impermeable surface. This signal’s
return is measured by the receiver and the time between emission and departure is measured as the
ToF.

coherent beam LiDAR is often able to attain even greater spatial resolutions. The acuity and
spatial behavior of LiDAR and radar systems are well described in literature [55, 70, 71, 73, 87].
The spatial acuity in the x-y plane is driven primarily by the signal beam divergence in such
systems, since it represents the beam spread and the area subtended on the target surface. The
depth measurement in the z-direction is driven by the precision of the clock, as well as the speed
of the electronics on readout [70]. In any case, these systems generally possess well described and
predicted uncertainty measurements across a scene.

Ground-based or terrestrial LiDAR Systems (TLS)
TLS systems scan use LiDAR to collect 3D point samples by ToF measurement. A variety of
setups exist for TLS systems. These systems involve scanning setups which move a detecting
and emitting element pair around a prescribed physical pattern to collect measurements of the
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environment. Typically, these systems scan in a spherical configuration. For example, the system
may involve a spinning scanner that mechanically changes the angle and moves upward with each
angular epoch [18]. These systems have proven, extensive use in forestry, where individuals are
able to utilize structural scans of a forest to rapidly estimate woody biomass and other forest
biophysical parameters, such as primary productivity [47, 53].

Other LiDAR Systems
In addition to the scanning systems which are popular for TLS purposes, recent work has yielded
rapid framing format cameras which may capture 3-D information rapidly. These systems include
the classes of phase-based LiDAR, which uses interferometry to measure the distance of points
in a scene. These systems are generally able to acquire measurements much more rapidly than
traditional scanning systems (hundreds of thousands of points per second vs. thousands of points
per second) [35, 86]. On the other hand, scanning systems tend to have a higher dynamic range
and longer target range, and greater certainty in distance measurements.
Flash LiDAR is another alternative technology which measures wavefront distortion from the
return of a pulse of light among a framing array of pixels. Since one wavefront is used to simultaneously measure many points, it is possible to sample rapidly and create full- motion videos from
the samples. These scanners have the advantage of having all points being sampled simultaneously and perfectly registered in frame. This is ideal for tracking an object or motion capture use
cases [35]. Unfortunately, flash LiDAR currently has two limitations which have prohibited wide
adoption, a.) arrays currently utilize a planar array, which makes full environmental capture problematic. One would have to make use of a motion homography image stitching solution (similar
to what is used in panorama or photosphere configurations) to effectively capture meaningful 3D
data from the system’s surroundings; and b.) system focal planes are small in pixel addressability
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Figure 2.2: Scanner-centric spherical coordinate system. From the perspective of the scanner,
the origin is at the location of the detector. In most conventional 3-D coordinate systems, the z-axis
denotes height, with zenith angle θ indicating angle off nadir, while the rotation angle φ indicates
rotation in the x-y plane. The distance or range of each point from the origin may be denoted r.

[78]. Available flash LiDAR systems utilize small 128x128 arrays. In the future this constraint is
expected to be minimized, but is currently financially prohibitive [29].

SRTM and Radar Based Systems
Radar has been used to great effect for structural mapping and 3D target detection. Developed
during World War II, radar consists of a transmitter which generates electromagnetic waves in the
radio or microwave regime, as well as a receiving antenna. This setup is similar to LiDAR, where
a ToF principle of operation is used. A processor and a precise clock may be used to measure
either the direct ToF or the frequency modulation of a time-varying signal. If the target has a non-
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zero velocity, Doppler shifts in the signal may be observed, thus providing information about the
target’s location and speed [55]. There are many variations and use-cases of radar systems. Some
systems are ground penetrating at the wavelengths which are used for measurement, allowing
for geological observations with some radar systems. Other systems are configured for surface
topography retrieval [32].
Synthetic aperture radar (SAR) is one such airborne or spaceborne variant which leverages the
ideas of radar to create 3-D reconstructions of objects and terrain. Given that the spatial resolution
of a radar system is proportional to the size of the imaging aperture, a SAR system is able to
use the motion of the platform over a region to provide finer observations. The movement of the
antenna over the target in the time it takes for the signals to be transmitted and reflected from
the target creates a large synthetic aperture, which may be many times greater than the original
antenna aperture [28]. These systems have the benefit of being able to generate highly detailed
imagery with relatively small physical antennae. Another interesting property of SAR systems is
that because of the angular relation with distance, more distant objects have intrinsically larger
apertures associated with them. This relationship results in more stable spatial resolution over a
variety of viewing distances and objects in scene [54].
Using an interferometric SAR, the SRTM in 2000 had great success in capturing structural data
nearly covering the entire planet ( 56◦ S to 60◦ N). With a setup which is illustrated in Figure 2.3,
the dual antenna setup yielded dual SAR signals. The interference pattern measured between the
two wavefronts yields a higher precision range measurement than a direct pulsed clock is capable
of delivering [32]. This space-based radar imaging project has provided a topographic map of
most of the world at approximately 1 arc-second (about a 30 m ground sampling distance (GSD)
near the equator). This model has provided the most comprehensive surface map of the Earth by
a single imaging system, and has proven useful for a variety of analytical tasks, including hu-
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man population settlement mapping, weather forecast models, water drainage maps and geologic
studies [32].

Figure 2.3: Diagram of the SRTM collection setup. The platform is an interferometric synthetic
aperture radar. The shuttle payload bay contains the main antenna, as well as the altitude and orbit
determination avionics (AODA). The primary and secondary antennae contain both X-band ( 8.012.0 GHz) and C-band (4.0 to 8.0 GHz ) radar channels. These antennae are separated by the 60m
mast distance to estimate surface structure by proxy of interference patterns, with high fidelity.
[32]

2.2.2

Passive 3-D Reconstructions: Multi-Image Derived Surface Models

Multiple image point reconstructions have shown remarkable progress in the derivation of passive
3D point clouds covering large land areas [42]. These techniques are able to rapidly leverage
volumes of image pairs to produce structural estimates of land cover. This is often advantageous
compared to active imaging methods, such as LiDAR or synthetic aperture radar with respect to
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global scalability, utilization of fortuitous data and the lack of need for specific imaging hardware
[64].
Stereo image pairs may be acquired through a single- or multi-imager setup. In either case,
two images are captured at two known locations. The distance between the two focal plane arrays
is a known baseline distance. The two images of a scene then go through a process called stereo
matching, where an attempt is made to match each corresponding point in the two images[15].
This matching process provides a measure of point motion or disparity between the two frames,
where the disparity is a proxy for the depth of each point in the scene and can be used with the
geometry of the scene to retrieve depth estimates through trigonometry [42, 66].

2.3
2.3.1

Extraction of Information from Surface Models
Human Data Extraction

Regardless of the mode from which surface or 3-D model data is retrieved, human analysts are
excellent at visually recognizing patterns and exploiting them for actionable information [34, 11].
These sources of information include texture observations, as well as relative and absolute measurements. Relative changes in the topography can be observed as local fluctuation in the surface,
which may represent individual object instances, such as trees, cars, or buildings [84]. Absolute
elevation may offer information about structures, which is correlated with different elevations,
such as mountain slopes or large scale topographic gradients. For example, the drainage behavior
of a region may be readily understood by a human observer of topographic data. By observing the
relative and absolute gradient across the terrain, it is generally the dominant factor in predicting
where flooding will occur [63]. This drainage may be a function of land use, soil type, and texture,
among other factors.
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Figure 2.4: Model of Stereo acquisition of land surface from airborne or satellite platforms
follows such a geometry. Two images are captured by either a moving platform or two separate
sensors separated by a known baseline distance. Each point in the two images have their locations
measured relative to each other to provide a disparity estimate. These disparity maps can then be
analyzed with trigonometry to generate a 3D surface.

Besides looking at relative gradient changes to detect structure and slope, surface data are
also used for region classification. In the wake of humanitarian response post disaster, it is often
important to have a well-characterized regional model which describes vehicle mobility and debris
spread [4, 88, 21]. An analyst may evaluate a region and semantically describe the terrain based
on the surface roughness, or rugosity [38]. In fact, the use of these cues, which humans may use
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to identify and detect objects in scene, is intimately related to a semantic understanding of the
interplay of physical forces in scene. Visual reasoning thus allows for concise and rapid decision
making.

2.3.2

Computerized Analogs

Naturally, even the best human-in-the-loop solutions require a finite measure of time and labour.
These solutions often are impinged by human limitations: There is a limit to the throughput of
data which a human can effectively analyze and consider. Furthermore, human efforts experience
exhaustion and lapses in attention after prolonged inference, which may lead to systematic drifts
in accuracy [49, 62]. Obviously, automated or semi-automated solutions which mitigate these
shortcomings are desirable, with the goal of minimizing human-in-the-loop dependence, while
maximizing information yield.
There have been decades of computer vision research which have been dedicated to this goal.
This work (described in chapter 2), has produced many novel techniques for extracting information
from structure, which has surpassed human capability in many areas [49, 51]. In particular, early
techniques have provided precise quantitative measures to many tasks, where previously only
qualitative metrics were available. Many qualitative and quantitative measurements are able to be
rapidly and accurately automated through 3D analysis pipelines [11]. These analysis methods are
generally divided into the categories of a.) analytical and b.) data-driven techniques.

Analytical 3D Analysis
In the domain of forestry, there are many biophysical parameters which describe the forest characteristics, while being extensible to value-added information products, such as stocking or even
yield. Measurement of many of these parameters is both time and labor intensive, often requir-
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Figure 2.5: Drainage Basin near the Amazon rainforest in Brazil. In the top image, a panchromatic image is shown for the site from the Worldview-3 platform. Many details of the scene are
not readily apparent in the two-dimensional (2-D) visualization. In the bottom image, a 3-D DSM
is shown from the SRTM mission. The data values in this image correspond to elevation height
above sea level. It is immediately apparent that this are represents a drainage basin without any
external annotation.
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Figure 2.6: TLS LiDAR Point Cloud of Harvard Forest captured in 2012. Point clouds such as
these are useful for the assessment of biophysical properties of trees. A measure of biophysical
yield may be obtained by structural measurements, in turn obtained by proxy of the TLS scans.

ing many observations across a large number of samples[62, 13, 53]. Through utilization of a
TLS system, a forest 3D reconstruction can be readily attained, with salient structural information
available for analysis [53]. Some of this analysis may be conducted by human analysts; however,
this rarely provides a significant fidelity or labor boost compared to manual assessment [13, 62].
With this 3D reconstruction, one may take an algorithmic approach to extracting information.
For example, stem structure may be analytically detected and leveraged to extract tree bole diameter along the height of a tree[11]. These proxy measurements help to provide an estimate of
primary productivity and biomass yield. Automated volumetric analysis has served to make forest
inventory a much less onerous task [53, 18]. While these techniques are useful and represent di-
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rect ways of extracting information from data, they are often analytically difficult to create or only
work for very well-controlled environments. Such techniques also may be non-robust to noise or
outliers [51].

Data-driven 3D Analysis and Machine Learning
In the cases where an exact analytical technique is not known, or where samples are too heterogeneous too derive an exact formulation, a data driven approach is preferred. Data driven analysis
relies on the formulation of rules which best fit the structure of the presented data [10]. These
techniques encompass the field of machine learning, wherein data are used to generate algorithms
and statistical models to perform a presented task without explicit instruction [19]. This suite of
tools is useful for the complex analysis of scenes, which require nuanced extraction of implicit
information. Machine learning and recent advances in deep learning are discussed in depth in
section 2.4.
In the context of 3D structure, one task that may be considered to fall under this purview is
land cover mapping. For example, a data-set may be constructed by collecting a volume of 3D
imagery which covers some of the earth’s surface, along with associated labels, which indicate the
type of land cover a region represents [2, 45, 79]. This data-set may then be used in conjunction
with a data driven technique which attempts to learn implicit texture structure of data and match it
to land cover type.

2.4

Computer Vision and Deep Learning

Data-driven techniques, described in the previous section, have been used extensively for image
analysis. The application of these techniques to imagery loosely forms the field of computer
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vision. The goals of computer vision can be summarized as the extraction of meaningful semantic information from imagery, providing ‘human’ or ‘super-human’ retrieval of information
from images, videos, or other visual signals, for example, in the domain of image or face recognition [76, 77]. Early methods of analysis included linear regression, support vector machines,
probabilistic methods and heuristic methods, like k-means. Supervised methods required a priori
knowledge of exemplars for the model to learn some information; maximum likelihood methods
and support vector machines use this information, for example [81, 20, 43]. These methods are
commonly used when there are training data, and a known correct ‘answer’ to a portion of a task.

2.4.1

Deep Learning

Deep hierarchical learning describes a wide class of machine learning methods which are directed
at learning data representations, rather than specifically tasked algorithms. The learning models
are loose derivatives of biological nervous systems [14]. Deep neural networks are artificial neural
networks that rely on multiple hidden layers between an input and output. By using a cascade of
nonlinear processing layers, which take input from the previous layer and provide output to the
next, discriminating features are extracted [31]. The features extracted allow the model to learn
upon multiple levels of abstraction. These networks are able to model highly abstract non-linear
relationships [75], which result in models that can be used for both supervised (e.g., known pattern
classification and identification) and unsupervised (e.g., searching for patterns in data) approaches.
Supervised learning is of special interest, where one can present exemplar conclusions (i.e., a
target) to a network, given some input data. The ability of the deep learning networks to compose
features from lower layers from complex data, which are well posed for analysis in subsequent
layers, allows for the creation of powerful inference tools [9].
Traditional approaches to many computer vision tasks, e.g., segmentation, required customized
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Figure 2.7: The VGG16 Image Classification Network, ingests a NxM (in this case 224x224)
image in a series of convolutional and downsampling stages. At the fifth downsampling stage, the
output is remapped to a vector of length 4096. This vector is used, after another fully connected
layer, to produce a classification for the image (usually expressed as an integer in the range ∈ [0,n]
where n is the number of candidate classes). Each layer finds salient mappings of the data to best
pose the classification.

filters to be engineered from scratch. Recent advances in the field of computer vision have produced variants of the basic ideas of deep learning. Convolutional Neural Network (CNN)s have
been used to accomplish vision-related tasks by mimicking the functionality of the visual system
[49]. Here convolutional layers apply a convolution to the input, and the result to the subsequent
layer. The convolution is intended to model the response of an individual neuron to a given stimuli [1]. These networks are deep feed-forward networks that require little preprocesssing to learn
image filters, which are the analog representation of the receptive field of the animal visual cortex.
The receptive field of the mammalian brain extracts features based on learned filters, from which
visual meaning may be extracted [44]. As in the traditional usage of deep learning, this information can be pooled and compounded in more complicated layers [52]. Neurons, however, need to
be linked to the input-output scheme in terms of weights.
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The weights of each "neuron" are refined through the use of back-propagation. This involves
the calculation of the gradient of a calculated prediction loss function (a calculated difference
between network output and expected output) and the backwards propagation through the layers
of the model, all the way to the input via automatic differentiation [56]. These weights are then
updated by some user-defined fraction of the gradient [74]. This process is conducted iteratively,
as the accuracy of predictions is refined. Generally, inputs are provided in the form of a normalized
input of a fixed N xM xD size. These inputs interact with a series of linear and nonlinear layers
through convolution. At the end of the network, the output is compared with a training “truth set",
and the error (loss) is measured according to some metric loss function. The error is then backpropagated to each of the prior layers in the network through a series of differentials, in order to
make incremental adjustments to the weights of each of the layers [8].

2.4.2

Encoder-Decoder Models

Early CNN models focused heavily on the image classification task, as applied to the whole image.
For example, the formulation of VGG16 (see Figure 2.7) provides a classification label for the
NxM image. Often, this classification strategy is too coarse for some image-based tasks. The
detection and localization of objects within a scene represents one instance where this may be true.
With the system laid out by VGG16, one can effectively predict categorical labels for imagery.
This was executed by training and testing on the ImageNet dataset in 2014 [48, 59]. Categorical
labeling is a useful tool for the machine-based contextual understanding of imagery, however,
one may wish to label parts of an image, rather than the image itself. Then, the task of image
segmentation and classification is broached.
Relying on the basis described, CNN’s have been used to conduct the tasks of image classification, or predicting labels on a pixel-wise basis across the image. Known colloquially as semantic
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segmentation, CNN’s have proven to be very effective at automatically generating predictions for
images [60]. These techniques steadily have found traction in the field of remote sensing for the
tasks previously reserved for classical segmentation techniques, e.g., support vector machines, regressions, expectation maximization, decision trees, and Bayesian methods [39]. Encoder-decoder
CNN models used for this task are constructed by reformulating the familiar VGG-style encoder,
paired with a connecting bit (a bottleneck) and an inverted CNN encoder (a decoder), to form
an hourglass-shaped network structure. At each level of the encoder and decoder, the input is
downsampled or upsampled, respectively. Between these levels are information channels, known
as skip connections, which preserve high frequency information, during both pre-downsampling
and post-upsampling. An example of an encoder-decoder network is drawn in Figure 2.8. The encoder region of the network ingests the image and seeks to find an optimal feature transformation
to extract salient information from the scene. A bottleneck region between the two provides an
interpretation of this data representation, and outputs it to the decoder. The decoding region then
resamples the image to its original dimensionality and provides a class label, as determined by a
softmax layer at the output of the network[6].

2.4.3

Application of Machine Learning Models to a Specific Use Case - Global
Land Cover Change

Advancements in machine learning have benefited many fields, with one of these fields undoubtedly being the field of remote sensing. Utilizing observations from imaging systems, many advancements in computer vision have been directly translatable to use on airborne, spaceborne, and
other imaging systems. These observables, which were previously only actionable through direct
human analyst interpretation, have achieved success as inputs to machine learning models, trained
to answer discrete questions. Some of these questions may include scene classification (e.g. se-
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Figure 2.8: Typical Encoder-Decoder Network, used for image segmentation. An encoderdecoder is, as the name implies, composed of an encoder, bottleneck, and decoder. Imagery input
enters the encoder on the left hand side, and is downsampled at each layer. The output enters
a bottle neck region, and is upsampled to enter the decoder. The decoder upsamples and eventually restores the image input dimensionality. The decoder achieves a feature transformation
which provides well-separated features for image classification, while the decoder restores image dimensionality and classifies the output. At each resolution level, skip-connections preserve
high frequency information that would otherwise be lost in the sampling. These skip connections
permit for sharp classification lines [6].
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mantic classification via an encoder-decoder model like SegNet [6]), object recognition or target
detection (via a region proposal architecture such as R-CNN [36, 37]), or image labelling to classify image types (similar to the imageNet trained AlexNet [76, 48]). It is now tractable to explore
the possibilities of pattern recognition and change prediction, based on a many-layer deep CNN
network, given the emphasis on the encoder-decoder semantic segmentation approach. These deep
connections, unprecedented data availability, and available computational resources, all allow for
a greatly enhanced ability to ask scientific, spatially-localized questions about remotely observed
regions. One such question may be the prediction of land cover change across a region. Land
cover change is a prime concern worldwide, with many environmental and anthropological factors at play. Given the complexity of the input, it is interesting to see to what extent the change
may be predicted using direct electro-optical observations. Recent work has shown success in
predicting land cover change in regions [85] using RGB and other airborne imagery. These efforts
are unfortunately limited to the scope of small regions, rather than a large area predictive models.
This small scope in part is due to the failure of models to generalize to a variety of terrain and
also how the data is presented to a machine learning model. The current state of practice will be
described in section 2.4.4. In principle, it would be desirable to create a model which is capable
of generalizing to a larger regional span of remote sensing data. Such a model, however, rely on
proper data preparation, especially in terms of preprocessing and feature normalization, both of
which arguably are essential to consistency in the input-output mechanisms of such deep learning
models.

2.4.4

Data Preprocessing and Feature Normalization

Conventionally, data are normalized or whitened prior to processing by machine learning algorithms. Input values to a algorithm may vary wildly, such as in the case where raw photon count
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values are being used to predict some form of astronomical phenomena. In this case, the values
could easily vary between 0 and over 100,000 photons [7]. This feature scaling is important, since
many objective functions used for predictor optimization rely on a distance measurement between
training data and resulting output [50]. In an non-normalized form, outliers may dominate the
metric. However, by following through with the normalization, each feature contributes more proportionally to the reported metric. Feature scaling is usually applied on the basis of an individual
data sample, image, processing batches, or on the global statistics of a data set, depending on the
task [72].

2.4.5

Challenges of Sparse, High Dynamic Range Data with Machine Learning

The data pre-processing routine used with conventional point-and-shoot camera imagery has been
successful, where only the local differences are important for most imaging tasks based on conventional radiometric imagery. For example, detecting the presence of a dog within a photo does
not require absolute radiometric information. Instead, it is the relative gradients across an image
which contain textural information which can be used to “see” the animal [76]. Normalization in
this case enhances contrast and emphasizes gradients in scene. Normalization in one form or another therefore has become a standard practice for machine learning data processing. However, in
remote sensing, the data inputs to a machine learning model not only have a large dynamic range,
but are often sparse in character. The normalization is conducted on per sample or semi-global
statistics[26], which may lead to two outcomes: First, in the case where data are normalized by
sample, the relative range and semantic meaning is different between samples (e.g. the range [0,
1] is semantically different between samples); second, where data are sparsely distributed, but normalized according to semi-global statistics, there are typically gaps in the output representation,
which compress the input domain[12].
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This leads to machine learning models, which commonly achieve good performance on a local
dataset in one region, failing to generalize to another. Machine learning models which are trained
on the local statistics of one dataset fail to generalize well to new data. This regionalization effect
is common in remote sensing, especially with data-driven approaches [58, 68, 82]. One reason
for this is hypothesized to be that the normalization methods, which are typically used in the
computer vision community, are not well-suited for remote sensing data. Typical computer vision
approaches include Contrast Limited Adaptive Histogram Equalization (CLAHE)[89, 69], minmax normalization [12], and z-score standardization [67]. These techniques neglect to deal with
the sparse population distribution and large dynamic range that are typical of remote sensing data
[26].
The understanding of topographical data by proxy of standard machine learning techniques is
similarly challenging, due to the large dynamic range and sparseness of values present in elevation data. Conventional normalization techniques only consider locally available points, thereby
discarding contextual information and eliminating global contrast cues [89, 69]. In topographical
imagery, the use of typical scene normalization is especially harmful to the information content of
the scene, since it destroys global context. By normalizing each image, the relative contrast is enhanced at the cost of the elevation relative to the global population. This information is important
due to the phenomena of altitudinal zonation, wherein land surfaces at different elevations share
similar structural characteristics [5]. Intuitively mountain tops and valleys across the world share
similar texture and terrain, but this is true of most major land forms [3, 25]. Conversely, using only
global statistics is also an ill-informed idea, since it does not deal with feature scaling, or sparse
distributions of data [41]. In Figure 2.9, the global distribution of land surface elevations values
is shown across the surface of the Earth. It is immediately apparent that the data are sparsely
distributed, with most of the values being close to zero feet above sea level [32].
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Figure 2.9: Global distribution of land surface elevation values across the earth. These values,
retrieved from the SRTM data covering the world, demonstrate the sparse distribution of data.
Overwhelmingly, most of the points exist proximal to sea level, with the elevations drastically
falling off at around 4000 meters [32].
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It is hypothesized that standard or typical preprocessing is suboptimal for the machine learning of topography data. Human comprehension of topgraphical surfaces, however, involves an
intuitive understanding of scale at both the local and global levels. An approach which is able to
globally model elevation data, while retaining local gradients, may be able to provide more robust
machine learning models which do not suffer from the above-mentioned regionalization effects.

2.5

Next Chapter Foreward

In all cases of automatic information retrieval from imagery data, appropriate data preprocessing is
paramount. In 3-D imaging systems, this also the case. One of these preprocessing steps involves
the post-sampling of point clouds derived from active sensors like those described in Section 2.2.1.
In the next chapter (Chapter 3), a new method of subsampling LiDAR point clouds acquired from
a terrestrial unit like a Compact Biomass LiDAR (CBl) is presented.
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Yağsan, A. Zateroğulları, I. Eroğlu, and et al. A gis model for settlement suitability
regarding disaster mitigation, a case study in bolu turkey. Engineering Geology, 96(3):
126–140, Feb 2008. ISSN 0013-7952. doi: 10.1016/j.enggeo.2007.10.006.
[5] Peter S. Ashton. Floristic zonation of tree communities on wet tropical mountains revisited.
Perspectives in Plant Ecology, Evolution and Systematics, 6(1):87–104, Jan 2003. ISSN
1433-8319. doi: 10.1078/1433-8319-00044.
[6] Vijay Badrinarayanan, Alex Kendall, and Roberto Cipolla. Segnet: A deep convolutional
encoder-decoder architecture for image segmentation. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 2017.
[7] C. Baltay, J. A. Snyder, P. Andrews, W. Emmet, B. Schaefer, J. Sinnott, C. Bailyn, P. Coppi,
A. Oemler, C. N. Sabbey, and et al. A large-area ccd camera for the schmidt telescope at the
venezuelan national astronomical observatory. Publications of the Astronomical Society of
the Pacific, 114(797):780–794, Jul 2002. ISSN 0004-6280, 1538-3873. doi:
10.1086/341705.
[8] Atılım Günes Baydin, Barak A. Pearlmutter, Alexey Andreyevich Radul, and Jeffrey Mark
Siskind. Automatic differentiation in machine learning: a survey. Jan 2017.
36

BIBLIOGRAPHY

37

[9] Y. Bengio. Learning deep architectures for ai. Foundations and Trends R in Machine
Learning, 2(1):1–127, 2009. doi: 10.1561/2200000006.
[10] Karianne J. Bergen, Paul A. Johnson, Maarten V. de Hoop, and Gregory C. Beroza.
Machine learning for data-driven discovery in solid earth geoscience. Science, 363(6433),
Mar 2019. ISSN 0036-8075, 1095-9203. doi: 10.1126/science.aau0323. URL
https://science.sciencemag.org/content/363/6433/eaau0323.
[11] Fausto Bernardini and Holly Rushmeier. The 3d model acquisition pipeline. Computer
Graphics Forum, 21(2):149–172, 2002. ISSN 1467-8659. doi: 10.1111/1467-8659.00574.
[12] Ksenia Bittner, Fathalrahman Adam, Shiyong Cui, Marco Körner, and Peter Reinartz.
Building footprint extraction from vhr remote sensing images combined with normalized
dsms using fused fully convolutional networks. IEEE Journal of Selected Topics in Applied
Earth Observations and Remote Sensing, 11(8):2615–2629, Aug 2018. ISSN 2151-1535.
doi: 10.1109/JSTARS.2018.2849363.
[13] Laurent Blondé, Didier Doyen, and Thierry Borel. 3d stereo rendering challenges and
techniques. In 2010 44th Annual Conference on Information Sciences and Systems (CISS),
page 1–6, Mar 2010. doi: 10.1109/CISS.2010.5464936.
[14] Egbert J. W. Boers and Herman Kuiper. Biological Metaphors and the Design of Modular
Artificial Neural Networks. 1992.
[15] Brent J. Bos and Kenneth Schofield. Vehicle imaging system with stereo imaging, May
2002. URL https://patents.google.com/patent/US6396397B1/en.
[16] M. Bosch, A. Leichtman, D. Chilcott, H. Goldberg, and M. Brown. Metric evaluation
pipeline for 3d modeling of urban scenes. ISPRS - International Archives of the
Photogrammetry, Remote Sensing and Spatial Information Sciences, XLII-1/W1:239–246,
May 2017. ISSN 2194-9034. doi: 10.5194/isprs-archives-XLII-1-W1-239-2017.
[17] Kevin W. Bowyer, Kyong Chang, and Patrick Flynn. A survey of approaches and
challenges in 3d and multi-modal 3d+2d face recognition. Computer Vision and Image
Understanding, 101(1):1–15, Jan 2006. ISSN 1077-3142. doi: 10.1016/j.cviu.2005.05.005.
[18] Todd C. Brelje and Robert L. Sorenson. Multi-color laser scanning confocal imaging
system, Jul 1992. URL
https://patents.google.com/patent/US5127730A/en.
[19] G.J. Briem, J.A. Benediktsson, and J.R. Sveinsson. Multiple classifiers applied to
multisource remote sensing data. IEEE Transactions on Geoscience and Remote Sensing,
40(10):2291–2299, Oct 2002. ISSN 1558-0644. doi: 10.1109/TGRS.2002.802476.

BIBLIOGRAPHY

38

[20] C.W. Chen, J. Luo, and K.J. Parker. Image segmentation via adaptive k-mean clustering and
knowledge-based morphological operations with biomedical applications. IEEE
Transactions on Image Processing, 7(12):1673–1683, Dec 1998. ISSN 1941-0042. doi:
10.1109/83.730379.
[21] Francis Chen, Zhi Zhai, and Greg Madey. Dynamic adaptive disaster simulation:
Developing a predictive model of emergency behavior using cell phone and gis data.
page 11.
[22] Saeid Cheraghi, Alireza Malehmir, and Gilles Bellefleur. 3d imaging challenges in steeply
dipping mining structures: New lights on acquisition geometry and processing from the
brunswick no. 6 seismic data, canada. GEOPHYSICS, 77(5):WC109–WC122, Sep 2012.
ISSN 0016-8033. doi: 10.1190/geo2011-0475.1.
[23] Yan Cui, Sebastian Schuon, Derek Chan, Sebastian Thrun, and Christian Theobalt. 3d
shape scanning with a time-of-flight camera. In 2010 IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, page 1173–1180, Jun 2010. doi:
10.1109/CVPR.2010.5540082.
[24] Shaveta Dargan, Munish Kumar, Maruthi Rohit Ayyagari, and Gulshan Kumar. A survey of
deep learning and its applications: A new paradigm to machine learning. Archives of
Computational Methods in Engineering, Jun 2019. ISSN 1886-1784. doi:
10.1007/s11831-019-09344-w. URL
https://doi.org/10.1007/s11831-019-09344-w.
[25] R. F. Daubenmire. Vegetational zonation in the rocky mountains. The Botanical Review, 9
(6):325–393, Jun 1943. ISSN 1874-9372. doi: 10.1007/BF02872481.
[26] Magdeleine Dinguirard and Philip N. Slater. Calibration of space-multispectral imaging
sensors: A review. Remote Sensing of Environment, 68(3):194–205, Jun 1999. ISSN
0034-4257. doi: 10.1016/S0034-4257(98)00111-4.
[27] Ralph O. Dubayah and Jason B. Drake. Lidar remote sensing for forestry. Journal of
Forestry, 98(6):44–46, Jun 2000. ISSN 0022-1201. doi: 10.1093/jof/98.6.44.
[28] Byron Edde. Radar - principles, technology, applications. NASA STI/Recon Technical
Report A, 93, 1993. URL
http://adsabs.harvard.edu/abs/1993STIA...9314697E.
[29] Louay Eldada, Tianyue Yu, and Angus Pacala. Optical phased array lidar system and
method of using same, Nov 2018. URL
https://patents.google.com/patent/US10126412B2/en.

BIBLIOGRAPHY

39

[30] Jan Elseberg, Dorit Borrmann, and Andreas Nüchter. Efficient processing of large 3d point
clouds. In 2011 XXIII International Symposium on Information, Communication and
Automation Technologies, page 1–7, Oct 2011. doi: 10.1109/ICAT.2011.6102102.
[31] Dumitru Erhan, Christian Szegedy, Alexander Toshev, and Dragomir Anguelov. Scalable
object detection using deep neural networks. 2014 IEEE Conference on Computer Vision
and Pattern Recognition, 2014. doi: 10.1109/cvpr.2014.276.
[32] Tom G. Farr, Paul A. Rosen, Edward Caro, Robert Crippen, Riley Duren, Scott Hensley,
Michael Kobrick, Mimi Paller, Ernesto Rodriguez, Ladislav Roth, and et al. The shuttle
radar topography mission. Reviews of Geophysics, 45(2), 2007. ISSN 1944-9208. doi:
10.1029/2005RG000183. URL https://agupubs.onlinelibrary.wiley.com/
doi/abs/10.1029/2005RG000183.
[33] Maurizio Forte. New perspectives and challenges—the example of. Journal of Eastern
Mediterranean Archaeology & Heritage Studies, 2(1):1–29, 2014. ISSN 2166-3548. doi:
10.5325/jeasmedarcherstu.2.1.0001.
[34] S. Fotheringham and Peter Rogerson. Spatial Analysis And GIS. CRC Press, Apr 2013.
ISBN 978-0-203-22156-3. Google-Books-ID: Hirdl1ZFE38C.
[35] Asher Gelbart, Brian C. Redman, Robert S. Light, Coreen A. Schwartzlow, and Andrew J.
Griffis. Flash lidar based on multiple-slit streak tube imaging lidar. In Laser Radar
Technology and Applications VII, volume 4723, page 9–18. International Society for Optics
and Photonics, Jul 2002. doi: 10.1117/12.476407. URL
https://www.spiedigitallibrary.org/
conference-proceedings-of-spie/4723/0000/
Flash-lidar-based-on-multiple-slit-streak-tube-imaging-lidar/
10.1117/12.476407.short.
[36] Ross Girshick. Fast r-cnn. In Proceedings of the 2015 IEEE International Conference on
Computer Vision (ICCV), ICCV ’15, page 1440–1448. IEEE Computer Society, Dec 2015.
ISBN 978-1-4673-8391-2. doi: 10.1109/ICCV.2015.169. URL
https://doi.org/10.1109/ICCV.2015.169.
[37] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jitendra Malik. Rich feature hierarchies
for accurate object detection and semantic segmentation. arXiv:1311.2524 [cs], Oct 2014.
URL http://arxiv.org/abs/1311.2524. arXiv: 1311.2524.
[38] David G. Goodenough, Morris Goldberg, Gordon Plunkett, and John Zelek. An expert
system for remote sensing. IEEE Transactions on Geoscience and Remote Sensing, GE-25
(3):349–359, May 1987. ISSN 1558-0644. doi: 10.1109/TGRS.1987.289805.

BIBLIOGRAPHY

40

[39] A. Ben Hamida, A. Benoit, P. Lambert, L. Klein, C. Ben Amar, N. Audebert, and
S. Lefevre. Deep learning for semantic segmentation of remote sensing images with rich
spectral content. 2017 IEEE International Geoscience and Remote Sensing Symposium
(IGARSS), 2017. doi: 10.1109/igarss.2017.8127520.
[40] Xian-Feng Han, Jesse S. Jin, Ming-Jie Wang, Wei Jiang, Lei Gao, and Liping Xiao. A
review of algorithms for filtering the 3d point cloud. Signal Processing: Image
Communication, 57:103–112, Sep 2017. ISSN 0923-5965. doi:
10.1016/j.image.2017.05.009.
[41] Joon Heo and Thomas W. FitzHugh. A standardized radiometric normalization method for
change detection using remotely sensed imagery. Photogrammetric Engineering and
Remote Sensing, 66(2):173–181, Feb 2000. ISSN 0099-1112.
[42] H. Hirschmuller. Stereo processing by semiglobal matching and mutual information. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 30(2):328–341, Feb 2008. doi:
10.1109/tpami.2007.1166.
[43] Timothy J. Holmes. Maximum-likelihood image restoration adapted for noncoherent
optical imaging. JOSA A, 5(5):666–673, May 1988. ISSN 1520-8532. doi:
10.1364/JOSAA.5.000666.
[44] D. H. Hubel and T. N. Wiesel. Receptive fields and functional architecture of monkey
striate cortex. The Journal of Physiology, 195(1):215–243, Jan 1968. doi:
10.1113/jphysiol.1968.sp008455.
[45] J. Huising. Land use zones and land use patterns in the Atlantic Zone of Costa Rica: a
pattern recognition approach to land use inventory at the sub-regional scale, using remote
sensing and GIS, applying an object-oriented and data-driven strategy. PhD thesis, S.n.,
1993. URL https://library.wur.nl/WebQuery/wurpubs/22279.
[46] John R. Jensen. Biophysical remote sensing. Annals of the Association of American
Geographers, 73(1):111–132, 1983. ISSN 1467-8306. doi:
10.1111/j.1467-8306.1983.tb01399.x.
[47] Benjamin M. Jones, Jason M. Stoker, Ann E. Gibbs, Guido Grosse, Vladimir E.
Romanovsky, Thomas A. Douglas, Nicole E. M. Kinsman, and Bruce M. Richmond.
Quantifying landscape change in an arctic coastal lowland using repeat airborne lidar.
Environmental Research Letters, 8(4):045025, Nov 2013. ISSN 1748-9326. doi:
10.1088/1748-9326/8/4/045025.

BIBLIOGRAPHY

41

[48] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. ImageNet Classification with
Deep Convolutional Neural Networks, page 1097–1105. Curran Associates, Inc., 2012.
URL http://papers.nips.cc/paper/
4824-imagenet-classification-with-deep-convolutional-neural-networks.
pdf.
[49] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning applied to
document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998. doi:
10.1109/5.726791.
[50] Yann LeCun, Leon Bottou, Yoshua Bengio, and Patrick Ha. Gradient-based learning
applied to document recognition. page 46, 1998.
[51] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. Nature, 521(7553):
436–444, May 2015. ISSN 1476-4687. doi: 10.1038/nature14539.
[52] Keonhee Lee and Dong-Chul Park. Image classification using fast learning convolutional
neural networks. 2015. doi: 10.14257/astl.2015.113.11.
[53] M. A. Lefsky, W. B. Cohen, S. A. Acker, G. G. Parker, T. A. Spies, and D. Harding. Lidar
remote sensing of the canopy structure and biophysical properties of douglas-fir western
hemlock forests. Remote Sensing of Environment, 70(3):339–361, Dec 1999. ISSN
0034-4257. doi: 10.1016/S0034-4257(99)00052-8.
[54] Nadav Levanon. Radar principles. New York, Wiley-Interscience, 1988, 320 p., 1988. URL
http://adsabs.harvard.edu/abs/1988wi...book.....L.
[55] Nadav Levanon. Radar principles. New York, Wiley-Interscience, 1988, 320 p., 1988. URL
http://adsabs.harvard.edu/abs/1988wi...book.....L.
[56] Sam Leven. The roots of backpropagation: From ordered derivatives to neural networks and
political forecasting. Neural Networks, 9(3):543–544, 1996. doi:
10.1016/0893-6080(96)90015-5.
[57] Qihu Li. General Principles of Sonar Design, page 151–284. Advanced Topics in Science
and Technology in China. Springer, 2012. ISBN 978-3-642-18290-7. doi:
10.1007/978-3-642-18290-7_4. URL
https://doi.org/10.1007/978-3-642-18290-7_4.
[58] Yanghao Li, Naiyan Wang, Jianping Shi, Xiaodi Hou, and Jiaying Liu. Adaptive batch
normalization for practical domain adaptation. Pattern Recognition, 80:109–117, Aug
2018. ISSN 0031-3203. doi: 10.1016/j.patcog.2018.03.005.

BIBLIOGRAPHY

42

[59] Shuying Liu and Weihong Deng. Very deep convolutional neural network based image
classification using small training sample size. In 2015 3rd IAPR Asian Conference on
Pattern Recognition (ACPR), page 730–734, Nov 2015. doi: 10.1109/ACPR.2015.7486599.
[60] Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully convolutional networks for
semantic segmentation. 2015 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2015. doi: 10.1109/cvpr.2015.7298965.
[61] Thomas Luhmann, Stuart Robson, Stephen Kyle, and Jan Boehm. Close-Range
Photogrammetry and 3D Imaging. Walter de Gruyter, Nov 2013. ISBN
978-3-11-030278-3. Google-Books-ID: f7oBQAAQBAJ.
[62] Kenneth C. Mcgwire. Analyst variability in labeling of unsupervised classifications. [test
sites for landsat 5 thematic mapper]. PE&RS - Photogrammetric Engineering and Remote
Sensing, Dec 1992. URL
https://ntrs.nasa.gov/search.jsp?R=19930033302.
[63] Vorawit Meesuk, Zoran Vojinovic, Arthur E. Mynett, and Ahmad F. Abdullah. Urban flood
modelling combining top-view lidar data with ground-view sfm observations. Advances in
Water Resources, 75:105–117, Jan 2015. ISSN 0309-1708. doi:
10.1016/j.advwatres.2014.11.008.
[64] Matthias Michael, Jan Salmen, Johannes Stallkamp, and Marc Schlipsing. Real-time stereo
vision: Optimizing semi-global matching. 2013 IEEE Intelligent Vehicles Symposium (IV),
2013. doi: 10.1109/ivs.2013.6629629.
[65] Anh Nguyen and Bac Le. 3d point cloud segmentation: A survey. 2013 6th IEEE
Conference on Robotics, Automation and Mechatronics (RAM), 2013. doi:
10.1109/ram.2013.6758588.
[66] Andrew O’ Riordan, Thomas Newe, Daniel Toal, and Gerard Dooly. Stereo vision sensing:
Review of existing systems. Dec 2018. doi: 10.1109/ICSensT.2018.8603605.
[67] S. Gopal Krishna Patro and Kishore Kumar Sahu. Normalization: A preprocessing stage.
arXiv:1503.06462 [cs], Mar 2015. URL http://arxiv.org/abs/1503.06462.
arXiv: 1503.06462.
[68] Claudio Persello and Lorenzo Bruzzone. Active learning for domain adaptation in the
supervised classification of remote sensing images. IEEE Transactions on Geoscience and
Remote Sensing, 50(11):4468–4483, Nov 2012. ISSN 1558-0644. doi:
10.1109/TGRS.2012.2192740.

BIBLIOGRAPHY

43

[69] Stephen M. Pizer, E. Philip Amburn, John D. Austin, Robert Cromartie, Ari Geselowitz,
Trey Greer, Bart Ter Haar Romeny, and John B. Zimmerman. Adaptive histogram
equalization and its variations. Comput. Vision Graph. Image Process., 39(3):355–368,
September 1987. ISSN 0734-189X. doi: 10.1016/S0734-189X(87)80186-X. URL
http://dx.doi.org/10.1016/S0734-189X(87)80186-X.
[70] Sorin C. Popescu, Kaiguang Zhao, Amy Neuenschwander, and Chinsu Lin. Satellite lidar
vs. small footprint airborne lidar: Comparing the accuracy of aboveground biomass
estimates and forest structure metrics at footprint level. Remote Sensing of Environment,
115(11):2786–2797, Nov 2011. ISSN 0034-4257. doi: 10.1016/j.rse.2011.01.026.
[71] George T. Raber, John R. Jensen, Michael E. Hodgson, Jason A. Tullis, Bruce A. Davis, and
Judith Berglund. Impact of lidar nominal post-spacing on dem accuracy and flood zone
delineation, Jul 2007. URL https://www.ingentaconnect.com/content/
asprs/pers/2007/00000073/00000007/art00002.
[72] Mengye Ren, Renjie Liao, Raquel Urtasun, Fabian H. Sinz, and Richard S. Zemel.
Normalizing the normalizers: Comparing and extending network normalization schemes.
URL http://arxiv.org/abs/1611.04520.
[73] Stephen E. Reutebuch, Robert J. McGaughey, Hans-Erik Andersen, and Ward W. Carson.
Accuracy of a high-resolution lidar terrain model under a conifer forest canopy. Canadian
Journal of Remote Sensing, 29(5):527–535, Oct 2003. ISSN 0703-8992. doi:
10.5589/m03-022.
[74] David E. Rumelhart, Geoffrey E. Hinton, and Ronald J. Williams. Learning representations
by back-propagating errors. Nature, 323(6088):533–536, 1986. doi: 10.1038/323533a0.
[75] Jürgen Schmidhuber. Deep learning in neural networks: An overview. Neural Networks,
61:85–117, 2015. doi: 10.1016/j.neunet.2014.09.003.
[76] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale
image recognition. Sep 2014. URL https://arxiv.org/abs/1409.1556v6.
[77] Dirk Smeets, Peter Claes, Dirk Vandermeulen, and John Gerald Clement. Objective 3d face
recognition: Evolution, approaches and challenges. Forensic Science International, 201(1):
125–132, Sep 2010. ISSN 0379-0738. doi: 10.1016/j.forsciint.2010.03.023.
[78] Roger Stettner. Compact 3d flash lidar video cameras and applications. In Laser Radar
Technology and Applications XV, volume 7684, page 768405. International Society for
Optics and Photonics, May 2010. doi: 10.1117/12.851831. URL
https://www.spiedigitallibrary.org/

BIBLIOGRAPHY

44

conference-proceedings-of-spie/7684/768405/
Compact-3D-flash-lidar-video-cameras-and-applications/10.
1117/12.851831.short.
[79] Alan Strahler. Modis land cover and land-cover change. page 72.
[80] B. Sun, M. P. Edgar, R. Bowman, L. E. Vittert, S. Welsh, A. Bowman, and M. J. Padgett. 3d
computational imaging with single-pixel detectors. Science, 340(6134):844–847, May
2013. ISSN 0036-8075, 1095-9203. doi: 10.1126/science.1234454.
[81] J.A.K. Suykens and J. Vandewalle. Least squares support vector machine classifiers. Neural
Processing Letters, 9(3):293–300, Jun 1999. ISSN 1573-773X. doi:
10.1023/A:1018628609742.
[82] Devis Tuia, Claudio Persello, and Lorenzo Bruzzone. Domain adaptation for the
classification of remote sensing data: An overview of recent advances. IEEE Geoscience
and Remote Sensing Magazine, 4(2):41–57, Jun 2016. ISSN 2168-6831. doi:
10.1109/MGRS.2016.2548504.
[83] B. L. Turner, D. Skole, S. Sanderson, G. Fischer, L. Fresco, and R. Leemans. Land-use and
land-cover change: science/research plan. [No source information available], Jan 1995.
ISSN 0586-5581. URL
https://asu.pure.elsevier.com/en/publications/
land-use-and-land-cover-change-scienceresearch-plan-2.
[84] W. O. van der Knaap and J. F. N. van Leeuwen. Extracting topographic structure from
digital elevation data for geographic information system analysis. Review of Palaeobotany
and Palynology, 97(3):239–285, Sep 1997. ISSN 0034-6667. doi:
10.1016/S0034-6667(97)00008-0.
[85] Baocheng Wei, Yaowen Xie, Xu Jia, Xiaoyun Wang, Hongjie He, and Xiaoyu Xue. Land
use/land cover change and it’s impacts on diurnal temperature range over the agricultural
pastoral ecotone of northern china. Land Degradation & Development, 29(9):3009–3020,
2018. ISSN 1099-145X. doi: 10.1002/ldr.3052.
[86] Claus Weitkamp. Lidar: Range-Resolved Optical Remote Sensing of the Atmosphere.
Springer Science& Business, Jun 2006. ISBN 978-0-387-25101-1. Google-Books-ID:
QWzrBwAAQBAJ.
[87] Jianwei Wu and Hongchao Ma. Error analysis on laser measurement device of airborne
lidar. In MIPPR 2007: Automatic Target Recognition and Image Analysis; and
Multispectral Image Acquisition, volume 6786, page 678653. International Society for

BIBLIOGRAPHY

45

Optics and Photonics, Nov 2007. doi: 10.1117/12.750320. URL
https://www.spiedigitallibrary.org/
conference-proceedings-of-spie/6786/678653/
Error-analysis-on-laser-measurement-device-of-airborne-LIDAR/
10.1117/12.750320.short.
[88] Andre Zerger and David Ingle Smith. Impediments to using gis for real-time disaster
decision support. Computers, Environment and Urban Systems, 27(2):123–141, Mar 2003.
ISSN 0198-9715. doi: 10.1016/S0198-9715(01)00021-7.
[89] Karel Zuiderveld. Graphics gems iv. chapter Contrast Limited Adaptive Histogram
Equalization, pages 474–485. Academic Press Professional, Inc., San Diego, CA, USA,
1994. ISBN 0-12-336155-9. URL
http://dl.acm.org/citation.cfm?id=180895.180940.

Chapter 3

Weighted Spherical Sampling of Point
Clouds for Forested Scenes
Submitted as Alexander Fafard, Ali Rouzbeh Kargar,& Jan van Aardt in Photogrammetric
Engineering and Remote Sensing

This chapter was submitted as an article to the Journal of Photogrammetric Engineering and Remote Sensing (PE &RS) of the American Society for Photogrammetric Engineering and Remote
Sensing (ASPRS) as "Weighted Spherical Sampling of Point Clouds for Forested Scenes". It describes a novel method of sub-sampling point clouds, acquired using scanning terrestrial LiDAR.
The retrieved sub-sample was found to preserve more salient point clouds, as measured through
statistically superior stem volume measurement accuracy.

46

CHAPTER 3. WEIGHTED SPHERICAL SAMPLING OF POINT CLOUDS

3.1

47

Abstract

Terrestrial laser scanning systems (TLS), which typically scan in a spherical pattern, are characterized by a sampling pattern which varies in point density across the hemisphere. Additionally,
close-ranged objects are oversampled relative to objects further away. These two effects compound to potentially bias the 3D object algorithms and associated statistics of measured scenes.
Previous methods of sampling have resulted in a loss of structural coherence, or an averaging of
data. In this paper, a method of sampling is proposed to optimally sample points, while preserving
the structure of a scene, even for low sample rates. The proposed method considers not only the
angular distribution of the sample, but also the distance from the sensor. The proposed approach
is validated through visual comparison and stem volume assessment in a challenging mangrove
forest in Micronesia. We found that, compared to several well-known sampling techniques, our
proposed sampling scheme can enhance the performance of structural evaluation algorithms for
TLS data by reducing the sampling bias, while maintaining the structural definition. We found
that the proposed sampling method matched or exceeded the stem volume measurement accuracy
across a variety of tested decimation levels. On average it was found that stem volume estimates
achieved 3.0% higher accuracy with the proposed method compared to the next highest scoring
technique in each decimation level. This approach can be used for improving the evaluation of
TLS data, where preserving structure and reducing sampling bias are required.

3.2

Introduction

LiDAR has become an established tool in the general field of remote sensing, given its ability to
collect active 3D spatial measurements of a scene [12, 3]. By emitting pulses of light and detecting rebounds with precise timing and assuming a homogeneous scan medium, a measurement of
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distance is obtained. Depending on the task that is being conducted, a LiDAR unit is typically
built with either a raster or a spherical scan path [6]. In the case of airborne platforms, the raster
paradigm is usually implemented, since it affords the ability to follow a whiskbroom sensor path as
the platform moves forward. Due to this motion, and given a sufficiently high temporal frequency,
sampling is relatively uniform with the velocity vector [13]. In the case of a spherical scan path,
e.g., as in a semi-spherical ground-scanning (terrestrial) LiDAR unit, there is a non-uniform density of samples accrued over the surface of constant phase. This implies that at a fixed radii from
the origin of capture, the density of the inscribed spherical surface will vary as a function of position. This readily can be visualized by imagining that at some elevation angle, φ, there are Lθ
azimuthal steps, which take the system through some Eθ ∈ {0,2π} angular ring (see Figure 3.1).
Given that the angular spacings, ∆φ and ∆θ, between samples along the set of axes are held to be
constants, the spatial density of points will be significantly greater as one approaches the elevation
“poles” of the sphere of constant phase. In other words, the distance between azimuthal rings
decreases as the elevation angle approaches b · π , where b is any integer. These azimuthal rings
are illustrated as the black circular samples in Figure 3.2.
In practice, this effect is found to manifest as an oversampling of points which are either near
nadir or zenith to the sensor. This can introduce a bias to the structural assessment of LiDAR
data and affect the accuracy of mapping and modeling these attributes. The complexity of the
structures in the point cloud, especially in the areas closer to the scanner, can aggravate the impact
of oversampling [25]. The distribution of points illustrates the effect of oversampling, which is
present at the poles under a spherical sampling paradigm. This effect is undesirable, as it results in
a statistical bias of points, if left unaddressed. Additionally, this bias can impair the functionality
of many 3-D algorithms for tasks like registration [5, 4], feature detection [11, 4], or surface
reconstruction [22].
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Figure 3.1: Above the geometry of a surface of constant phase as in a spherical scanning
system is illustrated. Here the elevation and azimuthal planes are illustrated with corresponding
angular variables with their Cartesian correspondents.

3.2.1

Previous Work

This effect has been addressed in past research efforts through various downsampling or resampling schemes [25, 17, 20, 19, 11, 14] . One simple and standard solution, often used for the
downsampling of 3D data, is based on a random sample of points [9]. This technique has proved
insufficient due to the nature of the problem posed. That is, a uniformly random sample of biased
data is itself biased [6, 28]. Traditional grid-based downsampling relies on restricting Cartesian
density to some predefined grid size. These techniques interpolate points to a grid. In principle,
this solves the problem, however interpolation based resampling is non-ideal since it distorts data
points [25]. This effect reduces the quality and fidelity of data to an often unacceptable degree.
The impact of this grid sampling is shown in Figure 3.2. Another technique which is able to mitigate this data drift to a degree utilizes voxel grids to calculate voxel block centroids, based on point
population within each voxel block. These techniques take the centroid of each populated voxel
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Figure 3.2: Effect of on-grid sampling to the samples acquired along the surface of constant
phase. The squares represent the on-grid samples, while the circles are the samples acquired along
the sphere. The drift of values shows the effect of interpolation on the data.

block to get a more accurate resample, without being distorted to a fixed grid. These techniques
have the advantage of being simple to implement and based on first principles. Unfortunately,
these techniques suffer from two shortcomings- the first is that voxel based methods unequally
resample variably dense surfaces and require an optimally selected voxel block size to achieve
good results [10]
K-d tree and octree-based (a k-d tree with each node possessing eight children) approaches
leverage the hyper plane separation in Cartesian space, implied by tree construction to rapidly
subset point clouds based on tree depth and population [23]. These constructs have the advantage
of not needing to resample points in space, and are able to operate in linear O(n) time with a
volume of n points [24]. Resampling to a quota and to a given node depth allows for effective
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point picking. This technique, while rapid, shares the weakness of the voxel-based approach;
requiring a good selection of node depth for a well-posed data extraction.
Poisson dart and disk sampling are both two methods which are used to resample point clouds,
often with good results. These methods rely on distribution samples which result in a balanced
point selection. Generally, the results which are obtained using these methods are good; however,
the base implementations of these methods are computationally expensive [27].
Graph-based approaches take a more dynamic approach to point cloud point reduction. In the
work of [1], the graph based approach constructs a representation of a point cloud as an actionable
graph. The technique frames point cloud resampling as an optimization problem, seeking to retain
maximum local variation in the data. Chen et al. remove redundant point cloud information this
way, leaving primarily the contours of the scene. The results exhibited from this technique are
impressive, however the technique is more complicated and computationally expensive than others
[18].
One consideration which is not often considered explicitly in any of these alternatives [21], is
the weighting of more distal points relative to points near the scanner origin [14]. In a spherical
scanning system, more distant points are sparse due to angular sampling and therefore richer in
information content [16, 9]. It is desirable that these observations be weighted commiserate with
their projected point size.
Additionally, it is desirable to not resample by proxy of interpolation, or a center of mass
based calculation since this alters data, especially in the presence of noise or extreme outliers [25].
Another consideration is that the algorithm should be rapid and simple to implement, such that
resampling can occur in real time with modest computational resources.
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Contribution of a Novel Solution

This paper produces a geometric sampling correction for a quasi-spherical scanning system. This
sampling takes into account the angular position along the surface, as well as the distance of
points from the origin centroid. This method is computationally simple and competitive with
other techniques.
In Section 3.3.1, the representation of the scanning system is described. The proposed method
is then introduced in Section 3.3.2. The proposed method is then validated with three methods of
evaluation in sections 3.4.1-3.4.3 with a case study as well as synthetic data. Finally the results
are discussed in Section 3.4.4.

3.3

Methods

For a laser scanning system which samples on a sphere, we describe the representation of points
in Section 3.3.1, and the proposed method in Section 3.3.2

3.3.1

TLS Point Cloud Representation

Points in Cartesian and spherical space are represented as C[x, y, z] and C(θ, φ, ρ), respectively,
where:

x = ρ cosθ sinφ

(3.1)

y = ρ sinθ sinφ

(3.2)

z = ρ cosφ

(3.3)
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and obviously

∆

C[x, y, z] = C(θ, φ, ρ)

(3.4)

Then the function which describes the discretely sampled surface of a spherical scan is given
by:
S(θ, φ, ρ) =

Qφ
Qθ X
X
nθ =0 nφ =0

ρnθ ,nφ · δ(θ − ψθ · nθ , φ − ψφ · nφ )

(3.5)

where δ is the Dirac Delta function which is used to capture discrete samples along a constant
surface, while ψdim describes the step size between samples nθ and nφ as:

ψdim =

Edim
Qdim

(3.6)

Edim is the angular span of the scan (2π in the case of a full rotation in a given dimension) and
Qdim is the number of steps allowed in that span.
In the case of a full scan, with a constant phase or range (i.e. a sphere, where ρ =c), then (3.5)
is reduced to:

S(θ, φ, ρ = c) = c

Qφ
Qθ X
X
nθ =0 nφ =0

δ(θ −

2π
2π
· nθ , φ −
· nφ )
Qθ
Qφ

(3.7)

This sampled surface of constant phase is a simulation of what is captured by a spherical
scanner at a constant range. On this sphere, the normalized number of points per unit area are illustrated in Figure 3.3. It is immediately apparent that the distribution of points along the spherical
surface varies with the elevation angle of the scanner.
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Figure 3.3: Normalized density plot of the surface of constant phase. Generated by Equation (3.7), it can be observed that the poles of the surface represent high relative amounts of
sampling, compared to the rest of the sphere.

3.3.2

Proposed Method

Weisstein [26] noted that the distribution of points on such a surface only varies as a function of
the elevation angle, as has been previously observed in Figure 3.3. Taking note of the definition
of projected area being a function of elevation angle, they then derive the distribution of points on
such a sampled hemisphere Pφ .
Pφ =

1
sinφ
2

(3.8)
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This distribution describes the relative affinity for points to be sampled at the pole of the scan
path. Inversely, the distribution will represent the relative weighting term along a hemisphere.
This distribution is symmetric, therefore it can be extended to the full TLS scan path by looking
at the full sphere instead of a hemisphere,
Ωweight (φ) =

1
|sinφ|
2

(3.9)

Framing the mitigation of sampling bias as a point picking problem, this information can be
leveraged to provide probabilities for point excision. This symmetrical distribution may then be
subtracted from a uniform point distribution to produce a likelihood function for point removal as
a function of elevation angle. In Figure 3.4 a likelihood function is shown for a sphere.
Thus a means of assigning probabilities for point selection is produced, and can be used to
bring the distribution of preserved points closer to a uniform distribution.
This is a useful conclusion for the angular correction of a spherically sampled scene. This
likelihood function allows for a weighted selection of points along the surface of a sphere. This
likelihood function, L, should also be made to vary with the distance from the scanner origin to
provide greater weighting to more distant objects. The projected area of a point increases as the
square of the radial distance, ρ, from the scanner as the beam diverges. In order to compensate for
this, a radial weighting factor is added, which increases the likelihood of preserving more distant
points.
The likelihood function, L, may then be rewritten in terms of radial distance and elevation
angle.
L(φ, ρ) = ρ2 (1 − Ωweight (φ))
1
L(φ, ρ) = ρ (1 − | sinφ |)
2
2

(3.10)
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Figure 3.4: Likelihood function of point selection as a function of elevation angle, φ. The most
likely points for selection exist at the poles ± nπ for n= { 0, ±1, ± 2, ... , ±∞} . This corresponds
with the density of points shown in Figure 3.3.

By normalizing this function into a probability distribution for input points, a weighted permutation may then be conducted. The k number of retained points then represent a close approximation of spherically uniform sampled points.
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Results

The proposed technique is compared with three other standard techniques used for point cloud
sampling, namely voxel grid sampling, Poisson dart sampling, and random sampling [10, 27].
These techniques are all used as standards in point cloud processing. This evaluation is based on
three criteria: a visual density assessment on a unit sphere, visual retention of salient structure in
a complex forested scene, and via stem volume assessment with a known ground truth.

3.4.1

Case Study

Mangrove forests represent a complex form of forest environments, containing structures like
above-ground root mass, which can introduce challenges to automatic structural assessment approaches. This complexity can accentuate the effect of oversampling and impact the result of
structural evaluation. Challenges from this complexity make for mangrove forests an excellent
candidate for validation of the proposed technique.
Terrestrial LiDAR data were collected using a low-cost , mobile, rapid-scan system (CBl )
[8, 7]. CBl uses a 905-nm laser pulsing at 27 kHz, and provides coverage for a 270◦ ×360◦ "hemisphere"; the 90◦ cone underneath the unit is unscanned. A maximum of two returns are captured
for each pulse. This system enables us to rapidly sample its surroundings, but with a lower angular resolution compared to higher-cost commercial scanners. As a result, one should allow for the
challenges caused by lower angular resolutions, while developing algorithms for processing such
data. It is also necessary to remove the bias resulting from oversampling in the areas closer to the
scanner in order to obtain a more consistent point density distribution throughout the point cloud.
However, since the resolution of these data is arguably low, preserving the structural characteristics is of great importance. This concern led us to the idea that the proposed downsampling scheme
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may ameliorate the structural evaluation results. Data were collected from mangrove forests located on the western Pacific island of Pohnpei, which is an eastern island state in the Federated
States of Micronesia and in the Carolina island chain (6◦ 50’ 59.99” N, 158◦ 12’ 60.00” E). In
these mangrove forests, eight scans per plot, for 20 plots, were collected. These scans had a 45◦
angular separation, where the analysis is performed on the point cloud resulting from registration
of all eight scans. All trees which were measured were greater than 5 cm in diameter at breast
height (DBH) were identified in the volume assessment, and DBH was measured to the nearest
0.1 cm. For trees with prop roots, the point of measurement for determining DBH was 15 cm
above the highest prop root that could safely be measured. Species-specific allometric equations
developed for Pohnpei by Cole et al. were then used to convert live tree DBH measurements into
volume, after which the volume of each tree was summed for each plot, and the total plot volume
within each plot was divided by the area of that plot (m3 /ha). In these data, individual trees had
DBH ranging from 16.8 - 41.8 cm measured directly in the field. Using the appropriate allometric
equations, the plot-level volume range varied between 91.71 - 1105.5 m3 /ha.
As a case study, the effect of the presented downsampling approach is assessed on mangrove
forest stem volume evaluation using data collected by the CBL system.
[7] have used a 3D classification approach for detecting stems in mangrove forest. In the work,
stems were detected using a 3D point cloud classifier for which the training set was acquired by
filtering the LiDAR point cloud based on the angular orientation of the points. The detected stems
were then simulated using alpha shapes for volume estimation. The average consistency was
acquired by comparing the plot-level stem volume (m3 /ha) between LiDAR and field data.
The authors found that the accuracy of the volume measurement, using the proposed downsampling method is 85% at a 10% sampling. This is significantly better than the original point cloud,
which only achieved an accuracy of 64%. This accuracy is the result of comparison between the
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plot-level LiDAR stem volume measurements and field-measured volume data. This algorithm is
evaluated for stem volume assessment accuracy using the same data, comparing the results obtained from a variety of downsampling techniques. These techniques include voxel grid sampling
[10], Poisson dart sampling [27], and random sampling in addition to the proposed method. Each
downsampling method was used to excise some percentage of the points from the original point
cloud before attempting to estimate stem volume. The methods were tested for 50%, 10% 5% and
1% point retention fractions.
In Table 3.1, the results of the stem volume assessment are summarized. In all sampling levels
the proposed method was measured to have the highest accuracy of the tested sampling techniques.
In the lowest sampling levels (e.g. 1%), the results of each of the methods are all very similar. This
is likely due to the point-set being so sparse in regions that it is difficult to extract stem volume
regardless of the sampling method. At the 5% sampling mark, the results start to become more
pronounced with the proposed method showing a clear increase in stem volume measurement
accuracy. This trend continues through the 10% and 50% marks, with the peak accuracy occurring
with the proposed method at a 10% sampling. The decrease in accuracy between the 50% and
10% levels may be attributed to the reduction of redundant oversampled regions during the stem
reconstruction.
We performed a Mann Whitney U test in order to statistically evaluate the significance of the
difference between the sets of volume measurements at each sampling level. This test is nonparametric, implying there is no assumption made on the form of the distribution of the data, and
since our data are not normally distributed, this test is ideal for our study [15]. The significance
level used here was 0.05. When the U-value found using the Mann Whitney U test between two
sets of data is lower than the critical U-value, it implies that the difference between the two sets of
data is statistically significant. In Table 3.1, the observed U-Value and the corresponding p-value
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are summarized. These results show that the difference between the two sets of data, stem volume
i) before, and ii) after downsampling, is statistically significant for the random and grid based approaches. The proposed method also outperformed the voxel and Poisson based methods, but did
not perform significantly better.
With the large differences in stem reconstruction accuracy from the utilized downsampling techniques, it is apparent that the presented downsampling approach in this work can have a significant
impact on the structural and statistical assessment of the LiDAR point clouds. This effect is most
structurally apparent at the 50% sampling mark in our study though the method is effective down
to small sampling sizes.

3.4.2

Artificial Data Results

The proposed method was used on a simulated spherical object function with 80,000 points spread
in a spherical sampling pattern. This pattern is generated directly from Equation (3.7), which
describes the sampling pattern of a TLS. Experimentally, the sphere was sampled at k = 2,000,
using a random permutation and the proposed method. The results are shown graphically in Figure
3.5. Visually, the random permutation retains the biased point selection along the poles. This
bias is markedly repaired in the proposed method, and there appears to be a relatively uniform
distribution of points along the sphere.
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Table 3.1: Stem Volume Measurement Accuracy for Various Sampling Levels
Sampling
Level (%)
100

1

5

10

50

Downsampling
Method
Original
Proposed
Random
Grid Based
Voxel Centroid
Poisson Dart
Proposed
Random
Grid Based
Voxel Centroid
Poisson Dart
Proposed
Random
Grid Based
Voxel Centroid
Poisson Dart
Proposed
Random
Grid Based
Voxel Centroid
Poisson Dart

Stem Volume
Measurement Accuracy (%)
64
58
54
57
58
58
84
70
79
80
81
85
69
79
80
83
81
61
69
73
74

Critical U
Value
127

Obtained
U Value
118

69
69
69
69

93
93
93
93

0.08
0.08
0.08
0.08

113
113
113
113

106
119
138
138

0.03
0.08
0.09
0.09

127
127
127
127

118
122
178
178

0.02
0.04
0.09
0.09

70
70
70
70

41
41
65
65

0.02
0.02
0.04
0.04

p-Value
0.02

Figure 3.5: Spherical sampling and downsampling results. On the left, a spherical model is
shown with 80,000 points. In the middle is a random permutation of k=2000 points. It can be
observed that this random permutation retains the sampling bias present at the poles of the sphere.
On the right is the result of the proposed method with k=2000. In the proposed method, the
sampling effect is visually more uniform than both the original and randomly sampled data.
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Results of Visual Application

A scene from a mangrove forest is shown in Figure 3.6. In the top-left subplot, the original point
cloud is shown with 6,747,951 points. This scene represents a typical mangrove forest, with a high
degree of complexity and structure. The ground and points from objects close to the scanner are
greatly over sampled due to the effects earlier described. To this original scene, multiple candidate
sampling techniques were used to downsample the point cloud to 0.1% it’s original size. This
extreme level of downsampling provides a good visualization of how structure is retained in point
selection. In the random permutation, angular bias from the original point cloud is carried over,
resulting in greatly over sampled proximal objects and ground. The random permutation scarcely
looks like the original point cloud with a large loss of structure, especially with objects at greater
range. Both the Poisson dart and voxel grid approaches did a good job of ameliorating angular
oversampling, with fewer oversampled ground points, but much of the structure of the objects from
the original point cloud are not particularly well preserved. In the proposed method, a much larger
portion of stem structure is retained, even at more distant ranges from the scanner. Simultaneously,
this method works well to remove angular sampling bias.
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Figure 3.6: Point cloud visualization of forest canopy data from a CBl collect in the Micronesia showing of an original collect (with a quarter slice removed for visualization purposes) in a
dense jungle with 6,747,951 points. The other figures, show the visual impact of conducting a
0.1% downsample of points between several different methods.
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Discussion

In the previous sections, the proposed method is evaluated both quantitatively and qualitatively
through a case study and visual results.
Visually, the proposed method is demonstrated to reduce sampling bias along the poles of a
synthetic sphere. This range independent correction is the result of Equation (3.9). In Figure 3.5,
one can observe that the sampling bias near the poles of the Z axis are reduced in the proposed
method. This quality was observed again in the CBl collect in Figure 3.6. The proposed technique
shows the best overall preservation of structure amongst the downsamples. The Poisson dart also
performs competitively, with good structure preservation from the point cloud. The random permutation demonstrates a large degree of bias, particularly to the proximal and ground points. The
voxel grid method preserves structure fairly well, but resamples the point cloud to a grid, resulting
in some loss of clarity. Here the proposed method preserves stem structure even at an extreme decimation level (0.1% retention). Compared to the tested methods, the combined use of the inverse
range and spherical correction has shown to be very effective in preserving stem structure.
In more quantitative assessment, stem reconstruction and volume assessment was used for a
proxy of sampling performance by [7]. It was observed that the decrease in accuracy was higher in
the plots with more structural complexity and density in terms of LiDAR points. This is attributed
to the fact that our downsampling algorithm maintains the structure of the point cloud. This
is achieved by providing a more uniform density distribution with respect to elevation angle and
prioritizing more distant points. As a result, the impact of structural complexity, e.g. above-ground
roots in this case, in the areas closer to the scanner that are highly oversampled, is reduced. At 50%
this effect is observed the most significantly, with the disparity in structural sampling reflected in
the accuracy of the techniques. At 10% the volume assessment is actually more accurate post
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sampling for all methods, but the proposed method still performs the best. This is reflected in
lower sampling levels as well, but the difference between methods is diminished as the sampling
becomes extremely sparse (≈ 1%).
Though this method has only been validated in mangrove forest environments, the authors feel
that it may hold promise for a wider variety of use cases. It is hypothesized that in more sparse
environments with great distance in range, the benefits of the proposed method will be even more
pronounced. In the future, it would be beneficial to understand the performance of this method
as applied to other environments and use cases. In particular, it is of interest to examine the the
functional impact of sampling on 3D tasks such as point set registration [5] in complex and noisy
environments.

3.5

Conclusions

Spherical LiDAR scanners present a sampling problem when scanned in a conventional mode,
where the poles of the sampling sphere are oversampled relative to other hemispherical scan positions. Conventional methods of downsampling (e.g., by randomly selecting points) have failed
to address this bias. A method of downsampling by permutation, which uses weights derived
from the geometry of the sampling, has been presented here and was found to be effective in
the reduction of this scanning bias. Specifically, this technique appears to be highly effective
at preserving structure during sampling. This has been observed under even extreme reduction
scenarios (as low as 0.1%) in samples. We validated our hypothesis by applying this approach
to forestry TLS data as a case study (stem volume assessment in a complex mangrove forest).
Stem volume accuracy was compared between the proposed technique, and several conventional
downsampling techniques at the same decimation level. Our downsampling approach resulted in
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statistically more accurate volume measurement of stems, averaging a 3.0% increase in accuracy
compared to the next best method. In addition to quantitative measure, the proposed method has
resulted in visually more uniform point clouds along both spherical and natural sets of points. This
method may be effective for preprocessing TLS point clouds to downsample and remove spherical
bias. Future work should involve more extensive case studies of how this technique could impact
structural assessment and statistical conclusions derived from terrestrial scanning systems in other
environments.

3.6

Next Chapter Foreward

In the next chapter (Chapter 4), a preprocessing step from airborne and spaceborne raster data is introduced. This step is intended to work with the the large and sparse high dynamic range which are
encountered in topographic data. Due to both this sparsity and large distance in dynamic ranges,
traditional normalization approaches tend to fail to generalize for global scale problems. A global
partitioning elevation normalization is introduced with the intent of better posing topography data
for machine learning.
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Chapter 4

Global Partitioning Elevation
Normalization Applied to Building
Footprint Prediction
Submitted as Alexander Fafard, Jan van Aardt Mark Coletti, David Page in the Journal of
Selected Topics in Applied Earth Observations and Remote Sensing

This chapter was submitted as an article to the Institute of Electrical and Electronics Engineers
(IEEE) Journal of Selected Topics in Applied Earth Observations and Remote Sensing (JSTARS)
as "Global Partitioning Elevation Normalization Applied to Building Footprint Prediction". It describes a novel method of preprocessing topographic raster data, and alleviates the sparse dynamic
range problem commonly encountered with machine learning applications. In a binary classification experiment involving building footprint detection, the proposed preprocessing method was
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found to achieve higher semantic segmentation accuracy and quicker model convergence than
standard practice normalization techniques. The paper is currently in review.

4.1

Abstract

Understanding and exploiting topographical data via standard machine learning techniques is
challenging, mainly due to the large dynamic range of values present in elevation data and the
lack of direct relationships between anthropogenic phenomena and topography, when considering
topographic-geology couplings, for instance. Here we consider the first hurdle, dynamic range,
in an effort to apply CNN approaches for prediction of human activity. CNN for learning 3D elevation data rely on data normalization approaches, which only consider locally available points,
thereby discarding contextual information and eliminating global contrast cues. We present a fully
invertible and data-driven global partitioning elevation normalization (GPEN) pre-processing technique, which is intended to ameliorate the impact of limited data dynamic range. Global elevation
populations are derived and used to formulate a distribution, which is used to adopt a partitioning
scheme to remap all values according to global occurrence frequency, while preserving partition
contrast. Using USGS 3D Elevation Project and Microsoft building footprint data, we conduct a
binary classification experiment predicting building footprint presence from elevation data, with
and without a global remapping using the SegNET convolutional encoder-decoder model. The
results of the experiment show more rapid model convergence, reduced regionalization errors,
and enhanced classification metrics when compared to standard normalization preprocessing techniques. GPEN demonstrates performance over 10% higher than the next best conventional preprocessing method, with a mean overall accuracy accuracy of 94.76%. GPEN may show promise
as an alternative normalization for deep learning with topological data.
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Introduction

Machine learning aims to learn and extract patterns from a data-set and its observations, and subsequently make decisions based on these data with minimal human oversight [20]. There now exists
an unprecedented infrastructure to autonomously extract semantic meaning from data, given recent advances in deep learning techniques and high performance computing. This is especially
true within the fields of remote sensing and computer vision, where a wealth of imagery from airborne and spaceborne systems has fueled many campaigns intended to retrieve both scene physical
parameters and semantic information. Tasks, which may have previously required a human analyst
to exhaustively explore the data, have been automated. This capability to extract contextual information, in addition to direct measurement, has proven invaluable to to the scientific community
[21].
Deep learning has pushed forward progress in image processing, text and speech recognition,
as well as countless other tasks within the domains of science and engineering. In general, networks chosen for these tasks are trained and refined by examining the error at the network output
and back-propagating a loss term to each layer through automatic differentiation [8]. These loss
terms then are used incrementally to adjust the weight parameters of each layer of the network.
The optimization of network parameter, Θ, with respect to the loss terms, `, may be represented
as
N
1 X
`(x̂i , θ)
Θ = argmin
N

(4.1)

i=1

where the loss is computed by the network at each layer k for an arbitrary transformation Fk ,
given input x
b.
`k = Fk (b
x, Θk )

(4.2)
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Here, x
b is equal to the output of the preceding layer, or the input of the system if k = 1.



x
b=x
k=1
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input



x
b = Fk (Fk−1 [•, Θk−1 ], Θk )

(4.3)

Otherwise

where • represents the output of all preceding layers.
A variety of imaging modalities then can be used to augment 2D input to models. For example, traditional visible or near-infrared imagery is commonly used for building detection and
classification [6, 7, 17, 29, 30]. This typically is a task that may be difficult even for a trained
human observer with no external geometric context and only an overhead view. In this situation,
an observer has to rely on cues, such as texture and relative size, to infer the presence of a building
[4, 17].
Some studies have attempted to overcome this challenge by providing classifiers with 3D
elevation data to aid in observation discrimination [25] [2]. In general this 3D information is
projected onto a digital surface map within the same image space as the 2D image [3]. Context
is given to the observations made by conventional 2D images by providing these data. This is
similar to how a topographic map assists human understanding of a flat or mountainous landscape.
However, accurate local (fine-scale), regional, and even global (course-scale) elevation data are
required to mapping and modeling purposes.
Elevation data may be collected through several means, including active sensing techniques,
such as LIght Detection And Ranging (LiDAR) or RAdio Detection and Ranging (radar) (as in
the Shuttle Radar Topography Mission [9]), or through passive techniques. Passive techniques
include the class of stereo and multiple view reconstruction techniques that use multiple overlapping images that are captured at two different known geometries, to reconstruct co-located points
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Figure 4.1: Flow diagram of the proposed method. Here input 3D data is used to produce
a histogram of global elevation values which is then used to produce an occurrence weighted
partitioning scheme. This scheme preserves gradients of values in the original histogram and is
used to create an invertible mapping which retains bias information and optimizes the dynamic
range utilization between the input and output data.

in 3D. Such topographical data now can be used as inputs to traditional or novel algorithms, such
as machine learning approaches, to better exploit and interpret elevation-outcomes relationships
[5, 15, 22, 32, 24].
In practice, many machine learning methods rely on data normalization that compensate for
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widely varying raw input values. Most classifiers make use of a distance function to calculate
the proximity of two points with a Euclidean measure. In the case where an extracted feature has
a large range of values, the distance measured will be large and therefore dominant as a predictor, regardless of actual importance or predictive power [12]. To alleviate this, it is desirable to
normalize such input data so that all features are appropriately weighted.
The various processes of normalization may be described as some process, N, acting on input
data, x, to produce a normalized data set y.
N

N : x −→ y

(4.4)

where in the case of an n-dimensional image, I, x sits in the set of reals with a known maximum and minimum [12].
I = {xmin , .., xmax }

(4.5)

The normalized image set is defined as

IN = {ymin , .., ymax }

(4.6)

Normalization works well for data where the relative changes are predominantly used for
feature identification. In planar 2D imagery, this is commonly manifested as relative radiometric
changes between pixels. For an uncalibrated system, the exact relationship between the digital
number and the number of incident photons at each pixel is not necessary (generally speaking, this
relationship is a function of quantum efficiency, detector gain, and post-processing steps, often not
transparent to an end user) [10, 11, 19]. Rather, the radiometric gradient observed between two
otherwise identical scenes, captured via two differing camera systems, should be similar, even if
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Figure 4.2: Digital surface map composite from National Oceanic Atmospheric and Administration (NOAA) covering the globe. The range of values illustrates the vast contrast between
values [31]. The highest and lowest points on land fall at 6232 meters, and -413 meters respectively at Mt. Everest and the Dead Sea Depression. Using 16 bit precision and a linear spacing for
elevation values, a depth resolution of approximately 10 cm is possible .

the absolute count differs.
This analog extends to the human visual system, which uses relative changes in a scene, rather
than absolute measurements. Estimates for a vision task are more robust to changes in radiance
and comparison between systems (e.g., noise floor effects, gain/white balance, or normalization
based post processing effects), by using relative values as opposed to absolutes [27, 34].

4.2.1

Related Work: Min-Max Normalization

One of the simplest methods which attempts to normalize scene data simply evaluates the extrema
of a data set and remaps the domain to a scaled version of that domain. For machine learning, data
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N

are commonly mapped from {x ∈ R} −→ {y ∈ R : y ≥ 0 and y ≤ 1.0} or {y ∈ R : |y| ≤ 0.5}.
(β)

(β)

yi

=

xi

(β)

(β)

− xmin
(β)

xmax − xmin

(4.7)

where the normalized output is given as yi , with input data x in dimension β . This approach
is most commonly used with imagery data in individual, mini-batch, or population normalization
[12].

4.2.2

Related Work: Batch Normalization & Standardization

Several solutions have been proposed to better mitigate the effects of variable sized features, e.g.,
Ioffe et al. proposed a method which normalizes each individual mini-batch, before it is processed
by a network [14, 35]. This is similar to z-score measures, except that only the statistics of the
current mini-batch are considered. The batch normalized input, yi , may be expressed for the input
sample, xi , as
(β)

yi

(β) + ζ
= γ xd
i

(4.8)

where the standardized input is
(β)

(β)

x − E[xM B ]
(β) = qi
xd
i
(β)
V ar[xM B ] + 

(4.9)

Here, scaling (γ), stabilization (), and bias(ζ) terms are added to the formulation of z-score.
It was observed by the authors that the convergence rate of gradient descent methods is much
higher when feature scaling is applied, than without. [14] Batch normalization thus is commonly
built into network structures as an in-situ normalization during training.
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Related Work: Contrast Limited Adaptive Histogram Equalization (CLAHE)

Contrast Limited Adaptive Histogram Equalization (CLAHE) is an adaptive histogram equalization which enhances contrast locally within an image. Unlike global histogram enhancement techniques, the family of adaptive histogram enhancement techniques aim to increase contrast within a
scene by maximizing contrast across multiple local windows. This maximization of local contrast
results in a visually more striking image, with a compressed dynamic range. Consequentially,
gradients and varying features are emphasized [36].

4.2.4

Goals of this Method

Unfortunately, none of the above approaches is well-suited for working with elevation data. In
min-max normalization, the extrema in the data cause the output space to be overly sparse and
may not provide for ample depth resolution after normalization in the output space. This is especially true if a half-precision (16-bit) data representation is used. These 16-bit representations will
benefit from half-precision accelerated hardware, as well as dramatically reduced model memory
consumption[1, 35]. On the other hand, the fidelity of representing sparse elevation models may
be limited.
∆xDepth =

xmax − xmin
2bits

(4.10)

A global representation of Earth’s surface has maximum and minimum land elevations at about
8,848 meters and -413 meters, as depicted in Fig. 4.2. In an equally spaced 16-bit representation,
this will truncate values to about 0.1 m sized bins. Likewise, with standardized input, the values
which are close in value may be similarly truncated or merged. The span and distribution of the
data ensure that any linear mapping will produce a sparsely populated output space.
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In many deep learning tasks, CLAHE is used as a way to resolve this sparse representation
problem. In ordinary imagery, CLAHE helps to resolve the dynamic range disparity between dark
and brightly lit regions. Unfortunately, CLAHE has two disadvantages from the vantage point of
learning using elevation data: a.) Like other normalization methods, CLAHE does not retain a bias
of absolute elevation, and b.) In regions of near constant elevation, noise and relative elevation
differences are amplified inordinately in a piece-wise fashion [28]. This is slightly different when
compared to min-max normalization, where all the values in a scene are changed together, linearly.
The goal of our proposed method therefore was to create a nonlinear global mapping that
optimizes the use of the input data range, while being fully reversible and well characterized. It is
the authors’ hope that such a method will provide a standard for elevation data in machine learning
that will better enable generalization of models with new elevation data. Such a preprocessing
step would permit models to be effectively transferred to various use cases, without the need to
retrain an entire model due to some specificity related to the range of elevations. We evaluated our
approach in the context of building footprint prediction, as a case study, with the assumption that
there at least exists a direct relationship between elevation (elevation value, gradient, curvature,
etc.) and building location and associated construction (size/footprint, clustering, etc.).

4.3
4.3.1

Methods
Distribution Extraction

Given the definition of indicator function 1A (x)



1 if x ∈ A
1A (x) =


0 if x ∈
/A

(4.11)
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The number of occurrences of data element, xm , in bin i with left and right edges, li , and, lr ,
are counted as:
ci =

X

1(li ,lr ] (xm )

(4.12)

m

where there are k total bins.
The histogram H(i) will then be equal to the count ci for each bin.
H(i) = ci

4.3.2

(4.13)

Partition Creation

Within H, partition bins are of equal size, w. Partitions of the data domain then are re-sized by the
relative contents of the partition, in order to provide an optimal dynamic range for representation
of the data. This representation provides an optimized utilization of the data domain for discrete
data.
With the initial constant partition width, w, the scaled partition width, pi , of partition i can be
calculated as
ci
pi = (w · k) Pk
( n=0 cn )

(4.14)

This transformation of partition width considers the fractional occupancy of partition i, given
the data distribution.
The k + 1 edges of the partitions, which were previously linear and separated by distance
w, then can be transformed from the original edges, Λ, where the edges of the originals may be
written for each partition i as
Λi = [w · i, w · (i + 1)]

(4.15)
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for all bins i. These edges are mapped for each bin to the new edge locations, Λ∆ .
Λ∆
i

=[

i
X

pn ,

n=0

i+1
X

pn ]

(4.16)

n=0

The bins and their edges then are normalized to fall ∈ [0,1].
Λ0i =

∆
Λ∆
i − Λmin
∆
Λ∆
max − Λmin

(4.17)

These new bin edges, Λ0i , then are used to prescribe a transformation of partitions and their
contents.

4.3.3

Forward Mapping

After the new bin edges are calculated, the position of a data point, xi , must be calculated relative
to the bin edges it falls within. The local gradient of the input may be preserved in the output by
calculating and scaling this distance.
For a point of value q, falling in partition i, the fractional position, Fi , is given as
(L)

Fi (q) =

q − Λi

(H)

Λi

(4.18)

(L)

− Λi
(H)

with the high and low edges of partition i given as Λi

(L)

and Λi , respectively.

The point in the output domain, yq , then is mapped as
yq = (Λ0(H) − Λ0(L) ) · Fi (q) + Λ0(L)

(4.19)

This procedure is used to map every point into its position within an output partition in the
normalized domain. With this information and the lookup table used, it then is clearly possible to
invert this transformation by using the reverse lookup.
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Figure 4.3: Elevation distributions. a. [top]) A 10,000 bin histogram H for the Earth, given the
elevation data extracted from 14,284 image samples. As expected, an overwhelming majority of
the points lie close to sea level, with outliers extending out to -413 and 6232 meters. b.[bottom])
The CLAHE-produced lookup table that maps input elevations to the output space ∈ [0,1]. The
majority of the dynamic range is allocated to regions of highest member density.

4.3.4

Implementation Details

These steps are summarized in Algorithm 1 and Algorithm 2, for both partition creation and forward mapping into partitions, respectively.
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Algorithm 1 Global Partition Elevation Normalization (GPEN) Distribution Density Partition Mapping. This shows how the bins of a histogram for a representative data set may be
transformed according the the mass of its members.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:

H ← histogram
w ← width
for i in range(k) do
M = cSum(H, 0, i)
pi = w · k · Hi · M −1
L = cSum(pi , 0, i)
H = cSum(pi , 1, i + 1)
Λ∆
i ← [L, H]
end for
Λ0i ← norm(Λ∆
i )
0
returnΛi

. Histogram with k bins
. Width of the edges of H
. Iterate through the partitions of H
. Cumulative sum of H to bin i
. Get the scaled partition width
. Left transformed edge.
. Right transformed edge.
. Get transformed partition edges
. Normalize set of edges to [0,1]

Algorithm 2 Forward Mapping. Here an input data point is transformed using the bin edges
calculated in the previous algorithm. Here the parameters are expanded for clarity.
1:
2:
3:
4:
5:
6:
7:
8:
9:

4.4

q ← data
Λ0 ← new_partitions
Λ ← orig_partitions
i ← f indP artition(q, Λ)
[L, H] ← Λi
[L0 , H 0 ] ← Λ0i
F = (q − L) · (H − L)
yq = (H 0 − L0 ) · F + L0
return yq

. Input data point
. Transformed Partition Edges
. Original Partition Edges
. Find member bin, i, of q.
. Get left and right edges
. Get transformed left and right edges
. Relative position of q in bin i
. Map into new partition

Experiments

We attempt to label building footprints solely from topographical data, as our example use case,
to evaluate the efficacy of this approach, all the while comparing the impact of the proposed
normalization scheme with CLAHE and min max scaled (MM) normalization.
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Data

Shuttle Radar Topography Mission
Data were retrieved from the Shuttle Radar Topography Mission (SRTM). The SRTM mission
produced digital elevation models across much of the globe (56◦ S to 60◦ N) in February 2000.
The global data used have a spatial resolution of 3 arc seconds (around 90m ground sampling
distance at the equator) [9]. Data were downloaded from 14,284, 3601×3601 images, covering
the latitudes of the collected imagery. These images were combined and used as the basis for the
global elevation histogram, H.
3D Elevation Project (3DEP)
The United States Geological Survey (USGS) 3D Elevation Program (3DEP) project is a national
collaboration to collect high quality topographic information, covering much of the United States
and territories. Primarily the 3D data are collected via airborne LiDAR. In addition to LiDAR
and imagery, a variety of vector data information sources from geographic information systems
(GIS) have been collected and provided [33]. One of these provided information sources includes
the building footprints for many locations in Tennessee and Arkansas. These footprints typically
are derived products from airborne imagery, fused with elevation data. Data covering the regions
shown in Fig 4.4 were downloaded.

Additional Building Footprint Data
In addition to the 3DEP provided building footprint data, Microsoft recently released a high fidelity
database of building footprints across the United States. This database is the result of high spatial
resolution Convolutional Neural Network (CNN) classification on red-green-blue (RGB) imagery.
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Figure 4.4: 3DEP data coverage of Tennessee. The study regions are colored based on the time
of the collect. In order, the green, tan, blue and purple colors represent collects taken in 2015,
2016, 2017, and 2018, respectively[33].

Figure 4.5: Normalization Methods tested in the construction of the training, validation, and
testing data sets. From top-left-to-right: min-max, CLAHE, proposed GPEN method, and the
labelled building footprints are shown for the same image chip. Below each of the image samples,
a histogram of the scene is shown. The histogram is the same as the input imagery, simply rescaled
to the range [0,1]. Visually, with contrast scaling, the min-max approach and the GPEN technique
appear similar, though the histogram is deformed based on the histogram repartition. On the other
hand, the CLAHE technique produces an entirely different histogram from the min-max method.
In all scenes, the location of the building footprint is not easily distinguishable from the topography
alone.

This data set is composed of 125,192,184 polygon shapefiles, describing building footprint ge-
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ometry across all 50 U.S. states. Using the a modified ResNet34 [13] architecture, the network
was trained on 5 million labelled images from diverse regions of heterogeneous land cover. These
data were measured to have a low error rate (≈1.15%) [26], and were used to supplement missing
building footprint labeled data.
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Figure 4.6: SegNet-inspired convolutional encoder decoder structure, each spatial layer is
composed of a series of encoding and decoding blocks with appropriate downsampling and downsampling following and preceding the blocks. At each layer, high frequency edge information is
retained through skip connections which hold pooling indices. [4]
These data were merged with existing USGS data by taking the Boolean sum of the two aligned
data-sets.

4.4.2

Data Preprocessing and Preparation

A global histogram of values was calculated using the SRTM data, and is shown in Figure 4.3-a.
The GPEN method is used to create a global elevation lookup table (shown in Figure 4.3-b), using
this histogram.
The 3DEP and Microsoft building footprint vector data were converted into a binary raster, registered, and stacked with the region’s LiDAR-derived digital surface map data. 60,096, 256×256
image chips were extracted for training from the mosaics. These chips were filtered and selected
such that all contained at least part of a building label to avoid over-training on background sam-
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ples.
Several different normalization strategies were examined on these LiDAR data, including minmax normalization (MM), the proposed method (GPEN), and a CLAHE-augmented approach
(CLAHE). These training data sets were created and queued for training.
A visual sample of the topological preprocessing is shown in Figure 4.5.

4.4.3

SegNet

SegNet is an encoder-decoder network which was designed by Kendall et al. to be used for pixelwise semantic segmentation [4]. The encoder portion of the network network is composed of a
basic set of blocks, separated by pooling layers. Each block is composed of convolution layers with
batch normalization and recurrent linear units. At each spatial layer, high frequency information is
preserved and passed to the decoder portion of the model in the form of skip connections [23, 16].
Each spatial layer in the decoder portion of the network begins with a up-sampling of the input
and a processing block. At the end of the network, a Softmax layer predicts the most likely label
[4]. A sample rendering of the utilized SegNet structure is shown in Figure 4.6.

4.4.4

Training

Models were trained in using their respective data sets to 100 epochs with a 0.6 : 0.2 : 0.2
randomly initialized training/validation/testing split. The binary classifier used a weighted crossentropy loss function to account for the disproportionate class occurrence balance between the
building labels and background. The fraction of class members within the total data set were used
as the weightings for the loss function. ADAM was used as an optimizer with a learning rate of
5e−4 [18].
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Results

Based on the reserved testing class, the results for each processing method were evaluated on the
basis of mean overall accuracy and Intersection over Union (IoU) mean scores (mIoU) for the
target building footprint class and background.
The min-max approach exhibited the lowest performance with a mean overall accuracy of
61.73% and mIoU of 0.234. There is a large standard deviation around these scores, which is
reflected in the spread of the left-most IoU violin plot in Figure 4.7. This spread of data indicates
inconsistent performance among data sets, which may be symptomatic of preprocessing normalization. It is shown in Figure 4.9 that the min-max normalized predictions are highly spurIoUs
and visually uncorrelated with the output.
CLAHE results showed stronger scores overall, with higher accuracy (83.21%) and IoU metrics. The IoU scores for CLAHE, in particular, were significantly improved with values clustering
around the mean (0.3581). The violin plot illustrates that a portion of the samples evaluated
demonstrated IoU values which were close to 0. In these regions, the CLAHE preprocessing
was ineffective for the extraction and learning of building features. Many of these samples were
found to represent regions of different topography (mean elevation & texture) than the majority of
the data set. It is hypothesized that this is an artifact of local normalization, i.e., where CLAHE
modified topographical features did not transfer well to distinct new regions. The visualization of
CLAHE-derived output in Figure 4.9 is an example of this, where the CLAHE-primed predictor
performed poorly.
We observed that the proposed method, GPEN, avoided some of the shortcomings of its predecessors, with an enhanced mean overall accuracy (94.76%) and mIoU (0.7312). Illustrated in Figure 4.7, GPEN features reduced regional transfer artifacts, which commonly occurred in CLAHE

CHAPTER 4. GLOBAL PARTITIONING ELEVATION NORMALIZATION

89

Figure 4.7: Violin plots for intersection over union scores for the three methods. These violin
plots are similar to box plots, but display the probability density distribution of the data along
the y-axis, in symmetrical fashion for aesthetics, with the interquartile range indicated by the line
along each distribution. On the left, the min-max (MM) method is shown, with relatively low
scores indicating poor generalization. The proposed method, GPEN, is shown in the middle. The
CLAHE-based normalization is shown on the right, with improved performance over the min-max
method. The low scoring lobes for each method are observed in regions of disparate terrain texture
and elevation, and indicates the ability of the network to generalize across regions with varying
terrain. The GPEN method exhibited the best performance and the smallest regionalized lobe.
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Figure 4.8: Receiver operator characteristic (ROC) for the three tested approaches. The
proposed technique was shown to have a lower false positive rate and true positive rate than the
current state of practice preprocessing practices for topography data.

and the min-max methods. As a consequence, this technique exhibited a lower false positive rate
compared to the other techniques tested.

The significance of the intersection-over-union scores between the Min-Max-GPEN] set and CLAHEGPEN were measured with the Wilcoxon rank-sum statistical test. The ranking was found to be
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Figure 4.9: Sample output from preprocessing routines on the same image chip. The DSM
image chip (top-left) is shown prior to any preprocessing, the image is provided with elevation in
meters. In the top-right, the reference label mask is shown with the building footprints illustrated.
On the bottom row, the prediction results are shown for the three methods. Both the min-max
method and CLAHE, shown on the left-most two panes, exhibited highly spurious predictions.
This is hypothesized to be a product of the data handling, where features learned in training data
are not well transferred due to the randomness inherent in local normalizations. In the GPEN
results (bottom-right) the network is able to detect building footprints with a low false positive
rate.
Table 4.1: Building Segmentation Metrics for proposed method and comparable preprocessing
techniques.
Normalization Method
Mean Overall Accuracy
Std. Overall Accuracy
Mean IoU
Std. IoU

Min-Max
0.6173
0.1090
0.2340
0.1429

CLAHE
83.21
0.1988
0.3581
0.2871

GPEN
0.9476
0.0424
0.7312
0.2414

highly significant for both sets of scores (p < 0.01 in both cases) and with GPEN being a higher
scoring preprocessing routine.
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Additionally, it was observed that GPEN trained model converged more quickly and deeply, as
measured by the validation loss score. This is demonstrated in the comparative plot in Figure 4.10.

Figure 4.10: Training binary cross-entropy loss of the three compared methods during training.
Both the min-max and the CLAHE augmented min-max show a plateau in loss minimization after
about 20 epochs. The proposed GPEN method shows steady and further minimization of the loss
relative to the standard methods.

4.6

Discussion

GPEN was introduced in this study as an alternative to local preprocessing techniques, to preserve
absolute elevation data and maximize dynamic range utilization. In a binary building detection
test harness, GPEN showed strong performance over local normalization methods.
Traditional problems in many image processing domains utilize standard normalization prac-
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tices, which benefit from maximizing contrast [20, 21, 12]. Unlike standard radiometric data,
topological data may be sensitive to normalization which is not uniformly applied to a dataset.
Local contrast enhancement, whether applied on a per-image or per-region basis, exaggerates local change in an ambiguous fashion, and is subject only to maximizing the local gradient of an
image [35, 36, 28]. In doing this, semantic information regarding the elevation of a region is
lost. This information is useful for the clustering and contextual understanding of regions in many
three-dimensional (3-D) image exploitation tasks [2, 32, 3].
A predictive model therefore should have more information to access, aside from textural
patterns in the image, by utilizing a preprocessing method like GPEN. We have observed not only
higher accuracy metrics, but more rapid model convergence (shown in Figure 4.10) in this use
case. One interpretation of this result may be that the addition of the bias information to the model
has provided heightened salience to the data.
GPEN yielded an effective and simple method for implementing a global normalization, which
is suitable for analysis of topological data. This method demonstrated significantly improved results over local normalization. In short, this study has shown initial promise in the binary building
classification task. This simple detector could further benefit from subsequent post-processing,
such as morphological closing, in order to reduce spurious noise in output predictions and resilience to false positives. Such processing was omitted to enable direct truth-vs-output comparisons in this analysis. Further validation with non-binary classification, from data-sets spanning
across the world, should be conducted in future efforts. Furthermore, this methodology may be
useful to apply to other, non-topological data. E.g., this method demonstrated promise for any
sparse data source which possesses a large dynamic range. This technique may prove effective
with spectral radiance data, for example.
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Conclusions

A method of pre-processing elevation data that retains an invertible relationship to the input is
proposed here. This method uses the histogram of the elevation population to create a mapping,
which weights bins of the input, based on the number of members in each bin. This mapping then
is used with a gradient balance to map input elevation data points into a normalized space. This
technique has shown an increase in classification accuracy (from 83.2% to 94.7%) and mean-IoU
(from 0.35 to 0.73) over CLAHE normalization in semantic segmentation testing with SegNet,
using the prediction of building footprints, based on elevation data, as a test case. The method has
the advantages of relatively simple implementation and being universal for the purposes of terrestrial use above a planetary geoid. Specifically, this approach will be suitable for the development
of global-scale CNN’s, using elevation data in 16-bit format, to capitalize on the performance
benefits of recent computing hardware.
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Next Chapter Foreward

In the next chapter (Chapter 5), a methodology for global scale change localization and prediction
is presented leveraging a dual encoder decoder model. This methodology is tested using topography data from the SRTM and land cover classification from the Moderate Resolution Imaging
Spectroradiometer (MODIS) International Geosphere-Biosphere Programme (IGBP) collects.
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Chapter 5

Topography-based Change Prediction
of the Global Landscape Using Machine
Learning
Submitted as Alexander Fafard, Jan van Aardt, & Dave Page to Remote Sensing

This chapter will soon be submitted as an article to the Journal of Remote Sensing as "Topographybased Change Prediction of the Global Landscape Using Machine Learning". It describes a novel
method of predicting land cover change, using a presented dual encoder-decoder model setup.
This approach divides the change prediction task into two networks, including a localizer and a
predictor. The method is tested with a topographic data, and paired with land cover assessments
spanning 16 years. It was found to outperform typical single encoder-decoder models and presents
a valuable methodology for future land cover predictions.
100
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Abstract

A new method for predicting global change in land cover is presented, leveraging encoder-decoder
convolutional networks. Land cover change successfully was predicted from elevation data and
the initial state of the land cover over a user specified temporal span, based on topographical
information from the Shuttle Radar Topography Mission (SRTM) and Moderate Resolution Imaging Spectroradiometer (MODIS) International Geosphere-Biosphere Programme (IGBP) collects
databases. Land cover change was calculated over all permutations of the 16 year operational life
of MODIS, resulting in 2.37 million sample data sets with 256x256 image chips. A dual model
encoder-decoder was constructed and trained as a localizer and predictive model for change detection. The model was trained on 1.87 million samples with loss weights scaled to data set relative
abundance. Experimentally, this model was evaluated on 500,000 samples, generating a localization and prediction accuracy of 96.4% and 98.5%, respectively. Our analysis has posited that
model prediction accuracy is not significantly impacted by future inference time distance. This
methodology may be extended to predict future land cover changes with a source of topographical
information and a corresponding land cover classification, which has significant implications for
updating land cover change predictions, for use across policy, ecology, and modeling domains.

5.2

Introduction

Global land cover change (LCC) is a pressing issue within many disciplines in the scientific community [63, 37, 52], with changes to the global landscape having far-reaching effects [46] . The
ability to understand and anticipate these changes is paramount to making informed decisions
about the environment and society. For example, regional changes in a shoreline can impact hydrological engineering concerns, trade, and ecological measures. Similarly, anthropogenic changes
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in the climate or terrain of other regions can have extreme, potentially disastrous effects on the
planet. Thus, there is significant value in forecasting LCC, as it permits response time to mitigate
or manage the results of change [27, 62, 31].

5.2.1

Related Work Land Cover Classification and Change Assessment

Land Cover Classification Schemes
Land cover refers to the specific cover type at any location on Earth, with these classifications
being physical or objective in nature, as opposed to the human-classified, arguably more subjective land use designations, which may be colored by political or sociological intent. Unlike
human-classified land use, LCCs are a proxy physical measurement of the natural world. Typical
classifications include water, forest, other vegetation, bare ground, urban or human built structures and more fine sub-classifications [54]. These data may be captured via either field surveys
or through analysis of remotely sensed imagery. The use of remotely sensed imagery (as from
airborne platforms or satellites), however, affords the ability to study vast expanses of land, often
with significantly more consistent measurement and rapid revisit time [66]. These measurements
can be temporally oriented to measure change in a scene.
LCCs follow various different schemes, depending on the interests of the classifying party.
Furthermore, different levels of granularity are given to different items. Due to these varying
priorities and specificity, comparisons between classifications can often be disparate, regardless of
embedded accuracy metrics [4, 49, 52].
There have been many several schemes for LCC using remotely sensed data. A scheme by
Walker and Blaschke develops a classification scheme which is catered towards urban classification in Phoenix. Many similar schemes exist, which are customized for a particular application
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[51, 59, 47].
Anderson et al. demonstrated a framework for national land use and LCC in 1976. This system
developed the Anderson classification system, which used a standardized hierarchy of classifications. These hierarchies permitted the aggregation of hierarchical levels, based on the granularity
requirements of the application. Many subsequent LCCs have found their basis in the Anderson
system [39, 26, 4, 61, 60].

Instrumentation & Methods for Land Cover Classification
Historically, land cover change has used remotely sensed data from a variety of imaging platforms
provided by United States Geological Survey (USGS), National Oceanic Atmospheric and Administration (NOAA) and National Aeronautics and Space Administration (NASA) [29, 61, 60].
The Landsat 1 Thematic Mapper or (Earth Resources Technology Satellite (ERTS-1)) and
the rest of the Landsat series have been used to provide LCC since their creation. Most LCC
methods were formulated and developed in the 1970’s and 1980’s [65]. First methods of LCC
utilized human analyst visual interpretation. Shortly after,unsupervised and supervised pixel-based
methods for classifying land cover using maximum-likelihood (ML), K-means and Object-Based
Image Analysis (OBIA) methods became more widely used [23, 43, 49, 39, 42, 51]. Each of these
methods has had their own strengths and shortcomings [43] for different classification goals.
Later, Advanced Very High Resolution Radiometer (AVHRR) captured 1.1 km ground sampling distance (GSD) with five spectral bands, which achieved two scans of the earth per day [57].
Land classifications have been created from AVHRR data using a variety of techniques. Some
of the more successful techniques have included supervised classification methods like ML, random forest [25] and Support Vector Machines (SVMs) on user generated features [26]. Some of
the features that had achieved saliency included Normalized Difference Vegetation Index (NDVI),
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brightness surface temperature, and principle component bands from principal component analysis
(PCA) [35, 57, 12, 23, 39].
The MODIS system onboard the Earth Observing System (EOS) is in many ways the successor
to the AVHRR instrument. This system has been used extensively for LCC. MODIS operates
aboard the Terra and Aqua spacecraft, which follows an orbit that allows the instrument to view
the full surface of the earth every day. The detector is a multispectral sensor, with 36 spectral
bands, sampled between 0.405 µm and 14.385 µm. The instrument collects imagery at spatial
resolutions of 250 m , 500 m and 1000 m, with the longer wavelength, infrared bands having
coarser spatial resolutions [17].
Global coverage from the MODIS instrument provides a means to predict land cover [19],
where the output from MODIS is combined with ground truth data, typically in a supervised
decision-tree classification method to produce a labeled land cover data product [54, 19]. From the
MODIS data, five different classification schemes have been created, with different priorities for
the classification bins [20, 53]. A yearly global land cover map thus was produced from MODIS
imagery for each of the five MODIS Land Cover Type Products (MCD12Q) between 2001 and
2016 [46].
The MCD12Q land cover data include five distinct classification schemes, derived from a
supervised decision tree classification. Type 1 refers to the annual IGBP classification, which
represents 17 distinct classifications. This system is the most granular classification of the provided
land cover products. Other types classifications include the University of Maryland , Leaf area
index (LAI), Net Primary Production and Plant Functional Type classifications [21]. Such MODIS
LCCs have been validated in several studies and present an unprecedented wealth of accurate and
high resolution LCC data [16, 46, 63, 20].
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Land Cover Change Prediction
In many areas of the world, the ability to predict land cover change is important for environmental
and urban planning, and in a broader context, development of management strategies or policy
[27, 62, 31]. Land cover change is driven by complex human and natural factors, including crop
growth, city expansion, weather patterns, and more volatile events [41, 55]. Given the importance
of predicting these changes, it is highly desirable to have a high fidelity forecasting model for
pre-emptive decision-making.
Fundamentally, land cover change prediction, is the estimation of LCC as a function of time.
As long as LCC has been estimated on the Landsat platforms, change detection maps have been
calculated [23, 26]. And as imaging systems have achieved improved in spatial resolution specification, prediction fidelity also has improved, thus requiring more elaborate predictive models.
Some of these land cover change models have been used to detect change as far back as 1960,
using multi-temporal imaging data and topographic maps. Using ML methods, these data were
used to perform supervised classifications of where and how change had occurred [15].
More recent work has successfully predicted land cover from multispectral imagery using
recurrent neural networks [50]. More recently, Olding et. al have reported success in predicting
land cover change using a covariance-based method. Their model showed promise in predicting
land cover change in South Africa from the MODIS instrument. However, even though the models
performed well in the tested regions, they were learned specifically for that trained region of the
world and extensibility to other regions, or even global application, remains an open question
[40, 9, 72]. Stated differently, many of these models suffer from over-training, in that they do not
generalize well to new regions [41, 26, 58].
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Semantic Segmentation & Encoder-Decoder Networks
Semantic segmentation refers to a task in computer vision which aims to label each pixel of an
input into a set of categories or classes. This association of the pixel with classes represents a
learning of the relationship between the input with the semantic meaning of the class [38]. The
learning task has been approached using conventional supervised and unsupervised techniques,
such as a SVM, hierarchical decision-trees [54],ML [35, 57, 43], and covariance-based methods
[40, 58], amongst others. These approaches all share the approach of being shallow learning
processes that attempt to learn some hyperplane for the categorization of novel data. However, in
the case of a Convolutional Neural Network (CNN), more complex relationships can be extracted
and learned from the cascade of nonlinear layers. Each of the first layers of a CNN extract features
from the data and create efficient representations for data separation [6].
An encoder-decoder CNN explicitly leverages this behavior to a.) successively learn lowdimensional feature representations from a high-dimensional or complex input, and b.) decode
this feature representation into a meaningful output. These networks perform very well on complex input due to their ability to encode and learn semantic information toward rapid training
and prediction [48, 6, 30, 38, 58]. This approach has by extension took root in more complex,
time-series-based assessments.
Such multi-temporal encoder-decoder networks have been used for LCC to great effect. Recent
work has shown U-Net, SegNet and Deeplab-V3 to perform strongly at classifying local land cover
[68, 11, 47, 55]. More complicated multi-scale models have shown even greater results, at the
expense of ease of implementation and computational complexity [36, 68].
However, in all of the aforementioned cases, land cover prediction was conducted on a local or
large regional basis. These models do not tend to generalize well to new locations with different
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land cover types and surface textures [67, 72, 8]. Previous work has reported that this is in part
due to the move to higher spatial resolution data sources, resulting in domain specificity [8, 58].

Altitudinal Zonation
Previous work has found topographical information to be a useful feature for LCC. This feature
was used alongside electro-optical (EO) imagery to provide robust estimates of land cover [15].
In fact, it is well known that different geographic features are grouped by relative elevation. Many
regions on earth can be grouped into zones classified by height above sea level. These zones
generally exhibit climatological and ecological similarities [5, 3, 13].
It therefore is hypothesized that these zonal similarities may be used as a helpful cue in LCC.

5.2.2

Paper Layout

We hypothesize that these LCC models could more accurately be used for global prediction by creating two separate encoder-decoder models. The first model will be responsible for the localization
of where change is likely to have occurred; and the second uses this feedback to predict what land
cover change has occurred at these locations. This hypothesis is tested using topographic data
available from the Shuttle Radar Topography Mission (SRTM).
SegNet has found widespread adoption as a tool for LCC. The network has shown strong
performance at making predictions on a local scale for both localizing and predicting land cover
change [33, 34, 67, 8, 72, 68, 47], while remaining computationally simple, with a small memory
footprint [6]. Consequentially, we have chosen to use SegNet as the evaluated encoder-decoder
CNN structure for our dual network structure.
In this paper, we therefore present a novel method of predicting near-global land cover change
using structural data. In Section 5.3, the different data acquisition and preprocessing steps are
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discussed before describing the final state of the data presented to the model. The experimental
parameters and setup then are presented in Section 5.4, and finally the results and discussion of
the semantic meaning are presented in Section 5.5 and Section 5.6.

5.3

Methods

5.3.1

The Shuttle Radar Topography Mission (SRTM)

Data were retrieved from the SRTM database, a mission that produced digital elevation models
across much of the globe (56◦ S to 60◦ N) in February 2000. The global data have a spatial
resolution of 3 arc seconds (at the equator this is approximately a 90 meter ground sampling
distance)[1, 71]. Data were downloaded from 14,284 image chips, sized 3601 × 3601 images,
covering the latitudes of the collected imagery. These images were intersected with a global map
by geo-coordinate extent to produce a global terrestrial elevation map, bounded by international
borders.

5.3.2

MODIS Land Cover Change

We leveraged the IGBP MODIS- MCD12Q global land cover product for global change estimates.
The IGBP type cover was used, since it provided the most classification detail for the five available
classification schemes.
This system separates the Earth’s land cover into 17 discrete classes, which are shown below,
along with their numerical labels, in the left-hand side of Table 5.1. The GSD of the dataset is
500 meters and represents a derived product from MODIS Aqua and Terra satellites [21]. The
associated LCCs have been validated by a host of studies [16, 46, 63, 20, 54], where annual LCCs
are generated at the end of every calendar year [21]. Our work thus utilizes classification data,
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Figure 5.1: SRTM-derived topographic map, where all of the SRTM tiles have been mosaicked.
The extreme values here are -413 m and 8,850 m - but for visualization contrast, these sparse
extremes are not shown on the legend.

generated at the end of every year between 2001 and 2016, representing a different temporal
change steps.
The primary interest of this study is that of coarse scale, MODIS-level land cover change
prediction, but based on topological data. With this in mind, the finer class values used in the
IGBP classification were generalized to a simpler classification scheme. This compressed scheme
is composed of water bodies (0), forested regions (1), savanna and grasslands (2), cropland (3),
urban (4), and barren or iced over regions (5). This generalization is summarized in the right hand
side of Table 5.1 and represents the high-level classes that often are important at coarse global
scales [35, 57, 12, 23]. This generalization has the benefit of overcoming one of the major issues
with land cover descriptions. In natural resource inventories, each survey has defined, similarly
named categories using different criteria. An example of this can be found in the definition of
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forested regions, which may include or exclude different forest types (deciduous vs. coniferous)
or features, e.g., grasses, canopy covered area, or stand height. [7].
Table 5.1: IGBP Class Labels and Generalization
Input Pixel Value

Class Description

Generalized Class Number

0

Water

0

1

Evergreen Needleleaf Forests

1

2

Evergreen Broadleaf Forests

1

3

Deciduous Needleleaf Forests

1

4

Deciduous Broadleaf Forests

1

5

Mixed Forests

1

6

Closed Shrublands

2

7

Open Shrublands

2

8

Woody Savannas

2

9

Savannas

2

10

Grasslands

2

11

Permanent Wetlands

2

12

Croplands

3

13

Urban and Built-up

4

14

Cropland/Vegetation mosaic

3

15

Snow and Ice

5

16

Barren or Sparsely Vegetated

5

254

Unclassified

NaN (removed)

255

Fill Value

NaN (removed)
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Change Encoding

An encoding scheme was devised In the IGBP data, which preserves the initial and final state of
the change. The scheme was devised as a counting scheme, shown in Table 5.2, where values
which preserve their original state are multiples of 7. Examining the relative pixel-wise change
between the first and second year data, this scheme was applied and mapped to an encoded output
image, which represented the change between the two dates.
Table 5.2: IGBP Change Encoding Scheme
First Year Value
0

1

2

3

4

5

0

0

1

2

3

4

5

1

6

7

8

9

10

11

2

12

13

14

15

16

17

3

18

19

20

21

22

23

4

24

25

26

27

28

29

5

30

31

32

33

34

35

Second Year Value

Clearly, the original and final state can be decoded from the encoded value. The initial value ,
sinit , is
sinit = sencoded mod nclasses

(5.1)

sf inal = f loor(sencoded /nclasses )

(5.2)

and the final state, sf inal is

, where nclasses is the number of classes, and sencoded is the encoded value.
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These values are used internally in order to provide a compact 8-bit raster, capable of expressing the initial and final land classification values in a single array.

5.3.4

Permutations of Change

IGBP change was calculated between every unique combination of IGBP collection dates. 120 different permutations were calculated for the years 2001-2016. These permutations were calculated
and grouped based on the year differential between the measured years. For example, 2002-2004
was grouped in the ∆2 year change, and so on. A summary of this process is shown in Figure 5.2.
These changes are used for a temporal variable in the encoder-decoder predictive model.
First Year

Second Year

120 Combinations

2001

1 Year Change:

2002

2002

2001 - 2002, 2002 - 2003 ,
2003 - 2004, 2004 - 2005 ,
....
2015-2016

2003

2003

2004

2004

2 Year Change:
2001 - 2003, 2002 - 2004 ,
2003 - 2005, 2004 - 2006 ,
....
2014-2016
3 Year Change:

2005

2005

2016

2016

2001 - 2004, 2002 - 2005 ,
2003 - 2006, 2004 - 2007 ,
....
2013-2016

15 Year Change:
2001-2016

Figure 5.2: All non-redundant permutations of yearly IGBP collected data were used to provide temporal increments of change data. This included every combination of MODIS IGBP
collection years which were non-redundant; 120 different permutations were calculated.
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Figure 5.3: Mosaic of imagery coverage near Turkey. In the first six images (from left-to-right
and top-to-bottom), the generalized IGBP classifications estimated in 2001 are via a pixel mask
(i.e., white indicates the presence of the listed class). These classes include the presence of water,
forested, savanna, urban, cropland, and barren regions. In the bottom-left, a true color image of the
region is shown. Adjacent is an elevation digital surface model (DSM), derived from SRTM data.
The bottom-right shows regions of classification change, where 10 years later are highlighted.

5.3.5

Data Preparation and Alignment

The Geospatial Data Abstraction Library (GDAL) [24] was used to design a set of tools to identify
overlap in geo-coordinate extent between SRTM data and generalized IGBP state, as encoded in
Table 5.2. These regions were aligned and overlapping SRTM data were resampled (by nearestneighbor) to MODIS spatial resolution. This aligned data set included country-level coverage for
all MODIS IGBP years and SRTM data. Figure 5.3 shows an example for Turkey in 2001, with
the decoded land cover classifications illustrated.
These data were then filtered such that regions larger than 256×256, with contiguous non-
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NaN values, were preserved. Additionally, chips which contained entirely water were removed,
since it was assumed that these would not exhibit significant change over subsequent time frames.
Once these regions were identified, the SRTM data were stacked and aligned with the encoded
IGBP data; a total of 2.37 million non-overlapping image chips were extracted in this way. These
extracted 256×256×2 image chips then were processed to create input and reference truth data
sets. The SRTM data were stacked with the decoded source state of the IGBP land cover, and
an array of constant integers which represented the year gap, in order to form the 256×256×3
input data set. The reference truth set consisted of a 256×256×1 array, containing the decoded
destination state of the IGBP land cover. A visual sample of this data formation is later shown
schematically in Figure 5.5, where the model processing flow is demonstrated.

5.4

Encoder-Decoder Experimental Setup

Land cover change was predicted using the following environment, based on the data previously
described in Section 5.3.5:
* The experiments utilized a set of four Nvidia K40 Tesla GPUs, each with 12 GB RAM;
* Pytorch 1.4.0 was used to implement and execute the described experiments;
* In terms of network architecture, encoder-decoder networks are known to be robust for
many image segmentation tasks and possesses a relatively low memory footprint. These networks
have been used with great success in domains which have ranged from autonomous driving [6] to
microscopy [48]. SegNet [6], an encoder-decoder network architecture therefore was trained on
these data. Segnet was implemented in Pytorch, based on the models used in the work of Zhou et.
al [70].

CHAPTER 5. TOPOGRAPHY-BASED CHANGE PREDICTION OF GLOBAL LAND

115

Figure 5.4: Summary of the proposed technique for global prediction of land cover change.
Data were acquired across the globe from the SRTM 2001 collect, as well as MODIS land cover
IGBP classifications. The IGBP data were re-binned into simplified categories and used to produce
permutations of global change between 2001 and 2016. This change map was then encoded into
a integer representation LCC across the globe. The SRTM DSM then was used as an input to our
encoder-decoder network to train and predict the encoded change map target.
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Dual Encoder-Decoder Structure

Encoder decoder models especially are useful for semantic segmentation, but we have noted in
experimental work for this paper that a single encoder-decoder model struggles to localize and
identify change in this task. We therefore have broken the localization and prediction tasks into
two separate Segnet models. This Siamese structure (shown in Figure 5.5, provides a co-evolving
network, where the loss for each network is weighted by the truth map for change. The structure
of this learning task is described in greater depth in section 5.4.3.

5.4.2

Model Learning Parameters

A batch size of 65 was used for training on ≈ 1,270,000 image chip samples. Additional to this
set, the validation set included 600,000 image chips. Each chip was apportioned to be of size
256x256, with stacked Contrast Limited Adaptive Histogram Equalization (CLAHE)-normalized
elevation data, initial class state, and an integer mask of the year difference for prediction. These
data were presented in half precision. An example structuring of the data is shown in Figure 5.5
below.
An initial learning rate of 5e−3 was experimentally selected. This learning rate was set to
decrease by an order of magnitude at every plateau of validation accuracy over two epochs, thereby
allowing the model to become more finely tuned.

5.4.3

Model Weighted Loss

Categorical cross entropy is a well used loss function for optimizing semantic segmentation tasks
[69]. The loss ` is defined for each pixel as
`=−

M
X
c=1

yo,c log(po,c )

(5.3)
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Dual Encoder-Decoder Structure
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Figure 5.5: Processing flow of the CNN training. Input data from the SRTM Digital Elevation
Model (DEM), a constant integer array indicating years between samples and an initial land cover
classification, were stacked as a 256 × 256 × 3 matrix. These data were presented to SegNet
and an output estimate of land cover classification in the future was inferred. This inference then
was compared to projected year MODIS classifications and used to calculate an error map. The
loss determined by this error map was weighted by determining where change occurred, and backpropagated to refine the network.
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, for M class labels, y, as a binary indicator of correct prediction, and probability p, of observation
o being class c.
This loss model works well in evenly distributed data sets, where the data are not extremely
sparse. Unfortunately, the overwhelming majority of pixels globally between years do not change,
since drastic large scale change is fairly rare. Furthermore, the distribution of land cover data
change is uneven between classes. Practically, this resulted in a situation where the generated data
sets contained sparse exemplars of changed pixels, as well as substantially varied class sizes.
To address this situation, two modifications were made to the cross entropy loss function.
First, a histogram of all change mappings, described in Table 5.2, was built. This histogram was
normalized and used to weight loss scores on a per class basis (as in Figure 5.6). This intermediate
loss function becomes
`class−weighted = −

M
X

(yo,c log(po,c ))H−1
c

(5.4)

c=1

, where H represents the normalized histogram.
As a second stage of loss weighting, a mask of changed regions η(i, j) was defined as

η(i, j) =




0

Vinitial (i, j) = Vf inal (i, j)



1

Vinitial (i, j) 6= Vf inal (i, j)

(5.5)

where (i, j) denote the row and column of the land cover images, V in the initial and final
states. This is visualized as the change mask illustrated in Figure 5.5.
The mask was used to selectively weight losses, calculated at regions of change, with a weighting factor determined by the abundance of change in scene. The weighting factor, w, was calcu-
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lated for each scene as the reciprocal fraction of change in a scene,
wchip = (N M )−1

N X
M
X

η(i, j)

(5.6)

j=0 i=0

. Here N and M represent the height and width of the image chip.
This weight was incorporated into the cross entropy loss function as a scaling factor which
was turned on or off by the mask in eq. (5.5). The model loss then becomes
`model = −

M
X

ηo
(yo,c log(po,c ))H−1
c (wchip )

(5.7)

c=1

where ηo is the value of the mask at the particular observation o.
This alteration provided significantly greater weight to observations where land cover has
changed. Empirically, we found it was impractical to train the network without these weightings.

5.5

Results

The two trained SegNet networks were evaluated on an unseen holdout test set of 500,000 images,
randomly distributed across the coverage area. These random chips ensured representative geographic coverage across a variety of terrain forms. As in the training and validation stages, the
output of the localization network was used to guide the prediction network.
The localization network demonstrated a strong ability to learn and predict where land cover
change was likely to occur. This feature is demonstrated in Figure 5.7. Here, localization of
change closely follows the truth values for where change occurred. The correlation is especially
strong along a river in scene, which is strongly correlated with topography.
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Figure 5.6: Logarithmically-scaled histogram of data set populations; classes vary greatly
in relative input mappings and output distributions. In order to prevent the network from being
biased heavily in favor of the over or under represented samples, this histogram was used to weight
relative updates for each class.

Figure 5.7: Example output of the localizer network, seven years apart, from the input in Brazil.
The ground truth localizations are shown in white on the mask on the left. The predictions for the
sample are shown on the right. The predictions closely mirror the changes which were actually
observed in the future year instance.
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The prediction network also exhibited high accuracy in predicting future change at localized
sites. Given an input state, topographic SRTM, and year change data, the output state is predicted
and bounded by the localization network.
Overall, the localization network achieved a mean overall classification accuracy of 96.4%,
while the prediction network attained a value of 98.5%. Jointly, this translated to an overall output
prediction accuracy of 94.9%. More specifically, the performance of the localization network is
described by a receiver operator characteristic (ROC), which is shown in Figure 5.8 below. For
the change prediction area under the curve (AUC) score of 0.96 was measured from the classifier
on the entire testing set. On the other hand, the background class only achieved an AUC of 0.56.
This suggests that the localizer achieves low errors of commission, but exhibits significant errors
of omission.
The prediction network was tested on the localized change regions, as recognized by the aforementioned network. The accuracy of the change prediction is summarized in another ROC, shown
in Figure 5.9. A confusion matrix in Figure 5.10 offers another perspective on the performance of
the overall predictions across these regions.
These overall performance metrics are then broken down in Figure 5.11 and Figure 5.12 to
describe predictor performance for each yearly period gap. This is done to provide a sense of
predictor foresight capability and whether performance statistically varies into the future.
The proposed technique was compared against two other methods, including a SVM and a
single encoder-decoder network. The support vector was used with a linear kernel, and a single
SegNet model was used to simultaneously localize and label pixels. The area under the curve
for each method tested is summarized in Table 5.3. According to these metrics, the proposed
method performed with higher accuracy for all tasks. The shrub and urban predictions notably
also performed poorly under both the SVM and single encoder-decoder models.
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Figure 5.8: Localizer ROC which describes the overall performance of the localization portion of
the dual encoder-decoder model. The model exhibits strong performance as a predictor of where
land cover change will occur.

5.6

Discussion

The described approach has demonstrated strong performance in both localizing and predicting
future change on a global scale. The ROC curves, shown for each component of the system,
demonstrate where the limits of performance are. Specifically, while both the localizer and predictor show strong performance overall, the localizer experiences significant errors of omission,
and the predictor is limited in its ability to accurately predict change in all class types. The localizer has a high degree of confidence in the locations marked as changed. Since many factors
contribute to land cover change, it is possible that the localizer was able to semantically predict
the locations of certain types of change, while being unable to forecast others. These false negatives indicate that, while some types of change were predicted with a high level of accuracy, the
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Figure 5.9: Land Cover Predictor ROC describing the classification label of flagged global
change pixels. The performance for each tested class is shown. Here, all classes demonstrated
good performance except for the urban and shrubbery predictions.

predictive model was unable to capture the phenomenology of other occurrences.
The predictor displays very high accuracy for water, forested, cropland, and barren region
change prediction, in the given regions where change occurred (shown in Figure 5.9). The urban and shrubbery laden areas were less accurately predicted using the presented infrastructure.
These results were echoed for the compared methods. The SVM and single encoder-decoder also
demonstrated results with diminished predictive power for shrubland and urban settings. These
outcomes were attributed to a variety of factors.
For urban land, many anthropogenic factors that drive development obviously are independent of topography, e.g., socio-economic status [60, 32], and as a result, it is not surprising that
urban change classification is amongst the lowest performing classes. Human urban change, in
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Figure 5.10: Visualization of testing confusion matrix. The values of the confusion matrix are
visualized logarithmically to provide contrast. The overwhelming majority of items were classified
accurately, with some confusion amongst the shrub and urban classes.

fact, could be viewed as somewhat independent of topographic factors, with the exception being
certain building types that require specific slopes, for example [27, 62, 31]. Furthermore, urban
development often could be dictated by available space, and not merely the topography itself, e.g.,
in steep-sloped cities, such as Hong Kong. This result thus is consistent with our intuition that
urban change could exhibit low predictive power, when using topographical data as only input.
This speaks to a potential research question, where future studies could evaluate other inputs, with
proven linkages to urban development, to our proposed encoder-decoder model.
In the case of shrubland change, the results perhaps are less straightforward. Counter to strong
performance in other explained "natural" classes, this classification label exhibited markedly lower
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Table 5.3: Area Under the Curve (AUC) for Tested Predictors

Localizer Change AUC
Localizer Background AUC
Predictor Average AUC
Predictor Water AUC
Predictor Forest AUC
Predictor Shrub/Grassland AUC
Predictor Urban AUC
Predictor Cropland AUC
Predictor Barren/Ice AUC

Proposed
Method
0.96
0.56
0.90
0.99
0.93
0.26
0.32
0.95
0.97

Support Vector
Machine
0.38
0.41
0.56
0.46
0.56
0.15
0.16
0.10
0.18

Single
Encoder-Decoder
0.41
0.50
0.55
0.55
0.66
0.25
0.25
0.22
0.31

prediction scores. One explanation for the relative distance in scores may be due to underrepresentation in the data set. Despite efforts to weight observations appropriately, the relative
sparsity of shrubland may also be a related factor, causing the model to mis-predict this class. Additionally, shrublands are arguably quite robust and have the ability to spread dynamically across
topographic gradients, even upslope, thereby defying the ability to accurately predict shrubland
change with only topographic information [14, 44, 18, 10].
Previous work in global LCC have shown that these observations are reflected across other
studies. Holistic studies of global land cover change have shown a total increase of human land
use 15.5% globally [29, 45, 28]. These human factors, may play a role in the failure of the model
to predict land cover classification change. Additionally, they noted that the greatest changes
in global land cover were found in savannas and shrub heavy grasslands [29]. These regions
were followed in frequency by forested regions. These changes were localized in the majority to
forested areas or shrublands that were primarily utilized for the creation of pastures for grazing
or industrial forestry [29, 61]. Global land cover has been deeply affected by human activity over
many centuries, so many of these factors are entwined with more complex human settlement and
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development patterns than are explored in this methodology [45, 28, 60].
Performance metrics also were grouped by year and used to analyze whether the model experiences a statistically significant change in accuracy beyond a certain yearly forecast period.
In Figure 5.11 and Figure 5.12, the distribution of average ROC scores show that the scores are
grouped tightly, regardless of the initial-to-final state year discrepancy (distance into the future)
that the model was used to predict change. The Friedman test was used to determine which, if any,
year gap periods significantly deviate in accuracy as a function of year gap. The Friedman test
is a non-parametric statistical test which serves to describe whether samples are ranked the same
[22]. The results from this test indicated that the localizer and region predictor occupied the same
distribution of error rates for all tested annual durations. In fact, the difference between year gaps
was not statistically significant, with p-values of 0.012 and 0.008, respectively, for the two sets of
data.

Figure 5.11: Localized ROC curves broken
down by year. Each year distance (or difference) was used to calculate ROC statistics. All
of the year distances exhibited similar predictive
behavior.

Figure 5.12: Average predictor ROC curves
by year. Average statistics were calculated by
year for all sample distances. Similar to Figure 5.11, all years show a nearly identical ROC.
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In the case of the dual encoder-decoder structure, future work could combine the encoder portions of the networks. These network layers could alternatively be constructed as a single encoder
with dual decoder layers, which are tasked to both predict the binary change map, and to predict
an element-wise pixel prediction of the predicted year land cover state. This architectural weight
sharing could be used to further compress the neural network to a simplified form, since the encoder is predicted to be similar for both tasks. There is precedent for such work in other deep
learning tasks which utilize similar split architectures, such as in the domain of speech recognition
[2]. For example, Takahasi et. al have found success at simplifying and making ResNet style networks more robust through the use of weight sharing multi-architecture approaches [56]. Similar
methods could be used in future work to improve on the architecture presented here.
This methodology may be extended in future work to include alternate data sources, besides
topographical data. Many other global change variables may be correlated with other EO or remote sensing data [61]. For example, a compound model with three-dimensional (3-D) and planar
imaging data may be used to predict global change with even greater fidelity and exploitable information. The inclusion of spatially-explicit data from other disciplines, such as socio-economics,
ecology, climatology, etc., also could significantly enhance model performance. We proposed an
advanced encoder-decoder framework or methodology here, with 3D topographical data as an initial input. We observed encouraging outcomes, especially for select land cover types, but by no
means do we claim that i) topographical data are either ideal or the best predictor variable for
specific classes or ii) that errors of omissions (false negatives) are of less importance than true
positives. In fact, we contend that a more expansive set of input variables, identified by land cover
domain experts, would work very well with our proposed machine learning approach.
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Conclusions

A new method of predicting global change in land cover is presented, leveraging a dual encoderdecoder convolutional network. This method is demonstrated using topographical information
from the SRTM and MODIS IGBP collects, land cover change was predicted from elevation data
and the initial state of the land cover over a user specified temporal span at an annual temporal
resolution. Land cover changes were calculated over all permutations of the 16 year operational
life of MODIS. A 2.37 million sample data set was created with 256x256 image chips. A dual
model encoder-decoder was constructed and trained as a localizer and predictive model for change.
The model was trained on 1.87 million samples with loss weights scaled to data set relative abundance. Experimentally, this model was evaluated on 500,000 samples, generating a localization
and prediction class accuracy 96.4% and 98.5%, respectively. Analysis has posited that model
prediction accuracy is not significantly impacted by future inference time distance, while predictive accuracies were higher for those classes that have a logical connection to topopgrahical data
as input/driver variable. This methodology may be extended to predict future land cover changes,
using topographical information as input data, along with a corresponding initial land cover classification. However, future efforts should evaluate the inclusion of a range of other, land cover
class-specific variables, which likely will improve the per-class accuracies, especially for those
classes that exhibit a weak correlation with topographical data as sole input.
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Chapter 6

Conclusions, Impact and Outlook
6.1

Conclusions

In this dissertation, several aspects of the expansive three-dimensional (3-D) processing chain were
examined, across a range of 3-D modailites, data types, and use case. Critical short-comings of
the state-of-practice preprocessing and analysis of 3-D data were examined and addressed. We do
not, however, claim that the presented 3-D analysis is exhaustive of all challenges in this domain.
We identified a number of challenges and applications, and presented potential solutions to these.

6.1.1

LiDAR Sampling Bias: Chapter 3

In the area of terrestrial laser scanner (TLS) LIght Detection And Ranging (LiDAR), a critical
bias by typical scanning mode systems was identified in Chapter 3. A correction factor was introduced and examined in a field study in a challenging forest environment in Micronesia. This
correction factor not only corrects for the spherical scanning bias, which is present in the sampling of a TLS system, but also preserves points which are located at greater range according the
138
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the inverse square distance by the projected area of the point. This processing has resulted in the
qualitative de-noising of point clouds, while removing bias from the polar regions of the scanned
geometry. This effort will contribute to future analyses of TLS in ensuring that sampling bias does
not influence subsequent quantitative algorithm development.

6.1.2

Topographic Normalization for Machine Learning: Chapter 4

Airborne and spaceborne systems that collect digital surface maps of the world by various means
have aimed to provide detailed topographical measurement of the world [12, 16]. This information
is useful for training machine learning models for the ready detection of various biophysical phenomena [42]. Conventional normalization, necessitated by typical machine learning algorithms,
results in lost of contrast or relative semantic meaning, due to the sparse distribution and large dynamic range of elevation values [24, 11, 36]. This effect has hampered the effectiveness of current
methods for use in topological analysis [4, 24]. We introduced a technique which preserves semantic meaning, while dealing with sparse population effects, in order to address this. The Global
Partition Elevation Normalization (GPEN) method introduced in chapter 4 addresses this effect
with significant increases in performance. This technique was field-tested in the task of building
detection across the states of Tennessee & Arkansas, given elevation data covering the region from
the United States Geological Survey (USGS) 3D Elevation Program (3DEP) collection, with coincident building labels. The effort presents a novel and robust approach to data normalization,
especially critical to future deep learning research.

6.1.3

Global Land Cover Change Prediction: Chapter 5

In chapter 5, a methodology for the prediction of global land cover change (LCC) was presented.
There arguably has never been a greater need to predict change of the earth’s landscape, given the
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impacts of climate and anthropogenic change. Many land cover studies have previously attempted
to solve this issue through standard machine learning techniques or in situ measurements [12, 1,
16, 43, 17]. Other studies have made use of more modern Convolutional Neural Network (CNN)
techniques, though these techniques have been applied at a local scale[10, 34]. This methodology
applies a dual encoder-decoder semantic segmentation algorithm, which divides the LCC into
two tasks. These tasks include localization and prediction. This technique has been tested using
topographic data, and shown improvement over the current state of the art approaches.

6.1.4

Impact

The research outcomes presented in this dissertation may have several impacts across the 3-D
domains of point cloud subsampling, machine learning applied to topography data, and landscape
change prediction.

Point Cloud Subsampling and 3D Modeling
The remote sensing community using 3-D point clouds derived in spherical coordinate systems
will benefit from the advancements in point cloud subsampling. Many studies have relied upon
voxel sampling methods, all of which inherit the point cloud sampling bias which is present in
spherical sensors [47, 32, 49, 37, 30]. Future studies using this method will be able to mitigate
this bias using the proposed method in Chapter 3.
Additionally, this method is robust and efficient enough that it may be used for onboard processing. This may be a useful pre-processing step for device-level operations. A low-powered
processor, such as an Arduino micro-controller, could sample these point clouds at runtime or during collection. Such an implementation will serve to vastly reduce the recorded amount of data.
This will provide the ability to record significantly more data and reduce post-processing time for
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point clouds which are recorded [30].
In our experiments, this method has also achieved better registration accuracies in dense
forested regions, such as those in Micronesia. Enhanced registration will empower users to achieve
better accuracies in many 3-D tasks which require volumetric accuracy [38, 48, 32].
Another use of this spherical sampling may emerge in the fields of Virtual reality (VR) or data
compression & streaming. 3-D data represents a large challenge in terms of real-time processing
for applications involving streaming real-time updated environments. This challenge emerges
on both the data bandwidth side and in terms of the processing domain [3, 2]. Many of these
applications involve a user being presented with a 3-D scene for viewing. Since the user is viewing
the scene with their visual system, they are usually focused on a single part of the scene at any
instant. Their retinal field-of-view is focused on a single region, with diminishing focus off-axis.
One application of this method may be to preferentially sample the 3-D scene where the user’s
attention is focused, in order to reduce the bandwidth and processing load necessary for scene
analysis/interpretation [13, 26, 20].

Topography as a Machine Learning Input
Machine learning has advanced rapidly with the advent of deep learning, with CNNs having been
applied to a number of challenging tasks. Remote sensing is one field which has benefited greatly
from these advancements. Until recently, CNNs mostly have been applied to radiometric and
spectral data [39, 41, 14, 9]. These data lend themselves to the conventional preprocessing model
for neural networks. Such neural network models in many cases normalize feature inputs such that
node weight updates are not heavily dominated by a single feature [35, 21, 27, 50, 48].
Unlike standard raster image data, topographic data is not well described by relative differences in scene. Normalization may destroy meaningful semantic information in scene, which is
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useful for semantic learning. Simultaneously, it is useful to remap data to sit in ∈ [0,1] to make
use of optimization tools for CNNs [21, 29].
In Chapter 4, a method is described which provides an invertible mapping for topographic
data, while preserving relative elevation of the input. This remapping was used experimentally in a
binary classification problem to extract building footprints from topographic data. Experimentally,
this provided higher accuracy and quicker model training convergence. If this pattern continues
for other networks, it may be a useful tool to enable broader use of topographic data for machine
learning with CNNs. This may enable the use of networks at a global scale or with more varied
data, since this is a more robust representation for a large collection of topographic data. Also,
remote sensing often experiences domain transfer issues, where a network which has been trained
in one region, fails to generalize to another region [42, 5, 14, 28, 39, 24]. This tool may be a useful
inroads to solving this problem.
The applications of this mapping methodology are not necessarily limited to the 3-D domain
either. The methodology, which is used for this mapping, in principle may be useful for any sparse
collection of data with a high dynamic range. One example which comes to mind is spectral
radiance data, these data may possess a large dynamic range due to the differences in radiance
present between targets and the wavelength of interest. For many wavelengths, the spectra may
exhibit values of near 0, while at other locations, the radiance may be quite large. These high
contrast differences tend to result in low contrast features, which may be difficult for a machine
learning algorithm to ingest. An example blackbody spectrum is shown in Figure 6.1.
Other methods have been proposed to work with point clouds for machine learning, with most
approaches electing to operate in full point cloud space, such as PointNet [33, 32]. These solutions
have shown good progress, but do not necessary work well as multi-modal inputs with other raster
data [33].
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Figure 6.1: Example spectral radiance plot from a 5000K blackbody which displays the high
dynamic range characteristics, present in many targets. It may be that such a spectra could benefit
from representation with the GPEN method for machine learning tasks.
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Landscape Change Prediction
Global environmental change is a pressing concern, now more than ever. As climate change accelerates, awareness of how the landscape may change becomes paramount across ongoing research
for many domains [46, 40, 1]. Past efforts have monitored global LCC through remote sensing,
e.g., since the early Landsat programs. Prior to that, even topographic maps were used to monitor
how the land was changing[45, 31].
Many of these tools have relied on conventional signal processing classification methods like
maximum-likelihood (ML) and other supervised techniques. For example, the Moderate Resolution Imaging Spectroradiometer (MODIS) program used a decision tree to measure global land
cover change during the 16 years of the International Geosphere-Biosphere Programme (IGBP)
effort [44, 43]. More recent work has started to incorporate other machine learning methods, including CNNs for semantic segmentation. These techniques have seen limited adoption on the
global scale, unlike the more conventional signal processing techniques [12, 5]. For example, in
Chapter 5, a methodology for global scale prediction using a dual CNN encoder-decoder networks
is provided. This methodology improves upon results obtained using standard encoder-decoder
models and Support Vector Machines (SVMs), by dividing the prediction process into separate localization and prediction tasks. The addition of this tool to the repertoire of global change studies
therefore may enable more accurate forecast of global change prediction models.
Beyond the LCC community, this division of localization and labelling may be useful to the
computer vision community for tasks which are not easily learned through single model learning.
The design of the dual-encoder is useful for learning, since the localizer provides feedback to
the predictor, which in turn weights observations that have changed more heavily and thereby
encouraging faster learning. One such task that may benefit from this paradigm in remote sensing
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involves target detection and recognition. In many occasions, there is a vast amount of background
data relative to an object of interest. It may be first useful in these situations to localize and predict
the object label in separate networks to train a model in less time [6, 7, 25]. For example, the
xView target recognition challenge reveals an example where target recognition is trained with a
large majority of unclassified background area.

6.1.5

Outlook / Future Work

Despite the opportunity for impact across many domains, there are several limitations to the research presented. In this section, we describe areas which may be further explored in future
research.

LiDAR Point Cloud Validation Studies
The research in Chapter 3 has shown an increase in forest/tree stem reconstruction accuracy in
Micronesia. There are a wealth of studies which have been conducted using TLS LiDAR systems
that have used native scans for automated assessment. Many of these studies may have their
results impacted by this sampling bias in the point cloud [48, 22, 18, 8, 15, 15, 23]. In future
work, many of these studies may be revisited to validate the conclusions which have been reached
with this sampling, used in lieu of the sampling or lack thereof in past research. These validations
may affect or enhance the current state of research with TLS systems. Additionally, an on-chip
implementation of this method should be implemented in future work to provide to either LiDAR
ground scanning units or virtual reality systems for on-chip processing [30].
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Figure 6.2: Automated Target Recognition example, using the xView data set to show the labelling of a variety of targets from remote sensing electro-optical (EO) imagery (from the xView
target recognition challenge). The challenge used a a large variety of land object classifications
which were sparsely distributed, as is typical for many remote sensing object recognition tasks
[19].
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Extension of GPEN to Global Data
In future work, the GPEN method should be further validated against a larger data set that spans
the entire globe. One good candidate for this methodology may be to extend the study in Chapter 5
to use this mapping preprocessing method. The results obtained with this global data set could be
compared with the original results to providee further validation to this method in a multi-class,
multi-network classification task. Additionally, the method may be extended to other high dynamic
range data, like spectral data, as discussed earlier.

Quantification of Global Change Future Study
The methodology described in Chapter 5 may be a useful tool to integrate into the global land
cover change prediction effort. Current efforts incorporate multi-source models to capture many
variables into the robust modeling of the global climate [42, 43, 17]. These models make use of
sociological, electro-optical, and climatological variables as indicators for the future trajectory of
land cover change [12]. In future work, these models may benefit from the incorporation of the
global change prediction architecture provided, while making use of these multi-source inputs.
Accumulation of historical data, along with current observations, then may be used to generate an
evolving model of land cover change at the global scale with greater fidelity than ever before.
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