In neuroscience, non-stationarity detection of spike trains is useful for ensuring stability of experimental condition, and detecting plasticity. A novel method for estimating point process divergence and its application for non-stationarity detection in spike trains is proposed. The method for measuring divergence is based on decomposition of finite point process and Hilbertian metrics. The method is demonstrated by detecting short-term and long-term plasticity in neural culture probed with periodic stimulations.
INTRODUCTION
Independence and stationarity across trials are essential requirements for the analysis of experimental observations. Testing whether the measured dataset has the desired property is a challenging statistical problem, even more so when the measurements are in the form of spike trains. The best we can do is to use sensitive methods to detect non-stationarity and support the claim of stationarity from failure of detection. We introduce a novel method for point process divergence, and its application for non-stationarity detection in spike trains from periodically probed neural system. The point process divergence can be used to perform hypothesis testing for the inter-trial non-stationarity. As an application, we apply a collection of methods to claim the short-term non-stationarity and stationarity of datasets collected from neural cultures.
NON-STATIONARITY OF SPIKE TRAINS FROM PERIODICALLY STIMULATED NEURAL CULTURE
Periodically repeated stimulation to neural system is a standard technique to probe and analyze the state of the system. Certainly this is not a natural input for in vivo neural systems where the stimulus is more or less random, but the resulting spike train signals are easier to analyze; in many cases the response patterns are strictly time locked to the stimulation. From the dataset observed from neural cultures, we have previously observed that trial-to-trial variability plays a major role for classification or decoding of the repeated input stimulus conditions [1] .
For a single probing trial, the measured spike train is not stationary in general. However, multiple trials can be considered independent and stationary through proper initialization, for example by controlling the inter-trial interval. By inter-trial stationarity, we mean that the probability law behind the set of trials do not change over time. In other words, if a set of trials obey inter-trial stationarity, each trial is independent and identically distributed. When the observations are spike trains, this means that the trials are independent realizations of the same point process (non-stationary within the trial in general). Given a measure of divergence between two sets of spike trains, we can perform statistical test to show if the underlying point processes are different, hence, showing inter-trial non-stationarity.
When electrically stimulated, the response of neural culture recorded through a micro-electrode array (MEA) changes as the stimulation is periodically repeated. Various resources of neurons are used and short term plasticity is first observed from the action potential timings. However, after a while the responses stabilize due to homeostatic mechanisms. The time period that this happens is related to the time constants of the neurophysiological events. Hence, when stimulated for a long time, the response becomes more or less stationary. In neural cultures, most action potentials occur time locked to the stimulation time, therefore this is visually verifiable. Assuming a certain portion of the trials to be inter-trial stationary, we would like to determine by how much we can extend the assumption.
POINT PROCESS DIVERGENCE BASED ON FINITE POINT PROCESS MODEL
Given two sets of spike trains, we would like to test whether they originate from the same probability law or not. A wide variety of statistics can be used for this purpose including mean firing rate, inter spike interval distribution, Fano factor, time to first spike distribution, and so on. However, none of these statistic listed above is universal in the sense that given a large number of spike trains from two distinct arbitrary point processes, the test guarantees it will distinguish them, because these summarizing statistics only capture partial characteristics of the underlying process. We need to compute a divergence statistic that originates from a full description of point processes. The finite point process is suitable for stimulus time locked observations where temporal coding is often observed and expected, since several trials of rapidly changing observations are available. By definition, any realization of a finite point process has finite events with probability 1. For a fixed bounded time interval, the total number of action potentials that can occur is limited by biophysical constraints such as refractory mechanisms, hence it is a finite point process. In this case, it is natural to decompose the statistic into the count statistic which describes the total number of action potentials, and the location statistic which describes the joint distribution of exact timing of action potentials given the total number [2] . The de-composition allows nonparametric estimation of any finite point process, effective especially when the total number is relatively small, which can be achieved by choosing a smaller interval for analysis.
Once we have a probability measure that describes the dataset, we can use a divergence on probability measures as a statistic to perform hypothesis testing. Several such divergences have been proposed (e.g. [3, 4, 5, 6] ). The proposed nonparametric estimation can be directly plugged into most of them.
Of most interest is the family of divergences that corresponds to a distance in a Hilbert space, known as Hilbertian metrics defined on probability measures [5] . Hein and Bousquet proposed a family of such metric for probability measures which can be embedded isometrically in a Hilbert space, hence suggesting a family of reproducing kernel Hilbert space (RKHS) for the probability measures. This family of Hilbertian metrics provides a foundation for designing kernels from generative models with non-Euclidean representation. We will explore the Hilbertian metrics applied to point processes. Note that our approach is applied to sets of spike trains unlike other spike train metrics that are defined on a pair of spike trains (e.g. [7, 8] 
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Since the integration of (6) is not easily computable, we resort to Monte Carlo method for estimation. We would like to use the average probability measure =ˆ+2 for importance sampling, however, is usually not absolutely continuous with respect to . After some measure theoretic manipulation we obtain the following.
In (7), we can either use all the original spike trains that was used to estimateˆandˆ, or generate arbitrary number of spike trains from andˆ. The latter approach provides more controlled variance but is slower. We used the former method in this paper.
ARTIFICIAL DATA SETS
In table 1, the proposed method is tested on 4 distinct point processes that have emphasis on features related to neuroscience; correlated spike timings [9] , firing rate change [10] , precisely timed spike trains [11] , and serial correlation [12] .
Experiment I is correlated versus independent precisely timed spike train model where the two conditions have identical marginal intensity functions. Two distinct spike train sets with at most two action potentials are constructed; common 1 ∼ (0.2, 0.3) but 2 ∼ 1 + 0.3 + (0, 0.01) in one, and 2 ∼ (0.5, 0.6) + (0, 0.01) in the other. Both 1 and 2 have 0.1 probability of loss. Experiment II is a homogeneous Poisson model with different rates; 100 ms long with average 3 and 5 action potentials (we omit the details due to space, contact authors for details and code). Note that the proposed method is sensitive to all datasets while no other method is. Non-parametric method is a generalist, while each of the parametric method is a specialist. As expected, one can see from the table that the proposed method is a generalist.
REAL DATA SETS
The data sets are obtained from rat cortical culture grown on a 60 channel MEA. Briefly, embryonic day 18 Sprague/Dawley rat cortical hemispheres were dissociated and grown on an 8 by 8 grid of 30 electrodes spaced 200 apart. Spiking activity was recorded at a sampling rate of 25 kHz and action potentials were detected by thresholding five times standard deviation of the noise floor (for details see [1] ). Each culture was electrically stimulated at 20 Hz on 10 active channels in a randomized order. For analysis a moving window of 40 consecutive spike train responses, corresponding to a single selected stimulation site, were used to estimate the model.
Assumptions and Surrogate data
We assume that the culture reaches a stationary state at the end (last 80 trials out of 600 (or 1200) trials over 5 (or 10) minutes), and we want to determine how much more one can extend the window that is within the stationarity condition. The null hypothesis is that the set of trials of interest came from the same point process as the last 40 trials. We used a resampling technique to create the surrogate distribution of divergences for the null hypothesis. First recall that the last 80 trials are i.i.d, by the previous assumption. We randomly choose 40 of the last 80 trials to divide into two. The divergence between these two halves is repeatedly computed for 2000 times to create the empirical distribution under the null hypothesis. The actual divergence value is compared against this to test if it significantly deviates from the null hypothesis.
Multi-Channel Recording
To utilize the multi-channel recording nature of the experiments, we assumed that the channels have similar non-stationarity pattern over time. By averaging over the channels, a smoother estimate of the divergence is obtained. The distribution for null hypothesis must also be changed accordingly by taking the mean of across channels.
We have selected 5 to 15 active channels with phasic responses which seems to be changing in the experimental setup. We removed the channels that does not have less than or equal to 5 action potentials for 90% of the trials. The inactive channels that cannot be reliably estimated (mean number of action potentials less than 0.5) are removed from analysis as well. This process also reduces the bias and increases sensitivity in some cases. Including all the channels for analysis does not change the result significantly. Figure 1 shows that the cultures are non-stationary for the first 350 samples corresponding to 3 minutes. The dashed line, and the dotted line correspond to empirical and gaussian assumed 95 per cent confidence level for the null hypothesis. The divergence values (blue and green) have decreasing trend during this period and cross the threshold. The non-stationarity (deviation from the null-hypothesis) is steep for the first 200 samples, followed by a plateau. These observations can also be made with other methods except ISI and FF. No stimulation was applied during the 5 minute rest, and any short-term effect is presumed to be reversed. Figure 2 shows a more discontinuous state change at around 400 samples. Despite a 5 minute rest at 600 samples time point, the culture response is still within the pseudo-stationary region. Hence, the sudden change is likely a long-term plasticity effect. Again similar observations can be made with different divergence measures. Depending on cultures, we could distinguish short-term changes and long-term changes ( = 6).
Analysis of MEA data

DISCUSSION
For the presented recorded data from cultures, the non-stationarity was both in the form of rate change, and spike timing change. The time to first spike method was most sensitive in detecting nonstationarity for both datasets presented, however, as demonstrated with the artificial data sets, it fails to detect it in general cases.
The smoothing kernel size 1 is a free parameter of the divergence measure. As can be seen from the results, the method is quite robust in terms of the choice of 1 when precise timing is not important. However, it should be noted that for smaller kernel size point processes will be considered all different, and for larger kernel size they will be considered all similar; either extreme would result in low sensitivity. For neural data, physiological time scale 1 ms to 100 ms would be a good starting point.
Due to its generality and good sensitivity, we can use the proposed method to claim pseudo-stationarity (non-stationarity not detected). As demonstrated, it is possible to use it for change point detection, and plasticity detection. Another possible application is to project spike train series into a dissimilarity feature space [13] .
