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Re´sume´ – Dans ce papier, nous nous inte´ressons a` l’optimisation conjointe des parame`tres des re´cepteurs line´aires joints
multicodes, propose´s re´cemment dans [4], et du controˆle de puissance, afin d’ame´liorer la qualite´ du lien descendant haut-de´bit de
l’UMTS. L’approche propose´e nous permet de minimiser la puissance transmise par la station de base et d’obtenir la re´partition
optimale des puissances des codes au niveau de la station de base.
Abstract – In this paper, the benefits of combining a downlink power control and a joint multicode detection, proposed recently
in [4], is analyzed. It is demonstrated that by applying the proposed scheme, we have, first, the optimal code power allocation, and
second, the minimization of the base station (BS) transmitted power. The integration of the power control and multicode receiver
optimization is done by adapting the filter coefficients to suppress the self interference caused by the multicode transmission.
1 Introduction
La convergence des technologies de l’Internet et des re´seaux
mobiles qui se fera dans le cadre de la troisie`me ge´ne´ration
des re´seaux mobiles et au-dela` et l’e´mergence des nouvelles
applications temps-re´el multimedias, telles que la vide´o et la
visioconfe´rence, ne´cessite la prise en compte de services a` de´bit
variables avec des contraintes de qualite´ de service diversifie´es.
Pour cela, deux sche´mas d’e´talement ont e´te´ propose´s. Le pre-
mier se base sur l’emploi des se´quences d’e´talement a` longueur
variable. Cependant, l’emploi des codes courts augmente le ni-
veau de l’Interfe´rence Inter-Symboles (IIS) en pre´sence d’un
canal a` multi-trajets. Afin de reme´dier a` ce proble`me, une
transmission en multicodes a e´te´ propose´e. Le flot de donne´es
haut de´bit est partitionne´ en plusieurs sous-flots a` plus faible
de´bit e´tale´s par des se´quences d’e´talement courtes. Tous les
sous-flots sont ensuite transmis d’une fac¸on synchrone. Cette
technique est de´ja` adopte´e dans le nouveau lien UMTS : le
lien HSDPA [1] qui peut atteindre un de´bit de l’ordre de 14
Mbits/s. Cependant, la pre´sence des multi-trajets dans les ca-
naux de propagation de´truit l’orthogonalite´ des codes et cre´e
l’Interfe´rence Inter-Code (IIC) qui augmente avec le nombre
des codes paralle`les employe´s dans le sche´ma de transmission
en multicodes [3].
Afin d’ame´liorer la qualite´ du lien descendant de´finie en terme
de RSI (Rapport Signal a` Interfe´rence), une re´ception jointe
multicodes re´cemment a e´te´ propose´e, dans [4], sous l’hypo-
the`se que les diffe´rents codes sont transmis avec la meˆme puis-
sance. En se basant sur la description du signal rec¸u en pre´-
sence d’un canal se´lectif en fre´quence ou` plusieurs de´bits de
transmission sont conside´re´s, nous avons montre´ dans [4] que
le proble`me de de´codage de l’utilisateur haut de´bit multicodes
peut eˆtre structure´ comme un proble`me de de´tection multi-
utilisateurs [2].
Inde´pendamment, le controˆle de puissance suppose une struc-
ture fixe du re´cepteur et optimise la communication entre la
station de base et les mobiles en controˆlant la puissance trans-
mise par les diffe´rents utilisateurs. Cependant, un nombre faible
de travaux s’est inte´resse´ au controˆle de puissance dans un lien
descendant [6] ou sur la manie`re dont la station de base doit
re´partir la puissance sur les diffe´rents codes (du sche´ma multi-
codes) afin de minimiser l’IIC et la puissance transmise par la
station de base.
Dans ce papier, nous proposons d’optimiser conjointement, au
niveau du mobile, les parame`tres du re´cepteur joint multi-
codes et du controˆle de puissance. Cette approche nous permet
d’ame´liorer les performances du lien en augmentant sa capacite´
et de re´duire l’IIC. La station de base adaptera ses puissances
suivant les conditions de la propagation. Afin de mettre en
oeuvre l’algorithme, les parame`tres du re´cepteur joint multi-
codes et le rapport RSI a` la sortie du re´cepteur sont calcule´s.
La puissance de chaque code est alors mise a` jour d’une fa-
c¸on re´cursive a` partir des RSI. Le mobile transmet alors a` la
station de base la nouvelle re´partition des puissances sur les
codes par le biais d’une voie de retour. Cette voie est pre´vue,
par exemple dans le lien HSDPA. L’algorithme converge si on
atteint un RSI cible sur chaque code. Nous rappelons que notre
mesure de la qualite´ de service est le RSI cible qui est fixe´ par
les couches hautes du syste`me. L’imple´mentation de cette ap-
proche ne´cessite la mesure du rapport RSI au niveau de chaque
code. Dans cette e´tude, nous analysons les de´tecteurs MMSE
et ZF (Zero Forcing) en comparant leurs performances a` celles
obtenues par un banc de re´cepteurs RAKE.
2 Mode`le alge´brique du lien UMTS
haut de´bit
Supposons la pre´sence de K utilisateurs dans une cellule trans-
mettant chacun a` un de´bit diffe´rent. Chaque utilisateur re-
c¸oit une trame de Nchip chips. La station de base attribue,
en se basant sur la qualite´ de service requise par l’utilisateur
k, un facteur d’e´talement note´ Gk et Mk codes d’e´talement
sous la condition que Nchip = GkN
(k)
bit ou` N
(k)
bit repre´sente le
nombre des symboles transmis par chaque utilisateur k. Sous
la contrainte que le de´bit chip est constant, 1/Tc, la pe´riode
symbole, note´e par Ts,k = GkTc, varie en fonction de de´bit
requis par l’utilisateur k.
L’atte´nuation entre la BS (Base-Station) et le ke`me utilisateur
est mode´lise´e en pre´sence d’un effet de shadowing par [5] :
zk = d
−β
k 10
ξk
10 , ξk ∼ N (0, σ
2
ξ ) (1)
ou` dk repre´sente la distance entre l’utilisateur et la BS. β
repre´sente le coefficient d’atte´nuation. N (0, σ2ξ ) repre´sente une
densite´ Gaussienne de moyenne 0 et de variance σ2ξ .
Nous supposons la pre´sence d’un canal multi-trajets caracte´rise´
par L trajets, note´ h = [α0, α1, . . . , αL−1]
T . Ainsi le canal peut
eˆtre mode´lise´ comme suit :
hk = zkh (2)
La puissance attribue´e au me`me code de l’utilisateur k est
note´e par p
(k)
m . Le signal transmis par l’utilisateur k
e`me s’e´crit,
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m (n) repre´sente le symbole de l’utilisateur kve´hicule´ surme`me
code transmis a` l’instant n . ψ est la feneˆtre de mise en forme
de dure´e Tc. Le signal en bande de base s’e´crit, ainsi,
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ou` n(t) est un bruit blanc gaussien.
Le signal rec¸u discre´tise´ au rythme 1/Tc, s’exprime comme
suit :
rl = r(lTc) =
KX
k=1
zk
L−1X
l=0
αl
Nbit,k−1X
n=0
MkX
m=1
q
p
(k)
m b
(k)
m (n)c
(k)
m ((l − nGk − tl)Tc) + n(lTc) (5)
ou` tl de´signe le retard de trajet discre´tise´.
La transmission de la se´quence peut s’exprimer vectoriellement
par r =
[
r1, ..., rNchip+L−1
]T
:
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ou` eH(k) = diag(hk, ...,hk) de dimension (N (k)bit MkL,N (k)bit Mk)
et W(k) = diag(P(k),P(k), . . .P(k)) de dimension N
(k)
bit Mk ou`
P(k) = diag(
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) et diag(X) repre´sente la
matrice diagonale compose´e des e´le´ments diagonaux de la ma-
trice X.
La matrice C(k) repre´sente la matrice des codes de dimension
((Nchip + L− 1), N
(k)
bit MkL) construite comme suit [4],
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0n de´signe le vecteur nul de dimension n. Le vecteur n, de
longueur Nchip +L−1, repre´sente le vecteur de bruit ayant N0
comme densite´ spectrale de puissance.
3 Structures des de´tecteurs joints
multi-codes
Dans cette section, nous de´rivons les rapports RSI a` la sor-
tie des re´cepteurs : RAKE, ZF et MMSE [5, 4]. Notons que
les expressions des RSI seront inte´gre´s dans notre algorithme
pre´sente´ dans la section 4.
L’utilisateur 1 est conside´re´ comme l’utilisateur d’inte´reˆt. En
posant A(k) = C(k)H˜(k), le signal rec¸u s’exprime comme suit :
r = A(1)W(1)b(1) +
KX
k=2
A
(k)
W
(k)
b
(k) + n (7)
= AWb| {z }
signal utile
+ |{z}
MAI+ISI+bruit
(8)
Ainsi, a` la sortie du re´cepteur line´aire, le rapport RSI s’e´crit
en ge´ne´ral,
RSI(m,n) =
E
“˛˛˛bb(1)m (n)˛˛˛”2
E
`
|ICI + ISI +MAI + bruit|2
´ (9)
pour m = 1...M1 et n = 1...Nbit,1 .
3.1 Re´cepteur RAKE
La sortie d’un banc de re´cepteur RAKE s’e´crit :
yRAKE = A
H
r = MWb + AH (10)
ou` M = AHA.
Nous se´parons le terme utile, l’interfe´rence ICI ge´ne´re´e par la
transmission en multi-codes et le terme MAI+ISI+bruit ge´ne´re´
par le bruit et les autres utilisateurs actifs,
yRAKE = diag{MW}b + diag{MW}b + A
H (11)
ou` diag(X) = X− diag(X) repre´sente la matrice X ayant une
diagonale nulle.
Le rapport RSI a` la sortie du re´cepteur relatif au nme symbole
transmis sur le mme code s’exprime par l’e´quation (12). M′ =
MW et R = E
ˆ
T
˜
repre´sente la matrice de covariance du
MAI, ISI et de bruit [5].
RSIRAKE (m,n) =
([M′]j,j)
2
[(M′)2]j,j − [(M′)j,j ]2 + [M′RM′]j,j
(12)
pour j = m+(n−1)M1 ou` m = 1...M1 et n = 1...Nbit,1 . [X]j,j
de´signe l’e´le´ment du jth ligne et du jth colonne de la matrice.
3.2 Re´cepteur ZF
La sortie du re´cepteur ZF s’exprime comme suit :
yZF =
“
A
H
A
”
−1
yRAKE = Wb +
“
A
H
A
”
−1
A
H (13)
Le rapport RSI relatif au nme symbole transmis sur le mme
code s’exprime comme suit :
RSIZF (m,n) =
[W]2j,j
[M−1AHRAM−H ]j,j
(14)
pour j = m+ (n− 1)M1 ou` m = 1...M1 et n = 1...Nbit,1 .
3.3 Re´cepteur MMSE
Le re´cepteur MMSE minimise l’erreur quadratique
E
˘
‖FyRAKE −Wb‖
2
¯
. La solution optimale est de´livre´e par
l’expression suivante :
F = W2MH
h
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2
M
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i
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(15)
La sortie du re´cepteur MMSE s’e´crit, ainsi, en notant W0 =
FM :
yMMSE = FyRAKE= W0Wb + W0M
−1
A
H (16)
En se´parant, le terme utile des interfe´rences et du bruit, nous
avons :
yMMSE = diag{W0W}b + diag{W0W}b + W0M
−1
A
H
A
H
(17)
Le rapport RSI a` la sortie du re´cepteur MMSE relatif au nme
symbole transmis sur le mme code s’exprime en notant W′ =
W0W,
RSIMMSE (m,n) =
([W′]j,j)
2
[W′W′H ]j,j − ([W′]j,j)2 + [W0M−1AHRAM−1W
H
0 ]j,j
(18)
pour j = m+ (n− 1)M1 ou` m = 1...M1 et n = 1...Nbit,1 .
4 Controˆle de puissance et de´tec-
tion jointe multicodes combine´
Dans cette section, nous proposons la combinaison du controˆle
de puissance descendant et l’adaptation du de´tecteur joint mul-
ticodes. L’objectif de l’algorithme est d’assurer un rapport RSI,
a` la sortie du re´cepteur, e´gale au rapport RSI cible, RSIcible
pour chaque code du sche´ma de transmission en multi-code.
Pour cet effet, nous exploitons la relation line´aire entre le rap-
port RSI et la puissance de transmission de chaque code comme
il est montre´ dans les e´quations ((12), (14) et (18)). L’algo-
rithme propose´ suit les e´tapes suivantes :
1) t = 0, initialisation des puissances de chaque code p(1)0 , ..., p
(1)
M1
.
2) Calcul des parame`tres du re´cepteur et le rapport RSI,
3) Mise a` jour des puissances des codes :
p
(1)
m (t+ 1) =
RSI
(1)
cible
En[RSI(m,n)]
p
(1)
m (t), pour m = 1...M1.
4) [W(t+ 1)]
j,j
=
q
p
(1)
m (t+ 1), avec j = m+ (n − 1)M1 ou`
m = 1...M1 et n = 1...Nbit,1 .
5) t = t+ 1, stop si la convergence est atteinte ; sinon, aller a`
l’e´tape 2.
L’indice (1) de´signe l’utilisateur multicodes dans la cellule.
Si on suppose une limitation de puissance de transmission pmaxm ,pour
m = 1...M1 , l’e´tape 3) de l’algorithme propose´ est modifie´e
par :
p(1)m (t+ 1) = min
(
RSI
(1)
cible
En [RSI(m,n)]
p(1)m (t), p
max
m
)
(19)
La re´partition des puissances des codes obtenue au niveau de
l’e´tape 3 est transmise via le canal de retour a` la station de
base.
5 Re´sultats de simulations
Les re´sultats de simulation analysent les performances de l’al-
gorithme propose´ en comparant la puissance totale transmise
et la rapport RSI obtenu par chaque de´tecteur au niveau du
mobile. Les utilisateurs sont re´partis ale´atoirement dans une
cellule hexagonale de rayon R = 1000m. L’atte´nuation est
choisi e´gale a` β = 4. Le RSI cible est fixe´ a` RSIcible = 4.
Nous conside´rons K=20 utilisateurs, mono-code, et un utilisa-
teur multi-code (utilisateur d’inte´reˆt). Le facteur d’e´talement
des utilisateurs mono-codes est choisi e´gale a` Gk = 128 pour
chaque k = 2..K. L’utilisateur multi-code est caracte´rise´ par
un facteur d’e´talement e´gale a` G1 = 64. Nous faisons varier
le nombre des codes alloue´s a` l’utilisateur multi-code entre
M1 = 4 et M1 = 64. Nous supposons, aussi, la pre´sence d’un
canal a` 6 trajets.
La figure 1 pre´sente la moyenne du RSI a` la sortie des trois
de´tecteurs. Nous remarquons une convergence en une ite´ration
du de´tecteur ZF, une convergence rapide du re´cepteur MMSE
et une convergence lente du re´cepteur RAKE.
La figure 2 pre´sente la variation de la puissance de la station
de base : pZF/pRAKE et pMMSE/pRAKE en fonction des ite´-
rations, dans le cas de M1 = 64 codes. Nous remarquons une
minimisation de ≈: 35% de la puissance transmise par la sta-
tion de base. Notons que le re´cepteur RAKE n’atteint pas le
rapport RSI cible, comme le montre la figure 2. Cependant,
les re´cepteurs (ZF et MMSE) pre´sente des meilleures perfor-
mances.
Le de´tecteur MMSE pre´sente les meilleures performances en
terme de minimisation de la puissance transmise et la maximi-
sation de la capacite´ du syste`me. Le de´tecteur ZF pre´sente des
performances moindres dans le cas d’une charge du syste`me as-
sez importante. Cependant, notons que dans le cas d’une charge
faible (cas de M1 = 4), les performances des trois de´tecteurs
e´tudie´s sont comparables.
Sur la figure 4, nous montrons qu’a` la convergence nous n’ob-
tenons pas une puissance e´gale sur chaque code puisque chaque
code ne voit pas la meˆme interfe´rence.
6 Conclusion
Dans ce papier, nous avons e´tudier l’optimisation conjointe
des parame`tres des re´cepteurs line´aires joints multicodes
et du controˆle de puissance. L’algorithme propose´ nous
permet de minimiser la puissance transmise par la station
de base et d’obtenir la re´partition optimale des puissances
des codes au niveau de la station de base. Nous avons
montre´, a` cet effet, que le re´cepteur joint de type MMSE
diminue la puissance transmise de l’ordre de 35% par rap-
port a` un re´cepteur en raˆteau.
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Fig. 1 – La convergence du RSI pour les de´tecteurs :
RAKE, ZF et MMSE, dans le cas M1 = 4.
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Fig. 2 – La convergence du rapport RSI a` la sortie des
re´cepteurs RAKE, ZF et MMSE dans le cas de M1 = 64.
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