This paper presents an extended Galerkin analysis for various Galerkin methods of the linear elasticity problem. The analysis is based on a unified Galerkin discretization formulation for the linear elasticity problem consisting of four discretization variables: strong symmetric stress tensor σ h , displacement u h inside each element and the modifications of these two variablesσ h andǔ h on elementary boundaries. Motivated by many relevant methods in literature, this formulation can be used to derive most existing discontinuous, nonconforming and conforming Galerkin methods for linear elasticity problem and especially to develop a number of new discontinuous Galerkin methods. Many special cases of this four-field formulation are proved to be hybridizable and can be reduced to some known hybridizable discontinuous Galerkin, weak Galerkin and local discontinuous Galerkin methods by eliminating one or two of the four fields. As certain stabilization parameter tends to infinity, this four-field formulation is proved to converge to some conforming and nonconforming mixed methods for linear elasticity problem. Two families of inf-sup conditions, one known as H 1 -philic and another known as H(div)-phillic, are proved to be uniformly valid with respect to different choices of discrete spaces and parameters. These inf-sup conditions guarantee the well-posedness of the new proposed formulations and also offer a new and unified analysis for many existing methods in literature as a by-product.
Introduction
In this paper, we introduce a unified formulation and analysis for the linear elasticity problem
with Ω ⊂ R n (n = 2, 3) and ∂Ω = Γ D ∪ Γ N , Γ D ∩ Γ N = ∅. Here the displacement is denoted by u : Ω → R n and the stress tensor is denoted by σ : Ω → S, where S is the set of symmetric n × n tensors. The linearized strain tensor ǫ(u) = 1 2 (∇u + ∇u T ). The compliance tensor A : S → S Aσ = 1 2µ (σ − λ 2µ + nλ tr(σ)I), λ > 0, µ > 0 (1.2)
is assumed to be bounded and symmetric positive definite, where λ and µ are the Lamé coefficients of the elastic material under consideration.
Finite element method (FEM) and its variants have been widely used for numerical solutions of partial differential equations. Conforming and nonconforming FEMs in the primal form are two classic Galerkin methods for elasticity and structural problems [18, 22, 30] . Mixed FEMs for elasticity problem, derived from the Hellinger-Reissner variational principle, are also popular methods since they approximate not only the displacement u h but also the stress tensor σ h . Unlike the mixed FEMs for scalar second-order elliptic problems, the strong symmetry is required for the stress tensor in elasticity problem. This strong symmetry causes a substantial additional difficulty for developing stable mixed FEMs for elasticity problem. To overcome such a difficulty, it was proposed in [20] to relax or abandon the symmetric constraints on stress tensor by employing Lagrangian functionals. That idea was developed in late nineteens [1, 6, 7, [41] [42] [43] [44] , and further systematically explored in a recent work [3] by utilizing a constructive derivation of the elasticity complex starting from the de Rham complex [21] and mimicking the construction in the discrete case. Another framework to construct stable weakly symmetric mixed finite elements was presented in [11] , where two approaches were particularly proposed with the first one based on Stokes's problems and the second one based on interpolation operators. To keep the symmetry of discrete stresses, a second way is to relax the continuity of the normal components of discrete stresses across the internal edges or faces of grids, which leads to nonconforming mixed FEMs with strong symmetric stress tensor [4, 9, 10, 25, 32, 33, 37, [47] [48] [49] . In 2002, based on the elasticity complexes, the first family of symmetric conforming mixed elements with polynomial shape functions was proposed for two-dimensional cases in [8] , which was extended to threedimensional cases in [2] . Recently, a family of conforming mixed elements with fewer degrees of freedoms was proposed for any dimension by discovering a crucial structure of discrete stress spaces of symmetric matrix-valued polynomials on any dimensional simplicial grids and proving two basic algebraic results in [31, [34] [35] [36] . Those new elements can be regarded as an improvement and a unifying extension to any dimension of those from [8] and [2] , without an explicit use of the elasticity complexes. Besides the optimal convergence property with respect to the degrees of polynomials of discrete stresses, one feature of those elements is that they are easy to implement since their basis functions are easy to be constructed. See stabilized mixed finite elements on simplicial grids for any dimension in [14] .
Discontinuous Galerkin (DG) methods were also widely used in numerical solutions for elasticity problem, see [15, 46] . DG methods offer the convenience to discretize problems in an element-by-element fashion and use numerical traces to glue each element together. This advantage makes DG methods an ideal option for linear elasticity problem to preserve the strong symmetry of the stress tensor. Various hybridizable discontinuous Galerkin (HDG) formulations with strong symmetric stress tensor were proposed and analyzed for linear elasticity problem, such as [13, 23, [38] [39] [40] . The HDG methods for the linear elasticity problem contain three variablesstress σ h , displacement u h and numerical trace of displacementû h . In the HDG methods, the variableû h is defined on element borders and can be viewed as the Lagrange multiplier for the continuity of the normal component of stress. Weak Galerkin (WG) methods were also proposed and analyzed in [45] for the linear elasticity problem. The main feature of the WG methods is the weakly defined differential operators over weak functions. A three-field decomposition method was discussed for a linear three-dimensional elasticity problem in [12] . Virtual elements were applied to the linear elasticity problem in [19] . A new hybridized mixed method for linear elasticity problem was proposed in [24] .
In this paper, a unified formulation is built up for the linear elasticity problem following and modifying the one in [28] for scalar second-order elliptic problems. The formulation is given in terms of four discretization variablesσ h ,σ h , u h ,ǔ h . The variables σ h and u h approximate the stress tensor σ and displacement u in each element, respectively. Strong symmetry of the stress tensor is guaranteed by the symmetric shape function space of the variable σ h . The variableš σ h andǔ h are the residual corrections to the average of σ h n and u h along interfaces of elements, respectively. They can also be viewed as multipliers to impose the inter-element continuity property of u h and σ h n, respectively. The four variables in the formulation provide feasible choices of numerical traces, and therefore, the flexibility of recovering most existing FEMs for the elasticity problem. There exist two different three-field formulations by eliminating the variableσ h orǔ h , respectively, and a two-field formulation by eliminating both. With the same choice of discrete spaces and parameters, these four-field, three-field, and two-field formulations are equivalent. Moreover, some particular discretizations induced from the unified formulation are hybridizable and lead to corresponding one-field formulation.
As shown in [27] [28] [29] , the analysis of the formulation is classified into two classes: H 1philic formulations and H(div)-philic formulations. Polynomials of a higher degree for the displacement u than those for the stress tensor σ are employed for H 1 -philic formulations and the other way around for H(div)-philic formulations. Both classes are proved to be well-posed under natural assumptions. Unlike scalar second order elliptic problem, there is no stable symmetric H(div)-conforming mixed finite element in literature that approximates the stress tensor by polynomials with degree not larger than k and k ≤ n. This causes the difficulty to prove the inf-sup condition for the H(div)-philic formulation with k ≤ n. The nonconforming element in [47] is employed here to circumvent this difficulty with the jump of the normal component of σ h embedded in the norm of the stress tensor σ h .
The unified formulation is closely related to some mixed element methods. As some parameters approach to infinity, some mixed element method and primal method can be proven as the limiting cases of the unified formulation. In particular, both the nonconforming mixed element method in [25] and the conforming mixed element methods in [31, 34, 35] are some limiting cases of the formulation. The proposed four-field formulations also closely related to most existing methods [13, 15, 23, 38, 40, 46] for linear elasticity as listed in Table 1 . More importantly, some new discretizations are derived from this formulation as listed in Table 2 . Under the unified analysis of these formulations, all these new methods are well-posed and admit optimal error estimates. In Table 2 , the first two schemes are H 1 -philic methods and the last two schemes are H(div)-philic methods. The second scheme is a special case of the first one with γ e = 0 and η e = τ −1 e , and the last scheme is a special case of the third one with γ e = 0 and η e = τ −1 e . Both the second and the last schemes are hybridizable and can be written as one-field formulations with only one globally-coupled variable. In fact, after the elimination of variableσ h and a transformation from variableǔ h to variableû h (see (5.5) ) in the fourth method of Table 2 , we obtain an optimal H(div)-philic HDG method.
The notation τ e = Ω(h −1 e ) and τ e = Ω(h e ) in Table 1 and Table 2 means there exist constants c 0 > 0, C 0 > 0 such that c 0 h −1 e ≤ τ e ≤ C 0 h −1 e and c 0 h e ≤ τ e ≤ C 0 h e , respectively. [46] Throughout this paper, we shall use letter C, which is independent of mesh-size h, stabilization parameters η e , τ e , γ e , to denote a generic positive constant which may stand for different values at different occurrences. The notations x y and x y mean x ≤ Cy and x ≥ Cy, respectively.
The rest of the paper is organized as follows. Some notation is introduced in Section 2. In Section 3, the four-field unified formulation is derived for the linear elasticity problem. In Section 4, uniform inf-sup conditions and error estimates are analyzed for the H 1 -philic and the H(div)philic formulations under certain assumptions. Section 5 illustrates the relations between the unified formulation and HDG methods, WG methods, DG methods, mixed methods and primal methods, respectively, and also propose some new methods for the linear elasticity problem.
Preliminaries
Given a nonnegative integer m and a bounded domain D ⊂ R n , let H m (D), · m,D and | · | m,D be the usual Sobolev space, norm and semi-norm, respectively. The L 2 -inner product on D and ∂D are denoted by (·, ·) D and ·, · ∂D , respectively. Let · 0,D and · 0,∂D be the norms of Lebesgue spaces L 2 (D) and L 2 (∂D), respectively. The norms · m,D and | · | m,D are abbreviated as · m and | · | m , respectively, when D is chosen as Ω.
Suppose that Ω ⊂ R n is a bounded polygonal domain covered exactly by a shape-regular partition T h into polyhedrons. Let h K be the diameter of element K ∈ T h and h = max K∈T h h K . Denote the set of all interior edges/faces of T h by E I h , and all edges/faces on boundary Γ D and Γ N by
and h e be the diameter of edge/face e ∈ E h . For any interior edge/face e = K + ∩ K − , let n i = n| ∂K i be the unit outward normal vector on ∂K i with i = +, − and n e = n + . For any vector-valued function v h and matrix-valued function
Define the average {·} and the jump [·] on interior edges/faces e ∈ E I h as follows:
For any boundary edge/face e ⊂ ∂Ω, define
Define some inner products as follows:
Whenever there is no ambiguity, we simplify (·, ·) T h as (·, ·). With the aforementioned definitions, there exist the following identities [5] :
For any vector-valued function v h and matrix-valued function τ h , define the piecewise gradient ǫ h and piecewise divergence div h by
The following crucial DG identity follows from integration by parts and (2.3).
where P k (K, R n ) and P k (e, R n ) are vector-valued in R n and each component is in the space of piecewise polynomials of degree at most k on K and e, respectively, and P k (K, S) are symmetric tensor-valued functions in S and each component is in the space of piecewise polynomials of degree at most k on K.
Unified formulation for linear elasticity problem
On a triangulation T h , let Q h and V h be approximations to L 2 (Ω, S) and L 2 (Ω, R n ), respectively, bothQ h,g andV h,g be approximations to
We start with multiplying the first two equations in (1.1) by τ h ∈ Q h and v h ∈ V h , respectively. Since u and σn are continuous across the interior edges/faces, by the DG identity (2.4), we have
According to the last two equations in (1.1) and the definitions in (2.1),
whereσ h andũ h are given in terms of σ h and u h ,
Hereσ h ∈Q h andǔ h ∈V h are some residual corrections toσ h andũ h along interfaces of mesh, respectively. Thus the formulation (3.1) can be written as
In order to preserve the continuity of the displacement and the stress across interfaces weakly, we employ the two equations below following the Nitche's technique to determineσ h andǔ h .
The role of the auxiliary parameters η e and τ e is to enhance the approximate continuity across element boundaries of the discrete strain tensor σ h and the displacement u h , respectively. The equations (3.2) and (3.3) form the general unified formulation. In this paper, we will discuss a special case of this formulation with
For this case, equation (3.2) becomes
By applying the DG identity (2.4) to the first equation in (3.4) , we obtain the following formulation, which seeks: 
Notice that the above two formulations (3.5) and (3.6) are mathematically identical under the same choice of discrete spaces and parameters. Both the formulations (3.5) and (3.6) can be recast into the following compact form: 
with a(·, ·), b(·, ·) and c(·, ·) defined in (3.8) . Then the formulation (3.7) reads 
Inf-sup conditions and error estimates
In this section, following [28] we will analyze two types of inf-sup conditions for the formulation (3.7) under different assumptions.
Before the analysis for the H 1 -philic and the H(div)-philic inf-sup conditions, we present the trace inequality [16] in the following lemma.
H 1 -philic inf-sup condition
(G2)Q h contains piecewise linear functions;
(G3) η e = ρ 1 h e , τ e = ρ 2 h −1 e and there exist positive constants C 1 , C 2 , C 3 such that
We note that under the assumption (G2), · g,V indeed defines a norm for v h ∈ V h . And we note that under the the assumption (G3), by trace inequality and inverse inequality, .7) is uniformly wellposed with respect to mesh size, ρ 1 , ρ 2 and there exist the following properties:
1. The following stability estimate holds:
be the solution of the formulation (3.7), the quasi-optimal approximation holds as follows:
×V k h be the solution of (3.7) with r = max(1, k), then we have the following error estimate:
Proof. We first establish the boundness ofã((σ h ,ū h ), (τ h ,v h )). Under the condition (G1), it suffices to prove the boundness of
It follows from the trace inequality (4.1) and Assumptions (G1) -(G3) that for any
Similarly, for any
,ǔ h can be established. These estimates directly lead to the boundness of the bilinear formã(·, ·).
Now we establish the inf-sup condition ofã(
(4.5)
By (3.7), (3.9) and Assumption (G1),
(4.6)
By the trace inequality (4.1), Assumption (G1) and (G3),
(4.9)
Substituting (4.7)-(4.9) to (4.6) with properly choosing γ 0 , ǫ 1 , ǫ 2 , and ǫ 3 , we have 
H(div)-philic inf-sup condition
For
We point out here that v h d,V is equivalent to v h 0 on the discrete space V h because of the trace inequality and inverse inequality.
We first state a crucial estimate [47] for the analysis of H(div)-philic formulation as follows.
Lemma 4.3. For any u h
(D3) η e = ρ 1 h −1 e , τ e = ρ 2 h e and there exist positive constants C 1 , C 1 2 , C 2 2 and C 3 such that 1. The following stability estimate holds:
where
be the solution of (3.7), then we have the following error estimate: 
Similarly, for any 
and
By (3.7) and (3.9), we havẽ Note that all the variants (5.3), (5.10) and (5.17) in the next section are three Schur complements of the four-field formulation (3.7) . Then under the same Assumptions (D1) -(D3), all these schemes are well-posed and admit the same error estimates. 
Theorem 4.5. If k ≥ n, the result in Theorem 4.4 can be modified as below such that the formulations are uniform well-posed with respect to ρ 2 ∈ (0, C 2 ]. Assume that
(D2c) η e = ρ 1 h −1 e , τ e = ρ 2 h e and there exist positive constants C 1 , C 2 and C 3 such that
It was analyzed in [31] that for
Under the Assumptions (D1c) and (D2c) , a similar procedure leads to the uniform inf-sup condition with respect to ρ 2 ∈ (0, C 2 ] for the four-field formulation (3.7) and its variants.
Variants of the unified formulation
Some variants of the formulation (3.7), including two three-field schemes and a two-field scheme, are discussed in this section. The relations between these variants and existing methods in literature are also discussed in this section.
Note that the third equation in the formulation (3.5) or (3.6) implieš 1) and the last one implieš
Thanks to (5.1) and (5.2), some variants of the formulation can be derived as below by eliminating the variableσ h orǔ h , or both of them.
Three-field schemes without the variableσ h
A three-field formulation is resulted from eliminatingσ h in the four-field formulation (3.6) by use of (5.1). It seeks
(5.4)
Note that the variableǔ h is a modification on u h along interfaces of meshes. According to the last equation in (5.3), the variableǔ h can also be interpreted as a multiplier on the jump [σ h ] along interfaces. In formulation (3.7), H(div)-continuity is weakly imposed on the variable σ h . This makes the three-field formulation (5.3) more alike mixed formulations.
In the meantime, the parameter τ e in the reduced formulation (5.3) is no longer restricted to be nonzero. Similar to the analysis in Section 4, the reduced formulation (5.3) with some certain choice of discrete spaces is well posed even when τ e = 0.
Related to HDG methods
The three-field formulation (5.3) with η e = τ −1 e , γ e = 0 is equivalent to some HDG methods if any of the following two assumptions holds:
5)
The variableû h approximates the displacement u on edges and the variableσ h approximates the normal component of stress tensor σ on edges.
If τ e = η −1 e and (A1) or (A2) holds, thanks to (2.3) and (5.2), the second equation in (5.3) reads
By (2.3) and (5.5),
Thus, according to (2.3) and (5.5), the three-field formulation (5.3) with γ e = 0,
This reveals the closely relation between (5.3) and HDG formulations [13, 23, 38, 40] . Table 3 lists three H 1 -philic HDG methods for linear elasticity problem in literature and two new H(div)-philic formulations. According to Theorem 4.2, all these three H 1 -philic HDG methods in literature are well-posed. Table 3 : Some existing HDG methods and new HDG methods.
1. The first two HDG methods in this table wre proposed in [40] , and the first one was then analyzed in [23] .
2. The third one is called the HDG method with reduced stabilization. It was proposed and analyzed in [13, 38] . Theorem 4.2 provides a brand new proof of the optimal error estimate for this HDG method.
3. The last two are new three-field schemes proposed following the H(div)-philic formulation (5.3). The error estimate for these formulations is analyzed in Theorem 4.4. Note that the divergence of stress tensor is approximated by div h σ h directly in this new H(div)-philic formulation without any extra post-process as required in H 1 -philic formulations.
Hybridization for the new H(div)-philic scheme
Consider the H(div)-philic formulation in Table 3 that
The new formulation (5.6) can be decomposed into two sub-problems as:
It is easy to see (5.7) is well-posed. Denote
respectively.
(II) Global problem. Findû h ∈V k h,g N such that
It follows from (5.7) that
The global problem (5.8) can be written in the following symmetric positive form
Since the original formulation is well-posed, the global problem (5.9) is also well-posed.
The new H(div)-philic HDG formulation with
is hybridizable and only one variableû h is globally coupled in (5.9) . Since all the HDG formulations listed in Table 3 are hybridizable, the corresponding formulation (3.7) can be reduced to a one-field formulation with only the variableû h .
Three-field schemes without the variableǔ h
Another reduced formulation is resulted from eliminatingǔ h in the four-field formulation (3.5) by use of (5.2). It seeks
(5.10)
It can be written as
(5.11)
Note that the variableσ h is a modification on σ h n e along interfaces of meshes. According to the last equation in (5.10), the variableσ h can also be interpreted as a multiplier on the jump [u h ] along interfaces. In formulation (3.7), meaning H 1 -continuity is weakly imposed on the variable u h . This makes the three-field formulation (5.10) more alike primal formulations.
In the meantime, the parameter η e in the three-field formulation (5.10) is no longer restricted to be nonzero. As is pointed out in Remark 4.1, the formulation (5.10) is well posed when η e = 0.
Related to WG method
The first two equations in (5.10) with γ e = 0 read
(5.12) By the last equation in (5.10), the first equation in (5.12) is
If η e = τ −1 e , Q h n| E h ⊂Q h,g and Q h n| E h ⊂V h,g , by (2.3) and (5.5),
Thus the formulation (5.10) with γ e = 0,
The three-field formulation (5.10) in Table 4 is H 1 -philic. Theorem 4.2 indicates the wellposedness and optimal error estimates of this formulation. Table 4 : A new three-field formulation.
Hybridization of the new H 1 -philic sheme
Consider the three-field formulation in Table 4 . Denote
Decompose the three-field formulation (5.13) into two sub-problems as:
It is easy to see that the local problem (5.14) is well-
It follows from (5.14) that
Thus the second equation in (5.15 ) can be written as
Therefore, the global sub-problem (5.15) 
Note that the H 1 -philic three-field formulation in Table 4 is hybridizable. This implies that the corresponding four-field formulation (3.7) is hybridizable and can be reduced to a one-field formulation with only the variableσ h in (5.16).
Two-field schemes without the variablesσ h andǔ h
A two-field formulation is obtained by eliminating bothσ h andǔ h . It seeks:
(5.17) It can be written as The resulting two-field formulation (5.17) is a generalization of DG method [5, 15, 17] , since it seeks: (σ h , u h ) ∈ Q h × V h such that 2 (σ h n − g N )) on Γ N .
(5.21) Table 5 lists some well-posed H 1 -philic formulations following the analysis in Theorem 4.2 and the last two formulations are new in literature. It shows that the LDG formulation in [15] is the first formulation in Table 5 with k = 1, η e = γ e = 0 and τ e = O(h −1 e ). The comparison between the three formulations in Table 5 implies that the vanishing parameter η e causes the failure of the hybridization for the formulation in [15] . Table 6 lists the LDG formulation in [46] and some new H(div)-philic formulations. According to Theorem 4.4 and Remark 4.2, all these formulations are well-posed and admit the optimal error estimates for both displacement and stress tensor. It shows that the formulation (5.17) with τ e = 0, γ e = 0 and η e = O(h −1 e ) is equivalent to the LDG formulation in [46] . The last two formulations in Table 6 are brand new LDG methods. It implies that the vanishing parameter τ e causes the failure of the hybridization for the formulation in [46] . Table 6 : H(div)-philic formulations for linear elasticity problem.
Mixed methods: A limiting case of formulation (5.3)
Consider the model problem (1.1) with boundary condition g N = 0. The formulation (5.3) with γ e = 0, τ e = 0 and V h | E h ⊂V h seeks (σ h , u h ,ǔ h ) ∈ Q h × V h ×V h such that for any And the resulting mixed element (5.23) is also well posed with Thanks to the norm equivalence theorem and the scaling technique, we have
Conclusion
In this paper, a unified analysis of a four-field formulation is presented and analyzed for linear elasticity problem. This formulation is closely related to most HDG methods, WG methods, LDG methods and mixed finite elements in literature. And some new methods are proposed following the unified framework. Some particular formulations are proved to be hybridizable. In addition, two class of uniform inf-sup conditions for the formulation provide a unified way to prove the optimal error estimate under two different sets of assumptions. Also, these assumptions guide the design of some well-posed formulations new in literature.
