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5PREFACE
After corresponding for some time on various problems on the differential geome-
try of submanifolds, the authors started their joint research on submanifold theory
at the Michigan State University (MSU) at East Lansing during the academic
year 1975-1976, when the second author, as a Fulbright-Hays Grantee, Nato Re-
search Fellow and Researcher of the Belgian National Science Foundation, did post-
doctoral work there, under the guidance of the first author, who then was a young
Professor at MSU.
We are happy to say that, ever since, we stayed in close scientific contact, and
that we continuously had opportunities over the past 20 years to effectively do
joint research at East Lansing and at Leuven-Brussel, thanks to the support of
mainly MSU, the Katholieke Universiteiten of Leuven and Brussel (KUL and KUB)
- most in particular through their Research Councils -, the NSF of Belgium and
the Fulbright Programm of the CEE between the USA and Belgium. Moreover,
we are very glad that over the years our scientific contacts naturally extended to
many of our coworkers, of whom, in particular, we would like to mention here the
first author’s colleagues at MSU and both our friends D.E. Blair and G. Ludden,
and the second author’s collegues and former students at KUL and KUB, of whom
we specially would like to mention at this stage both our friends P. Verheyen, F.
Dillen and L. Vrancken. Through the frequent visits of the first author to Leuven-
Brussel, the second author would like to emphasize that most of his ± 20 doctoral
students till now, from Belgium and several other countries, certainly were largely
influenced by the highly innovative work of the first named author, and that also
many of them enjoyed the great hospitality of the MSU-geometers and their families
at East Lansing.
One more side effect of our cooperation, we would like to mention here is the
following. Around New Year 1986, J.M. Morvan and the authors discussed at
MSU, the organisation of international meetings on differential geometry. This
later developed into what lately became the yearly congresses in “Pure and Ap-
plied Differential Geometry”, the last four being held at Leuven-Brussel. We are
very gratefull for all the work done by many to make these events successfull, sci-
entifically and socially, and in particular would like to mention here J.M. Morvan,
A. West and S. Carter, U. Simon and M. Magid, and from the Center for Pure and
Applied Differential Geometry at KUL-KUB (PADGE) : F. Dillen and I. Van de
Woestijne.
In the spring term of 1991, at MSU, the authors continued their joint work on
the theory of submanifolds of finite type, which was created some decade before
by the first named author, and also worked on biharmonic submanifolds. In the
course of this work, we got engaged in the study of the Laplace transformations
6of submanifolds and some related topics. A first version of this work, just stating
part of our results on this at that time, was written down in a paper for the book
“Differential Geometry in honor of Radu Rosca”, published by the Department of
Mathematics of the KUL, dedicated to both our friend, and first teacher in research
of the second author, at the occasion of his 80th birthday. The present monograph is
an extension of this work, including also the proofs of the results. We are convinced
that many more results could be obtained on the topics initiated in this booklet
and we hope that its reading would inspire some other mathematicians to continue
research on them.
The KUB indeed is, at this moment, but a small Flemish University at Brus-
sel, which employs only a small number of mathematicians and physicists, and one
chemist in its Group of Exact Sciences, mainly for teaching in their Faculty of Eco-
nomical and Applied Economical Sciences. The second author is as such teaching
there, together with I. Van de Woestijne, the first year’s course on mathematics
to the economical engineers. The mathematicians doing research at the KUB on
submanifold theory at the moment are I. Van de Woestijne, J. Walrave, J. Ver-
straelen and the second author. As member of the group of Exact Sciences at
the KUB, the second author is very happy to state here that, despite the rather
limited possibilities in general of this university, the working atmosphere there is
extremely positive, the contacts with the colleagues and students are truly enjoy-
able and all Deans of this Faculty so far as well as the former and present Rector F.
Van Hemelrijck and F. Gotzen, have always fully supported the research activities
of our Group. In particular, the last three meetings so far of the above mentioned
series of congresses in differential geometry, would not have been possible without
their support.
The second author would like to make a general comment concerning the research
activities of PADGE, which basically is an international group of pure and applied
mathematicians, centered essentially at the Department of Mathematics of the KUL
(in its section with the same name) and at the Group of Exact Sciences of the
KUB: namely, we see our Center as sort of a prototype of effective cooperation on
research and teaching between the KUL and KUB. Besides our indebtedness to the
authorities of the KUB mentioned before, we would also like to thank very much
A. Warrinnier, the Chairman of the Department of Mathematics of the KUL, and
A. Oosterlinck, the Director of the Group of Exact Sciences of the KUL, for their
support to PADGE since its creation.
The Group of Exact Sciences of the KUB intends to publish a series of mono-
graphs on the work in which they are involved, and of which this is the first volume.
We hope, also in this way, to express our deep gratitude towards the authorities of
the KUB for their generous support of our work.
7Chapter I: INTRODUCTION
Let x : Mn → Em be an isometric immersion of an n-dimensional (n > 0)
connected Riemannian manifold Mn into a Euclidean m-space. Denote by ∆ the
Laplace operator of Mn with respect to the Riemannian structure. Then ∆ gives
rise to a differentiable map L : Mn → Em , called the Laplace map, defined by
L(p) = (∆x)(p), for any point p ∈ Mn , where x denotes the immersion of Mn
into Em as well as the position vector field of the submanifold Mn in Em . We call
the image L(Mn ) of this map the Laplace image, and we call the transformation
L : Mn → L(Mn ) from Mn onto its Laplace image L(Mn ) via ∆ the Laplace
transformation of the immersion x : Mn → Em or of the submanifold Mn in Em .
Similar definitions of course can be given for submanifolds in pseudo-Euclidean
spaces exactly in the same way. Many of the results mentioned in this article can
be easily extended to submanifolds in pseudo-Euclidean spaces.
Let H denote the mean curvature vector field of the immersion x :Mn → Em or
the submanifold Mn . As is well-known, H is a natural and canonically determined
normal vector field on Mn in Em . Its length α = ||H || is called the mean curvature
function of x or of Mn , or simply, their mean curvature. Much of the geometry
of the submanifold Mn is determined by the properties of H and α. One has the
following fundamental formula of Beltrami:
(1.1) ∆x = −nH ;
(for pseudo-Riemannian submanifolds in pseudo-Euclidean ambient spaces, see [C5,
C7]). From the Beltrami formula, it follows that the Laplace image L(Mn ) of a
submanifold Mn in Em is obtained by first parallel translating the mean curvature
vector field H of Mn to a vector field with the origin 0 as its initial point, and by
then performing a homothety in Em with center 0 and factor −n. Of course, the
geometries of the Laplace image L(Mn ) and of the submanifold in Em generated
by the mean curvature vector field H of Mn when centered at the origin 0, which
we could call the H-image of Mn in Em , are basically the same.
From the Beltrami formula, one knows, for instance, that the immersion x is
minimal, or that Mn is a minimal submanifold in Em , if and only if their Laplace
image L(Mn ) is the point 0 (namely the origin of the ambient space Em ). Also, it
is clear that x orMn have non-vanishing constant mean curvature function α if and
only if their Laplace image L(Mn ) is contained in a hypersphere of Em centered
at 0. In the same way, for Riemannian or pseudo-Riemannian submanifolds in, for
instance, a Minkowski space-time, it is clear that they are pseudo-minimal in the
sense of R. Rosca, i.e., H 6= 0 but ||H || = 0, if and only if their Laplace image lies
on the light-cone minus the origin.
8Our main purpose of this article is to initiate the study of the following geometric
problem:
“To what extent do the properties of the Laplace transformation and/or the
Laplace image of the immersion x :Mn → Em determine the immersion?”
and we will report here on the results of our joint work on this problem: Annouce-
ments of some of these results were made in the papers [CV1,CV2].
Here, we would like to mention that the formula of Beltrami plays a rather
important role in the theory of submanifolds of finite type, which was originated
by the first author (see, for instance, [C3-C7]). And the main topic of our present
study actually came up when studying questions on finite type submanifolds and
biharmonic submanifolds; the latter one is in fact one of the off-springs of the theory
of finite type.
Following up on some studies initiated in this work, further research has been
done in the mean time by various people. For instance, following up on our study
of submanifolds with harmonic mean curvature function in Chapter VII, further
research has been done by e.g. also O. Garay, M. Barros and G. Zafindratafa,
and also, this theory now fits in as a special case in the variational theory of k-
minimal submanifolds, as studied first by the authors together with F. Dillen and
L. Vrancken, and later also by D. E. Blair, M. Petrovic and J. Verstraelen.
The contents of this monograph is as follows. In Chapter II, we recall some basic
facts and formulas on submanifolds in general, as far as useful in the work later
on. In particular, this chapter offers as introduction to the theory of submanifolds
of finite type and several related notions. The main purpose of Chapter III is to
study submanifolds whose Lapace maps have small rank, or more precisely, have
a constant rank smaller their dimension. In particular, we consider submanifolds
whose Laplace maps have constant rank 1. Also, the Laplace maps of ruled surfaces
is studied. In Chapter IV, we study submanifolds for which the Laplace transfor-
mations is homothetic. Among others, we do so in relation with the theory of finite
type. Also, classification results are obtained for surfaces and hypersurfaces with
homothetic Laplace transformations. Chapter V deals with submanifolds with con-
formal Laplace transformations. Characterizations are given for such submanifolds
to be minimal in hyperspheres and for their Laplace images to be minimal in hyper-
spheres centered at the origin. Also, in this context, conformally flat hypersurfaces
are studied. Then, in particular, surfaces with conformal Laplace transformations
are studied, revealing among others relations with the property to be biharmonic.
In Chapter VI, we study the geometry of Laplace images of submanifolds. As such,
we study, e.g. surfaces whose Laplace images lie in a plane, a sphere, a cylinder
or a cone, and also curves whose Laplace images lie in a line or a circle. Finally,
for totally real surfaces, we study when their Laplace images are also totally real.
9In Chapter VII, we point out the relation between submanifolds having harmonic
Laplace maps and biharmonic submanifolds. In particular, an old result of the
first author, according to which every biharmonic surface in E3 is minimal, is also
included here. Then we study curves and submanifolds with parallel mean curva-
ture vector field having harmonic Laplace transformations. Finally, we initiate the
study of the (no-compact) submanifolds with harmonic mean curvature functions,
and, in particular, classify the flat surfaces in E3 with harmonic mean curvature
functions. In Chapter VIII, we study curves, surfaces and hypersurfaces whose
Laplace-Gauss-transformations, for short LG-transformations, are conformal or, in
particular, homothetic. Here, by the LG-transformation of a submanifold Mn in
Em , we mean the natural map LG : L(Mn ) → G(Mn ) from the Laplace image
L(Mn ) of Mn to the Gauss image G(Mn ), i.e. the image of the Gauss map of
Mn . Lastly, in Chapter IX, we study the following, first, we study the problem
when the spherical Laplace map of a submanifoldMn in Em with nonzero constant
mean curvature α is harmonic; here, the spherical Laplace map LS is the natural
function LS : M
n → Sm−1 (nα) ⊂ Em , observing that for such submanifolds the
Laplace image L(Mn ) is always contained in a hypersphere of Em with radius nα
and centered at the origin. Then we study mostly 2-type submanifolds in relation
with their Laplace map, in the course of which we introduce the notions of conju-
gate and dual 2-type submanifolds. In this work we follow the notations of [C3,C4]
closely.
This work was started when the second author was visiting the Michigan State
University at East Lansing in 1991. We had further discussions on it when the first
author was visiting the Katholieke Universiteit of Leuven and of Brussel in 1991,
1993 and 1994. Also the second author worked on it when visiting our colleagues
P. Embrechts and K. Voss at the ETH Zu¨rich in 1994. We would like to thanks the
ETH Zu¨rich and our own universities for their support making this work possible.
Moreover, we would like to thank the Reseach Council of the Katholieke Universiteit
Brussel for its support to the mathematicians of its Group of Exact Sciences in
general, and, in particular, for publishing this monograph. (March 4, 1995)
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Chapter II: SUBMANIFOLDS OF FINITE TYPE
The main purpose of this chapter is to review some results on submanifolds of
finite type for later use. For the general references, see for instances, [C5,C6,C18].
§1. Basic formulas.
Throughout this monograph, submanifolds are assumed to be connected, smooth,
and of positive dimension unless mentioned otherwise.
Let x : M → Em be an isometric immersion of an n-dimensional Riemannian
manifold M into Em . Let ∇ and ∇˜ denote the Levi-Civita connections of M and
Em , respectively. For any vector fields X,Y tangent to M , the Gauss formula is
given by
(2.1) ∇˜X Y = ∇X Y + h(X,Y ),
where h denotes the second fundamental form of M in Em . The mean curvature
vector H is given by H = 1n traceh, n = dim M . The length of the mean curvature
vector is called the mean curvature.
Let A denote the Weingarten map. Then h and A are related by
(2.2) < h(X,Y ), ξ >=< AξX,Y >
for X,Y tangent toM and ξ normal toM , where < , > is the inner product in Em .
Let D denote the normal connection of M in Em . Then the Weingarten formula is
given by
(2.3) ∇˜X ξ = −AξX +DX ξ.
Let R denote the Riemannian curvature tensor of M . The equation of Gauss is
then given by
(2.4) < R(X,Y )Z,W >=< h(X,W ), h(Y, Z) > − < h(X,Z), h(Y,W ) > .
For the second fundamental form h, the covariant derivative of h is defined by
(2.5) (∇¯X h)(Y, Z) = DX h(Y, Z)− h(∇X Y, Z)− h(Y,∇XZ).
The equation of Codazzi is given by
(2.6) (∇¯X h)(Y, Z) = (∇¯Y h)(X,Z).
If we denote by RD the curvature tensor associated with the normal connection D
of M in Em , then the equation of Ricci is given by
(2.7) < RD (X,Y )ξ, η >=< [Aξ , Aη ]X,Y >
for X,Y tangent to M and ξ, η normal to M . Since M is Riemannian, one may
choose orthonormal local frame fields {e1 , . . . , en , en+1 , . . . , em} on M such that
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e1 , . . . , en are tangent to M and en+1 , . . . , em are normal to M. Let ω
1 , . . . , ωn be
the fields of dual 1-forms of e1 , . . . , en . The connection form (ω
A
B ) is then given by
(2.8) ∇˜eA =
m∑
B=1
ωBA eB , ω
B
A = −ωAB , A,B,C = 1, . . . ,m.
From (2.8) we find
(2.9) dωBA = −
m∑
C=1
ωCA ∧ ωBC .
Put
(2.10) h =
∑
i,j,r
hrij ω
iωj er , i, j = 1, . . . , n, r = n+ 1, . . . , s.
Then we have
(2.11) ωri =
∑
j
hrij ω
j , < Ar ei , ej >= ǫrh
r
ij ,
where Ar = Aer .
An n–dimensional submanifoldM of a Riemannian manifold M˜ is called a totally
umbilical submanifold if the Weingarten map Aξ is proportional to the identity map
for any normal vector ξ. It is known that totally umbilical submanifolds of a Eu-
clidean Em are open portions of n–dimensional affine subspaces and open portions
of hyperspheres of (n+ 1)–dimensional affine subspaces of Em . An n–dimensional
submanifold M of a Riemannian manifold M˜ is called a pseudo–umbilical subman-
ifold if mean curvature vector H is nowhere zero and the Weingarten map AH at
H is proportional to the identity map.
Here, we mention two results concerning pseudo–umbilical submanifolds for later
use.
Theorem 1.1. [CY] Let x : M → Em be an isometric immersion of an n–
dimensional Riemannian manifold M into Em . Then M is a pseudo–umbilical
submanifold with parallel mean curvature vector if and only if M is immersed as a
minimal submanifold in a hypersphere of Em . 
Theorem 1.2. [C1] Let x : M → En+2 be an isometric immersion of an n–
dimensional Riemannian manifold M into En+2 . Then M is a pseudo–umbilical
submanifold with constant mean curvature if and only if M is immersed as a min-
imal submanifold in a hypersphere of Em . 
We need the following formula for later use, too.
Theorem 1.3. [C5,C6] Let M be an n–dimensional submanifold of Em . Then
we have
∆H = ∆DH + ||An+1 ||2H + a(H) + trace(∇AH ),
12
where
(2.12) ∇AH = ∇AH +ADH ,
(2.13) trace(∇AH ) =
n∑
i=1
{ADei H ei + (∇ei AH )ei }.
a(H) =
m∑
r=n+2
trace(AHAr )er .
(1.24) ∆H = ∆DH +
n∑
i=1
h(AH ei , ei ) +
n
2
grad < H,H > +2 traceADH ,
where ∆D is the Laplacian operator associated with the normal connection D. 
If M is a spherical submanifold, we have the following [C5,C6,C8].
Proposition 1.4. Let M be an n–dimensional submanifold of a hypersphere
Sm−1 (r) of radius r and centered at the origin of Em . Then we have
(2.15) ∆H = ∆D¯ H¯ + (n+ ||Aξ ||2 )H¯ +A(H¯) + trace(∇AH )− nα
2
r2
x,
where H¯ is the mean curvature vector of M in Sm−1 (r), ξ the unit vector in the
direction of H¯, and D¯, A(H¯) the normal connection and the allied mean curvature
vector of M in Sm−1 (r), respectively. 
§2. Order of submanifolds.
An algebraic manifold or an algebraic variety is defined by algebraic equations.
Thus, one may define the notion of degree of an algebraic manifold by its algebraic
structure (which can also be defined by using homology). The concept of degree
is both important and fundamental in algebraic geometry. On the other hand,
one cannot talk about the degree of an arbitrary submanifold in a Euclidean m–
space Em . In this section, we will use the induced Riemannian structure on a
submanifold M of Em to introduce two well–defined numbers p, q associated with
the submanifold M ; more precisely, p is a positive integer and q is either +∞ or
an integer ≥ p. We call the pair [p, q] the order of the submanifold M ; moreover,
p is called the lower order and q the upper order of the submanifold M . The
submanifold M is said to be of finite type if the upper order q is finite. And M is
of infinite type if the upper order q is ∞.
Although it remains possible to define the notion of submanifolds of finite type
and the related notions of order,... for those submanifolds, for simplicity, we define
them here only for compact submanifolds.
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Let (M, g) be a compact Riemannian manifold, denote the Levi–Civita connec-
tion of (M, g) by ∇ and let ∆ = −trace∇2 be the Laplacian of (M, g) acting as a
differential operator on C∞ (M) ⊂ L2 (M,µg ). It is well–known that the eigenval-
ues of ∆ form a discrete infinite sequence:
0 = λ0 < λ1 < λ2 < . . .ր∞.
Let Vk = {f ∈ C∞ (M) : ∆f = λk f} be the eigenspace of ∆ with eigenvalue λk .
Then Vk is finite–dimensional. We define an inner product ( , ) on C
∞ (M) by
(f, h) =
∫
M
fhdV
where dV is the volume element of (M, g).
Then
∑∞
k=0 Vk is dense in C
∞ (M) (in L2–sense). Denoting by ⊕ˆVk the com-
pletion of
∑
Vk , we have
C∞ (M) = ⊕ˆkVk .
For each function f ∈ C∞ (M) let ft be the projection of f onto the subspace
Vt (t = 0, 1, 2, . . .). Then we have the following spectral decomposition:
f =
∞∑
t=0
ff (in L
2 -sense).
Becuase V0 is 1–dimensional, for any non–constant function f ∈ C∞ (M) there
is a positive integer p ≥ 1 such that fp 6= 0 and
f − f0 =
∑
t≥p
ft ,
where f0 ∈ V0 is a constant. If there are infinite ft ’s which are nonzero, we put
q =∞, Otherwise, there is an integer q, q ≥ p, such that fq 6= 0 and
(2.1) f − f0 =
q∑
t=p
ft .
If we allow q to be ∞, we have the decomposition (2.1) in general.
The set
(2.2) T (f) = {t ∈ N0 : ft 6= 0}
is called the type of f. A function f in C∞ (M) is said to be of finite type if T (f) is
a finite set, i.e., if its spectral decomposition contains only finitely many non–zero
terms. Otherwise f is said to be of infinite type. The smallest element in T(f) is
called the lower order of f (notation: l.o.(f)) and the supremum of T (f) is called
the upper order of f (notation: u.o.(f)). f is said to be of k–type if T (f) contains
exactly k elements.
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For an isometric immersion x :M → Em of a compact Riemannian manifold M
into a Euclidean m–space, we put
x = (x1 , . . . , xm )
where xA is the A–th Euclidean coordinate function of M in E
m . For each xA we
have
xA − (xA )0 =
qA∑
t=pA
(xA )t , A = 1, . . . ,m.
For the isometric immersion x :M → Em , we put
p = inf
A
{pA}, q = sup
A
{qA}
where A ranges among all A such that xA − (xA )0 6= 0. It is easy to see that p
and q are well–defined geometric invariants such that p is a positive integer and q
is either ∞ or an integer ≥ p. By using the above notation, we have the following
spectral decomposition of x in vector form:
(2.3) x = x0 +
q∑
t=p
xt .
We define T (x) by
T (x) = {t ∈ N0 : xt 6= 0}.
The immersion x or the submanifold M is said to be of k–type if T (x) contains
exactly k elements. Similarly we can define the lower order of x and the upper
order of x. The immersion x is said to be of finite type if q, the upper order of x,
if finite; and x is of infinite type if q is ∞.
Remark 2.1. It is easy to see that T (x) = T (y) if x and y are congruent
isometric immersions of (M, g) in Em , so that all these notions do in fact have
geometric significance. 
Remark 2.2 Let x : M → Em be an isometric immersion and x¯ : M → Em ⊂
Em¯ . Then we have T (x) = T (x¯). 
We give the following lemmas for later use.
Lemma 2.1. Let x : M → Em be an isometric immersion of a compact Rie-
mannian manifold M into Em . Then x0 is the center of mass of M in E
m .
Consider the spectral decomposition:
x = x0 +
q∑
t=p
xt , ∆xt = λtxt .
By Hopf’ lemma, we have∫
M
xtdV =
1
λt
∫
M
∆xtdV = 0, t 6= 0.
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Since x0 is a constant vector in E
m , we obtain that
x0 =
1
vol(M)
∫
M
xdV.
This shows that x0 is the center of mass of M in E
m . 
For two Em -valued functions v, w on M , we define the inner product v, w by
(v, w) =
∫
M
〈v, w〉 dV
where 〈v, w〉 denotes the Euclidean inner product of v, w.
We then have the following.
Lemma 2.2. Let x : M → Em be an isometric immersion of a compact Rie-
mannian manifold M into Em . Then we have
(xt , xs ) = 0, t 6= s,
where xt is the t–th component of x with respect to the spectral decomposion of x.
Proof. Since ∆ is self–adjoint, we have
λt (xt , xs ) = (∆xt , xs ) = (xt ,∆xs ) = λs (xt , xs ).
Because λt 6= λs , we obtain the lemma. 
For general Riemannian manifolds, in general one cannot make a spectral de-
composition of a function. However, it remains possible to define the notion of a
function of finite type and the related notions of order,.... for those functions. A
function f in general is said to be of finite type if it is a finite sum of eigenfunctions
of the Laplacian. More precisely, a function of finite type can be written as
f = f0 +
k∑
i=1
fi
where ∆f0 = 0, fi is a nonzero eigenfunction of ∆ with nonzero eigenvalue λti
and all λti are mutually distinct. We define T (f) to be the set {λt1 , . . . , λtk },
u.o.(f) = sup T (f), l.o.(f) = inf T (f). Similar notions can be defined for an
isometric immersion from a general Riemannian manifold into a Euclidean space.
Here we mention the following two well-known results.
Proposition 2.3. (E. Beltrami) Let x : M → Em be an isometric immersion.
Then we have
(2.6) ∆x = −nH,
where H denotes the mean curvature vector of x.
Proof. Let h,∇, ∇˜ be the second fundamental form of x, the Levi–Civita
connection of M and the Levi–Civita connection of Em , respectively. Denote by
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e1 , . . . , en an orthonormal local frame fields of M . Then we have
∆x = −
n∑
i=1
{eieix− (∇ei ei )x} = −
n∑
i=1
h(ei , ei ) = −nH. 
Theorem 2.4. [Ta1] Let x : M → Em be an isometric immersion. If ∆x =
λx, λ 6= 0, then
(i) λ > 0;
(ii) x(M) ⊂ Sm−10 (r), where Sm−10 (r) is a hypersphere of Em centered at the
origin 0 and with radius r =
√
n/λ;
(iii) x(M) ⊂ Sm−10 (r) is a minimal immersion; moreover, if x(M) ⊂ Sm−10 (r)
is a minimal immersion, then ∆x = ( nr2 )x.
Proof. If ∆x = λx, λ 6= 0, then we have H = −(λn )x. Let X be a vector field
tangent to M . We have 〈x,X〉 = 0. Thus, X 〈x, x〉 = 2 〈x,X〉 = 0. Therefore, 〈x, x〉
is constant on M . This proves that M is immersed into a hypersphere Sm−1 (r) of
Em centered at the origin with radius r. Let h, h′ and h˜ be the second fundamental
forms ofM in Em , M in Sm−1 (r), and Sm−1 (r) in Em , respectively. Then we have
h(X,Y ) = h′ (X,Y ) + h˜(X,Y )
for X,Y tangent to M . Thus, the mean curvature vector H = H ′ − 1r2 x. Since x
is perpendicular to Sm−1 (r), and H is parallel to x, we have H ′ = 0. Thus M is
minimal in Sm−1 (r). Furthermore, we have
∆x = −nH = n
r2
x.
Therefore, λ = nr2 . This proves statements (i)–(iii). The remaining part is easy to
verify. 
Remark 2.3. The pseudo-Riemannian version of Theorem 2.4 was obtained in
[C9]. 
In terms of finite type submanifolds, Proposition 2.3 and Theorem 2.4 give the
following result.
Proposition 2.5 Let x : M → Em be an isometric immersion. Then x is of
1–type if and only if either M is a minimal submanifold of Em or M is a minimal
submanifold of a hypersphere of Em . 
In particular, Proposition 2.5 shows that a linear subspace and a hypersphere of
a Euclidean space are of 1–type.
We give some more examples of finite type submanifolds.
Example 2.1. (Product submanifolds) If M is a finite type submanifold of Em
and N a finite type submanifold of EN , then the product submanifold M × N in
E
m+N is of finite type.
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In particular, the product of two plane circles S1 (a) × S1 (b) is of finite type in
E4 . In fact, it is of 1–type if a = b and is of 2–type if a 6= b. Also a circular cylinder
R× S1 is a finite type surface in E3 , in fact, a 2–type surface in E3 . 
Example 2.2. (Diagonal immersions) Let xi : M → Eni , i = 1, . . . , k be k
isometric immersions from a Riemannian manifold M into Eni respectively. For
any k real numbers c1 , . . . , ck with c
2
1 + . . .+ c
2
k = 1, the immersion:
x˜ = (c1x1 , . . . , ckxk ) : M → En1+···+nk
is an isometric immersion from M into En1+···+nk . Such an immersion is called a
diagonal immersion. If xi are all of finite type, then also x˜ is of finite type. 
There are ample examples of finite type submanifolds which are not of the above
kinds. Here we give some such examples.
Example 2.3. (2–type curves in E3 ) For each positive number ǫ we put
γǫ (s) =
12
ǫ2 + 36
(ǫ sin s,− ǫ
2
12
cos s+ cos 3s,− ǫ
2
12
sin s+ sin 3s).
Then γǫ is of 2–type. According to a result of [CDV], up to homothetic transfor-
mations of E3 , a 2–type curve in E3 is either a right circular helix or it is congruent
to the curve γǫ for some positive number ǫ. 
Example 2.4. (A flat torus in E6 ) Consider the flat torus
Tab = S
1 (a)× S1 (b), a2 + b2 = 1.
Let x : Tab → E6 be defined by
x = x(s, t) = (a sin s, b sin s sin
t
b
, b sin s cos
t
b
, a cos s, b cos s sin
t
b
, b cos s cos
t
b
).
By a direct compution, we can see that Tab is of 2–type in E
6 . 
This example was first given by N. Ejiri [Ej1] in answering an open question of
Weiner.
Example 2.5. (Spheres in Em ) Let Sn be the unit hypersphere of En+1 defined
by y21 + y
2
2 + . . .+ y
2
n+1 = 1, where (y1 , . . . , yn+1 ) is a Eucldean coordiante system
of En+1 . Let
x = (x1 , . . . , xm ) : S
n → Em
be an isometric immersion of Sn into Em . Then the coordinate functions
xA = xA (y1 , . . . , yn+1 )
are funtions of y1 , . . . , yn+1 . Since the eigenspace of ∆ of S
n associated with λk is
spanned by harmonic homogeneous polynomials of degree k on En+1 , restricted to
M , the isometric immersion x : M → Em is thus of finite type if and only if each
of xA (y1 , . . . , yn+1 ) is a polynomial in y1 , . . . , yn+1 . Moreover, when x :M → Em
is of finite type, then the lower order p of the immersion x is nothing but the lowest
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(nonzero) degree of {xA (y1 , . . . , yn+1 ) : A = 1, . . . ,m} and the upper order q of
the immersion x is the highest degree of {xA (y1 , . . . , yn+1 ) : A = 1, . . . ,m}.
Therefore, in this case, the order of the immersion is nothing but the degree. 
Example 2.6. (Symmetric Spaces in Em )
For a compact rank one symmetric space, we have the following two theorems
of [CDV1].
Theorem 2.6. If x : M → Em is an isometric immersion of a compact rank
one symmetric space M into a Euclidean space, then x is of finite type if and only
if all geodesics of M are curves of finite type in Em via x. 
Theorem 2.7. Let x : M → Em be an isometric immersion of finite type of a
compact rank one symmetric sapce M with upper order q. Then
(i) every geodesic is mapped to a curve of finite type of upper order at most q;
and
(ii) through each point of M, there is a geodesic of upper order q. 
Theorem 2.7 was generalized by J. Deprez in [De1] to the following.
Theorem 2.8. Let M be the Riemannian product of a symmetric space of com-
pact type and a number of circles. Then an isometric immersion x : M → Em is
of finite type if and only if x :M → Em maps all geodesics to curves of finite type.
§3. Minimal polynomial and examples.
The following criterion of [C5,C6] for finite type submanifolds is quite useful.
Theorem 3.1. (Minimal Polynomial Criterion) Let x : M → Em be an iso-
metric immersion of a compact Riemannian manifold M into Em and H the mean
curvature vector of M in Em . Then
(i) M is of finite type if and only if there is a nontrivial polynomial Q(t) such
that Q(∆)H = 0;
(ii) if M is of finite type, there is a unique monic polynomial P(t) of least degree
with P (∆)H = 0;
(iii) if M is of finite type, then M is of k–type if and only if deg(P ) = k.
The same results holds if H is replaced by x− x0 .
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Proof. Let x :M → Em be an isometric immersion of a compact Riemannian
manifold M into Em . Consider the spectral decomposition:
(3.1) x = x0 +
q∑
t=p
xt , ∆xt = λtxt .
If M is of finite type, then q <∞. Because ∆x = −nH , we have
(3.2) −n∆iH =
q∑
t=p
λi+1t xt , i = 0, 1, . . . .
Let
c1 = −
q∑
t=p
λt , c2 =
∑
t<s
λtλs , . . . , cq−p+1 = (−1)q−p+1λp · · ·λq .
Then by direct computation we find
∆kH + c1∆
k−1H + . . .+ ckH = 0,
where k = q−p+1. Conversely, ifH satisfiesQ(∆)H = 0 for some monic polynomial
(3.3) Q(t) = tk + c1 t
k−1 + . . .+ ck−1 t+ ck ,
then from (2.2) we have
(3.4)
∞∑
t=1
λt (λ
k
t + c1λ
k−1
t + . . .+ ck−1λt + ck )xt = 0.
For each positive integer s, (3.4) yields
∞∑
t=1
λt (λ
k
t + c1λ
k−1
t + . . .+ ck )
∫
M
〈xs , xt 〉 dV = 0.
Therefore, by applying Lemma 1.2, we obtain
(3.5) (λks + c1λ
k−1
s + . . .+ ck )||xs ||2 = 0,
where ||xs ||2 = (xs , xs ). If xs 6= 0, then (3.5) implies
λks + c1λ
k−1
s + . . .+ ck = 0.
Since this equation has at most k real solutions and equation (3.5) holds for any
positive integer s, at most k of the xt ’s are nonzero. Thus the decomposition (3.1)
is in fact a finite decomposition. Consequently, the immersion x is of finite type.
This proves (i).
Suppose that M is of finite type. Let P = P (t) be a monic polynomial of least
degree with P (∆)H = 0. If K is another such polynomial, then deg(P ) = deg(K).
Since R = P −K is a polynomial of smaller degree satisfying R(∆)H = 0, we have
R = 0. This implies that P = K. So (ii) is proved.
(iii) follows from the proof of (i).
The same proof applies if we replace H by x− x0 . 
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Definition 3.1. The unique monic polynomial P given in (ii) of Theorem 2.1
is called the minimal polynomial of the finite type submanifold M . 
If the submanifold M is not compact, then the existence of a nontrivial polyno-
mial Q such that Q(∆)H = 0 does not imply that M is of finite type in general.
However, we have the following three results of [CP].
Theorem 3.2. Let γ be a curve in Em . If there is a nontrivial polynomial Q of
one variable such that Q(∆)H = 0, then γ is a curve of finite type. 
Theorem 3.3. Let x : M → Em be an isometric immersion. If there exists
a polynomial Q such that Q(∆)H = 0, then either M is of infinitely type or is of
k–type with k ≤ degP + 1. 
Theorem 3.4. Let x : M → Em be an isometric immersion. If there exist
a vector c ∈ Em and a polynomial P (t) = ∏ki=1 (t − ℓi ) with mutually distinct
ℓ1 , . . . , ℓk such that P (∆)(x − c) = 0, then M is of finite type. 
Remark 3.1. It is clear that congruent submanifolds of finite type have the
same minimal polynomial. Furthermore, if two finite type submanifolds M and N
in Em have the same minimal polynomial, then (1) they are of the same type, (2)
the Laplacians of M and N have at least k common eigenvalues given by the roots
of the minimal polynomial and (3) the order of M and N are the same whenever
M and N are isospectral. As a consequence, the minimal polynomial provides us
some important imformation on the spectrum of a finite type submanifold. 
Definition 3.2. Let M be a manifold and G a closed subgroup of the group
I(M) of the isometries acting transitively on M and M˜ a Riemannian manifold
with group I(M˜) as the group of isometries. An immersion f :M → M˜ of M into
M˜ is called G–equivariant if there is a homomorphism ζ : G→ I(M˜) such that
f(a(p)) = ζ(a)f(p)
for a ∈ G and p ∈M . 
Theorem 3.5. [C5] Let M be a compact homogeneous Riemannian manifold. If
M is equivariantly isometrically immersed in Em , then M is of finite type. Moreover,
M is of k–type with k ≤ m.
Proof. Let p be an arbitrary point of M . Then the m+ 1 vectors H,∆H, . . . ,
∆mH at p are linearly independent. Thus, there is a polynomial Q(t) of degree ≤ m
such that Q(∆)H = 0 at p. Because M is equivariantly isometrically immersed in
Em , Q(∆)H = 0 at every point of M . Thus, by Theorem 2.1, M is of finite type.
Moreover, because the minimal polynomial of M is of degree ≤ m, M is of k–type
with k ≤ m. 
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In [De1,Ta2], J. Deprez and T. Takahashi studied equivariant isometric immer-
sions of compact irreducible homogeneous Riemannian manifolds and they proved
the following.
Theorem 3.6. M be a compact homogeneous Riemannian manifold with irre-
ducible isotropy action. Then an equivariant isometric immersion x : M → Em of
M into Em is the diagonal immersion of some 1–type isometric immersions of M .

A submanifold M of a hypersphere Sm−1 of Em is said to be mass-symmetric
if the center of gravity of M coincides with the center of the hypersphere Sm−1 in
Em .
For mass–symmetric 2–type immersions of a topological sphere we have the fol-
lowing result of M. Kotani.
Theorem 3.7. [Ko] Any mass–symmetric 2–type immersion of a topological
2–sphere into a hypersphere of Em is the diagonal immersion of two 1–type immer-
sions. 
Following from this theorem of Kotani, we have the following two consequences.
Corollary 3.8. [Ko] If the immersion in Theorem 3.7 is full, then m is odd and
greater than 5. 
Corollary 3.9. [Ko] If a 2–sphere admits a mass–symmetric 2–type immersion
into S9 , then the 2–sphere is of constant curvature. 
Although there do exist mass–symmetric 2–type surfaces in S3 and in S5 , it is
interesting to point out that for surfaces in S4 , we have the following non–existence
theorem.
Theorem 3.10. [BC1] There exists no compact mass–symmetric 2–type surfaces
which lie fully in S4 ⊂ E5 . 
In view of Theorem 3.7 of Kotani, it is interesting to point out that there exist
2–type isometric immersions of an ordinary 2–sphere into E10 with order [1, 3] that
are not diagonal immersions. (cf. [CDV3]).
We mention the following result of [C11,C12] for later use.
Theorem 3.11 Let x : M → Em be an isometric immersion from an n–
dimensional Riemannian manifold into Em . Then the mean curvature vector field
of x is an eigenvector of the Laplace opertor, i.e., ∆H = λH for some constant λ,
if and only if M is one of the following submanifolds:
(1) a 1-type submanifold of Em ;
(2) a biharmonic submanifold; or
22
(3) a null 2–type submanifold.
In particular, a surfaceM in E3 satisfies the condition ∆H = λH for some constant
λ if and only ifM is either a minimal surface or an open portion of circular cylinder.

Remark 3.2. In fact, the exact proof given in [C12] works for pseudo-Rieman-
nian submanifolds in pseudo-Euclidean space as well. Hence, the pseudo-Rieman-
nian version of Theorem 3.11 also holds (cf. [C12,C23]). 
Remark 3.3. The classifications of submanifolds in hyperbolic spaces and in
de Sitter space-times which satisfy condition ∆H = λH are obtained in [C21] and
in [C23], respectively.
Remark 3.4. For the classification of spherical 2-type surfaces with constant
sectional curvature, see [Mi]; and for the classification of flat 2-type spherical Chen
surfaces, see [G1].
§4. Order, mean Curvature, and isoparametric hypersurfaces.
In this section, we will give some relations between order, mean curvature and
type for spherical submanifolds. For simplicity, we will do this here only for spher-
ical hypersurfaces.
In the following, we denote by Sn+1 the unit hypersphere of En+2 centered at
the origin.
Theorem 4.1. Let M be a compact hypersurface of Sn+1 . Then M has nonzero
constant mean curvature in Sn+1 and constant scalar curvature if and only if M
is mass–symmetric and of 2–type, unless M is a small hypersphere of Sn+1 .
Proof. First we give the following [C8].
Lemma 4.2. Let M be an n–dimensional hypersurface of Sn+1 . Then we have
(4.1) trace(∇AH ) = n
2
grad α2 + 2 trace ADH .
Proof of Lemma 4.2. Let ξ be a unit normal vector field of M in Sn+1 and
e1 , . . . , en n orthonormal eigenvectors of Aξ with eigenvalues ρ1 , . . . , ρn , respec-
tively. Denote by H ′ the mean curvature vector field of M in Sn+1 and H ′ = α′ ξ.
Then we have
(4.2) AH′ ei = α
′ ρiei .
We put ∇ej =
∑
ωkj ek . Then by the Codazzi equation we may obtain
(4.3) ej ρi = (ρi − ρj )ωji (ei ), j 6= i.
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On the other hand, by applying
H = H ′ − x, Ax = −I, Dx = 0,
and
(∇ei AH′ )ej = (eiα′ )ρj ej + α′ (eiρj )ej +
∑
α′ (ρj − ρk )ωkj (ei )ek ,
we may obtain
(4.4) trace(∇AH ) =
∑
i
{2(eiα′ )ρi + α′ (eiρi ) +
∑
k
α′ (ρk − ρi )ωik (ek )}ei .
Substituting (4.3) into (4.4) and making a direct computation, we may obtain (4.1).

Now, we really start the proof of Theorem 4.1.
Combining Lemma 3.4 with Lemma 4.2 we find
(4.5) ∆H = ∆DH + a(H) + ||An+1 ||2H + n
2
grad α2 + 2 trace ADH .
Since H = H ′ − x = α′ ξ − x, we may also obtain from (4.5) the following.
(4.6) ∆H = (∆α′ )ξ + (||Aξ ||2 + n)H ′ − n|H |2x+ n
2
grad α2 + 2 trace ADH .
In particular, if M is mass–symmetric and of 2–type, then we have the following
spectral decomposition:
x = xp + xq , ∆xp = λpxp , ∆xq = λq xq .
This implies
(4.7) n∆H = n(λp + λq )H + λpλq x.
Because H = H ′ − x and since ξ, x are orthonormal, (4.6) and (4.7) imply
(4.8) |H |2 = 1 + (α′ )2 = λp + λq
n
− λpλq
n2
,
which implies that M has constant mean curvature. And hence (4.6) and (4.7) also
yield
(4.9) ||h||2 = ||Aξ ||2 + n = λp + λq .
Consequently, by the Gauss equation, we conclude that the scalar curvature of M
is given by
(4.10) τ =
1
n
(λp + λq )− 1
n(n− 1)λpλq .
Conversely, if M has constant mean curvature and constant scalar curvature,
then by (4.6) we have
(4.11) ∆2x = −n∆H = −n||h||2H ′ +n2 |H |2x = ||σ||2∆x+ (n2 |H |2 −n||σ||2 )x.
Since ||h|| and |H | are constant, this implies that M has a minimal polynomial of
degree ≤ 2. Hence, by Theorem 2.1, M is either of 1–type or of 2–type.
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If M is of 1–type and M is not minimal in Sn+1 , then M is contained in the
intersection of two hyperspheres of En+2 . Thus,M is a small hypersphere of Sn+1 .
If M is of 2–type, then (4.11) and Hopf’s lemma imply that M is mass-symmetric
in Sn+1 . 
Remark 4.1. Theorem 4.1 was first proved in [C5,C8] (see also [C14]). Recently,
it was proved in [HV2] that Theorem 4.1 is fact of local natural, so that Theorem
4.1 still holds if the compactness and the mass-symmetric condition in Theorem 4.1
were omitted.
For spherical 2–type hypersurfaces, we have the following [C5,C8].
Theorem 4.3. Let M be a compact 2–type hypersurface of Sn+1 . Then the
geometric invariants: the mean curvature, the scalar curvature and the length of
second fundamental form of M in En+2 are completely determined by the order of
M ; more precisely, we have
(i) the mean curvature α of M in En+2 is constant and given by
α2 =
1
n
(λp + λq )− 1
n2
λpλq ;
(ii) the scalar curvature τ of M is constant and given by
τ =
1
n
(λp + λq )− 1
n(n− 1)λpλq ;
(iii) the length of the second fundamental form σ of M in En+2 is constant and
given by
||h||2 = λp + λq .
Theorem 4.3 shows that the notion of order is fundamental for submanifolds in
Euclidean spaces.
A hypersurfaceM in Sn+1 is called an isoparametric hypersurface ifM has con-
stant principal curvatures. H. F. Mu¨nzner [Mu¨] proved that the number g of distinct
principal curvatures of an isoparametric hypersurface is 1, 2, 3, 4 or 6. E´. Cartan
has shown that an isoparametric hypersurface with at most 3 distinct principal
curvature is homogeneous. R. Takagi and T. Takahashi [TT] classified all homoge-
neous isoparametric hypersurfaces. For g = 4 or 6, there exist non–homogeneous
examples. In fact, H. Ozeki and M. Takeuchi [OT] constructed two infinite series
of non–homogeneous isoparametric hypersurfaces. D. Ferus, H.Karcher and H. F.
Mu¨nzner [Mu¨] found, for g = 4, a new type of examples constructed from repre-
sentations of a Clifford algebra. J. Dorfmeister and E. Neher [DN] gave another
algebraic approach to isoparametric hypersurfaces in spheres.
Since isoparametric hypersurfaces have constant mean curvature and constant
scalar curvature, Theorem 4.1 implies immediately the following [C5,C8].
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Theorem 4.4. ⁀Every isoparametric hypersurface of Sn+1 is either of 1–type
or of 2–type. 
Remark 4.2. Theorem 4.2 shows that there exist abundant examples of mass–
symmetric 2–type hypersurfaces in Sn+1 .
Although H. B. Lawson proved that there exists many examples of minimal
surfaces in S3 (i.e., 1–type surfaces in S3 ). The following result of [C5,BG,HV1]
shows that stadard tori are the only 2–type surfaces in S3 .
Theorem 4.5. The only 2–type surfaces in S3 are open pieces of the product of
circles: S1 (a)× S1 (b), a 6= b. 
The following complete classification of compact 2-type hypersurfaces in the unit
4-sphere is obtained in [C20] (see, also [C22]).
Theorem 4.6. A compact hypersurface in S4 (1) ⊂ E5 is of 2-type if and only
if it is one of the following hypersurfaces:
(1) S1 (a) × S2 (b) ⊂ S4 (1) ⊂ E5 with a2 + b2 = 1 and (a, b) 6= (
√
1
3 ,
√
2
3 )
imbedded in the standard way,
(2) a tubular hypersurface with constant radius r 6= π2 about the Veronese min-
imal imbedding of the real projective plane RP 2 (13 ) of constant curvature
1
3
in S4 (1). 
For 3-type hypersurfaces we have the following results.
Theorem 4.7. [C13,CL] Every 3-type hypersurface in a hypersphere Sn+1 ⊂
En+2 have non-constant mean curvature. 
Theorem 4.8. [HV4] A 3-type surface in the Euclidean 3-space E3 has non-
constant mean curvature. 
For finite type surfaces in S3 we have the following [CD1].
Theorem 4.9. Let M(c) be a compact surface with constant curvature c in
S3 . Then M(c) is of finite type if and only if either (i) c ≥ 1 and M(c) is totally
umbilical in S3 or (ii) c = 0 and M = S1 (a)× S1 (b) with a2 + b2 = 1. 
Note that the surfaces in (i) are of 1–type and the surfaces in (ii) are of 2–type
unless a = b, in which case they are of 1–type.
§5. Classification of submanifolds of finite type.
Let γ : S1 → Em be an isometric immersion from a circle with radius 1 into a
Euclidean m–plane Em . Denote by s the arclength of S1 .
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For a periodic continuous function f = f(s) with period 2π, f(s) has a Fourier
series expansion given by
f(s) =
a0
2
+ a1 cos s+ b1 sin s+ a2 cos 2s+ b2 sin 2s+ · · · ,
where ak , bk are the Fourier coefficients given by
ak =
1
π
∫ π
−π
f(s) cos ks ds, bk =
1
π
∫ π
−π
f(s) sin ks ds.
In terms of Fourier series expansion, we have the following
Proposition 5.1. Let γ : S1 → Em be a closed smooth curve in Em . Then γ is
of finite type if and only if the Fourier series expansion of each coordinate function
xA of γ has only finite nonzero terms.
Proof. Because ∆ = − d2ds2 in this case, we have
∆jH = (−1)j x(2j+2) , j = 0, 1, 2, · · · ,
where x(j) = d
j x
dsj . If γ is of finite type in E
m , then each Euclidean coordinate
function xA of γ in E
m satisfies the following homogeneous ordinary differential
equation with constant coefficients:
(5.1) x
(2k+2)
A + c1x
(2k)
A + · · ·+ ckx(2)A = 0,
for some integer k ≥ 1 and some constants c1 , . . . , ck . Because the solutions of
(5.1) are periodic with period 2π, each solution xA is a finite linear combination of
the following particular solutions:
1, cosnis, sinmis
where ni ,mi are positive integers. Therefore, each xA is of the following forms:
xA = cA +
qA∑
pA
{aA (t) cos ts+ bA (t) sin ts}
for some suitable constants aA (t), bA (t), cA and some positive integers pA , qA ;A =
1, . . . ,m. Therefore, each coordinate function xA has a Fourier series expansion
which has only finite nonzero terms.
Conversely, if each xA has a Fourier series expansion which has only finite
nonzero terms, then the position vector x of γ in Em takes the following form:
(5.2) x = c+
q∑
t=p
{at cos ts+ bt sin ts}
for some constant vectors at , bt , c in E
m . Let xt = at cos ts + bt sin ts. Since
∆ = d
2
ds2 , we have ∆xt = t
2xt . This shows that γ is of finite type. 
The basic results concerning finite type curves are given in the following.
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Theorem 5.2. Let γ be a plane curve of finite type. Then γ is a part of a circle
or a part of a straight line. 
In views of Proposition 5.1, Theorem 5.2 can be stated as follows: the Fourier
series expansion of all unit speed curves in E2 , except the circles and lines, are
always infinite. For space curves, the situation is completely different. In fact,
for any k ∈ {2, 3, 4, · · · }, infinitely many distinct k–type curves are constructed in
[CDDVV].
Theorem 5.3. For every k ∈ {2, 3, 4, · · · } there exist infinitely many non–
equivalent curves of k–type in E3 . 
Theorem 5.4. Every closed space curve of finite type which is contained in a
2–dimensional sphere is of 1–type, and hence a circle. 
Theorem 5.5. Every closed space curve of finite type which is contained in a
3–dimensional sphere is of 1–type, and hence a circle, or a 2–type W–curve. 
For higher dimensional spheres, a similar result is no longer true. One can have
finite type curves in 4–dimensional spheres that are not W–curves.
Theorem 5.6. Every closed curve of finite type in E3 having constant curvature
is of 1–type, and hence a circle. 
Remark 5.1. Theorem 5.2 was first proved in [C5] for closed plane curves. In
[C12], it was pointed out that a finite type non–closed curve in a plane is a part of
a straight line without giving detailed proof. The detailed proof was then given in
[CDDVV]. Theorems 5.3–5.6 are also given in [CDDVV]. 
2–type curves were classified in [CDV] and [DPVV]. It is known that every 2–type
curve in E3 lies on a hyperboloid of revolution of one sheet or on a cone of revolution
[DDV]. Curves of finite type in E3 whose image is contained in a quadratic surface,
other than spheres, were treated in [DDV]. In particular, we have the following.
Theorem 5.7. [DDV] Let γ be a closed curve of finite type in E3 whose image
is contained in a quadratic surface Q. Then
(1) γ is a circle, or
(2) Q is one of the following surfaces:
(2.a) an ellipsoid of revolution which is not a sphere;
(2.b) a (one– or two–sheeted) hyperboloid of revolution, or
(2.c) a circular cone. 
Examples of curves of finite type lying on certain ellipsoids of revolution, on
circular cones or on one–sheeted hyperboloids of revolution are given in [DDV]. It
is not known whether there are curves of finite type on two–sheeted hyperboloids
of revolution.
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Curves of finite type in the context of affine differential geometry were studied
by J. Copaert and L. Verstraelen (cf. [V1]). Quite remarkable is that all affine
curve of finite type are affinely equivalent to skew lines. In Euclidean spaces, a
similar statement is false.
Now, we present some classification theorems for surfaces of finite type in Eu-
clidean spaces.
Theorem 5.8. The only tubes of finite type in E3 are circular cylinders. 
Theorem 5.9. A ruled surface M in Em is of finite type if and only if M is a
cylinder on a curve of finite type or M is a part of a helicoid in an affine subspace
E3 . 
Theorem 5.10. A ruled surface M in E3 is of finite type if and only if M is a
part of a plane, a circular cylinder or a helicoid. 
Corollary 5.11. A flat surface in E3 is of finite type if and only if it is a part
of plane or a circular cylinder. 
Remark 5.2. Theorem 5.8 was proved in [C10] and Theorem 5.9, Theorem 5.10
and Corollary 5.11 are due to Chen–Dillen–Verstraelen–Vrancken [CDVV1]. 
For algebraic surfaces of degree 2 we have the following result of [CD2].
Theorem 5.12. The only quadrics in E3 which is of finite type are the spheres
and the circular cylinders. 
The complete classification of finite type algebraic hypersurfaces of degree 2 is
obtained in [CDS].
In 1822, C. Dupin defined a cyclide to be a surfaceM in E3 which is the envelope
of the family of spheres tangent to three fixed spheres. This was shown to be
equivalent to requiring that both sheets of the focal set degenerate into curves.
The cyclides are equivalently characterized by requiring that the lines of curvatures
in both families be arcs of circles or straight lines. Thus, one can obtain three
obvious examples: a torus of revolution, a circular cylinder and a circular cone.
It turns out that all cyclides can be obtained from these three by inversions in a
sphere in E3 .
Recently, F. Defever, R. Deszcz and L. Verstraelen [DDV1,DDV2] proved the
following.
Theorem 5.13. Cylides of Dupin are of infinite type. 
All of the above results support the following conjecture.
Conjecture 5.1. The only compact surfaces of finite type in E3 are spheres. 
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From Theorem 5.2 we know that, in one dimension case, this is true: namely,
the circles are the only closed planar curves of finite type.
Theorem 5.2’. If γ : S1 → E2 is an isometric immersion from S1 into E2 .
Then γ is of finite type if and only if γ is a circle. 
§6. Linearly independent and orthogonal immersions.
Let x : M → Em be an immersion of k-type. Suppose
(6.1) x = c+ x1 + . . .+ xk , ∆xi = λixi , λ1 < . . . < λk ,
is the spectral decomposition of the immersion x, where c is a constant vector and
x1 , . . . , xk are non-constant maps. For each i ∈ {1, . . . , k} we put
Ei = Span{xi (p) : p ∈M}.
Then each Ei is a linear subspace of E
m .
Here, we recall the notions of linearly independent and orthogonal immersions
first introduced in [C15].
Definition 6.1. Let x : M → Em be an immersion of k-type whose spectral
decomposition is given by (6.1). Then the immersion x is said to be linearly inde-
pendent if the subspaces E1 , . . . , Ek are linearly independent, that is, the dimension
of the subspace spanned by all vectors in E1 ∪ . . . ∪Ek is equal to dim E1 + . . .+
dim Ek . And the immersion x is said to be orthogonal if the subspaces E1 , . . . , Ek
are mutually orthogonal in Em . 
Obiviously, every 1-type immersion is an orthogonal immersion and hence a
linearly independent immersion. There exist ample examples of orthogonal im-
mersions and ample examples of linearly independent immersions which are not
orthogonal. For instances, every k-type curve lying fully in E2k is an example of
linearly independent immersion and the immersion of the curve is orthogonal if
and only if it is a W -curve. Moreover, the product of any two linearly independent
immersions is again a linearly independent immersion.
Let x : M → Em be an immersion of k-type whose spectral decomposition is
given by (6.1). We choose a Euclidean coordinate system (u1 , . . . , um ) on E
m with
c as its origin. Then we have the following spectral decomposition of x:
(6.2) x = x1 + . . .+ xk , ∆xi = λixi , λ1 < . . . < λk .
For each i ∈ {1, . . . , k} we choose a basis {cij : j = 1, . . . ,mi } of Ei , where mi is
the dimension of Ei . Put ℓ = m1 + . . . +mk and let E
ℓ denote the subspace of
Em spanned by E1 , . . . , Ek . If the immersion x is linearly independent, then the
vectors {cij : i = 1, . . . , k; j = 1, . . . ,mi} are ℓ linearly independent vectors in Eℓ .
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Furthermore, we choose the Euclidean coordinate system (u1 , . . . , um ) on E
m such
that Eℓ is defined by uℓ+1 = . . . = um = 0. Regard each cij as a column ℓ-vector.
We put
(6.3) S = (c11 , . . . , c1m1 , . . . , ck1 , . . . , ckmk ).
Then the matrix S is a nonsingular ℓ× ℓ matrix. Let D denote the diagonal ℓ× ℓ
matrix given by
(6.4) D = Diag(
m1 times︷ ︸︸ ︷
λ1 , . . . , λ1 , . . . ,
mk times︷ ︸︸ ︷
λk , . . . , λk ),
where λi repeats mi -times. If we put A = SDS
−1 , then Acij = λi cij for any
i ∈ {1, . . . , k} and j ∈ {1, . . . ,mi}. Therefore, we have
(6.5)′ ∆x = Ax
for the immersion x : M → Eℓ induced from the original immersion x : M → Em .
By regarding the ℓ× ℓ matrix A as an m×m matrix in a natural way (with zeros
for each of the additional entries), we obtain
(6.5) ∆x = Ax, A = (aij )
for the immersion x :M → Em .
If x : M → Em is a minimal immersion, then we have A = 0. If x : M → Eℓ (⊂
E
m ) is a non-minimal full immersion, then the Euclidean coordinate functions
u1 , . . . , uℓ of E
ℓ , restricted to M , do not satisfy any linear equation. Thus, the
coordinate functions u1 |M , . . . , uℓ |M ofM in Eℓ are linearly independent functions.
Therefore, if B is any ℓ × ℓ matrix such that ∆x = Bx, then A = B. Hence, the
ℓ × ℓ matrix A in (6.5)′ defined above is unique. Consequently, if the (original)
immersion x : M → Em is a non-minimal, linearly independent immersion, then
the m × m matrix A given in (6.5) is also uniquely defined (with respect to the
Euclidean coordinate system so chosen).
By using this m×m matrix A in (6.5) defined above, the first author introduced
in [C15] the notion of adjoint hyperquadric as follows .
Definition 6.2 Let x : M → Em be a non-minimal, linearly independent im-
mersion whose spectral decomposition is given by (6.1). Let u = (u1 , . . . , um ) be
a Euclidean coordinate system on Em with c as its origin and let A be the m×m
matrix in (6.5) associated with the immersion x defined above. Then, for any point
p ∈M , the equation
(6.6) 〈Au, u〉 :=
m∑
i,j
aij uiuj = cp , (cp = 〈Ax, x〉 (p))
defines a hyperquadric Qp in E
m . We call the hyperquadric Qp the adjoint hyper-
quadric of the immersion x at p. In particular, if x(M) is contained in an adjoint
hyperquadric Qp of x for some point p ∈M , then all of the adjoint hyperquadrics
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{Qp : p ∈ M} give a common adjoint hyperquadric, denoted by Q. We call the
hyperquadric Q the adjoint hyperquadric of the linearly independent immersion x.

The following result from [C15] provides us a necessary and sufficient condition
for a compact, linearly independent submanifold to lie in its adjoint hyperquadric.
Theorem 6.1. Let x : M → Em be a linearly independent immersion from a
compact manifold M into Em whose spectral decomposition is given by (6.2). Then
M is immersed into the adjoint hyperquadric of x if and only if x(M) is contained
in a hypersphere of Em centered at the origin.
Proof. Assume that M is immersed into a hypersphere Sm−1 (r) of Em with
radius r centered at the origin. Denote by H and H¯ the mean curvature vectors of
M in Em and of M in Sm−1 (r), respectively. Then we have
(6.7) H = H¯ − 1
r
x.
This implies 〈H,x〉 = −r. Since ∆x = −nH, n = dimM , we obtain 〈∆x, x〉 = nr.
Therefore, by (6.5), we conclude that M is immersed into the adjoint hyperquadric
defined by 〈Au, u〉 = nr, where nr is a constant.
Conversely, suppose that x : M → Em is a linearly independent immersion of a
compact manifold M such that x(M) is contained in an adjoint hyperquadric Qp
for some point p. Then we have 〈Ax, x〉 = cp where cp is the constant given by
cp = 〈Ax, x〉 (p). Since Ax = ∆x = −nH , we have
(6.8) 〈nH, x〉 = −cp .
Because M is compact, we also have
(6.9)
∫
M
{1 + 〈H,x〉} ∗ 1 = 0.
Formulas (6.8) and (6.9) imply cp = −n. Therefore,
∆ 〈x, x〉 = 2 〈∆x, x〉 − 2n = −2n(〈H,x〉 + 1) = 0.
Thus, by Hopf’s lemma, 〈x, x〉 is a constant and M is immersed into a hypersphere
of Em centered at the origin. 
Remark 6.1. Although the implication (⇐=) in Theorem 6.1 holds in general
without the asssumption of compactness, the implication (=⇒) does not hold in
general if M is not compact. For example, let M be the product surface of a unit
plane circle and a line. Then the inclusion map x of M in E3 defined by
x(u, v) = (cos u, sinu, v)
is a non-spherical, linearly independent immersion whose adjoint hyperquadric is
given by u21 + u
2
2 = 1. It is clear that M coincides with the adjoint hyperquadric
Q of M in E3 . 
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The following result from [C15] provides us a necessary and sufficient condition
for a linearly independent immersion to be an orthogonal immersion in terms of
the adjoint hyperquadric.
Theorem 6.2. Let x : M → Em be a non-minimal, linearly independent im-
mersion. Then M is immersed by x as a minimal submanifold of the adjoint hy-
perquadric if and only if the immersion x is an orthogonal immersion. 
In general a submanifold obtained from an equivariant immersion of a compact
homogeneous space is not a minimal submanifold of any hypersphere. However,
the following result from [C15] shows that such a submanifold is always a minimal
submanifold in its adjoint hyperquadric.
Theorem 6.3. Let x : M → Em be an equivariant isometric immersion of a
compact n-dimensional Riemannian homogeneous space M into Em . Then M is
immersed as a minimal submanifold of the adjoint hyperquadric. 
The class of 1-type immersions has been classified by T. Takahashi. In fact, as
stated before, he showed that the submanifolds of Em for which
(6.10) ∆x = λx
are precisely either the minimal submanifolds of Em (λ = 0) or the minimal sub-
manifolds of the hyperspheres Sm−1 in Em (the case when λ 6= 0, actually λ > 0).
As a geralization of Takahashi’s result, Garay studied the hypersurfaces Mn in
E
n+1 for which
(6.11) ∆x = Ax,
where A is a diagonal matrix.
Dillen, Pas and Verstraelen observed that Garay’s condition is not coordinate–
invariant and they considered the submanifolds in Em for which
(6.12) ∆x = Ax+ b
where A ∈ Em×m and b ∈ Em . This setting generalizes Takahashi’s condition in a
way which is independent of the choice of coordinates. In 1988 Garay proved that
if a hypersurface M in En+1 satisfies his condition, it is either minimal in En+1 ,
or it is a hypersphere, or it is a spherical hypercylinder. In 1990 Dillen, Pas and
Verstraelen proved that a surface in E3 satisfies their condition if and only if it is
an open part of a minimal surface, a sphere, or a circular cylinder.
In [CP], Chen and Petrovic proved the following.
Theorem 6.4. (Characterization) Let x : M → Em be an immersion of finite
type. Then the immersion x is linearly independent if and only if x satisfies ∆x =
Ax+ b for some A ∈ Em×m and b ∈ Em . 
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Theorem 6.5. (Characterization) Let x : M → Em be an immersion of finite
type. Then the immersion x is orthogonal if and only if x satisfies ∆x = Ax + b
for some symmetric matrix A ∈ Em×m and b ∈ Em . 
Theorem 6.6. (Classification) Let x : M → En+1 be an isometric immersion
from an n–dimensional manifold M in En+1 . Then the immersion x is linearly
independent if and only if M is an open portion of minimal hypersurface, a hyper-
sphere Sn , or a spherical hypercylinder Sℓ × En−ℓ , ℓ ∈ {1, 2, . . . , n− 1}. 
Theorem 6.6 was obtained in [CP], also independently in [HV3].
The class of linearly independent immersions is contained in a much larger class
of immersions, namely the class of immersions of restricted type. A submanifold of
a Euclidean (or pseudo-Euclidean) space is said to be of restricted type if its shape
operator with respect to the mean curvature vector is the restriction of a fixed
linear transformation of the ambient space to the tangent space of the submanifold
at every point of the submanifold. The notion of immersions of restricted type is
first introduced in [CDVV3]. Further results can be found, e.g. in [DVVW] and
[BBCD].
§7. Variational minimal principle.
In this section we mention the fundamental relationship between the theory of
finite type and calculus of variations obtained in [CDVV2,CDVV4].
Let x : M → Em be an isometric immersion of a compact Riemannian manifold
M in a Euclidean space Em . Associated to each Em -valued vector field ξ defined
on M , there is a deformation φt , defined by
φt (p) := x(p) + tξ(p), p ∈M, t ∈ (−ǫ, ǫ),
where ǫ is a sufficiently small positive number. For each t, φt gives rise to a
submanifold Mt = φt (M). Let A(t) denote the area of Mt .
Let D denote the class of all deformations acting on the submanifold M and let
EE denote a nonempty subclass of D. A compact submanifold M in Em is said to
satisfy the variational minimal principle in the class EE if M is a critical point of
the volume functional for all deformations in EE, i.e., for each deformation in EE,
one has A′ (0) = 0. A compact submanifold M in Em is called stable in the class
EE if it satisfies the variational minimal principal in the class EE and if A′′ (0) ≥ 0
for each deformation in EE.
We consider one type of deformations which occurs frequently, namely the di-
rectional deformations. Such deformations occur when an object moves in a fixed
direction.
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Directional deformations are defined as follows : let c be a fixed vector in Em
and let f be a smooth function defined on the submanifold M . Then we have a
deformation given by
(7.1) φfct (p) := x(p) + tf(p)c, p ∈M t ∈ (−ǫ, ǫ).
Such a deformation is called a directional deformation in the direction c.
For each q ∈ N, we define Cq to be the class of all directional deformations given
by smooth functions f ∈∑i≥q Vi . It is clear that C0 ⊃ C1 ⊃ C2 ⊃ · · · ⊃ Ck ⊃ · · · .
Therefore, if a compact submanifold M of Em satisfies the variational minimal
principle for one class Ck , then it automatically satisfies the variational minimal
principle in Cℓ for ℓ ≥ k.
Theorem 7.1. [CDVV2,CDVV4] We have:
(a) There are no compact submanifolds in Em which satisfy the variational
minimal principle in the classes C0 and C1 .
(b) A compact submanifold M of Em is of finite type if and only if it satisfies
the variational minimal principle in the class Cq for some q ≥ 2.
Proof. Let c ∈ Em and f ∈ C∞ (M). Consider the directional deformation
φfct defined by (7.1). Let e1 , . . . , en be an orthonormal local frame field on M .
Extended e1 , . . . , en by (φt )∗ e1 , . . . , (φt )∗ en . Put
(7.2) gij (t) = 〈(φt )∗ ei , (φt )∗ ej 〉 .
Then
(7.3) A(t) =
∫
M
√
det(gij (t))dA.
On the other hand, from (7.1), we have
(7.4) (φt )∗ ei = ei + t(fi )c,
∂
∂t
= fc,
where fi = eif . From (7.2) and (7.3) we get
(7.5) gij (t) = δij + t(fi 〈c, ej 〉+ fj 〈c, ei 〉) + t2fifj 〈c, c〉 .
By using (7.3) and (7.5), we may obtain
(7.6) A(t) =
∫
M
{1 + 2t 〈c,∇f〉+ t2 (〈c⊥ , c⊥ 〉 |∇f |2 + 〈c,∇f〉2 )} 12 dA,
where 〈 , 〉 is the inner product of Em , c⊥ the normal component of c, ∇f the
gradient of f and dA the volume element of M .
From (7.6) we obtain
(7.7) A′ (0) =
∫
M
〈c,∇f〉 dA.
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Let cT denote the tangential component of c and (cT )♯ the one-form on M dual to
cT . Then we have
(7.8) (cT )♯ = dhc ,
where hc denotes the height function of M in E
m with respect to c.
Denote by d and δ the differential and the co-differential operators of M . By
using (7.8) we find
(7.9) δ(cT )♯ = ∆hc = 〈∆x, c〉 ,
where x is the position vector field ofM in Em . On the other hand, the well-known
Beltrami formula yields
(7.10) ∆x = −nH, n = dimM,
where H is the mean curvature vector of M in Em . Hence, by using (7.7), (7.9)
and (7.10), we have
(7.11) A′ (0) =
∫
M
Hc fdA,
where Hc = 〈H, c〉.
If M is a compact submanifold in Em which satisfies the variational minimal
principle in the class C1 , then (7.11) yields
(7.12) (Hc , f) =
∫
M
Hc fdA = 0.
Since (7.12) holds for any f ∈ ∑∞t=1 Vt and any c ∈ Em , the mean curvature
vector field H is a constant vector. Therefore, can conclude that H = 0, which is
a compact. the Weingarten operator AH with respect to H vanishes. Taking the
trace of AH = 0, we obtain H = 0, which means that the submanifold would be
minimal. This is impossible since M is compact. Consequently, M cannot satisfy
the variational minimal principle in the class C1 . Hence, it does not satisfy the
variational minimal principle in the class C0 . This proves (a).
Now we prove (b). First, assume thatM is a compact submanifold of finite type.
Then the position vector field of M in Em has a finite spectral decomposition:
(7.13) x = x0 + xi1 + · · ·+ xik ,
where x0 is a constant vector and ∆xij = λij xij for j = 1, . . . , k. Assume λi1 <
· · · < λik . From (7.10) and (7.13) we obtain
(7.14) −nH = λi1 xi1 + · · ·+ λik xik .
Equation (7.14) implies that Hc ∈
∑
j≤ℓ Vj , where ℓ is the upper order of M . Put
q = ℓ+1. Then (7.11) implies that A′ (0) = 0 for any deformation in Cq . Hence M
satisfies the variational minimal principle in Cq . Obviously q ≥
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Conversely, ifM satisfies the variational minimal principal in Cq , for some q ≥ 2,
then (7.12) implies that Hc ∈
∑
i<q Vi . Since this holds for any c, H has finite
spectral decomposition H = H0 + H1 + · · · + Hq−1 , ∆Hj = λjHj . We put
P (u) = u
∏q−1
j=1 (u − λj ). Then P (∆)H = 0. Hence, by applying the minimal
polynomial criterion (Theorem 3.1), M is of finite type. 
Theorem 7.2. Every compact submanifold M of finite type in a Euclidean space
is stable in the class Cq for any q ≥ u.o.(M) + 1.
Proof. . Let M be a compact submanifold of finite type in Em , then, from the
proof of Theorem 7.1, we see that M satisfies the variational minimal principal in
the class Cq for any q ≥ u.o.(M) + 1. On the other hand, from (7.6), we have
(7.15) A′′ (0) =
∫
M
〈
c⊥ , c⊥
〉 |∇f |2dA ≥ 0.
Therefore, M is stable in the class Cq for any q ≥ u.o.(M) + 1. 
Now, we give some consequences of Theorem 7.1.
Corollary 7.1. A compact hypersurface in a Euclidean space is a hypersphere
if and only if it satisfies the variational minimal principle in the class C2 . 
Corollary 7.2. Circles in E2 are the only closed planar curves which satisfy the
variational minimal principle in the class Cq for some q ≥ 2. 
Corollary 7.3. Every k-th standard immersion of a compact homogeneous Rie-
mannian manifold in Em satisfies the variational minimal principle in the class
Ck+1 . 
For hypersurfaces in En+1 we may prove the following.
Theorem 7.3. [CDVV4] A compact embedded hypersurface M in En+1 has
finite type Gauss map if and only if the volume enclosed by M is invariant under
the directional deformations in a class Cq , for some q ≥ 2.
Proof. If M is an embedded hypersurface in En+1 , M can be regarded as the
boundary ∂Ω of a domain Ω ⊂ En+1 . For any fixed unit vector c ∈ En+1 , we choose
a Euclidean coordinate system (u1 , u2 , . . . , un+1 ) such that c = (1, 0, . . . , 0). Let
X = u1 c. Then X is a vector field defined on E
n+1 . According to the divergence
theorem, we know the volume V enclosed by M is given by
(7.16) V =
∫
Ω
(div X)dV =
∫
M=∂Ω
〈ξ,X〉dA,
where ξ is the unit outward normal vector field of M in En+1 and dA denotes the
area element of M . Let e1 , . . . , en be an positive-oriented orthonormal local frame
field of the tangent bundle of M . Then, by (7.16), we have
(7.17) V =
∫
M
u1 〈e1 × · · · × en , c〉 dA,
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where e1 × · · · × en denotes the vector product of e1 , . . . , en in En+1 .
For a given function f on M , consider the directional deformation given by
φt (p) = x(p) + tf(p)c, t ∈ (−ǫ,−ǫ). Let (u1 )t denote the u1 -component of Mt =
φt (M). Then
(7.18) (u1 )t = u1 + tf, (φt )∗ ei = ei + t(ei f)c.
Let V (t) denote the volume enclosed by Mt . Then, from (7.17) and (7.18), we find
(7.19) V (t) = V (0) + t
∫
M
< ξ, c > fdA.
Formula (7.19) implies
(7.20) V ′ (t) =
∫
M
< ξ, c > fdA.
We recall that the Gauss map ν of M in En+1 is given by ν(p) = ξ(p) and the
Gauss map ν is mass-symmetric in the unit hypersphere of En+1 centered at the
origin.
If the Gauss map ν of M is of finite type, then ν has a finite spectral decompo-
sition:
(7.21) ν = ν1 + · · ·+ νk
where ν1 , . . . , νk are E
n+1 -valued eigenfunctions of ∆. Let ℓ is the upper order
of the Gauss map µ. Put q = ℓ + 1. Then (7.20) implies that V ′ (0) = 0 for any
deformation in the class Cq . Thus, according to (7.19), V (t) = V (0) for any t ∈
(−ǫ,−ǫ). This means that the volume enclosed by M is invariant under directional
deformations in the class Cq .
Conversely, if the volume enclosed by M is invariant under directional defor-
mations in the class Cq , for some q ≥ 2, then V (t) = V (0) for t ∈ (−ǫ,−ǫ) and
f ∈ ∑i≧ Vi . Thus, by applying (7.19), we get 〈ξ, c〉 ∈ ∑i<q Vi . Since this is
true for any c ∈ En+ 1, we get ν = ν1 + · · · + νq−1 , ∆νi = λi νi . We put
P (t) =
∏q−1
j=1 (t − λj ). Then P (∆)ν = 0. Therefore, by Theorem 2.2 of [CPi], the
Gauss map of M is of finite type. 
Theorem 7.4. [CDVV4] A compact embedded hypersurface M in a Euclidean
space En+1 is a hypersphere if and only if the volume enclosed by M is invariant
under directional deformations in C2 .
Proof. If M is a hypersphere of En+1 , then the Gauss map of M satisfies
∆ν = λ1 ν, where λ1 is the first nonzero eigenvalue of ∆. Thus, from the proof of
Theorem 7.3, we see that the volume enclosed by M is invariant under directional
deformations in C2 .
Conversely, if the volume enclosed by M is invariant under directional deforma-
tions in C2 , then ν = ν1 , ∆ν1 = λ1ν1 , since ν is mass-symmetric. In particular,
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this implies that the Gauss map is of 1-type. Therefore, by applying Theorem 4.2
of [CPi], M is a hypersphere in En+1 . 
For maps of finite type we have the following results [CDVV4].
Theorem 7.5. A smooth map φ :M → Em of a compact Riemannian manifold
M in Em is of finite type if and only if it satisfies the variational minimal principle
in the class Cq for some q ∈ N. 
Theorem 7.6, A smooth map φ :M → Em of a compact Riemannian manifold
M in Em is a constant map if and only if it satisfies the variational minimal
principle in the class C1 . 
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Chapter III: LAPLACE MAPS OF SMALL RANK
§1. Curves in Em .
In this section we discuss the Laplace map of a regular curve in a Euclidean
m–space.
Consider a regular curve β : I → Em from an open interval I into Em parametri-
zed by the arclength s. Then the Laplacian operator ∆ of β is given by ∆ = − d2ds2 .
Therefore, the Laplace map of β is given by L(s) = ∆β = −β′′ (s). Let t = β′ = dβds
be the unit tangent vector of β. The differential of the Laplace map L is given by
L∗ (t) = −β′′′ . Recall that the curve β is said to be regular if β′ (s) is nowhere zero
on I. In this monograph, by a 3–regular curve we mean a regular curve β : I → Em
such that β′′′ (s) is nowhere zero.
If β(s) is a regular plane curve, then there is a unique unit normal vector field
n(s) such that {t(s), n(s)} gives a right handed orthonormal basis of E2 for each
s. The plane curvature κ(s) of β is defined by κ(s) =< β′′ (s), n(s) >, where < , >
is the Euclidean inner product on E2 . It is easy to see that a regular plane curve
is 3–regular if the plane curvature and its derivative do not vanish simultaneously.
Clearly, there exist regular 3-regular plane curves whose derivative of its planar
curvature vanishes at a point; e.g. the plane polynomial spirals (cf. [D1]) with
curvature function κ(s) = as2 + bs+ c such that the discriminant b2 − 4ac 6= 0.
For curves in higher dimensional Euclidean spaces, we explain the Frenet curva-
tures and Frenet vectors of a regular curve β : I → Em as folows.
Let β1 = β
′ be the unit tangent vector and put κ1 = ||∇˜β′ β1 ||. If κ1 vanishes
on I, then the curve β is said to be of rank one. If β1 is not identically zero, then
we define β2 by
(1.1) ∇˜β′ β1 = κ1β2 , on I1 = {s ∈ I : κ1 (s) 6= 0},
β2 is called the principaal normal vector of β.
Put
(1.2) κ2 = ||∇˜β′ β2 + κ1β1 ||.
If κ2 ≡ 0 on I1 , then β is said to be of rank 2. If κ2 is not identically zero on I1 ,
then we define β3 by
(1.3) ∇˜β′ β2 = −κ1β1 + κ2β3 ,
on I2 = {s ∈ I : κ2 (s) 6= 0}. For m = 3, β3 is called the binormal vector of β.
Inductively, we put
(1.4) κi = ||∇˜β′ βi + κi−1βi−1 ||
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and if κi ≡ 0 on Ii−1 , then β is said to be of rank i. κi is then called the i–th
Frenet curvature of β and βi the i–th Frenet vector.
A curve in Em is called a W–curve if its Frenet curvatures are constant.
Lemma 1.1. If β is a regular curve in Em whose first Frenet curvature is
nowhere zero, then the Laplace map of β is regular.
Proof. Let s denote an arclength parameter of the curve β. Then t = dβds is a
unit tangent vector field of β. Denote by κi and βi the i–th Frenet curvature and
i–th Frenet normal vector of β, respectively. Then we have
L(s) = −β′′ = −κ1β2 .
Therefore,
(1.5) L∗ (t) = −β′′′ = κ1 (s)2β1 − (κ1 (s))′β2 − κ1 (s)κ2 (s)β3
where the last term occurs only when m ≥ 3. From (1.5), we obtain the Lemma.

Proposition 1.2. Let β(s) be a curve parametrized by arclengh s in Em . Then
the Laplace transformation of β is homothetic if and only if (1) β has nonzero first
Frenet curvature function κ1 (s) and (2) the first and the second Frenet curvature
functions satisfy the relation: κ41 + (κ
′
1 )
2 + κ21κ
2
2 = c for some positive constant c.
Proof. From (1.5) we have
(1.6) 〈dL(t), dL(t)〉 = κ41 + (κ′1 )2 + κ21κ22 .
From (1.6) we obtain the Proposition. 
In particular, if β is a planar curve, this Proposition yields the following.
Corollary 1.3. A planar curve β(s) has homothetic Laplace transformation
if and only if its curvature function κ satisfies κ4 + (κ′ )2 = c for some positive
constant. 
Remark 1.1. We will come back to this situation in Chapter IV, section 3. 
From the Proposition 1.2 we also have the following
Corollary 1.4 Every W–curve in Em has homothetic Laplace transformation.
§2. Laplace maps of small rank.
Let x : Mn → Em be an isometric immersion. Denote by dL the differential of
the Laplace map L :Mn → Em associated with the isometric immersion x.
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The main purpose of this section is to study isometric immersions whose Laplace
map has rank < n = dimM .
First we give the following result which classifies submanifolds whose Laplace
map is of rank 0.
Proposition 2.1. Let x : Mn → Em be an isometric immersion. Then the
Laplace image L(Mn ) of the immersion x is a point if and only if x is a minimal
immersion.
Proof. If the Laplace image is a point, then the mean curvature vector field H
is a constant vector, say c. Thus, by the Weingarten formula, we have
∇˜XH = −AHX +DXH = 0
for any vector X tangent to Mn . Thus AH = 0 which implies that H = c = 0.
The converse is trivial. 
For hypersurfaces with singular Laplace map we have the following.
Proposition 2.2. Let x : Mn → En+1 be an isometric immersion. Then the
Laplace map of x satisfies rank (dL) ≡ k, for some k with 0 < k < n, if and only
if Mn is foliated by (n− k)-dimensional submanifolds such that
(a) the second fundamental form h of Mn in En+1 , restricted to each leaf
Nn−k , vanishes identically and
(b) the mean curvature vector H of x is constant along each leaf Nn−k .
Proof. Assume that the Laplace map of x satisfies rank (dL) ≡ k, 0 < k < n.
Then, for any k + 1 vectors X1 , . . . , Xk+1 tangent to M
n , we have
(2.1) ∇˜X1 H ∧ . . . ∧ ∇˜Xk+1 H = 0.
Let e1 , . . . , en be an orthonormal frame such that ei , i = 1, . . . , n, are principal
vectors of Mn in En+1 with principal curvatures κi , i = 1, . . . , n, respectively.
Then we have
∇˜ei H = −ακiei + (eiα)en+1 ,
where H = αen+1 . Thus from (2.1) and the fact that α 6= 0 by the previous
Proposition, we may assume that the orthonormal frame e1 , . . . , en satisfies
κ1 . . . κkκr = 0, κ1 . . . κk (erα) = 0, r = k + 1, . . . , n.
Consequently, also taking into account that rank(dL) ≡ k, without loss of general-
ity, we may assume that one of the following two cases occurs:
(2.2) κ1 , . . . , κk 6= 0, κk+1 = . . . = κn = 0, ek+1α = . . . = enα = 0,
or
(2.3)
κ1 , . . . , κk−1 6= 0, κk = . . . = κn = 0,
ekα 6= 0, ek+1α = . . . = enα = 0.
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From (2.2) and (2.3) we have
(2.4) ∇˜ek+1 H = . . . = ∇˜en H = 0.
Let D = {Z ∈ TMn : ∇˜ZH = 0} and let Z,W be any two vector fields in D. Then
from the Codazzi equation, we have
(2.5) B([Z,W ]) = B(∇ZW )−B(∇W Z) = (∇W B)Z − (∇ZB)W = 0,
where B = Aen+1 . From the definition of D we also have
(2.6) [Z,W ]α = ZWα−WZα = 0.
From (2.5) and (2.6) we conclude that D is completely integrable. SoMn is foliated
by (n − k)-dimensional submanifolds. Furthermore, from the definition of D, we
see that each leaf of D satisfies conditions (a) and (b). The converse is clear. 
In particular, if rank(dL) ≡ 1, we have the following.
Proposition 2.3. Let x : Mn → En+1 be an isometric immersion. Then the
Laplace map of x satisfies rank(dL) ≡ 1 if and only if Mn is locally a hypercylinder
on a 3–regular curve.
Proof. Assume that rank (L∗ ) ≡ 1. Then, from the proof of Proposition 2.2,
we see that there eixsts an orthonormal frame e1 , . . . , en of principal vectors such
that their corresponding principal curvatures satisfy the following conditions:
(2.7) κ1 = nα, κ2 = . . . = κn = 0, e2α = . . . = enα = 0.
LetD = {Z ∈ TM : ∇˜ZH = 0}. Then D is integrable from the proof of Proposition
3.2. Let X be any vector field in D⊥ = Span{e1} and Z ∈ D. Then we have
∇Z (BX) = (∇ZB)X +B(∇ZX) = (∇XA)Z +B(∇ZX)
= B(∇ZX)−B(∇X Z) = B([Z,X ]).
This implies that ∇Z e1 ∈ D. Consequentyly, each leaf of D is totally geodesic in
En+1 ; and hence it is an open portion of a linear subspace of En+1 . Since D⊥ is of
rank one, D⊥ is trivially integrable. Because the second fundamental form of Mn
in En+1 satisfies h(D,D⊥ ) = {0}, a lemma of Moore implies that Mn is locally
a hypercylinder on a planar curve. Moreover, since rank(dL) ≡ 1, this curve is
3-regular. The converse is easy to verify. 
For surfaces in a Euclidean space of higher codimension, we have the following.
Proposition 2.4. Let x :M2 → Em be an isometric immersion. If the Laplace
map of x satisfies rank (dL) ≡ 1, then M2 is non-positively curved, i.e., the Gauss
curvature K of M2 is ≤ 0.
In particular, if K = 0, then M2 is a cylinder on a 3–regular curve.
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Proof. Let x : M2 → Em be an isometric immersion whose Laplace map
satisfies rank (dL) ≡ 1. Then we have
(2.8) ∇˜X1 H ∧ ∇˜X2 H = 0,
for any vectors X1 , X2 tangent to M
2 .
Let U = {p ∈ M2 : H(p) 6= 0}. Then U is an open subset of M2 . It is easy to
see from the Gauss equation that the Gauss curvature K ≤ 0 on M − U .
On U , we choose an orthonormal frame e1 , . . . , em , such that, restricted to U ,
e1 and e2 are tangent toM
2 and H = αe3 . Furthermore, we may also assume that
AH e1 = κ1 e1 and AH e2 = κ2 e2 .
From (2.8) we have
(−ακ1 e1 + (e1α)e3 + αDe1 e3 ) ∧ (−ακ2 e2 + (e2α)e3 + αDe2 e3 ) = 0.
From this we may assume without loss of generality the following:
(2.9) κ1 6= 0, κ2 = 0, e2α = De2 e3 = 0.
Since e3 is parallel to the mean curvature vector H , we have trace (Ar ) = 0 for
r = 4, . . . ,m. Thus, by (2.9), the Gauss curvature K of M2 is ≤ 0.
In particular, if K ≡ 0, then we have
(2.10) A3 =
(
2α 0
0 0
)
, A4 = . . . = Am = 0.
From (2.10) have
(2.11) h(e1 , e1 ) = 2αe3 h(e1 , e2 ) = h(e2 , e2 ) = 0.
From (2.9), (2.11) we may obtain
(2.12) (∇¯e1 h)(e1 , e2 ) = −ω12 (e1 )h(e1 , e1 ), (∇¯e2 h)(e1 , e1 ) = 0.
By (3.10) and the equation of codazzi we obtain
(2.13) ω21 = fω
2 ,
for some function f on M2 . By taking the exterior derivative of ω32 = 0 and by
applying (2.8) and (2.13), we may get f = 0. This implies ∇e1 = ∇e2 = 0. Hence,
by combining this with (2.11), we see that each integral curve of e2 is an open
portion of a straight line in Em and so M2 is a cylinder on a 3–regular curve. 
Remark. There do exist negatively-curved surfaces in Em whose Laplace maps
L satisfy rank(dL) ≡ 1. 
From Proposition 2.2 and Proposition 2.4, we obtain the following
Corollary 2.5. Let x : Mn → Em be an isometric immersion of a compact
Riemannian manifold. Then
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(1) if m = n+ 1, the Laplace map is regular (i.e., it is of maximal rank) on a
non-empty open submanifold of Mn and
(2) if n = 2 and M2 is diffeomorphic to a sphere, a real projective plane, a
Klein bottle or a torus, then the Laplace map is regular on a non-empty
open subset. 
§3. Ruled surfaces in Em .
In this section we study the Laplace map of ruled surfaces in Em .
Theorem 3.1. Let M2 be a ruled surface in a Euclidean m–space Em . Then
the restriction of dL in the direction of the rulings vanishes if and only if either
M2 is an open portion of a helicoid or it is an open portion of a cylinder over a
curve.
Proof. We consider the two cases separately.
Case 1. M is a cylinder.
Suppose that the surface M is a cylinder over a curve γ in an affine hyperplane
En−1 , which we can choose to have the equation xm = 0. Assume that γ is
parametrized by its arc length s. Then a parametrization of M is given by
(3.1) x(s, t) = γ(s) + tem .
The Laplacian ∆ of M is given in terms of s and t by
(3.2) ∆ = − ∂
2
∂s2
− ∂
2
∂t2
.
Thus the Laplace map L of the cylinder is given by L(s, t) = −γ′′ (s); and hence
dL( ∂∂t ) = 0 i.e., the restriction of dL in the direction of the rulings vanishes iden-
tically.
Case 2: M is not cylindrical.
If the ruled surface M is not cylindrical, we can decompose M into open pieces
such that on each piece we can find a parametrization x of the form:
(3.3) x(s, t) = α(s) + tβ(s)
where α and β are curves in Em such that
〈α′ , β〉 = 0, 〈β, β〉 = 1, 〈β′ , β′ 〉 = 1.
We have xs = α
′ + tβ′ and xt = β. We define functions q, u and v by
(3.4) q = ||xs ||2 = t2 + 2ut+ v, u = 〈α′ , β′ 〉 , v = 〈α′ , α′ 〉 .
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The Laplacian ∆ of M can be expressed as follows:
(3.5) ∆ = − ∂
2
∂t2
− 1
q
∂2
∂s2
+
1
2
∂q
∂s
1
q2
∂
∂s
− 1
2
∂q
∂t
1
q
∂
∂t
.
From (3.3) and (3.5) we see that the Laplace map is given by
L(s, t) =
1
2q2
{−2qα′′ (s) + qsα′ (s)− 2tqβ′′ (s) + qsβ′ (s)− qt qβ(s)}
where qs =
∂q
∂s , qt =
∂q
∂t . This implies that dL(
∂q
∂t ) = 0 if and only if
(3.6)
2qqtα
′′ + (qqst − 2qs qt )α′ + 2q(tqt − q)β′′
+(qqst − 2qs qt )β′ + q(q2t − qqtt )β = 0,
where qss =
∂2 q
∂s2 , qst =
∂2 q
∂s∂t and qtt =
∂2 q
∂t2 . From (3.4) and (3.6) we obtain
(3.7)
(β + β′′ )t4 + 2(2uβ + uβ′′ − α′′ )t3
−3(2uα′′ − 2u2β + u′α′ + u′β′ )t2
−{2(v′ + uu′ )α′ + 2uvβ′′ + 2(v′ + uu′ )β′
−4u3β + 2(2u2 + v)α′′ }t
−{(2uv′ − u′v)α′ + v2β′′ + 2uvα′′
+(2uv′ − u′v)β′ + (v2 − 2u2v)β} = 0.
From (3.7) we obtain
(3.8) β′′ + β = 0,
(3.9) α′′ = uβ,
(3.10) u′ (α′ + β′ ) = (uu′ + v′ )(α′ + β′ ) = 0,
(3.11) (2uv′ − u′v)(α′ + β′ ) = 0.
If α′ + β′ = 0, then α(s) = −β(s) + c for some constant vector c ∈ Em . On
the other hand, (3.8) implies that β is a unit speed curve of 1–type. Hence, β is
a plane circle. Consequently, by using α(s) = −β(s) + c, we may conclude that
x(s, t) = α(s)+tβ(s) is an open portion of a plane which is a special case of cylinder.
If α′ + β′ 6= 0, then (3.10) yields
v′ = −uu′ , u′v = −2uv′ .
Thus (2u2 + v)u′ = 0. Since v = 〈α′ , α′ 〉 > 0, u is a constant. Hence
(3.12) α′′ = −λβ
46
for some nonzero constant λ. From (3.8), (3.12) and 〈β, β〉 = 〈β′ , β〉 = 1, we
may choose a Euclidean coordinate system on Em such that α and β are given
respectively by
(2.13) β(s) = (cos s, sin s, 0, . . . , 0).
(3.14) α(s) = (λ cos s+ c1 s, λ sin s+ c2 s, c3 s, 0, . . . , 0)
for some constants c1 , c2 , c3 . From (3.13) and (3.14) we see that the ruled surface
x(s, t) = α(s) + tβ(s) is an open portion of a helicoid. Conversely, since a helicoid
is a minimal surface, its Laplace map L is a constant map. Thus dL = 0 identically.

In the remaining part of this section we investigate the Laplace map of flat ruled
surfaces in Em . It is well known that flat ruled surfaces in Em are “in general”
cylinders, cones or tangential developables of curves. As we already have seen, the
differential dL of the Laplace map of a cylinder in Em has rank ≤ 1.
Now, we study the Laplace maps of cones and tangential developables.
Proposition 3.2. The Laplace map of a cone in Em (m ≥ 3) is a cone.
Proof. Let x : M → Em be a cone in Em . Without loss of generality, we may
assume the cone has its vertex at the orign and it is parametrized by
(3.15) x(t, s) = tβ(s), |β| = |β′ | = 1.
Put
(3.16) e1 =
1
t
∂
∂s
e2 =
∂
∂t
.
Then, by direct computation, the second fundamental form h of M in Em satisfies
(3.17) h(e1 , e1 ) =
1
t
β′′ − 1
t
〈β′′ , β〉β, h(e2 , e2 ) = 0.
From (3.17) we see that the Laplace map of x is given by
L(t, s) =
1
t
(〈β′′ (s), β(s)〉 β(s)− β′′ (s)).
On the other hand, (3.15) yields 〈β′′ , β〉 = −1. Thus
(3.18) L(t, s) = −1
t
(β(s) + β′′ (s)),
which implies that the Laplace map L is also a cone with vertex at the origin. 
Proposition 3.3. The Laplace map of a tangential developable surface in
Em (m ≥ 3) is a cone.
Proof. AssumeM is a tangential developable surface in Em given by the tangent
lines of a unit speed curve β(s) in Em . Then M is parametrized by
(3.19) x(s, t) = β(s) + tβ′ (s), |β′ (s)| = 1.
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Let κ1 denote the first Frenet curvature of β in E
m .
Put
(3.20) e1 =
1
tκ1
( ∂
∂s
− ∂
∂t
)
, e2 =
∂
∂t
.
Then, by a direct computation, the second fundamental form h ofM in Em satisfies
(3.21) h(e1 , e1 ) =
1
tκ1
β3 , h(e2 , e2 ) = 0,
where β3 is the third Frenet vector. (3.21) implies that the Laplace map of M is
given by
(3.22) L(s, t) = − 1
tκ1
β2 (s).
Therefore, the Laplace map is a cone with vertex at the origin. 
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Chapter IV: HOMOTHETIC LAPLACE TRANSFORMATIONS.
§1. Some general results.
Let x : M → Em be an isometric immersion of an n-dimensional connected
Riemannian manifold M into a Euclidean m-space. Denote by L : Mn → Em the
Laplace map and by L(Mn ) the Laplace image of the immersion x. Recall that the
transformation L : M → L(M) from Mn onto its Laplace image L(M) is called
the Laplace transformation of the immersion x.
The main purpose of this section is to give some general properties concerning
isometric immersions x :Mn → Em with homothetic Laplace transformation.
First we give the following general results.
Lemma 1.1. Let x :M → Em be an isometric immersion of an n–dimensional
Riemannian manifold into Em . Then the Laplace transformation L : M → L(M)
is homothetic if and only if
(1.1) 〈AHX,AH Y 〉+ 〈DXH,DXH〉 = c2 〈X,Y 〉
holds for all vectors X,Y tangent to M , where c is a positive constant.
Proof. Because the Laplace map is given by L(p) = (∆x)(p) = −nH(p), the
differential of the Laplace map satisfies
(1.2) dL(X) = nAHX − nDXH.
From (1.2) we obtain
(1.3) 〈dL(X), dL(Y )〉 = 〈AHX,AH Y 〉+ 〈DXH,DH Y 〉
which implies the Lemma. 
In the following, by Sm−1 (r) we mean the hypersphere of Em centered at the
origin and with radius r.
Lemma 1.2. If
x : M → Sm−1 (r) ⊂ Em
is an isometric immersion which immerses M into the hypersphere Sm−1 (r) as a
minimal submanifold, then x has homothetic Laplace transformation.
Proof. If
x : M → Sm−1 (r) ⊂ Em
is an isometric immersion which immerses M into the hypersphere Sm−1 (r) as a
minimal submanifold, then the Laplace map L of x is given by L = nr2 x. Thus,
dL(X) = nr2 X for any vector X tangent to M . Hence, x has homothetic Laplace
transformation. 
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Lemma 1.3. Let x : M → Em and y : N → Er be two isometric immersions
whose Laplace maps are given by LM : M → Em and LN : N → Er , respectively.
Then
(1) the Laplace map of the product immersion (x, y) :M ×N → Em+r is given
by (LM , LN ) :M ×N → Em+r ;
(2) the Laplace image of the product immersion (x, y) : M × N → Em+r is
given by LM (M)× LN (N); and
(3) the Laplace transformation LM×N :M×N → LM×N (M×N) of the prod-
uct immersion is homothetic if and only if the Laplace transformations of x
and y are homothetic transformations with the same constant homothetic
factor.
Proof. This Lemma follows easily from the fact that the Laplace operator of
the Riemannian product M ×N of two Riemannian manifolds M and N is given
by
(1.4) ∆M×N = ∆M ×∆N . 
Lemma 1.2 and Lemma 1.3 show that there exist ample examples of submanifolds
with homothetic Laplace transformation.
If x : M → Em is an isometric immersion of a Riemannian manifold (M, g)
with Riemannian metric g and c a positive number, then the immersion xc defined
by (xc )(p) = cx(p), for p ∈ M , is an isometric immersion from the Riemannian
manifold (M, c2 g) into Em .
Lemma 1.4. Let x : M → Em be an isometric immersion. Then the Laplace
map Lc :M → Em of the isometric immersion xc is given by Lc (p) = c−2L(p) for
any point p ∈M .
Proof. Follows from the fact that the Laplace operator ∆c of (M, c2 g) and the
Laplace operator ∆ of (M, g) are related by
∆c = c−2∆. 
Let yi :M → Emi , i = 1, . . . , k, be k maps of M into Emi , respectively, and let
a1 , . . . , ak be k positive numbers. Then
y(p) = (a1 y1 (p), . . . , ak yk (p)), p ∈M,
is a map of M into Em1+...+mk , which is called a diagonal map of y1 , . . . , yk . In
particular, if y1 , . . . , yk are isometric immersions and a1 , . . . , ak satisfy a
2
1 + . . .+
a2k = 1, then the diagonal map y of y1 , . . . , yk is an isometric immersion, called a
diagonal immersion of y1 , . . . , yk .
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Lemma 1.5. Let x : M → Em be a diagonal immersion of k isometric immer-
sions. Then the Laplace map L :M → Em of x is a diagonal map.
Proof. From the definition of diagonal immersion, we have
(1.5) (∆x)(p) = (a1 (∆x1 )(p), . . . , ak (∆xk )(p))
which implies that the Laplace map L of the diagonal immersion x is related to the
Laplace map Li of xi by
(1.6) L(p) = (a1L1 (p), . . . , akLk (p)), p ∈M.
Thus, the Laplace map of a diagonal immersion is also a diagonal map. 
If M is a compact (connected) Riemannian homogeneous manifold, let G =
Io (M) be the identity component of the group of all isometries of M . G is a
compact Lie group acting on M transitively. A map x : M → Em from M into
Em is said to be equivariant if there exists a Lie homomorphism ϕ of G into the
isometry group I(Em ) of Em such that
x(σ(p)) = ϕ(σ)(x(p))
for any σ ∈ G and p ∈M .
For the Laplace map of an equivariant isometric immersion of a compact homo-
geneous space, we have the following general result.
Lemma 1.6. Let x : M → Em be an equivariant isometric immersion of a
compact Riemannian homogeneous manifold M into Em . Then the Laplace map
L :M → Em of x is also equivariant.
Proof. This lemma follows from the fact that the Laplacian operator ∆ is a
Riemannian invariant. 
Lemma 1.6 implies the following.
Lemma 1.7. Let x : M → Em be an equivariant isometric immersion of a
compact Riemannian homogeneous manifold M into Em . Then the immersion x
has constant mean curvature function and the Laplace map L : M → Em of x is
spherical. 
For equivariant immersions we also have the following
Theorem 1.8. Let x : Mn → Em be an equivariant isometric immersion
of a compact irreducible Riemannian homogeneous manifold. Then the associated
Laplace transformation L :Mn → L(Mn ) is a homothetic transformation.
Proof. Let x : M → Em be an equivariant isometric immersion of a compact
connected Riemannian homogeneous space M into Em . Without loss of general-
ity we may assume the immersion is full. From Lemma 1.7, the immersion x is
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spherical. Thus x(M) is contained in a hypersphere Sm−1 of Em . Without loss of
generality, we may also assume that Sm−1 is centered at the origin of Em . Then
there is a Lie homomorphism φ : G → SO(Em ) such that x(g(p)) = φ(g)(x(p))
for every g ∈ G and p ∈ M . Because (φ,Em ) is a representation of the com-
pact Lie group G, (φ,Em ) is the direct sum of some irreducible subrepresentations
(φ1 , E1 ), . . . , (φk , Ek ) such that E
m is the Euclidean direct sum E1 ⊕ . . .⊕ Ek of
E1 , . . . , Ek . Let xi denote the Ei -component of x. Then we have
(1.7) xi (g(p)) = φi (g)(xi (p)), g ∈ G, p ∈M, i = 1, . . . , k,
where E1 , . . . , Ek are mutually orthogonal in E
m .
Now we claim that each xi is a 1-type map, that is, ∆xi = λixi , i ∈ {1, . . . , k},
for some real numbers λi . In order to do so, we choose a fixed point o ∈M . Denote
by K the isotropy subgroup of G at o. Then M can be identified with G/K in a
natural way. Consider a biinvariant Riemannian metric on the compact Lie group
G such that the projection π : G → M = G/K is a Riemannian submersion. Let
e1 , . . . , eN be any orthonormal basis of the Lie algebra g = TeG of G, where e is
the identity element of G.
For each i ∈ {1, . . . , k}, denote also by φi the homomorphism g → so(Ei ) in-
duced from φi : G → Ei , where so(Ei ) is the Lie algebra of SO(Ei ). Then each
φi (ea ) is a skew-symmetric linear transformation of Ei and
∑N
a=1 φi (ea )
2 is a sym-
metric linear transformation. Let Ad : G→ GL(g) be the adjoint representation of
G. Since ad(g)(h) = ghg−1 and φi is a Lie homomorphism, we have
φi (g)φi (X)φi (g
−1 ) = φi (Ad(g)X)
for any X ∈ g, g ∈ G and i ∈ {1, . . . , k}. Therefore we find
φi (g)(
N∑
a=1
φi (ea )
2 )φi (g
−1 ) =
N∑
a=1
φi (Ad(g)ea )
2 =
N∑
a=1
φi (ea )
2
for any g ∈ G. This shows that∑Na=1 φi (ea )2 lies in the centralizer of φi (G). Since
the representation (φi , Ei ) is irreducible, Schur’s lemma in representation theory
implies that
(1.8)
N∑
a=1
φi (ea )
2 = −λi Ii ,
for some constants λi , where Ii is the identity transformation on Ei . On the other
hand, it is known that the Laplacian of xi is given by
(1.9) ∆xi (p) = −
N∑
a=1
d2
dt2
xi (exp tea )|t=0 = −
N∑
a=1
φi (ea )
2 (xi (p)).
Therefore, by (1.8) and (1.9), we have
(1.10) ∆xi = λi Ii , i = 1, . . . , k,
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for some constants λ1 , . . . , λk . In particular, this shows that x is a diagonal im-
mersion of 1–type maps xi : M → Ei , i = 1, . . . , k. Therefore, the Laplace map of
the equivariant immersion x is given by
(1.11) L(p) = λ1x1 (p) + . . .+ λkxk (p).
Since E1 , . . . , Ek are mutually orthogonal in E
m , (1.11) implies
(1.12) 〈dL, dL〉 = λ21 〈dx1 , dx1 〉+ · · ·+ λ2k 〈dxk , dxk 〉 .
If M is an irreducible homogenous Riemannian manifold, the linear isotropy rep-
resentation is irreducible. So, in this case, each 〈dxi , dxi 〉 is a constant multiple
of the original metric on M . Thus, by (1.12), the Laplace transformation of the
equivariant immersion x is a homothetic transformation. 
For compact submanifolds with homothetic Laplace transformation, we have the
following
Proposition 1.9. Let x : Mn → Em be an isometric immersion of a compact
Riemannian manifold Mn into Em . Then we have:
(1) the Laplace map L :Mn → Em has center of gravity at the origin 0 of Em
and
(2) if the Laplace transformation L : Mn → L(Mn ) of x is homothetic, or
more generally volume-element preserving, then the center of gravity of the
Laplace image L(Mn ) (with respect to the induced metric) in Em is the
origin 0 of Em .
Proof. Since M is compact and L = ∆x, Hopf’s lemma implies that the center
of gravity of the Laplace map is the origin. This proves statetement (1). Statement
(2) follows from statement (1) easily. 
Remark 1.1. Proposition 1.9 shows that not every submanifold in Em can
be realized as the Laplace image of some submanifolds in Em , in particular, ev-
ery compact submanifold in Em cannot be realized as the Laplace image of any
submanifold if its center of gravity differs from the origin. 
The following results establish some relations between Laplace transformations
and the notion of submanifolds of finite type.
Proposition 1.10. Let x : Mn → Em be an isometric immersion. If x has
homothetic Laplace transformation L :Mn → L(Mn ), then
(1) if the immersion x is of finite type, then the Laplace map L :Mn → Em is
of finite type;
(2) if M is compact, then the Laplace map L is of k–type if and only if the
immersion x is of k–type;
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(3) if the immersion x is of finite type, then the Laplace map is of non-null
finite type; in particular, if x is of non–null k–type, then L is of non–null
k–type; and if x is of null k–type, then L is of non–null (k − 1)–type.
Proof. If the Laplace transformation is homothetic, then the Laplacian operator
∆L of the Laplace image is related with the Laplacian operator of M by ∆L = c∆
for some positive constant c.
(1) If the immersion x is of finite type, then we have
(1.13) x = x1 + · · ·+ xk , ∆xi = λixi , i = 1, . . . , k
for some natural number k and real numbers λ1 , . . . , λk and non–constant maps
x1 , . . . , xk . From (1.10) we get
(1.14) L = L1 + · · ·+ Lk ,
where Li = λixi . Because ∆LLi = c∆Li = cλiLi , (1.14) implies that the Laplace
map L of x is also of finite type.
(2) Suppose M is compact and the Laplace map L of x is of k–type. Let Q(t) be
the minimal polynomial of L. Then degQ = k and Q(∆L )L = 0. Because L = ∆x
and ∆L = c∆ for some positive constant c, there exists a polynomial Q¯(t) such
that deg Q¯ = degQ and P (∆)x = 0 where P (t) = tQ¯. Therefore, by Theorem 3.1
of Chapter 1, the immersion x is of ℓ–type with ℓ ≤ k + 1.
If x is of (k + 1)–type, then
(1.15) x = x1 + · · ·+ xk+1 , ∆xi = λixi , i = 1, . . . , k + 1
for non–constant maps x1 , . . . , xk+1 . Because, M is compact, all of λ1 , . . . , λk+1
are non–zero. This implies that L is of (k + 1)–type which is a contradiction.
Similarly, if x is of ℓ–type with ℓ < k, then L is of ℓ–type with ℓ < k. The
remaining part of statement (2) follows from the proof of statement (1).
(3) If x is of non–null k–type whose spectral decomposition is given by (1.13),
then (1.14) is the spectral decomposition of the Laplace map L. Since ∆LLi =
cλiLi and c, λi are nonzero constants, (1.14) shows that L is of non–null k–type.
If x is of null k–type, then one of λ1 , . . . , λk is zero. Without loss of generality, we
may assume λ1 = 0. Then the spectral decompostion of the Laplace map is given
by
L = L2 + · · ·+ Lk , ∆LLi = cλiLi , i = 2, . . . , k
which implies that L is non–null (k − 1)–type. This proves statement (3). 
Proposition 1.11. Let x :M → Em be an isometric immersion with homothetic
Laplace transformation L :M → L(M). Then
(1) if x is linearly independent, then the Laplace map is also linearly indepen-
dent; and
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(2) if x is orthogonal, then the Laplace map is also orthogonal.
Proof. Let x :M → Em be an immersion of k-type and let
(1.16) x = c+ x1 + . . .+ xk , ∆xi = λixi , λ1 < . . . < λk
be the spectral decomposition of the immersion x, where c is a constant vector
and x1 , . . . , xk are non-constant maps. For each i ∈ {1, . . . , k} we put Ei =
Span{xi (p) : p ∈M}. Then each Ei is a linear subspace of Em .
(1) If the immersion x is linearly independent, then the subspaces E1 , . . . , Ek
are linearly independent, that is, the dimension of subspace spanned by all vectors
in E1 ∪ . . .∪Ek is equal to dimE1 + . . .+dimEk . Since the Laplace transformation
is homothetic, (1.16) yields
(1.17) L = L1 + . . .+ Lk , ∆LLi = cλiLi , i = 1, . . . , k,
where Li = 0 when λi = 0. Because Span{Li (p) : p ∈ M} = Span{xi (p) :
p ∈ M} = Ei for Li 6= 0, (1.17) implies that the Laplace map is also linearly
independent.
(2) If the immersion x is orthogonal, then the subspaces E1 , . . . , Ek are mutually
orthogonal in Em . Because L has the spectral deocomposition given by (1.17),
statement (2) can be proved in a way similar to statement (1). 
Theorem 1.12. Let x : M → Em be an equivariant isometric immersion of a
compact irreducible Riemannian homogeneous manifold. Then, with respect to the
induced metric, the Laplace map L : M → Em is a homothetic immersion of finite
type.
Proof. If x : M → Em be an equivariant isometric immersion of a compact
irreducible Riemannian homogeneous manifold, then x is of finite type [C5, page
258]. On the other hand, by Theorem 1.8, we know that the Laplace transformation
of x is homothetic. Thus, by applying Proposition 1.10, the Laplace map L is a
homothetic immersion of finite type. 
§2. Some classification theorems.
In this section we assume x : Mn → Em is an isometric immersion whose
Laplace transformation is given by L :Mn → L(Mn ). If L is homothetic, then the
Laplacian operator ∆L of the Laplace image is related with the Laplace operator
of M by ∆L = c∆ for some positive number c.
First we give the following.
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Theorem 2.1. Let x : Mn → Em be an isometric immersion with homothetic
Laplace transformation L : Mn → L(Mn ). Then the Laplace image lies in a
hypersphere of Em as a minimal submanifold if and only if either
(1) Mn is a minimal submanifold of a hypersphere of Em or
(2) x is of null 2-type.
Proof. Let x : Mn → Em be an isometric immersion with homothetic Laplace
transformation. If the Laplace image lies in a hypersphere Sm−1 of Em centered
at the origin as a minimal submanifold, then the Laplace map L of x is of non–null
1–type by Theorem 2.4 of Chapter II. Thus
(2.1) ∆2x = ∆L =
1
c
∆LL =
λ
c
L =
λ
c
∆x,
for some positive number λ. Put
x1 =
c
λ
x, x0 = x− x1 .
Then, by (2.1), we have
∆x1 =
c
λ
∆2x = ∆x =
λ
c
x1 , ∆x0 = ∆x−∆x1 = 0.
Thus, x is either of 1–type (when x0 = 0) or of null 2–type (when x0 6= 0). If the
first case occurs, Mn is immersed by x as a minimal submanifold of a hypersphere
of Em . 
Proposition 2.2. Let x :Mn → Em be an equivariant isometric immersion of
a compact irreducible Riemannian homogeneous manifold. Then
(1) the immersion x is of 1-type if and only if the Laplace image L(Mn ) is a
minimal submanifold of a hypersphere; and
(2) if the immersion x is not of 1-type, then the Laplace image is a minimal
submanifold in some hyperquadric of Em .
Proof. If x :Mn → Em is an equivariant isometric immersion of a compact irre-
ducible Riemannian homogeneous manifold, then x has homothetic Laplace trans-
formation according to Theorem 1.8. Thus, by applying Theorem 2.1 we obtain
statement (1), since Mn is compact.
In general, Lemma 1.4 implies that the Laplace map L of x is an equivariant
homothetic immersion. By multiplying the metric on M by a suitable constant, L
becomes an equivariant isometric immersion. Therefore, by applying Theorem 6.3
of Chapter II, we see that the Laplace image of M is a minimal submanifold of
some hyperquadric of Em . 
The following result classifies all submanifolds with homothetic Laplace trans-
formation and with parallel mean curvature vector.
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Theorem 2.3. Let x : M → Em be an isometric immersion with parallel
mean curvature vector. Then the Laplace transformation L : M → L(M) of x is
homothetic if and only if M is immersed as a minimal submanifold of a hypersphere
of Em via x.
Proof. Assume the immersion x : M → Em has parallel mean curvature and
homothetic Laplace transformation. Then by Lemma 1.1 we have
(2.2) 〈AHX,AH Y 〉 = c2 〈X,Y 〉 ,
for vectors X,Y tangent to M , where c is a positive number. Put
U = {p ∈M : H(p) 6= 0}.
Then U is a dense open subset of M , since L is homothetic. On U we choose a
local orthonormal frame field e1 , . . . , en of the tangent bundle and a local orthormal
frame field en+1 , . . . , em of the normal bundle such that e1 , . . . , en are eigenvectors
of AH and en+1 is in the direction of the mean curvature vector H on U . Hence
we have
(2.3) An+1 ei = κi ei , i = 1, . . . , n,
where Ar = Aer is the Weingarten map of M and κ1 , . . . , κn are eigenvalues of
An+1 . From (2.2) and (2.3) we may assume
(2.4) κ1 = . . . = κk = λ, κk+1 = . . . = κn = −λ,
where λ = nα/(2k − n) and α2 = 〈H,H〉 are constant.
Assume 0 < k < n. We put
D1 = {X ∈ TM : An+1X = λX},
(2.5) D2 = {X ∈ TM : An+1X = −λX}.
Because DH = 0, the equation of Codazzi implies that D1 ,D2 are integrable
distributions on U . Furthermore, by applying Codazzi’s equation, it is easy to
show that leaves of D1 and D2 are totally geodesic submanifolds of U . Therefore,
locally U is the Riemannian product M1 ×M2 of some integrable submanifolds of
D1 and D2 .
From (2.3) and (2.4) we know that An+1 takes the following form:
(2.6) An+1 =
(
λIk 0
0 −λIn−k
)
.
On the other hand, since the mean curvature vector H is parallel, the equation
of Ricci yields [An+1 , Ar ] = 0. Therefore, by using (2.6), the second fundamental
form h of U in Em satisfies h(D1 ,D2 ) = {0}. Consequently, by applying a lemma
of Moore, we know that M is locally a product submanifolds, say
(2.7) x = (y, z) :M1 ×M2 → Em1 × Em−m1 = Em .
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Let e¯1 , . . . , e¯n , e¯n+1 , . . . , e¯m be a local orthonormal frame field such that e¯n+1 is
in the direction of the mean curvature vector H1 of M1 in E
m1 , e¯n+2 is in the
direction of the mean curvature vector H2 of M2 in E
m−m1 , e¯1 , . . . , e¯k are tangent
to M1 and e¯k+1 , . . . , e¯n are tangent to M2 , respectively. Then we have
(2.8) H =
1
n
{(traceAe¯n+1 )e¯n+1 + (traceAe¯n+2 )e¯n+2}.
From (2.8) we get
(2.9) AH =
1
n
{(traceAe¯n+1 )Ae¯n+1 + (traceAe¯n+2 )Ae¯n+2 }.
In particular, if e¯1 , . . . , e¯k are tangent toM1 and eigenvectors ofAe¯n+1 and e¯k+1 , . . . ,
e¯n are tangent to M2 and are eigenvectors of Ae¯n+2 , then we have
(2.10) AH =
1
n
(
(traceAe¯n+1 )B 0
0 (traceAe¯n+2 )C
)
,
where B and C are diagonal matrices given by
(2.11) B = Diag(δ1 , . . . , δk ), C = Diag(βk+1 , . . . , βn ).
Since H = αen+1 , (2.6), (2.10) and (2.11) imply
δ1 = . . . = δk = δ, βk+1 = . . . = βn = β.
Therefore, we find nαλ = kδ2 and −nαλ = (n − k)β2 which is impossible, since
α and λ are non–zero on U . Consequently, either k = 0 or k = n. Thus, U
is a pseudo–umbilical submanifolds with parallel mean curvature vector. Hence,
U = M . Therefore, by applying a result of [CY] (i.e. Theorem 1.1 of Chapter II),
we conclude that M is immersed by x as a minimal submanifold of a hypersphere
of Em .
The converse of this is given by Lemma 1.2. 
In the following we study hypersurfaces with homothetic Laplace transformation.
For simpicity, here we classify hypersurfaces of dimenson 2 and 3 only.
Theorem 2.4. Let x :M → E3 be a surface in E3 . Then the Laplace transfor-
mation L : M → L(M) of the surface is homothetic if and only if M is an open
portion of an ordinary sphere in E3 .
Proof. If M is an open protion of an ordinary sphere in E3 , it is easy to see
that it has homothetic Laplace transformation.
Conversely, suppose M is a surface of E3 with homothetic Laplace transforma-
tion. It suffices to show thatM has constant mean curvature according to Theorem
2.3.
Let U = {p ∈ M : dα2 6= 0 at p }. Then U is an open subset of M . In
order to prove that U is an empty set, we choose a local orthonormal frame field
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e1 , e2 , e3 such that e1 , e2 are tangent vector fields of U which are eigenvectors of
the Weingarten map A3 = Ae3 . So, we have
(2.12) A3 ei = κi ei , i = 1, 2,
where κ1 , κ2 are principal curvatures.
From Lemma 1.1 and (2.12) we get
(2.13) (e1α)(e2α) = 0.
Therefore, without loss of generality, we may choose e1 such that e1 is in the
direction of the gradient of α, ∇α. So we have
(2.14) e2α = 0.
From Lemma 1.1 and (2.12) we also have
(2.15) α2κ2i + (eiα)
2 = c2 ,
where c is a positive number. Thus (2.14) yields
(2.16) α2κ22 = c
2 .
So, by choosing suitable e3 , we have
(2.17) κ2 =
c
α
> 0.
From (2.15) and (2.17), we have
(2.18) ω31 = (2α−
c
α
)ω1 , ω32 =
c
α
ω2 ,
(2.19) (e1α)
2 = 4α2 (c− α2 ).
Put
(2.20) ω21 = f1ω
1 + f2ω
2 .
Then we have
(2.21) dω1 = f1ω
1 ∧ ω2 , dω2 = f2ω1 ∧ ω2 .
By taking exterior derivative of (2.18) and using (2.21) and the structure equa-
tions, we obtain
(2.22) α2 = cf1 , e1α = 2(α− α
3
c
)f2 .
Combining (2.19) and (2.22) we find
(2.23) (c− α2 )f22 = c2 .
(2.22) and (2.23) yield
(2.24) e2f1 = e2f2 = 0.
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Taking the exterior derivative of (2.20), we find
(2.25) f21 + f
2
2 =
c(c− 2α2 )
α2
− e1f2 .
On the other hand, (2.22) and (2.23) imply
(2.26) e1f2 =
c5 − 4c4α2 + 2c3α4 − cα6 + α8
c2α2 (c− α2 ) .
From (2.23) we get
(2.27) f2 (e1f2 ) =
c2α(e1α)
(c− α2 )2 .
Using (2.19), (2.23) and (2.27) we find
(2.28) (e1f2 )
2 =
4c2α4
(c− α2 )2 .
Combining (2.26) and (2.28), we conclude that U is an empty set. Thus, M has
constant mean curvature and it is an open portion of an ordinary sphere in E3 . 
Theorem 2.5. Let x : M → E4 be a hypersurface of E4 . Then the Laplace
transformation L : M → L(M) of the hypersurface is homothetic if and only if M
is an open portion of a hypersphere of E4 .
Proof. SupposeM is a hypersurface of E4 with homothetic Laplace transforma-
tion. It suffices to show thatM has constant mean curvature according to Theorem
2.3.
Let U = {p ∈ M : dα2 6= 0 at p }. Then U is an open subset of M . In
order to prove that U is an empty set, we choose a local orthonormal frame field
e1 , e2 , e3 , e4 such that e1 , e2 , e3 are tangent vector fields of U which are eigenvectors
of the Weingarten map A4 = Ae4 . So, we have
(2.29) An+1 ei = κiei , i = 1, 2, 3,
where κ1 , κ2 , κ3 are principal curvatures.
From Lemma 1.1 and (2.29) we get
(2.30) (eiα)(ej α) = 0, i 6= j.
Therefore, without loss of generality, we may choose e1 such that e1 is in the
direction of the gradient of α, ∇α. So we have
(2.31) e2α = e3α = 0.
From Lemma 1.1 and (2.29) we have
(2.32) α2κ2i + (eiα)
2 = c2 ,
where c is a positive number. Thus (2.31) yields
(2.33) α2κ22 = α
2κ23 = c
2 .
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So, by choosing a suitable e4 , we have either
(2.34) κ1 = 3α, κ2 =
c
α
, κ3 = − c
α
,
or
(2.35) κ1 = 3α− 2c
α
, κ2 = κ3 =
c
α
,
We treat these two cases separately.
Case 1. (2.34) holds. In this case, we put µ = cα . From (2.32) and (2.34) we
have
(2.36) (e1α)
2 = c2 − 9α4 .
(2.37) ω41 = 3αω
1 , ω42 = µω
2 , ω43 = −µω3 .
By taking the exterior derivative of (2.37) and applying (2.37) and the structure
equations, we obtain
(2.38) ω21 (e1 ) = ω
3
1 (e1 ) = 0.
on U . Hence, integral curves of e1 in U are geodesics of M .
Since αµ = c, (2.31) yields
(2.39) e2µ = e2µ = 0.
By taking exterior derivatives of the last two equations of (2.37) and using (2.37),
(2.39) and the structure equations, we obtain
(2.40) e1µ = (3α− µ)ω21 (e2 ) = −(3α+ µ)ω31 (e3 ),
(2.41 ω21 (e1 ) = ω
3
1 (e1 ) = ω
3
2 (e2 ) = ω
3
2 (e3 ) = 0,
(2.42) (3α− µ)ω21 (e3 ) = 2µω32 (e1 ), (3α+ µ)ω31 (e2 ) = 2µω32 (e2 ).
From (2.41) we have
(2.43) ω21 = f2ω
2 + f3ω
3 ,
(2.44) ω31 = g2ω
2 + g3ω
3 ,
(2.45) ω32 = hω
1 ,
for some functions f2 , f3 , g2 , g3 , h. Moreover, by (2.40), and (2.42), we have
(2.46) e1α =
α
c
(c− 3α2 )f2 = α
c
(c+ 3α2 )g3 ,
(2.47) (3α2 + c)g2 = 2ch, (3α
2 − c)f3 = 2ch.
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Also, from (2.46) and (2.47), we have
(2.48) g3 = (
c− 3α2
c+ 3α2
)f2 , g2 = −(c− 3α
2
c+ 3α2
)f3 .
By taking exterior derivative of (2.34) we obtain
(2.49) e2h = e3h = 0, dh = (e1h)ω
1 ,
(2.50) α2h(g2 − f3 ) = c2 + α2 (g2f3 − g3f2 ).
Similarly, by taking exterior derivative of (2.43) and (2.44), we find
(2.51) e1f2 = hg2 − 3c− f22 + f3 (h− g2 ),
(2.52) e1f3 = hg3 − f3 g3 − (f3 + h)f2 ,
2.53 e3f2 = e2f3 ,
(2.54) e1 g2 = −hf2 − f2 g2 + (h− g2 )g3 ,
(2.55) e1 g3 = −hf3 + 3c− (f3 + h)g2 − g23 ,
(2.56) e3g2 = e2 g3 .
From (2.31) and (2.46) we have
e2 e1α =
α
c
(c+ 3α2 )(e2 g3 ), e1 e2α = 0.
Therefore, using (2.41), we get
α
c
(c+ 3α2 )(e2 g3 ) = [e2 , e1 ]α = −(∇e1 e2 )α = 0.
Hence, by (2.56), we get
(2.57) e2g3 = e3g2 = 0.
Similarly by using
e3 e1α =
α
c
(c+ 3α2 )(e3 g3 ), e1 e3α = 0,
we obtain
(2.58) e3 g3 = 0.
Similarly using e1α =
α
c (c− 3α2 )f2 , we also obtain
(2.59) e2f2 = e3f2 = 0, e2f3 = 0.
From (2.47) and (2.57), we also find
(2.60) e2h = e3h = 0.
Consequently, from (2.31), (2.47) and (2.60), we obtain
(2.61) eigj = ei fj = eih = 0, i, j = 2, 3.
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By using (2.37) and a long computation we derive
(2.62) e1 g2 =
f2f3 (c− 3α2 )
c+ 3α2
.
On the other hand, substituting (2.47) and (2.48) into (2.54) yields
(2.63) e1 g2 =
f2f3 (c− 3α2 )
c(c+ 3α2 )2
(2c2 + 3cα2 + 9α4 ).
Combining (2.51) and (2.52), we obtain f2f3 = 0.
If f2 = 0, then g3 = 0 according to (2.48). Thus, (2.46) and e1α = 0 imply M
has constant mean curvature.
If f3 = 0, (2.47) and (2.48) yield h = g2 = 0. Thus, (2.51) implies
(2.64) e1f2 = −3c− f22 .
On the other hand, by taking derivative of ω21 = f2ω
2 and using (2.32), (2.43),
(2.45) together with h = f3 = 0, we have
(2.65) e1f2 =
c2
α2
− f22 .
Combining (2.64) and (2.65) we see that U is an empty set which implies that M
has constant mean curvature M is an open portion of a hypersphere.
Case 2. (2.35) holds. In this case, we have
(2.66) ω41 = (3α−
2c
α
)ω1 , ω42 =
c
α
ω2 , ω43 =
c
α
ω3 ,
(2.67) (e1α)
2 = 3(c− α2 )(c− 3α2 ).
By taking exterior derivatives of the three equations in (2.66), we may prove
after a long computation that
(2.68) ω21 = ω
3
1 = 0.
Thus, dω1 = 0. Hence, if we put D1 = Span{e1} and D2 = Span{e2 , e3} on U ,
then D1 ,D2 are totally geodesic integrable distributions on U . Hence, U is locally
the Riemannian product of a curve and a surface N . Moreover, since the second
fundamental form h satisfies h(D1 ,D2 ) = {0}, a lemma of Moore implies that U is
locally a product hypersurface of a line and a surface in a affine 3–subspace E3 of
E4 . This is a contradiction since such a hypersurface does not have a homothetic
Laplace transformation. Consequently, U is an empty set. Thus, M is an open
portion of a hypersphere of E4 .
The converse of this is trivial. 
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Remark 2.1. Similar but much more complicated arguments can be used
to classify hypersurfaces of a Euclidean space of any dimension with homothetic
Laplace transformation. 
§3. Surfaces with homothetic Laplace tranformation.
The purpose of this section is to study surfaces with homothetic Laplace trans-
formation.
In the following, a submanifold M of a Riemannian manifold is said to have
parallel normalized mean curvature vector if the mean curvature vectorH is nonzero
and the unit vector field in the direction of H is parallel in the normal bundle. It
is clear that a non-minimal hypersurface has parallel normalized mean curvature
vector. For submanifolds with parallel normalized mean curvature vector, we have
the following.
Theorem 3.1. Let x : M → Em be an isometric immersion with parallel
normalized mean curvature vector of a surface M . Then the Laplace transformation
L : M → L(M) of x is homothetic if and only if M is immersed as a minimal
surface in a hypersphere of Em via x.
Proof. Assume M is a surface in Em with parallel normalized mean curvture
vector and homothetic Laplace transformation. Denote by α the mean curvature of
M in Em . We choose an orthonormal local frame field e1 , e2 , e3 , . . . , em such that
e1 , e2 are eigenvectors of AH and H = αe3 . We put A3 ei = κiei , i = 1, 2. Then
we have (e1α)(e2α) = 0. So, we may choose e1 , e2 such that e1 is in the direction
of the gradient of α2 . Let U be the open subset of M on which the gradient of α2
is non–zero. Thus, we have
(3.1) e2α = 0.
Hence, from Lemma 1.1 and (3.1), we have
(3.2) κ1 = 2α− c
α
, κ2 =
c
α
, ω31 = κ1ω
1 , ω32 = κ2ω
2 ,
(3.3) (e1α)
2 = 4α2 (c− α2 ),
where c is a positive constant. (3.3) implies c > α2 on U . Becaus M has parallel
normalized mean curvature vector, we have De3 = 0; and hence
(3.4) ω34 = · · · = ω3m = 0.
From the equation of Ricci and (3.4), we get
(3.5) [A3 , Ar ] = 0, r = 4, . . . ,m.
Since the gradient of α2 is nowhere zero on U , c 6= α2 . Therefore, (3.5) implies
that each Ar is diagonalized with respect to e1 , e2 . Because e3 is parallel to H ,
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this implies that one may choose e4 , . . . , em in such a way that A4 , . . . , Am take
the following forms:
(3.6) A4 =
(
β 0
0 −β
)
, A5 = · · · = Am = 0.
By taking exterior derivatives of ω31 and ω
3
2 and using the structure equations and
(3.2), we find
(3.7) (2α− 2c
α
)f1 = 0,
(3.8) e1α =
2α
c
(c− α2 )f2 ,
where ω21 = f1ω
1 + f2ω
2 . Since α is nowhere constant on U , (3.7) yields f1 = 0.
Put f = f2 . Then ω
2
1 = fω
2 .
Taking exterior derivative of ω41 = βω
1 and ω42 = −βω2 we find
(3.9) e1β = −2βf, e2β = 0.
Combining (3.3) and (3.8), we get
(3.10) ω21 = fω
2 = ± c√
c− α2 ω
2 .
By taking exterior derivative of (3.10) and applying (3.8) and (3.10), we obtain
(3.11) β2 = 2c− c
2
α2
+
2cα2 + c2
c− α2 .
Taking exterior derivative of (3.11) and using (3.8) we get
(3.12) β(e1β) = ±2cα
√
c− α2{ 2c
α3
+
6cα
(c− α2 )2 }.
From (3.9), (3.11) and (3.12), we may conclude that U is an empty set. Thus, M
has constant mean curvature. Because M has parallel normalized mean curvature
vector, M has paralllel mean curvature vector. Therefore, by Theorem 2.3, M is
immersed as a minimal surface in a hypersphere of Em . The converse follows from
Lemma 1.2. 
Theorem 3.2. Let x :M → E4 be a surface in E4 with constant mean curvature.
Then M has homothetic Laplace transformation if and only if M is a minimal
surface in a hypersphere of E4 .
Proof. Assume M has constant mean curvatur and homothetic Laplace trans-
formation. Then the mean curvature is nonzero. If M has parallel mean curvature
vector, then M is a minimal surface in a hypersphere of E4 by Theorem 3.1. So,
we assume that U = {p ∈M : DH 6= 0 at p } is non–empty. It is clear that U is an
open subset of M .
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On U , we choose a local orthonormal frame field e1 , e2 , e3 , e4 such that e3 is
in the direction of H and e1 , e2 are eigenvectors of A3 with eigenvalues κ1 , κ2 ,
respectively. Since DH = αDe3 = αω
4
3 , Lemma 1.1 implies ω
4
3 (e1 )ω
4
3 (e2 ) = 0.
Without loss of generality, we may assume ω43 (e1 ) = 0. Then we have
(3.14) De1 H = 0, ω
4
3 = µω
2 ,
for some local function µ. So, by Lemma 1.1, we have
(3.15) α2κ21 = c
2 , α2κ22 + α
2µ2 = c2 ,
where c is a positive constant. Because M has constant mean curvature, (3.15)
implies κ1 , κ2 and µ are constant. Put
(3.16) A4 =
(
γ δ
δ −γ
)
.
Taking exterior derivative of ω31 = κ1ω
1 and ω32 = κ2ω
2 , respectively, we obtain
(3.17) (κ2 − κ1 )f1 = −µγ,
(3.18) e1 δ + 2γf1 = κ1µ+ e2γ − 2f2δ,
(3.19) (κ1 − κ2 )f2 = δµ,
(3.20) e2 δ + 2f2γ = −e1γ + 2f1δ,
where ω21 = f1ω
1 + f2ω
2 . From (3.17) and (3.19) we find
(3.21) f1 δ + γf2 = 0.
Taking exterior derivative of ω43 = µω
2 , we find
(3.22) µf2 = δ(κ2 − κ1 ).
From (3.19) and (3.22) we get
(3.23) {µ2 + (κ1 − κ2 )2}f2 = 0.
If κ1 ≡ κ2 on U , then U is a pseudo–umbilical surface with non–zero constant
mean curvature in E4 . Thus, by applying a result of [C1] (cf. Theorem 1.2 of
Chapter II), we know that U has parallel mean curvature vector. This is a contra-
diction. Therefore, V = {p ∈ U : κ1 6= κ2 at p } is a non–empty open subset of U .
On V , (3.19) and (3.23) yield f2 = 0 and δµ = 0. Since DH 6= 0 on U , we obtain
δ = 0.
Since f2 = 0, we have ω
2
1 = f1ω
1 . So, by taking exterior derivative of ω21 and
applying δ = 0, we find
(3.24) e2f1 = f
2
1 − γ2 + κ1κ2 .
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On the other hand, (3.17) implies
(3.25) e2f1 = (
µ
κ1 − κ2 )(2γf1 − κ1µ).
Combining (3.17), (3.24) and (3.25) we conclude that γ is constant. Thus, by (3.17)
and (3.22), we conclude that f1 is also a constant and
(3.26) f21 = κ1κ2 − γ2 .
Moreover, using (3.17) and (3.18), we find
(3.27) f21 =
κ1µ
2
2(κ1 − κ2 )
Because κ1 6= 0, (3.26) and (3.27) give
(3.28) µ2 = (κ1 − κ2 )(3κ2 − κ1 ).
From (3.15) and (3.28) we obtain κ1 = κ2 on V which is a contradiction. Conse-
quently,M has parallel mean curvature vector. Hence,M is immersed as a minimal
surface of a hypersphere of E4 .
The converse of this is clear. 
It is interesting to point out that Theorem 3.1 and Theorem 3.2 are best possible.
In fact we have the following results.
Proposition 3.3. Let C1 and C2 be two planar curves parametrized by ar-
clength. Then the product surface M = C1 × C2 in E4 has homothetic Laplace
transformation if and only if the curvature functions of C1 , C2 are of the following
form:
(3.29) κ(s) = c(1 + c4ae−8c
2 s )
−1
4
for some constants a and c > 0.
Proof. Assume C1 × C2 is given by
(3.30) X(u, v) = (x(u), y(u), z(v), w(v)),
where u, v are arclength parametrizations of C1 and C2 , respectively. Then the
mean curvature vector H of M in E4 is given by
(3.31) H =
1
2
(x′′ (u), y′′ (u), z′′ (v), w′′ (v)).
Denote e1 =
∂
∂u , e2 =
∂
∂v . Then we have
(3.32)
L∗ (e1 ) = (−x′′′ (u),−y′′′ (u), 0, 0),
L∗ (e2 ) = (0, 0,−z′′′ (v),−w′′′ (v)).
Therefore, by Lemma 1.1, the plane curvatures κ of C1 , C2 satisfy the following
differential equation:
(3.33) (κ′ (s))2 + κ(s)4 = c2 ,
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for some positive constant c, where s is the arc–length parametrization of the curve.
(3.32) implies c ≥ κ2 . Solving equation (3.33), we obtain
(3.34) κ(s)4 =
c2
1 + c2ae−8c2 s
,
where a is a constant.
The converse of this is easy to verify. 
Remark 3.1. Proposition 3.3 still holds if we replace C1 × C2 by the product
of k plane curves in E2k , for any k = 1, 3, 4, · · · , (see also Corollary 1.3 of Chapter
III). 
Remark 3.2. The plane curve whose curvature function satisfies (3.29) is an
open portion of a circle if and only if a = 0. When a 6= 0, then a plane curve whose
curvature function satisfies condition (3.29) is congruent to a curve given by
(3.35)
(∫
cos θ(s)ds,
∫
sin θ(s)ds
)
,
where
(3.36) θ(s) = c1 − 1
8c
3
2
{ln(ℓ(s)− 1)− ln(ℓ(s) + 1) + 2 tan−1 ℓ(s)}, c1 ∈ R,
(3.37) ℓ(s) = (1 + c2ae−8c
2 s )
1
4 .
Remark 3.3. From Proposition 3.3 and Remark 3.2 it follows that there exist
amples examples of surfaces which do not lie in any hypersphere of E4 but with
homothetic Laplace transformation. 
The following two Propositions also show that Theorems 3.1 and 3.3 are best
possible.
Proposition 3.4. Let M2 be a surface in E5 defined by
x(u, v) =
(
au, b2 cosu, b2 sinu,
1
b
(a2 + b4 )3/4 cos v,
1
b
(a2 + b4 )3/4 sin v
)
for some nonzero constants a and b. Then the surface M2 in E5 satisfies the
following properties:
(1) the Laplace transformation is homothetic;
(2) the mean curvature function is a nonzero constant;
(3) M2 has non-parallel normalized mean curvature vector field; and
(4) M2 is not contained in any hypersphere of E5 .
Proposition 3.5. Let M2 be the product of two circular helices in E6 defined
by
x(u, v) = (au, av, c cosu, c sinu, c cos v, c sin v)
68
for some nonzero constants a and c. Then the surface satisfies the following prop-
erties:
(1) the Laplace transformation is homothetic;
(2) the mean curvature function is a nonzero constant;
(3) the surface is pseudo-umbilical;
(4) M2 has non-parallel normalized mean curvature vector field;
(5) M2 is not contained in any hypersphere of E6 ; and
(6) the immersion x is of null 2-type.
Propositions 3.4 and 3.5 can be proved by direct computation.
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Chapter V: CONFORMAL LAPLACE TRANSFORMATION
§1. Some general results.
Let x : M → Em be an isometric immersion of an n-dimensional connected
Riemannian manifold M into a Euclidean m-space. Denote by L : Mn → Em the
Laplace map and by L(Mn ) the Laplace image of the immersion x. As before, we
denote the Laplace trasformation by L : M → L(M). The Laplace transformation
L is said to be conformal (respectively, weakly conformal) if there exists a function
ρ > 0 (respectively, ρ ≥ 0) such that 〈dL(X), dL(Y )〉 = ρ2 〈X,Y 〉 for all vectors
X,Y tangent to M .
The main purpose of this section to give some general results concerning sub-
manifolds with conformal Laplace transformation.
First we give the following general lemma.
Lemma 1.1. Let x :M → Em be an isometric immersion of an n–dimensional
Riemannian manifold into Em . Then the Laplace transformation L : M → L(M)
is conformal (respectively, weakly conformal) if and only if
(1.1) 〈AHX,AH Y 〉+ 〈DXH,DY H〉 = ρ2 〈X,Y 〉 ,
holds for vectors X,Y tangent to M , where ρ is a strictly positive function (respec-
tively, positive function) on M .
Proof. Because the Laplace map is given by L(p) = (∆x)(p) = −nH(p), the
differential of the Laplace map satisfies
(1.2) dL(X) = nAHX − nDXH.
From (1.2) we obtain
(1.3) 〈dL(X), dL(Y )〉 = 〈AHX,AH Y 〉+ 〈DXH,DH Y 〉
which implies the Lemma. 
Theorem 1.2. Let M be a submanifold in Em . Then M is a minimal subman-
ifold of a hypersphere of Em if and only if M has confomal Laplace transformation
and the mean curvature vector field of M in Em is parallel in the normal bundle.
Proof. If M has parallel mean curvature vector and conformal Laplace trans-
formation, then Lemma 1.1 yields
(1.4) 〈AHX,AH Y 〉 = ρ2 〈X,Y 〉 ,
for some strictly positive function ρ. It is clear that H is nowhere zero.
Let e1 , . . . , en be a local orthonormal frame field given by eigenvectors of AH
satisfying AH ei = µiei , i = 1, . . . , n. Then (1.4) implies µ
2
i = ρ
2 . Therefore, AH
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has at most two distinct eigenvalues given by ρ,−ρ with multiplicities, say k, n−k,
respectively.
If k = 0 or k = n, then M is a pseudo–umbilical submanifold with parallel
mean curvature. Thus, by applying Theorem 1.1 of Chapter II, M is a minimal
submanifold of a hypersphere of Em .
If 0 < k < n, then, without loss of generality, we may put
(1.5) µ1 = · · · = µk = ρ, µk+1 = · · · = µn = −ρ.
Because M has parallel mean curvature vector, the mean curvature of M is
constant. Thus, (1.5) implies that ρ is a positive constant. Therefore, M has
homothetic Laplace transformation. Hence, by Theorem 2.3 of Chapter IV, M is a
minimal submanifold of a hypersphere of Em .
The converse of this follows immediately from Theorem 2.3 of Chapter IV. 
Theorem 1.2 implies the following
Corollary 1.3. Let M be a hypersurface of En+1 . Then M is an open part of
a hypersphere in En+1 if and only if M has constant mean curvature function and
conformal Laplace transformation. 
It is easy to see that the Laplace image of a minimal submanifold M of a hy-
persphere of Em is a minimal submanifold of a hypersphere of Em centered at the
origin. So it is natural to ask the following problem.
Problem 1.1. When is the Laplace image (with the induced metric) of an
isometric immersion x : M → Em a minimal submanifold of a hypersphere of Em
centered at the origin? 
The following result gives a solution to Problem 1.1.
Theorem 1.4. Let x :M → Em be an isometric immersion of an n–dimensional
Riemannian manifold into Em with conformal Laplace transformation. Then the
Laplace image L(M) (with respect to its induced metric) is a minimal submanifold
of a hypersphere of Em centered at the origin if and only if ∆H = fH for some
nonzero function f on M .
Proof. Assume the Laplace transformation L :M → L(M) is conformal. Then
the Laplace operator ∆¯ of L(M)(with respect to its induced metric) is given by
∆¯ = ρ−2∆ for some positive function ρ. Hence the mean curvature vector H¯ of
L(M) in Em is given by H¯ = ρ−2∆H.
If L(M) is immersed as a minimal submanifold of a hypersphere of Em centered
at the origin, then the mean curvature vector H¯ of L(M) in Em satifies H¯ = cx¯,
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where x¯ denotes the position vector field of L(M) in Em and c is a nonzero constant.
Since x¯ = Lx = −nH , we have ∆H = ρ2 H¯ = cρ2 x¯ = fH , where f = −ncρ2 6= 0.
Conversely, if ∆H = fH for some non–zero function f , then we get H¯ =
ρ−2∆H = fρ2 H = − fnρ2 x¯. This shows that the position vector field of L(M)
in Em is normal to L(M). Hence, 〈x¯, x¯〉 is a constant function on L(M). Thus,
L(M) is contained in a hypersphere Sm−1 (r) of Em with radius r and centered at
the origin. Let Hˆ denote the mean curvature vector of L(M) in Sm−1 (r). Then
we have H¯ = Hˆ − 1r2 x¯. Because H¯ is parallel to x¯, we get Hˆ = 0, i.e., L(M) is a
minimal submanifold of Sm−1 (r). 
Combining Lemma 1.3 of Chapter II and Theorem 1.4, we obtain the following.
Corollary 1.5. Let x : M → Em be an isometric immersion with conformal
Laplace transformation. Then the Laplace image L(M) is a minimal submanifold
of a hypersphere of Em centered at the origin if and only if
(1) trace(∇¯AH ) = 0 and
(2) ∆DH+a(H) is parallel to H, where a(H) denotes the allied mean curvature
vector field of x, D denotes the normal connection and ∆D the Laplace
operator of the normal bundle. 
From Theorem 1.4 we also have the following.
Corollary 1.6. If x : M → Em is a null 2-type isometric immersion with
conformal Laplace transformation, then the Laplace image lies in a hypersphere of
Em as a minimal surface.
Proof. This follows from the fact that every null 2–type isometric immersion
satisfies ∆H = λH for some nonzero constant. 
Now, we give the following
Lemma 1.7. Let M be a hypersurface of En+1 . If M has conformal Laplace
transformation, then
(1) the gradient of the square of mean curvature function, gradα2 , is a principal
direction on the open subset U = {p ∈M : ∇α2 6= 0 at p} and
(2) M has at most 3 distinct principal curvatures of the following forms:
ν,
√
ν2 + |grad (lnα)|2 , −
√
ν2 + |grad (lnα)|2 ,
where the multiplity of ν is one on the open subset U .
Proof. If M is a hypersurface of En+1 with conformal Laplace transformation,
then Lemma 1.1 implies
(1.6) 〈AHX,AH Y 〉+ (Xα)(Y α) = ρ2 〈X,Y 〉 ,
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for X,Y tangent to M , where ρ is a positive function. Let e1 , . . . , en be a local
orthonormal frame field given by eigenvectors of AH with eigenvalues µ1 , . . . , µn ,
respectively. Then, from (1.6), we have (eiα)(ejα) = 0, i 6= j. Without loss of
generality, we may assume
(1.7) e2α = · · · = enα = 0.
Then e1 is parallel to the gradient of α
2 , which proves statement (1).
(2) If M has constant mean curvature, then Corollary 1.3 implies that M has
exactly one principal curvature. In this case statement (2) holds. So, we assume
that the mean curvature is not constant, i.e., U 6= ∅. From (1.6) we have
(1.8) µ2i + (eiα)
2 = µ2j + (ejα)
2 , i 6= j.
Combining (1.7) and (1.8), we obtain
1.9 µ2j = µ
2 + (e1α)
2 , µ = µ1 , j = 2, . . . , n.
Let κ1 , . . . , κn be the principal curvatures of M in E
n+1 . Then µi = ακi , i =
1, . . . , n. Thus, from (1.9), we have statement (2). 
If M is a conformally flat hypersurface of dimension n > 3 in En+1 , then,
according to a well-known result of E´. Cartan, the shape operator of M in En+1
has an eigenvalue β of multiplicity ≥ n − 1. Let γ denote the other eigenvalue of
the shape operator at the points where the multiplicity of β is n− 1 and let γ = β
when the multiplicity is n. Then the mean curvature function of M is given by
nα = (n− 1)β + γ.
The following result characterizes the class of conformally flat hypersurfaces with
conformal Laplace transformation.
Theorem 1.8. Let M be an n–dimensional (n > 3) conformally flat hypersur-
face of En+1 . Then M has conformal Laplace transformation if and only if
(1) the two eigenvalues of the shape operator satisfy the following relation:
α2β2 = α2γ2 + |gradα|2
on U = {p ∈M : ∇α2 6= 0 at p}, and
(2) the gradients of the eigenvalues β and γ are parallel.
Proof. (1) follows easily from statement (2) of Lemma 1.6.
(2) Let e1 , . . . , en be a local orthonormal frame field of M given by principal
directions with
1.10 An+1 e1 = γe1 , An+1 ei = βei , i = 2, . . . , n.
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Denote by S and τ the Ricci tensor and the scalar curvature of M , respectively.
Then we have
(1.11) S(X,Y ) =
n∑
i=1
< R(ei , X)Y, ei >,
(1.12) τ =
n∑
i=1
S(ei , ei ),
where R is the Riemann curvature tensor of M .
We put
(1.13) L(X,Y ) = − 1
n− 2S(X,Y ) +
τ
2(n− 1)(n− 2)g(X,Y ).
Let Lˆ denote the (1,1)–tensor associated with L. It is well–known that if M is a
conformally flat manifold of dimension n > 3, then we have (cf. for instance, [C2])
(1.14) (∇X Lˆ)Y = (∇Y Lˆ)X,
for X,Y tangent to M .
From (1.10), it follows that the Weingarten map of M in En+1 is given by
(1.15) An+1 = βI + (γ − β)ω1 ⊗ e1 ,
where I is the identity map.
Moreover, (1.10) also implies
(1.16) Lˆ = −β
2
2
I + β(β − γ)ω1 ⊗ e1 .
From the Codazzi equation, we have
(1.17) (∇XAn+1 )Y = (∇Y An+1 )X.
(1.15) and (1.17) yields
)1.18) Lˆ+ βAn+1 =
β2
2
I.
From (1.14), (1.15), (1.17) and (1.18), we obtain
(1.19) (Xβ)An+1Y − β(Xβ)Y = (Y β)An+1X − β(Y β)X.
Setting X = e1 , Y = ei with i = 2, . . . , n in (1.19), we find e2β = · · · = enβ = 0.
Therefore, the gradient of β is parallel to e1 . Consequently, by statement (1), we
conclude that the gradients of the eigenvalues β and γ are parallel. 
Remark 1.1. Hypersurfaces of revolution M in En+1 automatically satisfy
condition (2) of Theorem 1.8, whereas condition (1) amounts to an ordinary differ-
ential equation of order 3 to be satisfied by the planar profile curve of M ; hence,
many hypersurfaces of revolution do have conformal Laplace transformations. On
the other hand, for instance, the hypercatenoids M in En+1 , i.e. the hypersurfaces
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of revolution whose profile curve is a catenary curve, do not satisfy condition (1);
hence, the hypercatenoids have non-conformal Laplace transformations. 
By using Lemma 1.7 we obtain the following
Theorem 1.9. Let M be a hypersurface of En+1 (n > 3). If M has conformal
Laplace transformation and positive semi–definite Ricci tensor, then M is confor-
mally flat.
Proof. If M has conformal Laplace transformation, Lemma 1.4 implies that M
has at most 3 distinct principal curvatures of the following forms:
1.20 ν, δ,−δ,
with mutliplicities 1, k and n− k − 1, respectively, where
δ =
√
ν2 + |grad (lnα)|2 .
Without loss of generality, we may assume ν > 0.
If k = 0 or k = n − 1, M is a quasi–umbilical hypersurface. In this case, M is
conformally flat.
If 0 < k < n− 1, then (1.20) implies that the Ricci tensor S of M satisfies
1.21 S(e1 , e1 ) = (2k + 1− n)νβ, S(en , en ) = −νβ + (n− 2k − 2)β2 .
SinceM is assumed to have positive semi–definite Ricci tensor, (1.21) gives 2k+2 <
n ≤ 2k + 1 which is impossible. 
§2. Surfaces in Em with conformal Laplace transformation.
In this section we investigate surfaces of general codimension with conformal
Laplace transformation.
First we give the following result.
Proposition 2.1. Let x :M → Em be an isometric immersion of a Riemannian
surface into Em . If the Laplace transformation L :M → L(M) is conformal, then
the Laplace image L(M) (with respect to its induced metric) is a minimal surface
of Em via L if and only if the immersion x is biharmonic.
Proof. Assume the Laplace transformation L : M → L(M) is conformal. Let
g and g¯ denote the Riemannian metrics of M and L(M), respectively. Then we
have L∗ g¯ = ρ2 g for some positive function ρ on M . Denote the Laplace operator
of (M, g) and (M, g¯), respectively, by ∆ and ∆¯. Then we have ∆¯ = ρ−2∆. With
respect to g¯, the Laplace map L : (M, g¯) → L(M) ⊂ Em is isometric. Hence, we
have
(2.1) −2H¯ = ρ−2∆H,
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where H and H¯ denote the mean curvature vector of x and of L, respectively. From
(2.1) we conclude that L(M) is a minimal surface in Em if and only if the original
immersion x is biharmonic. 
For flat ruled surfaces in Em we have the following.
Proposition 2.2. If M is a flat ruled surface in Em , then its Laplace transfor-
mation is not conformal.
Proof. As we mentioned in Chapter III, flat ruled surfaces in Em are “in
general” cylinders, cones or tangential developables of curves. If M is a cylinder in
Em , the differential dL (or L∗ ) of its Laplace map has rank ≤ 1. So, its Laplace
transformation is not conformal.
Let M be a cone in Em . Without loss of generality, we may assume the vertex
of the cone is at the orign and the cone is parametrized by
(2.2) x(t, s) = tβ(s), |β| = |β′ | = 1.
From the proof of Proposition 3.2 of Chapter III, we know that the Laplace map
of M is a also cone given by
(2.3) L(t, s) =
1
t
(〈β′′ (s), β(s)〉 β(s)− β′′ (s)),
which implies
(2.4) dL(
∂
∂t
) = 〈β′′ (s), β(s)〉 β(s)− β′′ (s),
(2.5) dL(
∂
∂s
) =
1
t
(〈β′′′ (s), β(s)〉 β(s) + 〈β′′ , β〉 β′ − β′′′ (s)).
(2.4) and (2.5) show that the metric tensor of L(M) is given by
g¯11 = 〈β′′ , β〉 (1− 2 〈β′′ , β〉) + |β′′ |2 ,
(2.6) g¯12 =
1
t
(〈β′′ , β′′′ 〉 − 〈β′′ , β〉 〈β′′′ , β〉),
g¯22 =
1
t2
(〈β′′ , β〉2 − 〈β′′′ , β〉2 + |β′′′ |2 − 〈β′′ , β〉 〈β′ , β′′′ 〉).
On the other hand, (2.2) implies that the metric tensor of M is given by
(2.7) g11 = 1, g12 = 0, g22 = t
2 .
Comparing (2.6) and (2.7) we conclude that the Laplace transformation of M is
not conformal.
If M is a tangential developable surface in Em given by the tangent lines of a
unit speed curve β(s) in Em , then M can be parametrized by
(2.8) x(s, t) = β(s) + tβ′ (s), |β′ (s)| = 1.
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Let κ1 denote the first Frenet curvature and β2 the second Frenet vector of β in
Em . From the proof of Proposition 3.3 of Chapter III we know that the Laplace
map of M is given by
(2.9) L(s, t) = − 1
tκ1
β2 (s).
By computing the metric tensors of M and L(M) and using (2.8) and (2.9), we
conclude that the Laplace transformation of a tangential developable surface is also
not conformal. 
The following result shows that if a submanifold M of Em has a conformal
Laplace transformation and if its Laplace image L(M) is a minimal surface of a
hypersphere of Em , thenM is not necessary a minimal submanifold of a hypersphere
of Em .
Proposition 2.3. If M is a surface in E6 defined by
x(u, v) = (au, av, b cosu, b sinu, b cos v, b sin v)
for some nonzero constants a and b, then
(1) M has homothetic Laplace transformation,
(2) the Laplace image L(M) is a minimal submanifold of a hypersphere of E6
centered at the origin and,
(3) the surface M is not spherical.
Proof. This follows from straight-forward computations. 
As an application of Corollary 1.5 we give the following
Theorem 2.3. Let x : M → E4 be an isometric immersion with conformal
Laplace transformation. Then the Laplace image L(M) of x is a minimal surface
of a hypersphere of E4 centered at the origin if and only if M is a minimal surface
of a hypersphere.
Proof. Assume M is a minimal surface of a hypersphere S3 (r) of E4 . Then
without loss of generality we may assume S3 (r) is centered at the origin. In this
case, we have L = 2r2 x. This implies that the Laplace image L(M) lies in the
hypersphere S3 (2r ) as a minimal surface.
Conversely, assume that the Laplace transformation is conformal and the Laplace
image L(M) lies in a hypersphere centered at the origin as a minimal surface. Then
M has constant mean curvature in E4 , since L = −2H.
Let e1 , e2 , e3 , e4 be a local orthonormal frame field defined on M such that
H = αe3 and e1 , e2 are eigenvectors of A3 with A3 e1 = κ1 e1 , A3 e2 = κ2 e2 . If the
Laplace transformation is conformal, then Lemma 1.1 implies (De1 e3 )(De2 e3 ) = 0.
Since e3 is perpendicular to both De1 e3 , De2 e3 , at least one of De1 e3 , De2 e3
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vanishes. Without loss of generality, we may assume De1 e3 = 0. From Lemma 1.1
we find
(2.10) α2κ21 = α
2κ22 + φ
2 , φ = ω43 (e2 ).
On the other hand, since M has constant mean curvature, Corollary 1.5 implies
0 = trace(∇¯AH ) = trace(ADH ) = φA4 e2 .
Therefore, either φ = 0 or A4 e2 = 0.
If φ = 0, then DH = 0 and (2.10) implies κ1 = ±κ2 . Since the Laplace
transformation is conformal, α is nonzero. Thus, κ1 = κ2 . Hence, M is a pseudo–
umbilical surface with parallel mean curvature vector. By applying Theorem 1.1 of
Chapter II, M is contained in a hypersphere of E4 as a minimal surface.
If φ 6= 0, then A4 e2 = 0. Hence, by traceA4 = 0, we get A4 = 0. So, by
applying Codazzi’s equation, we obtain κ1 = 0. Combining this with (2.10) we find
φ = 0, which is a contradiction. 
§3. Surfaces in E3 with conformal Laplace transformation.
In this section we investigate surfaces in E3 with conformal Laplace transforma-
tion. Since such surfaces are abundant, the complete classification of such surfaces
is formidable.
Proposition 3.1. Let M be a surface in E3 with nonzero mean curvature
function. Then M has conformal Laplace transformation if and only if the following
three conditions hold:
(1) the gradient ∇α2 of the mean curvature function is a principal direction on
the open subset U of M where ∇α 6= 0;
(2) the Gauss curvature K of M is given by K = α2 − 116α6 |∇α|4 ; and
(3) the mean curvature function satisfies the following equation:
∆α2 = 4α4 − 5|∇α|2 .
Proof. If M is a surface in E3 with conformal Laplace transformation, then
Lemma 1.7 implies that the gradient ∇α2 is a principal direction on U = {p ∈M :
∇α2 6= 0 at p}. Moreover, from Lemma 1.7, AH also satisfies
(3.1) AH e1 = µe1 , AH e2 = ±
√
µ2 + |∇α|2 e2 ,
where e1 is choosen in the direction of ∇α2 . (3.1) yields
2α2 = µ±
√
µ2 + |∇α|2 .
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Thus we obtain
(3.2) µ = α2 − |∇α|
2
4α2
,
(3.3) µ2 + |∇α|2 = (α2 + |∇α|
2
4α2
)2 .
From (3.2) and (3.3) we get
A3 e1 =
(
α− |∇α|
2
4α3
)
e1 , A3 e2 = ±
(
α+
|∇α|2
4α3
)
e2 .
Because α 6= 0 and the two eigenvalues of A3 satisfy 2α = κ1 + κ2 , we must have
(3.4) κ1 = α− |∇α|
2
4α3
, κ2 = α+
|∇α|2
4α3
.
Therefore, the Gauss curvature K of M is given by
(3.5) K = α2 − 1
16α6
|∇α|4 .
Put ω21 = f1ω
1 + f2ω
2 . Then, by Codazzi’s equation, (3.5), e2α = 0, and a direct
computation, we find
(3.6) e2 e1α = f1 e1α,
(3.7) e1 e1α =
3
2α
(e1α)
2 − f2e1α− 2α3 .
From (3.6), (3.7) and e2α = 0, we get
(3.8) ∆α = −e1 e1α− f2 e1α = 2α3 − 3
2α
(e1α)
2 .
Therefore
∆α2 = 2α∆α− 2(e1α)2 = 4α4 − 5|∇α|2 .
Conversely, assume M is a surface in E3 satisfying conditions (1) and (2) of the
Proposition. Then we have
e2α = 0
on U and
(3.9) κ1κ2 = α
2 − (e1α)
4
16α6
.
Because κ1 = 2α− κ1 , (3.9) yields
(3.10) κ1 = α± (e1α)
2
4α3
,
(3.11) κ2 = α∓ (e1α)
2
4α3
.
If κ1 = α− (e1α)
2
4α3 κ2 = α+
(e1α)
2
4α3 , then it is easy to see that α
2κ21+(e1α)
2 = α2κ22 .
Thus, by using e2α = 0, we conclude thatM has conformal Laplace transformation
by Lemma 1.1. If κ1 = α+
(e1α)
2
4α3 κ2 = α− (e1α)
2
4α3 , then, by using Codazzi’s equation
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and e2α = 0, we conclude that the mean curvature does not satisfy condition (3)
of the Proposition. Consequently, we conclude that if conditions (1), (2) and (3) of
the Proposition hold, then M has conformal Laplace transformation. 
If M is a compact surface, we have the following characterization theorem.
Theorem 3.2. LetM be a compact surface in E3 whose mean curvature function
is nonzero. Then M has conformal Laplace transformation if and only if we have:
(1) ∇α2 is a principal direction on the open subset U of M where ∇α2 6= 0,
and
(2) the Gauss curvature K of M is given by K = α2 − 116α6 |∇α|4 .
Proof. Let M be a compact surface in E3 whose mean curvature function is
nonzero. If M has conformal Laplace transformation, Proposition 3.1 implies (1)
and (2) hold.
Conversely, if M is compact and (1) and (2) hold, then from the proof of Propo-
sition 3.1 we know that eitherM has conformal Laplace transformation or α, κ1 , κ2
satisfy
(3.12) κ1 = α+
(e1α)
2
4α3
, κ2 = α− (e1α)
2
4α3
, e2α = 0.
Put ω21 = f1ω
1 +f2ω
2 as before. Then, by (3.12), Codazzi’s equation and direct
computation, we obtain
(3.13) e2 e1α = f1 e1α, e1 e1α = 2α
3 − f2 e1α− 3
2
(e1α)
2
α
.
Thus, we get
(3.14) ∆α = 2α3 +
3
2
(e1α)
2
α
.
Consequently, we find
∆α2 = 2α∆α− 2(e1α)2 = 4α4 + |∇α|2 .
Because M is assumed to be compact, this implies α ≡ 0 which is a contradiction.

The following result shows that examples of surfaces in E3 with conformal
Laplace transformation are abundant.
Proposition 3.3. There exist infinitely many surfaces of revolution in E3 whose
Laplace transformations are conformal, but not homothetic.
Proof. Let M be a surface of revolution parametrized by
(3.15) x(t, θ) = (t, f(t) cos θ, f(t) sin θ).
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Then
(3.16)
∂
∂t
= (1, f ′ (t) cos θ, f ′ (t) sin θ),
∂
∂θ
= (0,−f(t) sin θ, f(t) cos θ).
From (3.15) and (3.16) we obtain
(3.17) L(t, θ) =
1 + f ′ 2 − ff ′ ′
f(1 + f ′ 2 )2
(−f ′ , cos θ, sin θ).
By using (3.17) we can prove that the Laplace transformation is conformal if and
only if f = f(t) satisfies the following third order ordinary differential equation:
(3.18) Af ′′′ 2 +Bf ′′′ + C = 0,
where
A = f4 (1 + f ′ 2 )3f ′′′ 2 ,
B = 2f2 (1 + f ′ 2 ){(1 + f ′ 2 )(2ff ′f ′′ + f ′ (1 + f ′ 2 ))− 4f2f ′f ′′
+f ′ 3 (1 + f ′ 2 )2 + ff ′f ′′ (f ′ 4 + ff ′′ − 1− 3ff ′ 2f ′′ )}
(3.19) C = {(1 + f ′ 2 )(2ff ′f ′′ + f ′ (1 + f ′ 2 ))− 4f2f ′f ′′ 2}2
+{f ′ 2 (1 + f ′ 2 )2 + ff ′′ (f ′ 4 + ff ′′ − 1− 3ff ′2f ′′ )}2
−(1 + f ′ 2 )3 (1 + f ′ 2 − ff ′′ )2 .
It is easy to verify that, for infinitely many values of a = f(0), b = f ′ (0), c =
f ′′ (0), the value of the discriminant D = D(f, f ′ , f ′′ ) = B2 − 4AC at t = 0 is
positive.
Consider the third order ordinary differential equation:
(3.20) f ′′′ = F (f, f ′ , f ′′ ) =
1
2A
(−B +
√
B2 − 4AC).
For a = f(0), b = f ′ (0), c = f ′′ (0) with a 6= 0 and D(a, b, c) > 0, the initial value
problem:
f ′′′ = F (f, f ′ , f ′′ ), f(0) = a, f ′ (0) = b, f ′′ (0) = c
has a unique solution f = f(t), in an open neighborhood of 0. Such a solution
f = f(t) of the initial value problem gives rise to a surface of revolution in E3 with
conformal Laplace transformation. Generically, such surfaces of revolution do not
have homothetic Laplace transformation . 
Finally, we give the following.
Proposition 3.4. The Laplace image of a surface M in E3 with conformal
Laplace transformation is not a minimal surface in E3 (with respect to its induced
metric).
Proof. Assume M is a surface in E3 with conformal Laplace transformation.
Then the Laplace operator of the Laplace image L(M) satisfies ∆¯ = ρ−2∆ for some
positive function ρ and the mean curvature vector H¯ of L(M) in E3 is given by
H¯ = ρ−2∆H . Thus, the Laplace image L(M) is a minimal surface of E3 if and only
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if M is a biharmonic surface. Since the only biharmonic surfaces in E3 are minimal
surfaces and minimal surfaces in E3 do not have conformal Laplace transformation,
the Laplace image L(M) cannot be a minimal surface in E3 . 
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Chapter VI: GEOMETRY OF LAPLAE IMAGES
§1. Immersions whose Laplace images lie in a cone.
From the proof of Propositions 3.2 and 3.3 of Chapter III, we know if M is a
cone in Em with vertex at the origin or a tangential developable surface, then the
Laplace image of M lies in a cone in Em with vertex at the origin. So, it is natural
to ask the following problem:
Problem 1.1. “When the Laplace image of a surface lies in a cone?”
The purpose of this section is to investigate this Problem.
First, we prove the following
Theorem 1.1. Let M be a surfce in E3 with regular Laplace map. Then the
Laplace image of M lies in a cone with vertex at the origin if and only if M is
locally a cone with vertex at the origin or a tangential developable surface.
Proof. Let M be a surface in E3 with regular Laplace map. If the Laplace
image of M lies in a cone with vertex at the origin. Then the Laplace image can
be locally reparametrized by
(1.1) L(s, t) = tβ(s).
Since L is regular, s, t can be considered as local coordinates of M , too. With
respect to (s, t) we have
dL
( ∂
∂s
)
= 2AH
( ∂
∂s
)
− 2∂α
∂s
e3 = tβ
′ (s),
(1.2) dL
( ∂
∂t
)
= 2AH
( ∂
∂t
)
− 2∂α
∂t
e3 = β(s),
where H = αe3 and e3 is a unit normal vector of M in E
3 . Because L = −2H ,
(1.1) implies that β is normal to the surface M in E3 . Thus, (1.2) yields
(1.3) AH
( ∂
∂t
)
= 0.
Since L is assumed to be regular, H 6= 0. Thus, (1.3) implies M is a flat surface
in E3 . Hence, M is locally a cylinder, a cone or a tangential developable surface.
Because L is regular, M cannot be a cylinder. Therefore, M is locally a tangential
developable surface or a cone. If it is a cone with vertex at a point p, then from
the proof of Proposition 3.2 of Chapter III we see that the Laplace image lies in a
cone with vertex also at p. So, in this case, M is a cone with vertex at the origin.
The converse follows from Propositions 3.2 and 3.3 of Chapter III. 
83
Remark 1.1. In view of Theorem 1.1, it is interesting to point out that there
exist non-flat surfaces in E3 whose Laplace images are contained in a cone with
vertex at a point other than the origin. In fact, by applying the fundamental
theorem of ordinary differential equations, we can prove that there exist surfaces
of revolution which are non-flat and whose Laplace images are cones with vertices
at points other than the origin of E3 . 
The following theorem yields a general result for surfaces in Em whose Laplace
images lie in cone with vertex at the origin.
Theorem 1.2. Let x : M → Em be a surface in Em with regular Laplace map.
If the Laplace image of M lies in a cone with vertex at the origin, then M is non-
positively curved, i.e., the Gauss curvature K of M is ≤ 0. Furthermore, if K = 0,
then locally M is either a cone with vertex at the origin or a tangential developable
surface.
Proof. Let M be a surface in Em with regular Laplace map. If the Laplace
image of M lies in a cone with vertex at the origin, then the Laplace image can be
locally parametrized by
(1.4) L(s, t) = tβ(s), |β| = |β′ | = 1.
From (1.4) we may choose e3 = β with H = αe3 and t = −2α.
Since L is regular, s, t can be considered as local coordinates of M , too. With
respect to (s, t) we have
(1.5)
dL
( ∂
∂s
)
= 2AH
( ∂
∂s
)
+ tD ∂
∂s
e3 = tβ
′ (s),
dL
( ∂
∂t
)
= 2AH
( ∂
∂t
)
+ e3 + tD ∂
∂t
e3 = β(s).
(1.5) yields
(1.6) AH
( ∂
∂t
)
= 0, D ∂α
∂t
e3 = 0,
(1.7) β′ = −A3
( ∂
∂s
)
+D ∂
∂s
e3 .
By choosing e2 in the direction of
∂
∂t , and e1 a unit tangent vector of M perpen-
dicular to e2 , we have
(1.8) A3 e1 = −te1 , A3 e2 = 0.
Since e3 is parallel to the mean curvatur vector, we have
(1.9) traceA4 = · · · = traceAm = 0,
where Ar = Aer and e3 , . . . , em is a local orthonormal frame field of the normal
bundle of M in Em . Thus, det(Ar ) ≤ 0, r = 4, . . . ,m. Hence, by (1.8) and (1.9),
we conclude that the Gauss curvature K of M satisfies K ≤ 0.
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If K = 0, then (1.8) and (1.9) yield
(1.10) A4 = · · · = Am = 0.
From (1.6), (1.8) and (1.10) we have
(1.11) ω31 = −tω1 , ω32 = 0, ωri = 0, i = 1, 2, r = 4, . . . ,m.
Taking exterior derivative of ω32 = 0 and applying (1.11) and the structure equa-
tions, we find ω21 (e2 ) = 0. Thus, t–curves on M are geodesics. Hence, by using
(1.8) and (1.10), we conclude that t–curves on M are straight lines in Em . Hence,
in this case, M is a flat ruled surface. Therefore, locally, M is a cylinder, a cone,
or a tangential developable surface. Because the Laplace map is assumed to be
regular, M cannot be a cylinder. It M is a cone, then its vertex must be at the
origin, since the Laplace image lies in a cone with vertex at the origin. 
In view of Theorem 1.2, it is interesting to give the following.
Proposition 1.3. There exist infinitely many negatively curved surfaces in E4
whose Laplace images lie in a cone with vertex at the origin.
Proof. Let b and c be real numbers such that b > 0 and c > 4b2 . Let D be the
unit disk of E2 centered at (0, 1) with Riemannian metric given by
(1.12) g =
1
4v2
du2 +
1
µ2v2
dv2 , µ2 = v2 (c− b2v2 ).
Put
(1.13) e1 = −2v ∂
∂u
, e2 = µv
∂
∂v
.
Denote by ω1 , ω2 the dual frame of e1 , e2 . Then we have
(1.14) ω1 = − 1
2v
du, ω2 =
1
µv
dv, ω21 = µω
1 .
Let F = D × E2 be the rank 2 trivial bundle over D. With the usual Euclidean
metric on fibres, F is a Riemannian vector bundle with usual connection D. Let
e3 , e4 be the canonical orthonormal frame of the fibre E
2 .
We define a bilinear map h by
(1.15) h(e1 , e1 ) = 2ve3 + bv
2 e4 , h(e1 , e2 ) = 0, h(e2 , e2 ) = −bv2 e4 .
Then, by direct computation, we can prove that (D, g) together with D,h satisfy
the equations of Gauss, Codazzi and Ricci. Hence, by the fundamental theorem of
submanifolds, we conclude that there exists an isometric immersion of (D, g) into
E4 with F as its normal bundle and h as its second fundamental form.
Condition (1.15) says that the Gauss curvature of D is given by K = −b2v2 < 0.
Now, we claim that the Laplace image of such a surface lies in a cone with vertex
at the origin. This can be seen as follows.
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From (1.15) we know that the Laplace map of such a surface is given by
(1.16) L(u, v) = −2ve3 .
From (1.15) and De3 = 0 we get
∂e3
∂v = 0, which shows that e3 is a function of u.
Therefore, (1.16) implies that the Laplace image is contained in a cone with vertex
at the origin. 
Proposition 1.4. Every surface constructed in Proposition 1.3 is the locus of
a planar curve γ(s) moving along a space curve; moreover the planar curves are
congruent to curves of the following form:
(1.17)
(b
c
sinh−1 (
cs
b
),−1
c
√
b2 + c2 s
)
.
where b and c are nonzero constants.
Proof. First we observe from (1.13) and ω21 = µω
1 in (1.14) that v–curves of
the surface are geodesics. Let γ(v) be a v–curve with s as its arclength parameter.
Denote by ∇˜ the Euclidean connection of E4 . From (1.14) and (1.15) we get
(1.17) ∇˜e2 e2 = −bv2 e4 , ∇˜e2 e3 = 0, ∇˜e2 e4 = bv2e2 .
From (1.17) it follows that the v–curve γ is a plane curve whose curvature function
is given by
(1.18) κ = −bv2 .
From (1.12) and (1.13) we see that s and v are related by
(1.19) s =
∫
dv
v2
√
c− b2v = −
√
c− b2v
cv
+ a.
where a is an integration constant. Without loss of generality, we may assume
a = 0. From (1.18) and (1.19) we find
(1.20) κ = − bc
b2 + c2 s2
.
Put
(1.21) γ ′ (s) = (cos θ(s), sin θ(s)).
Then
(1.22)
dθ
ds
= − bc
b2 + c2 s2
.
So we obtain
(1.23) θ(s) = − tan−1 (cs
b
) + c2 ,
where c2 is a constant. Without loss of generality, we may assume c2 = 0. From
(1.23) we have
(1.24) γ ′ (s) =
( b√
b2 + c2 s2
,− cs√
b2 + c2 s2
)
.
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By taking integration of γ ′ (s) with respect to s, we obtain the Proposition.  The
final result of this section is the following theorem.
Theorem 1.5. Let M be a non–flat surface in Em with regular Laplace map
and parallel normalized mean curvature vector. If the Laplace image of M lies in a
cone with vertex at the origin, then M is a locus of planar curves moving along a
space curve, moreover, the planar curves are congruent to curves of the following
form: (b
c
sinh−1 (
cs
b
),−1
c
√
b2 + c2 s
)
,
where b and c are real numbers with b > 0.
Proof. Let M be a surface in Em with regular Laplace map and parallel nor-
malized mean curvature vector. If the Laplace image ofM lies in a cone with vertex
at the origin, then the Laplace image can be locally parametrized by
(1.25) L(s, t) = tβ(s), |β| = |β′ | = 1.
From (1.25), we may choose e3 = β with H = αe3 and t = −2α. Since M has
parallel normalized mean curvature vector, De3 = 0.
Since L is regular, s, t can be considered as local coordinates of M , too. With
respect to (s, t) we have
(1.26)
dL
( ∂
∂s
)
= 2AH
( ∂
∂s
)
= tβ′ (s),
dL
( ∂
∂t
)
= 2AH
( ∂
∂t
)
+ e3 = β(s),
The first equation in (1.26) shows that β′ is tangent to M in Em . The second
equation in (1.26) yields
(1.27) AH
( ∂
∂t
)
= 0.
By choosing e2 in the direction of
∂
∂t , and e1 a unit tangent vector of M perpen-
dicular to e2 , we have
(1.28) A3 e1 = −te1 , A3 e2 = 0.
Since β′ (s) is tangent to M and ∂β∂t = 0, the equation of Gauss yields
(1.29) ∇ ∂
∂t
β′ = 0, h(β′ , e2 ) = 0.
Put ∂∂s = a1 e1 + a2 e2 . Then
tβ′ = 2AH
( ∂
∂s
)
= 2a1AH e1 + 2a2AH e2 = 4a1α
2 e1 .
Hence
(1.30)
∂
∂s
=
1
t
e1 + a2 e2 , e1 = β
′ .
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(1.28) and De3 = 0 imply that M has flat normal connection, i.e., R
D = 0. Hence,
we may choose e3 , . . . , em such that
(1.31) ω41 = ηω
1 , ω42 = −ηω2 , A5 = · · · = Am = 0.
From (1.28), (1.29) and (1.31) we have
(1.32) h(e1 , e1 ) = 2αe3 + ηe4 , h(e1 , e2 ) = 0, h(e2 , e2 ) = −ηe4 .
Also, from (1.28) and (1.30), we obtain ω21 (e2 ) = 0, which implies t–curves of M
are geodesics. We put
(1.33) ω21 = fω
1 .
From (1.32), (1.33), De3 = 0 and the equation of Codazzi, we obtain
(1.34) e1η = 0, e2η = 2fη, e2α = fα,
(1.35) ηDe2 e4 = ηDe1 e4 = 0.
Because M is assumed to be non–flat, η 6= 0. So, (1.35) implies
(1.36) De4 = 0.
By using (1.32), (1.33) and (1.36) we obtain
(1.37) ∇˜e2 e1 = 0, ∇˜e2 e2 = −ηe4 , ∇˜e2 e3 = 0, ∇˜e2 e4 = ηe2 .
Because dω2 = −ω21 ∧ ω1 = 0 by (1.33), ω2 = dσ for some function σ. We put
(1.38) dσ = σsds+ σtdt.
Since ω2 (e1 ) = 0, (1.30) yields a2 = σs . Therefore, (1.30) gives
(1.39)
∂
∂s
=
1
t
e1 + σs e2 .
Similarly, we may also obtain
(1.40)
∂
∂t
= σt e2 .
Because [ ∂∂s ,
∂
∂t ] = 0, (1.39) and (1.40) imply σt =
1
tf . Consequently, e2 = tf
∂
∂t .
Therefore, the second equation in (1.34) implies η = bt2 for some nonzero constant
b along a t–curve in M . Combining this with (1.37) we may conclude as in the
proof of Proposition 1.4 that t–curves are plane curves which are congruent to the
curve mention in the Proposition. 
§2. Laplace images of surfaces of revolution.
In this section we study the Laplace images of surfaces of revolution.
First we make the following obveration.
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Proposition 2.1. Let M be a surface of revolution in E3 about an axis L. If M
is non–minimal, then the Laplace map of M is also a surface of revolution about
the same axis.
Proof. Let M be a surface of revolution in E3 . Without loss of generality, we
may assume the axis of M is the x–axis. So, M can be parametrized by
(2.1) x(t, θ) = (t, f(t) cos θ, f(t) sin θ).
By a direct computation, we see that the Laplace operator is given by
(2.2) ∆ = − 1
1 + f ′ 2
∂2
∂t2
− f
′ + f ′
3 − ff ′f ′′
f(1 + f ′ 2 )
2
∂
∂t
− 1
f2
∂2
∂θ2
.
By (2.2) we may conclude that the Laplace map of the surface in E3 is given by
(2.3) L(t, θ) =
(
1 + f ′
2 − ff ′′
f(1 + f ′ 2 )
2
)
(−f ′ , cos θ, sin θ).
From (2.3) it follows that the surface of revolutionM2 in E3 is minimal if and only
if f satisfies the differential equation 1 + f ′
2 − ff ′′ = 0. If M2 is non-minimal,
then, by applying (2.3), we see that the Laplace map of M is also a surface of
revolution with the same axis. 
The following result classifies surfaces of revolution whose Laplace image lies in
a cylinder.
Proposition 2.2. Let M be a surface of revolution in E3 with the x–axis as its
axis. Then the Laplace image of M in E3 lies in a cylinder if and only if, after
mutliplying the Euclidean coordinates of E3 by a suitable constant, M is of the
following form:
(2.4) x(t, θ) =
(
− t
2
√
a2 t2 − 1 + 1
2a
ln(at+
√
a2 t2 − 1)− b, t cos θ, t sin θ
)
for some suitable constant a, b.
Proof. Assume M is a surface of revolution parametrized by
(2.5) x(u, θ) = (u, f(u) cos θ, f(u) sin θ).
Then the Laplace map of M is given by
(2.6) L(u, θ) =
(1 + f ′ 2 − ff ′′
f(1 + f ′ 2 )
2
)
(−f ′ , cos θ, sin θ).
Formula (2.6) implies that the Laplace image of M lies in a cylinder if and only if
(2.7) 1 + f ′
2 − ff ′′ = cf(1 + f ′ 2 )2
where c is a nonzero constant. By applying a suitable constant to each coordinate,
we may obtain c = 1 in the follwing. So, we may assume c = 1. Thus, (2.7) yields
(2.8) ff ′′ + f ′
2
(1 + f ′
2
) = 0.
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By solving this second order ordinary differential equation, we obtain the solution
of (2.8) which is given by
(2.9) u = −f
2
√
a2f2 − 1 + 1
2a
ln(af +
√
a2f2 − 1)− b,
where a, b are integration constants. (2.4) now follows from (2.5) and (2.9) by
letting t = f(u).
The converse can be verified by direct computation. 
From the definition of Laplace map, it is easy to see that the Laplace image of
a surface in E3 with non–zero constant mean curvature lies in a sphere. So it is
natural to ask the following
Problem 2.1. “Beside surfaces of constant mean curvature, do there exist
surfaces in E3 whose Laplace image lies in some sphere?”
Concerning this problem we have the following solution.
Proposition 2.3. There exist infinitely many surfaces of revolution in E3 with
non–constant mean curvature whose Laplace images are contained in a sphere which
passes through the origin of E3 .
Proof. Let M be a surface of revolution parametrized by (2.5). Then the
Laplace map of M is given by (2.6) which implies that if the Laplace image of M
lies in a sphere, then the center of the sphere S2 must be a point on the x–axis.
Assume S2 is centered at (r, 0, 0) and with radius R. Then we have(
f ′ (1 + f ′ 2 − ff ′′ )
f(1 + f ′ 2 )2
− r
)2
+
(
1 + f ′ 2 − ff ′′
f(1 + f ′ 2 )2
)2
= R2 ,
which is equivalent to
(1 + f ′ 2 − ff ′′ )2 − 4rff ′ (1 + f ′ 2 )(1 + f ′ 2 − ff ′′ ) + 4(r2 −R2 )f2 (1 + f ′ 2 )3 = 0.
In particular, if the sphere passes through the origin, then we have
(2.10) (1 + f ′ 2 − ff ′′ )(1 + f ′ 2 − ff ′′ − 4rff ′ (1 + f ′ 2 )) = 0.
Since M is minimal if and only if 1− f ′ 2 − ff ′′ = 0, the hypothesis yields
(2.11) 1 + f ′ 2 − ff ′′ − 4rff ′ (1 + f ′ 2 ) = 0.
Put
F (u, f, v) =
1
f
(1 + v2 − 4rfv(1 + v2 )).
It is easy to see that F, ∂F∂f ,
∂F
∂v are continuous functions on any open set of the
(u, f, v)–space on which f 6= 0.
By applying the existence theorem of second order ordinary differential equa-
tions, we know that for any given point x0 with f(x0 ) 6= 0, differential equation
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(2.11) together with initial conditions: f(x0 ) = f0 , f
′ (x0 ) = f
′
0 has a unique lo-
cal solution about x0 . Generically, for such a solution f = f(u), the corresponding
surface of revolution defined by (2.5) does not have constant mean curvature. More-
over, the Laplace image of such a surface lies in the sphere centered at (r, 0, 0) with
radius r. 
Concerning totally geodesic Laplace images, we have the following
Theorem 2.4. Let M be a surface of revolution in E3 . Then the Laplace image
of M lies in a plane if and only if, up to rigid motions of E3 , the surface is either
a circular cylinder or a surface of revolution given by
x(t, θ) =
(1
a
ln |at+
√
a2 t2 − 1|, t cos θ, t sin θ
)
,
where a is a positive constant.
Proof. Assume M is a surface of revolution parametrized by (2.5). Then the
Laplace map of M is given by
(2.12) L(u, θ) =
(
1 + f ′
2 − ff ′′
f(1 + f ′ 2 )
2 )(−f ′ , cos θ, sin θ
)
.
From (2.12) we see that the Laplace image of M lie in a plane P if and only if
(2.13) f ′ (1 + f ′
2 − ff ′′ ) = cf(1 + f ′ 2 )2
for some constant c.
Without loss of generality, we may assume that the plane P is the yz–plane and
hence c = 0. Then, from (2.13), we have
(2.14) f ′ (ff ′′ − 1− f ′ 2 ) = 0.
If f ′ = 0, then M is a circular cylinder. In this case, the Laplace image is a
circle in the plane P .
If f ′ 6= 0, then (2.14) yields
(2.15) ff ′′ = 1 + f ′ 2 .
From (2.15) we get
(2.16) f ′ 2 = a2f2 − 1
for some constant a > 0. Solving (2.16) we get
(2.17) u = ±1
a
ln |af +
√
a2f2 − 1|+ b
where b is a constant. Without loss of generality, we may assume
(2.18) u =
1
a
ln |af +
√
a2f2 − 1|.
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By putting f(u) = t, (2.5) and (2.18) show that the surface of revolution is given
by
x(t, θ) =
(1
a
ln |at+
√
a2 t2 − 1|, t cos θ, t sin θ
)
.
The converse follows from direct computations. 
§3. Laplace images of curves.
In this section we study Laplace image of curves.
It is clear that the Laplace image of a circle is a circle and the Laplace image of
a line is a point. So, it is natural to ask the following.
Problem 3.1. “Besides circles and lines in E2 , do there exist other planar
curves whose Laplace images lie in a circle?”
The following result gives an affirmative answer to this Problem.
Proposition 3.1. The Laplace image of a unit speed planar curve γ(s) lies
in a circle if and only if locally it is either a line, a circle, or, up to similarity
transformations of E2 , it is a curve given by
(3.1) γ(s) =
(
s− 1
2
ln(1 + c2 e4s ), tan−1 (ce2s )
)
,
where c is a positive constant.
Proof. Let γ(s) = (x(s), y(s)) be a unit speed curve in the xy–plane and θ(s)
be the angle between γ ′ (s) and the positive direction of the x–axis. Then we have
(3.2) γ ′ (s) = (cos θ(s), sin θ(s)).
Because the Laplace operator of γ is given by ∆ = − d2ds2 , the Laplace map of γ is
given by
(3.3) L(s) =
dθ
ds
(sin θ(s),− cos θ(s)).
Assume the Laplace image lies in a circle. By applying a suitable similarity
transformation on the plane, the center of the circle can be chosen to be (1, 0) and
its radius to be one. Therefore, by using (3.3) we obtain
(3.4) (θ′ (s))2 − 2(sin θ)θ′ (s) = 0.
If γ is not contained in a line or in a circle, then θ′ (s) 6= 0. Thus (3.4) yields
θ′ (s) = 2 sin θ. By solving this differential equation, we obtain
(3.5) θ(s) = 2 tan−1 (ce2s )
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for some positive constant c. Combining (3.2) and (3.5), we may obtain
γ ′ (s) =
(1− c2 e4s
1 + c2 e4s
,
2ce2s
1 + c2 e4s
)
,
from which we obtain (3.1).
The converse is easy to verify. 
Similar to Problem 3.1, we would like to know whether there exist curves whose
Laplace images lie in a line.
Proposition 3.2. Let β(s) be a curve in Em parametrized by arclength. Then
the Laplace image of β lies in a line if and only if either
(1) β is a planar curve whose curvature function κ(s) satisfies the differential
equation:
(3.6) κκ′′ − κ4 = 3(κ′ )2
or
(2) β is a helix in an affine 3-space whose first and second Frenet curvature
functions κ1 and κ2 satisfy the equations:
(3.7) κ2 = cκ1 , κ1κ1
′′ − (1 + c2 )κ1 4 = 3(κ1 ′ )2 ,
where c is a nonzero constant.
Proof. The Laplace map of the unit speed curve β is given by L(s) = −β′′ (s).
(1) If β is a planar curve, then
(3.8) L′ (s) = κ2β1 − κ′β2 , L′′ (s) = 3κκ′β1 + (κ3 − κ′′ )β2 ,
where κ is the plane curvature and β1 = β
′ and β2 is a unit normal vector field.
Because the Laplace image of β is contained in a line if and only if L′ (s) and L′′ (s)
are linearly dependent, (3.8) implies statement (1).
(2) Let β be a unit speed space curve in Em with m ≥ 3. If m = 3, we may
consider E3 as a linear subspace of E4 . Thus, without loss of generality, we may
assume m ≥ 4. Denote the i–the Frenet curvature by κi and the i–the Frenet
vector by βi . Then we have
(3.9) L′ (s) = κ21β1 − κ′1β2 − κ1κ2β3 ,
(3.10)
L′′ (s) = 3κ1κ
′
1β1 − (κ′′1 − κ31 − κ1κ22 )β2
−(2κ′1κ2 − κ1κ′2 )β3 − κ1κ2κ3β4 .
From (3.9) and (3.10) we conclude that the Laplace image of the space curve β lies
in a line if and only if the following four conditions hold:
(3.11) κ1κ
′′
1 − κ41 − κ21κ22 = 3(κ′1 )2 ,
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(3.12) κ′1κ2 = κ1κ
′
2 ,
(3.13) 2κ′1
2κ2 + κ1κ
′
1κ
′
2 + κ
4
1κ2 + κ
2
1κ
3
2 = κ
′′
1 κ1κ2 ,
and
(3.14) κ21κ2κ3 = κ
2
1κ
′
1κ2κ3 = κ
2
1κ
2
2κ3 = 0.
(3.12) implies κ2 = cκ1 for some constant c. Thus, from (3.11) as well as from
(3.13), we obtain (3.7). From (3.14), we obtain κ3 = 0. Thus β is a curve in an
affine 3–space with κ2 = cκ1 . Hence, β is a helix.
Conversely, if β is a unit speed helix in E3 whose Frenet curvatures satisfy (3.7),
then conditions (3.11) and (3.12) hold. Condition (3.14) holds automatically since
β is a curve in E3 . Furthermore, because κ2 = cκ1 , equation (3.13) is nothing but
the second equation in (3.7). Thus, the Laplace image of β lies in a line. 
§4. Laplace images of totally real submanifolds.
Let x : M → Cm be a map from an n–dimensional Riemannian manifoldM into
the complex number m–space Cm equiped with the standard flat Kaehler metric.
Denote by J the almost complex structure of Cm . The map x is said to be a
complex map if each tangent space of M is invariant under the action of J , i.e.,
J(dx(TpM)) ⊂ dx(TpM), p ∈M.
The map x is said to be a totally real map if
J(dx(TpM)) ⊂ (dx(TpM))⊥ , p ∈M,
where (dx(TpM))
⊥ is the orthogonal complementary subspace of dx(TpM) in C
m .
For a totally real isometric immersion from M into Cm , it is natural to ask the
following question:
Problem 4.1. “When is the Laplace image of a totally real submanifold totally
real?”
Concerning this question we have the following results.
Lemma 4.1. Let x : M → Cn be a totally real isometric immersion of an n–
dimensional Riemannian manifold M into Cn . Then the Laplace map L :M → Cn
of the immersion x is totally real if and only if the shape operator AH in the
direction of H and the normal connection D of x satisfy the condition:
(4.1) 〈AHX, JDY H〉 = 〈AH Y, JDXH〉 ,
for any X,Y tangent to Mn .
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Proof. The Laplace map of the isometric totally real immersion x is given by
L = −nH . For any vector X tangent to M , we have
dL(X) = nAHX − nDXH.
Thus the Laplace map L is totally real if and only if
(4.2) 〈AHX −DXH, JAH Y − JDY H〉 = 0
for all X,Y tangent to M . Since the immersion x is totally real and m = n, (4.2)
is equivalent to condition (4.1). 
Recall that a submanifold M is said to have parallel normalized mean curvatue
vector if M has nonzero mean curvature and the unit normal vector field in the
direction of the mean curvature vector field is a parallel normal vector field.
Theorem 4.2. Let x : M → Cm be a totally real isometric immersion of an
n–dimensional Riemannian manifold into Cm . Then
(1) if the mean curvature vector field H of x is parallel in the normal bundle,
then the Laplace map is totally real; and
(2) if M has parallel normalized mean curvature vector field and m = n, then
the Laplace map is totally real if and only if AH JH is parallel to the gradient
of the mean curvature function, ∇α.
Proof. Let x : M → Cm be a totally real isometric immersion of an n–
dimensional Riemannian manifold into Cm for which H is parallel in the normal
bundle. Then the Laplace map satisfies dL(X) = nAHX . Thus, for any X tangent
to M , dL(X) is also a tangent vector. Since x is a totally real isometric immersion,
this implies 〈JdL(X), dL(Y )〉 = 0 for any X,Y tangent toM . Hence, by definition,
the Laplace map is totally real.
(2) Assume x has parallel normalized mean curvature vector. Then the mean
curvature function is nonzero, i.e., α 6= 0, and Dξ = 0, where ξ is the unit normal
vector field in the direction of H . Thus, for any vector X tangent to M , we have
(4.3) dL(X) = nAHX − n(Xα)ξ.
Hence, the Laplace map is a totally real map if and only if
(4.4) (Y α) 〈AHX, Jξ〉 = (Xα) 〈AH Y, Jξ〉 ,
for any X,Y tangent to M .
If we choose a local orthonormal frame field e1 , . . . , en of M such that e1 is in
the direction of ∇α, then e2α = · · · = enα = 0. Let U be the open subset of M on
which ∇α 6= 0. Then (4.4) implies
〈AH ei , Jξ〉 = 0, i = 2, . . . , n,
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which is equivalent to
〈e2 , AH (Jξ)〉 = · · · = 〈en , AH (Jξ)〉 = 0.
Therefore, AH (JH) is parallel to ∇α.
Conversely, if AH (JH) is parallel to ∇α, then
(4.5) 〈AH ei , Jξ〉 = 0, i = 2, . . . , n,
where e1 is in the direction of ∇α. Because e2α = · · · = enα = 0, (4.5) implies
(4.4) for any X,Y tangent to M . Since M is assumed to have parallel normalized
mean curvature vector, from (4.4) we see that condition (4.1) holds, too. Therefore,
by applying Lemma 4.1, we may conclude that the Laplace map of x is totally real.

Remark 4.1. Statement (1) of Theorem 4.2 implies that there exist infinitely
many totally real submanifolds in Cm whose Laplace map are also totally real. 
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ChapterVII: SUBMANIFOLDS WITH HARMONIC LAPLACE MAPS
AND TRANSFORMATIONS
§1. Submanifolds with harmonic Laplace map.
Let φ : M → N be a differentiable map between Riemannian manifolds M and
N . Denote by ∇ and ∇˜ the Levi–Civita connections of M and N , respectively.
Then the second fundamental form hφ and the energy density e(φ) of the map φ
are given respectively by
(1.1) hφ (X,Y ) = ∇˜X (φ∗Y )− φ∗ (∇X Y ),
(1.2) e(φ) =
1
2
||dφ||2 = 1
2
trace(φ∗ g′ ),
where X,Y are tangent vectors of M , g′ is the Riemannian metric on N , φ∗ = dφ,
and φ∗ is the induced map of φ.
If M is compact, the energy E(φ) of φ is defined by
E(φ) =
∫
M
e(φ) ∗ 1.
The Euler-Lagrange operator associated with E will be written τ(φ) = div(dφ)
and called the tension field of φ. A map is said to be harmonic if its tension field
vanishes identically. For a differentiable map ψ : Mn → Em , one has (cf. [EL1,2])
(1.3) ∆ψ = −τ(ψ).
Furthermore, let i : N → P be an isometric immersion and Φ : M → P be the
composition of φ and i. Then the tension field τ(φ) is the orthogonal projection of
τ(Φ) onto the tangent bundle T (N). More precisely, we have (cf. [EL1,EL2])
(1.4) τ(Φ) = τ(φ) + traceh(dφ, dφ),
where h is the second fundamental form of N in P . In particular, φ : M → N is
harmonic if and only if τ(Φ) is perpendicular to N .
Concerning harmonic maps, it is natural to ask the following problem:
Problem 1.1. “When is the Laplace map L :Mn → Em of an isomtric immer-
sion x :Mn → Em harmonic?” 
From Beltrami’s formula and formula (1.3), it follows that the Laplace map
L : Mn → Em of the immersion x is a harmonic map if and only if the immersion
x is biharmonic. Biharmonic submanifolds were first studied by the first author as
one of the off–springs of the theory of finite type. In fact, the first author obtained
in 1985 (unpublished then, see [Di1] for details) that if x :M2 → E3 is an isometric
immersion, then the mean curvature vector field H is harmonic, i.e., ∆H = 0, (or
equivalently, x is biharmonic: ∆2x = 0) if and only if the immersion is minimal. In
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his 1989 doctoral thesis at Michigan State University, I. Dimitric generalized this
result to some more general classes of submanifolds (cf. [Di1]). Furthermore, it is
shown in [CI1] that space–like biharmonic surfaces in the Minkowski space–time
E31 are minimal surfaces, too.
In terms of the Laplace map, this provides us the following first solution to
Problem 1.1.
Theorem 1.1. Let M be a surface in E3 . Then the Laplace map L :M2 → E3
is a harmonic map if and only if M2 is a minimal surface.
Proof. Let x : M → E3 be a surface whose Laplace map is a harmonic map,
then the isometric immersion x is biharmonic. We put H = αe3 . Then, from
Theorem 1.3 of Chapter II, we know that
(1.5) ∆H = ∆DH + ||h||2H +∇α2 + 2A3 (∇α),
where ||h|| is the length of the second fundamental form h. Since M is biharmonic,
we have
(1.6) ∆α+ ||h||2 = 0,
(1.7) A3 (gradα) = −α(gradα).
We choose e1 , e2 which diagonalize A3 . Thus we have
(1.8) h(e1 , e1 ) = βe3 , h(e1 , e2 ) = 0, h(e2 , e2 ) = γe3
for some functions β, γ. From the equation of Codazzi and (1.8) we have
(1.9) e2β = (β − γ)ω21 (e1 ), e1γ = (β − γ)ω21 (e2 ).
Let U = { p ∈M | ∇α2 6= 0 at p }. Then U is an open subset of M . Assume U 6= ∅.
Then, by (1.9), ∇α is an eigenvector of A3 with eigenvalue −α on U . We choose
e1 in the direction of ∇α on U . Then we have e2α = 0 on U . Moreover, the
Weingarten map A3 satisfies
(1.10) β = −α, γ = 3α, ||h||2 = 10α2 .
Since e2α = 0, (1.9) and (1.10) imply
(1.11) ω21 (e1 ) = 0, dω
1 = 0.
Thus, locally, ω1 = du for some function u. Since dα ∧ ω1 = dα ∧ du = 0, α is a
function of u. We denote by α′ and α′′ the first two derivatives of α with respect
to u. From (1.9), (1.10), and (1.11), we have
(1.12) 4αω21 = −3α′ω2 .
Also from e2α = 0 and (1.12), we have
(1.13) 4α∆α = 3(α′ )2 − 4αα′′ .
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By using (1.6), (1.10), and (1.13), we get
(1.14) 4αα′′ − 3(α′ )2 − 40α4 = 0.
From (1.14) we may obtain
(1.15) (α′ )2 = 8α4 + Cα3/2
for some constant C. On the other hand, the equation of Gauss, (1.8) and (1.12)
imply
(1.16) αα′′ − 7
4
(α′ )2 + 4α4 = 0.
From (1.14) and (1.16) we get
(1.17) (α′ )2 = 16α4 .
Combining (1.15) and (1.17) we conclude that α is constant on U which is a con-
tradiction. Therefore, U is empty. So, M has constant mean curvature. Thus, by
applying (1.6), we obtain α = 0. Hence the immersion x is a minimal immersion.

Next, we consider the following problem.
Problem 1.2. “When is the Laplace transformation L : M → L(M) of an
isometric immersion x :M → Em harmonic?”
Since a (weakly) conformal map between two Riemannian surfaces is a harmonic
map, Proposition 3.3 of Chapter V shows that there exist many surfaces of revo-
lution which have harmonic Laplace transformations and which have non-constant
mean curvature functions. Therefore, this seems to be a difficult problem in general.
However, for curves in Em , this Problem is much easier to solve.
First, it is easy to see that lines and circles in a plane have harmonic Laplace
transformations. If the curve is neither a line or a circle, we have the following
results.
Proposition 1.2. Let β(s) be a curve parametrized by arclength s. If β is
neither a line or a circle, then the Laplace transformation of β is a harmonic map
if and only if β is a curve whose first and second Frenet curvature functions satisfy
the equation:
(1.18) κ1
′ (2κ1
3 + κ1
′′ ) + κ1κ2 (κ1
′κ2 + κ1κ2
′ ) = 0.
In particular, if β is a planar curve, then the Laplace transformation of β is a
harmonic map if and only if the curvature function κ of β satisfies the differential
equation: κ′′ = −2κ3 .
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Proof. Let β(s) be a unit speed curve. Then the Laplace map L is given by
L(s) = −β′′ (s). Thus
(1.19)
∆L = −3κ1κ′1β1 − (κ3 − κ′′1 + κ1κ22 )β2
+(2κ′1κ2 + κ1κ
′
2 )β3 + κ1κ2κ3β4 ,
where βi is the i–the Frenet vector of β. On the other hand, we have
(1.20) dL(
d
ds
) = κ21β1 − κ′1β2 − κ1κ2β3 .
It is known that the Laplace transformation L of β is a harmonic map if and only
if the component of ∆L in the direction of dL( dds) vanishes. Therefore, by using
(1.19) and (1.20), we may conclude that the Laplace transformation L is a harmonic
map if and only if
(1.21) −3κ31κ′1 + κ′1 (κ31 − κ′′1 + κ1κ22 ) + κ1κ2 (−2κ′1κ2 − κ1κ′2 ) = 0.
It is easy to verify that (1.21) is equivalent to (1.18).
If β is a planar curve, then (1.18) is equivalent to κ′ (2κ3+κ′′ ) = 0 where κ is the
plane curvature of β. Because β is neither a line or a circle, this yields κ′′ = −2κ3 .
The converse is easy to verify. 
From this Proposition we know that the class of planar curves whose Laplace
transformations are harmonic maps depends on two parameters. Moreover, by
combining Proposition 3.3 and Remark 3.1 of Chapter IV and the last Proposition,
we have the following
Corollary 1.3. The Laplace transformation of a planar curve β is homothetic if
and only if the curve β has nonzero curvature function and it has harmonic Laplace
transformation.
Proof. From Proposition 3.3 and Remark 3.1 of Chapter IV we know that a
unit speed planar curve β(s) has homothetic Laplace transformation if and only if
the plane curvature of β satisfies
(1.22) (κ′ (s))2 + κ(s)4 = c2 ,
for some positive constant c. By taking the derivative of (1.22) with resepct to s,
we obtain
(1.23) κ′ (κ′′ + 2κ3 ) = 0.
If κ′ = 0, then (1.22) implies that β is a circle which has harmonic Laplace trans-
formation. If β is not a circle, then (1.23) yields κ′′ = −2κ3 . Thus, by applying
Proposition 1.2, we conclude that the Laplace transformation of β is a harmonic
map.
Conversely, if β is a planar curve which has nonzero curvature function and
harmonic Laplace transformation, then either β is a circle or the plane curvature of
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β satisfies κ′′ = −2κ3 . By solving this differential equation, we may obtain (1.22),
which implies β has homothetic Laplace transformation. 
For submanifolds with parallel mean curvature vector field, we have the following
result.
Theorem 1.4. Let x : M → Em be an isometric immersion from an n–
dimensional Riemannian manifold into Em with parallel mean curvature vector
field. Then the Laplace transformation of x is a harmonic map.
Proof. From Theorem 1.3 of Chapter II we have the following fundamental
formula:
(1.24) ∆H = ∆DH +
n∑
i=1
h(AH ei , ei ) +
n
2
grad < H,H > +2 traceADH ,
where ∆D is the Laplacian associated with the normal connection D. If x has
parallel mean curvature vector field, then (1.24) yields
(1.25) ∆L = −n
n∑
i=1
h(AH ei , ei ).
On the other hand, from DH = 0, we have
(1.26) L∗ (X) = nAH (X),
for any vector X tangent to M . Comparing (1.25) and (1.26) we conclude that the
Laplace transformation of x is a harmonic map. 
§2. Submanifolds with harmonic mean curvature function.
In this section, we would like to consider submanifolds whose mean curvature
functions are harmonic. From Hopf’s lemma we know that if a compact subman-
ifold has harmonic mean curvature function, then the mean curvature function is
constant. So in this section we are only interested in non-compact submanifolds.
First we give the following
Lemma 2.1. The only planar curves with harmonic curvature function are open
parts of a line, a circle, or a Cornu spiral. (By a Cornu spiral curve, we mean a
planar curve whose curvature function in terms of an arc–length parameter s is
given by κ(s) = as+ b for some real numbers, a 6= 0 and b.)
Proof. The Laplace operator of a unit speed curve γ(s) is given by ∆ = − d2ds2 .
Thus, γ has harmonic curvature function if and only if κ′′ (s) = 0, or equivalently,
κ(s) = as+ b for some constants a, b. If a = b = 0, the curve is an open part of a
line. If a = 0 and b 6= 0, γ is an open part of a circle. If a 6= 0, γ is an open part of
a Cornu spiral curve. 
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Let M be a flat surface in E3 . Then, locally, M is a cylinder, a cone, or a
tangential developable surface. We shall consider these three cases separately.
Theorem 2.2. The only hypercylinders in En+1 with harmonic mean curvature
function are open parts of the following hypersurfaces:
(1) hyperplanes;
(2) circular hypercylinders; and
(3) hypercylinders C × En−1 , where C is a Cornu spiral.
Proof. Let M be a hypercylinder in En+1 parametrized by
(2.1) x(s, t2 , . . . , tn ) = (u(s), v(s), t2 , . . . , tn ),
where γ(s) = (u(s), v(s)) is a planar curve with s as its arclength parameter. Then
the Laplace operator of M is given by
(2.2) ∆ = − ∂
2
∂s2
−
n∑
i=2
∂2
∂t2i
.
It is easy to see that the mean curvature function α of M in En+1 is related with
the plane curvature function κ of γ by κ(s) = nα. Thus, by the expression of the
Laplace operators of M and γ, we know that the hypercylinder M has harmonic
mean curvature function if and only if γ has harmonic mean curvature function.
Thus, by applying Lemma 2.1, we obtain the Theorem. 
Lemma 2.3. Open parts of a plane are the only tangential developable surfaces
in E3 with harmonic mean curvature function.
Proof. Let M be a tangential developable surface parametrized by
(2.3) x(s, t) = β(s) + tβ′ (s),
where β(s) is a unit speed curve in E3 . Then, by a direct computation, we have
(2.4)
∆ = − 1
tκ1
{ ∂
∂s
( 1
tκ1
∂
∂s
)
− ∂
∂s
(
1
tκ1
∂
∂t
)
− ∂
∂t
( 1
tκ1
∂
∂s
)
+
∂
∂t
(1 + t2κ21
tκ1
∂
∂t
)}
.
From (2.3) we obtain
(2.5)
∂x
∂s
= β1 + tκ1β2 ,
∂x
∂t
= β1 .
Thus, β1 , β2 form an orthonormal frame field on M . Therefore ξ = β3 is a unit
normal vector field of the surface. By direct computation, we have
(2.6) Aξ β1 = 0, Aξβ2 =
κ2
tκ1
β2 .
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This implies that the mean curvature function of M in E3 is given by
(2.7) α =
κ2
2tκ1
.
By using (2.4) and (2.7) we conclude that ∆α = 0 if and only if the Frenet curvatures
of β satisfy
(2.8)
(κ21κ
′′
2 − κ1κ′′1 κ2 − 3κ1κ′1κ′2 + 3κ′1 2κ2 + κ41κ2 )t2
+(2κ21κ
′
2 − 4κ1κ′1κ2 + κ21κ2 )t+ 3κ21κ2 = 0.
Since (2.8) holds for any t, we obtain κ2 = 0. Therefore, β is a planar curve; and
hence the tangential developable surface is an open part of a plane. 
Lemma 2.4. Besides open parts of planes, the only other cones in E3 with
harmonic mean curvature function are those whose rays cut the unit sphere S2p (1)
centered at p in a curve β(s) of which the curvature in S2p (1) is given by c1 cos s+
c2 sin s, where s is an arclength parameter of β and c1 and c2 are two nonzero
constants.
Proof. It is clear that open parts of planes have harmonic mean curvature
functions and circular cones do not have harmonic mean curvature functions.
Let M be a cone parametrized by
(2.9) x(s, t) = tβ(s), < β, β >=< β′ , β′ >= 1.
We assume M is neither an open part of a plane or of a circular cone. We put
ρ = κ−11 and σ = κ
−1
2 . It is well–known from classical differential geometry that
the unit speed spherical curve β satisfies
(2.10) β = −ρβ2 − (σρ′ )β3 .
From (2.9) and a direct computation, we have
(2.11)
∂x
∂s
= tβ1 ,
∂x
∂t
= β.
Put
(2.12) ξ = (σρ′ )β2 − ρβ3 .
Then ξ is a normal vector field of M in E3 . Moreover, by direct computation, we
obtain
(2.13) ∇˜ ∂
∂s
ξ = −κ1σρ′β1 , ∇˜ ∂
∂t
ξ = 0.
Therefore, the mean curvature function of M is given by
(2.14) α = − κ
′
1
2tκ1κ2
.
By direct computation, we also have
(2.15) ∆ = −1
t
{ ∂
∂s
(
1
t
∂
∂s
) +
∂
∂t
(t
∂
∂t
)}.
103
Therefore, by using (2.14) and (2.15), we conclude that M has harmonic mean
curvature function if and only if the Frenet curvatures of β satisfy
(2.16) (
κ′1
κ1κ2
)′′ +
κ′1
κ1κ2
= 0.
From (2.9) and (2.10) we obtain
(2.17) κ21κ
2
2 (κ
2
1 − 1) = κ′1 2 .
Since the curvature function κ¯ of β(s) in S2 (1) is given by κ¯ =
√
κ21 − 1, (2.17)
yields
(2.18) κ¯ = ± κ
′
1
κ1κ2
.
After solving the second order differential equation (2.16), we find from (2.18) that
κ¯(s) = c1 cos s+ c2 sin s for some constants c1 , c2 . 
Theorem 2.5. Let M be a flat surface in E3 . Then M has harmonic mean
curvature function if and only if M is given by open parts of the following surfaces:
(1) the planes;
(2) the circular cylinders;
(3) the Cornu cylinders C × R, i.e., the right cylinders on the Cornu spiral
curves;
(4) the cones with vertex at a point p whose rays cut the unit sphere S2p (1)
centered at p in a curve β(s) of which the curvature in S2p (1) is given by
c1 cos s+ c2 sin s, where s is an arclength parameter of β and c1 and c2 are
two nonzero constants.
Proof. This Theorem follows easily from Theorem 2.2, Lemma 2.3 and Lemma
2.4. 
Remarks 2.1.
(i) Surfaces given in (1) and (2) of Theorem 2.5 are of course surfaces with con-
stant mean curvature; surfaces in (3) and (4) have non-constant harmonic
mean curvature. 
(ii) The Cornu spirals are planar curves with harmonic curvature; the curves
β(s) mentioned in (4) are spherical curves with harmonic curvature. 
(iii) In view of Thereom 2.5, it is interesting to point out that the only complete
flat surfaces in E3 with harmonic mean curvature functions are planes,
circular cylinders and Cornu cylinders.
We recall that Delaunay’s surfaces in E3 are surfaces of revolution with constant
mean curvature function. For surfaces of revolution we have the following result.
Theorem 2.6. We have the following:
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(1) If M is a surface of revolution in E3 defined by
(2.19) x(t, θ) = (t, f(t) cos θ, f(t) sin θ),
then M2 has harmonic mean curvature function if and only if the generat-
ing function f satisfies the following ordinary differential equation of third
order:
(2.20) (1 + f ′
2
){f2f ′′′ + f ′ + ff ′f ′′} − 3f2f ′f ′′ 2 + cf(1 + f ′ 2 )3 = 0,
where c is an arbitrary constant; and
(2) besides the surfaces of Delaunay, there exist infintely many surfaces of rev-
olution in E3 with harmonic mean curvature function.
Proof. Let M be a surface of revolution in E3 defined by (2.19). Then the
Laplace operator and the Laplace map of M are respectively given by
(2.21) ∆ = − 1
1 + f ′ 2
∂2
∂t2
− f
′ + f ′
3 − ff ′f ′′
f(1 + f ′ 2 )
2
∂
∂t
− 1
f2
∂2
∂θ2
,
(2.22) L(t, θ) = (
1 + f ′
2 − ff ′′
f(1 + f ′ 2 )
2 )(−f ′ , cos θ, sin θ).
Thus the mean curvature function of M is given by
(2.23) α =
1 + f ′ 2 − ff ′′
2f(1 + f ′ 2 )
3/2
.
(2.21) and (2.23) imply that the mean curvature function is harmonic if and only if
(2.24)
f√
1 + f ′ 2
d
dt
(
1 + f ′
2 − ff ′′
f(1 + f ′ 2 )
3/2
)
= c,
where c is a constant.
It is easy to verify that (2.24) is equivalent to (2.20). This proves (1).
(2) From the existence and uniqueness theorem of ordinary differential equations,
we know that for a given initial point t0 , there exists a unique solution f = φ(t)
defined on some interval about t0 of the differential equation defined by (2.20) that
satisfies the prescribed initial conditions:
(2.25) f(t0 ) = f0 , f
′ (t0 ) = f
′
0 , f
′′ (t0 ) = f
′′
0 .
Furthermore, by using (2.23), we see that the class of surfaces of revolution with
constant mean curvature depends on three parameters: t0 , f(t0 ), f
′ (t0 ); and the
class of surfaces of revolutions with harmonic mean curvature function depends on
four parameters t0 , f(t0 ), f
′ (t0 ), f
′′ (t0 ). From these we conclude that, besides the
surfaces of Delaunay, there exist infinitely many surfaces of revolution in E3 with
harmonic mean curvature function. 
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Chapter VIII: LAPLACE AND GAUSS IMAGES
§1. Laplace and Gauss images of submanifolds in Em .
Let x : Mn → Em be an isometric immersion of an n-dimensional, oriented
Riemannian manifold Mn into Em and en+1 , . . . , em a local oriented orthonormal
frame of the normal bundle T⊥ (M). Then the Gauss map G :Mn → G(n,m−n),
defined by
(1.1) G(p) = (en+1 ∧ . . . ∧ em )(p), p ∈M,
is a differentiable map from M into the real Grassmannian of oriented (m − n)-
planes in Em . We call the image G(Mn ) of the Gauss map G the Gauss image of
the immersion x. Whenever the Laplace map of x is an immersion, then, locally,
we have a map, denoted by
(1.2) LG : L(Mn )→ G(Mn ),
from the Laplace image into the Gauss image defined by LG(L(p)) = G(p) for
p ∈ M . We call this map the Laplace-Gauss transformation of x, or for short,
LG-transformation.
For simplicity, we shall assume throughout this section that the Laplace map
of x is an immersion. The purpose of this section is to study the geometry of
LG-transformations of such immersions.
First we consider curves in Euclidean spaces.
Proposition 1.1. Let β be a curve in Em parametrized by arclength. Then
(1) if β is a planar curve, then the LG-transformation of β is homothetic if
and only if its curvature function κ is of the following form:
(1.3) κ(s) =
1
2
(√
a2 e−s2 + 4(c+ c2 )− ae−s
)
,
for some positive constants a, c;
(2) the LG-transformation of β is homothetic if and only if the first and the
second Frenet curvatures of β satisfy the differential equation
κ22 = c{κ21 + (lnκ1 )′ 2},
where c is a positive number.
Proof. (1) If β(s) is a planar curve parametrized by arclength, then the Laplace
and Gauss maps are given respectively by
(1.4) L(s) = −κ(s)β2 , G(s) = β2 (s).
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Since the Laplace map is assumed to be regular, κ(s) 6= 0. Moreover, we have from
(1.4) that the induced metrics of the Laplace and Gauss images of β are given
respectively by
(1.5) g
L
= κ4 + κ′
2
, g
G
= κ2 .
Therefore, the LG–transformation of the plane curve is homothetic if and only if
κ′
2
= c2κ2 − κ4 for some positive number c. By solving this differential equation,
we obtain (1.3).
(2) If β is a curve in Em with m ≥ 3, then the induced metrics of the Lalace
and Gauss images of β are given respectively by
(1.6) g
L
= κ41 + κ
′ 2
1 + κ
2
1κ
2
2 , gG = κ
2
1 .
This implies that the LG–transformation is homothetic if and only if the first and
second Frenet curvatures of β satisfy κ22 = c{κ21 + (lnκ1 )′ 2}. 
Remark 1.1. Proposition 1.1 implies that there exist infinitely many curves
whose LG–transformation are homothetic. In particular, statement (1) of Proposi-
tion 1.1 says that, up to Euclidean motions, the class of planar curves with homo-
thetic LG–transformation depends on two parameters a, c > 0. 
For hypersurfaces of dimension > 1 we have the following result.
Theorem 1.2. Let x : M → En+1 be an isometric immersion. Then the
LG-transformation LG : L(Mn ) → G(Mn ) of x is weakly conformal if and only
if, locally, either M has constant mean curvature function in En+1 or M is the
product of a planar curve and an affine (n− 1)–space En−1 .
Proof. Let M be a hypersurface of En+1 with n > 1. We choose a local
orthonormal frame field e1 , . . . , en , en+1 such that e1 , . . . , en are tangent vectors
given by eigenvectors of An+1 with An+1 ei = κiei , i = 1, . . . , n. Then the Laplace
and the Gauss maps of M satisfy
(1.7) L∗ (ei ) = nακiei − (eiα)en+1 , G∗ (ei ) = −κiei , i = 1, . . . , n.
Therefore, the induced metrics on the Laplace and the Gauss images ofM are given
by
(1.8) g
L
(ei , ej ) = n
2α2κiκj δij + (eiα)(ejα), gG (ei , ej ) = κiκj δij .
If the LG–transformation is weakly conformal, then (1.8) implies
(1.9) n2α2κiκj δij + (eiα)(ej α) = f
2κiκj δij , i, j = 1, . . . , n,
for some function f . In particular, we have (eiα)(ejα) = 0 when i 6= j. There-
fore, the gradient of α, ∇α is parallel to an eigenvector of An+1 . Without loss of
generality, we may assume ∇α is parallel to e1 . Then, by (1.9), we have
(1.10) n2α2κ21 + |∇α|2 = f2κ21 , (n2α2 − f2 )κ2i = 0, i = 2, . . . , n.
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Case 1. If at least one of κ2 , . . . , κn is nonzero, then the second equation of
(1.10) yields f2 = n2α2 and hence, by the first equation of (1.10), α is constant.
Case 2. If κ2 = · · · = κn = 0, then
(1.11) An+1 e1 = nαe1 , An+1 e2 = · · · = An+1 en = 0.
Put U = {p ∈ M : H(p) 6= 0}. If U is an empty set, then M is an open part of
a hyperplane. So, we assume U 6= ∅ and let W be a connected component of U .
We claim that W is an open part of the product of a planar curve and an affine
(n− 1)–space En−1 . This can be seen as follows.
Let D1 = Span{e1} and D2 = Span{e2 , . . . , en} on W . If X,Y are vector fields
in D2 , then we have An+1X = An+1Y = 0. Thus, by the equation of Codazzi, we
have
(1.12) An+1 ([X,Y ]) = (∇XAn+1 )(Y )− (∇Y An+1 )(X) = 0.
Hence, D2 is integrable. Moreover, since D1 is 1–dimensional, D1 is trivially inte-
grable.
Furthermore, since∇α is parallel to e1 , (1.12) and the equation of Codazzi imply
that
(1.13) 0 = (∇e1 An+1 )(ei )− (∇ei An+1 )(e1 ) = nαωi1 (e1 )e1 − nα∇ei e1 ,
for i = 2, . . . , n. Therefore
(1.14) ∇e1 e1 = 0, ∇ei e1 = 0.
(1.14) imply that integral submanifolds of D1 ,D2 are totally geodesic submanifolds
ofW . Hence, by the de Rham decomposition theorem,W is locally the Riemannian
product of a geodesic ofM and an (n−1)–dimensional totally geodesic submanifold
of M . Moreover, by (1.11) and a lemma of Moore, we may conclude that W is the
product submanifold of a planar curve and an affine (n− 1)–space En−1 .
The converse is easy to verify by using (1.8). 
Theorem 1.2 implies immediately the following.
Corollary 1.3. Surfaces of Delaunay (i.e., the surfaces of revolution in E3 with
constant mean curvature functions) have homothetic LG-transformations. 
For hypersurfaces with homothetic LG–transformation, we have the following.
Theorem 1.4. Let x : M → En+1 be an isometric immersion. Then the LG-
transformation LG : L(Mn ) → G(Mn ) of x is homothetic if and only if, locally,
either M has constant mean curvature function in En+1 or M is the product of an
affine (n− 1)–space En−1 with a planar curve whose curvature function is given by
(1.15) κ(s) =
n
2
(
√
a2 e−s2 + 4(c+ c2 )− ae−s ),
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for some positive constants a, c.
Proof. If M is a hypersurface of En+1 with homothetic LG–transformation,
then Theorem 1.2 implies locally either M has constant mean curvature or M is
the product of an affine (n−1)–space En−1 and a planar curve γ(s). Moreover, from
the proof of Theorem 1.2, we know that if the second case occurs, the curvature
function κ(s) of the planar curve satisfies the differential equation:
(1.16) κ4 + n2κ′
2
= n2 c2κ2 ,
for some positive constant c. By solving differential equation (1.16), we obtain
(1.15).
The converse can be easily verified. 
§2. LG-transformation of spherical submanifolds.
In this section we study the LG–transformation of spherical hypersurfaces.
Theorem 2.1. Let x : M → Sn+1 ⊂ En+2 be a hypersurface of a hypersphere
Sn+1 of En+2 . Then M has constant mean curvature function and homothetic
LG-transformation if and only if either
(1) M is an open part of the product of two spheres: Mk (a) ×Mn−k (b) with
some suitable radii a and b; or
(2) Mn is an open part of a hypersphere of Sn+1 .
Proof. Assume M is a hypersurface of Sn+1 of En+2 with constant mean
curvature and homothetic LG–transformation. Without loss of generality, we may
assume the hypersphere is centered at the origin and with radius one. Denote by
α¯ the mean curvature of M in Sn+1 and by ξ a unit normal vector of M in Sn+1 .
Then we have
(2.1) H = α¯ξ − x.
Let e1 , . . . , en be a local orthonormal frame field of M such that
(2.2) Aξ ei = µiei , i = 1, . . . , n.
Then from (2.1) and (2.2) we have
(2.3) dL(ei ) = n(α¯µi + 1)ei , i = 1, . . . , n.
From the definition of the Gauss map, we have G(p) = ξ ∧ x. Thus, we have
(2.4) dG(ei ) = −µiei ∧ x+ ξ ∧ ei , i = 1, . . . , n.
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From (2.3) and (2.4) we see that the LG–transformation of M is homothetic if and
only if
(2.5) (α¯µi + 1)
2 = c2 (µ2i + 1), i = 1, . . . , n,
for some positive constant c. (2.5) implies that M has at most two constant prin-
cipal curvatures in Sn+1 . If M has exactly one constant principal curvature, M is
an open portion of a hypersphere of Sn+1 . If M has exactly two constant principal
curvatures, then M is an open portion of the product of two spheres with some
suitable radii which are completely determined by the two roots of the quadratic
equation given by (2.5).
The converse is easy to verify. 
If M has non–constant mean curvature function in Sn+1 , then we have the
following result.
Theroem 2.2. Let M be a hypersurface of a hypersphere Sn+1 of En+2 . If
M has non-constant mean curvature function and the LG-transformation LG :
L(M)→ G(Mn ) is conformal, then
(1) the gradient of the mean curvature function is an eigenvector of the shape
operator Aξ of M
n in Sn+1 ;
(2) the shape operator Aξ has at most three distinct eigenvalues; and
(3) the eigenvalue corresponding to the eigenvector given by the gradient of the
mean curvature function is of multiplicity one.
Proof. Assume M is a hypersurface of Sn+1 of En+2 with non–constant mean
curvature and conformal LG–transformation. Without loss of generality, we may
assume the hypersphere is centered at the origin and with radius one. Denote by α¯
the mean curvature of M in Sn+1 and by ξ the a unit normal vector of M in Sn+1
as before. And let e1 , . . . , en be a local orthonormal frame field of M such that
(2.6) Aξ ei = µiei , i = 1, . . . , n.
Then we have
(2.7) dL(ei ) = n(α¯µi + 1)ei − n(ei α¯)ξ, i = 1, . . . , n.
Also for the Gauss map, we have as before the following
(2.8) dG(ei ) = −µiei ∧ x+ ξ ∧ ei , i = 1, . . . , n.
From (2.7) and (2.8) we see that the induced metrics of the Laplace and Gauss
images satisfy
(2.9) g
L
(ei , ej ) = n
2 (α¯µi + 1)(α¯µj + 1)δij + n
2 (ei α¯)(ej α¯),
(2.10) g
G
(ei , ej ) = (µiµj + 1)δij .
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From (2.9) and (2.10), we see that ∇α¯ is an eigenvector of Aξ . Without loss of
generality, we may assume ∇α¯ is parallel to e1 . Thus, from (2.9) and (2.10), we
may get
(2.11) (α¯µ1 + 1)
2 + |∇α¯|2 = f2 (µ21 + 1),
(2.12) (α¯µi + 1)
2 = f2 (µ2i + 1), i = 2, . . . , n,
for some positive function f . From (2.11) and (2.12) we conclude that the shape
operator Aξ has at most three distinct eigenvalues and the eigenvalue µ1 is of
multiplicity one. 
For surfaces, we prove the following
Theorem 2.3. Let M be a surface of a hypersphere S3 of E4 . Then M has
constant mean curvature and conformal LG-transformation if and only if M is
either a totally umbilical surface or a minimal surface in S3 ;
Proof. Without loss of generality, we may assume the radius of S3 is one.
If M is a totally umbilical surface in S3 , then µ1 = µ2 = α¯ which is a constant.
Thus, M has constant mean curvature; moreover,(2.9) and (2.10) imply that the
LG–transformation is homothetic.
If M is a minimal surface in S3 , then µ1 = −µ2 . Thus, (2.9) implies M has
conformal LG–transformation.
Conversely, if M has constant mean curvature and conformal LG–transfor-
mation, then (2.9) and (2.10) imply
(2.13) (α¯µ1 + 1)
2 = f2 (µ21 + 1),
(2.14) (α¯µ2 + 1)
2 = f2 (µ22 + 1),
for some positive function f . Combining (2.13) and (2.14) we get
(2.15) (µ21 + 1)(α¯µ2 + 1)
2 = (µ22 + 1)(α¯µ1 + 1)
2 .
Simplifying (2.15) we find
(2.16) (µ1 − µ2 )α¯ = 0
which implies M is neither a totally umbilical or a minimal surface in S3 . 
Recall that a Clifford torus is the product of two plane circles with the same
radius.
Theorem 2.4. Let M be a surface of a hypersphere S3 of E4 . Then M has
constant Gauss curvature and homothetic LG–transformation if and only if M is
either a totally umbilical surface or a Clifford torus in S3 .
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Proof. Assume M is a surface in a unit hypersphere S3 with constant Gauss
curvature and homothetic LG–transformation. From Theorem 2.2 we may choose
e1 , e2 to be eigenvectors of Aξ such that ∇α¯ is parallel to e1 . From the proof of
Theorem 2.2, we obtain
(2.17) (α¯µ1 + 1)
2 + |∇α¯|2 = c2 (µ21 + 1),
(2.18) (α¯µ2 + 1)
2 = c2 (µ22 + 1),
for some positive constant c. Since the Gauss curvature G of M is constant, we get
(2.19) µ1µ2 + 1 = a,
where G = a is constant.
Case 1. If µ2 = 0, then (2.18) yields c = 1. Hence, by (2.17) and µ1 = α¯, we
obtain µ1 = 0. Thus, in this case, M is a totally geodesic surface in S
3 ; hence M
is an open part of a great sphere of S3 .
Case 2. If µ2 6= 0, then µ1 = µ22 (a−1). Hence, by (2.18), we get (µ22+a+1)2 =
4c2 (µ22 +1), from which we conclude that µ2 is constant. Hence µ1 and α¯ are also
constant. It is known that the only surfaces in S3 with constant mean curvature
and constant Gauss curvature are open parts of the product of two circles or open
parts of a totally umbilical surface of S3 . If M is an open part of the product of
two circles, then, according to Theorem 2.3, M is a minimal surface of S3 . Since
the only minimal surfaces of S3 with constant Gauss curvature are either open
portions of a great sphere or open portions of a Clifford torus, we conclude that M
is an open part of a Clifford torus.
The converse is easy to verify. 
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Chapter IX: LAPLACE MAP AND 2-TYPE IMMERSIONS
§1. Spherical Laplace map.
If an isometric immersion x : M → Em has nonzero constant mean curvature
function α, then the Laplace image L(M) is contained in a hypersphere Sm−1 (nα)
centered at the origin and with radius nα. In this case we have an associated
spherical map
(1.1) LS :M → Sm−1 (nα).
We call this spherical map the spherical Laplace map of the immersion.
In this section we study the following problem.
Problem 1.1 “When is the spherical Laplace map LS : M
n → Sm−1 of an
isometric immersion harmonic?”
First we give the following result.
Theorem 1.1. Let x : M → Em be an isometric spherical immersion from an
n–dimensional Riemannian manifold M into Em . If x has constant mean curvature
function α, then
(1) the associated spherical Laplace map LS :M → Sm−1 (nα) of x has positive
constant energy density;
(2) the spherical Laplace map LS of x is a harmonic map if and only if M is
immersed as a minimal submanifold of a hypersphere of Em via x.
Proof. Let x : M → Em be an isometric spherical immersion with nonzero
constant mean curvature function α. Without loss of generality, we may assumed
M is immersed in the hypersphere Sm−1 (r) centered at the origin and with radius
r. Since a spherical submanifold in Em has nonzero mean curvature function, by
the constancy of the mean curvature, we may assume nα = 1 for simplicity. In this
case, the Laplace map is the composition j ◦ LS of the spherical Laplace map LS
followed by the inclusion j of the unit hypersphere Sm−1 (1) in Em . The second
fundamental forms hL , hLS and hj of the maps L,LS and j, respectively, satisfy
(1.2) hL (X,Y ) = j∗hLS (X,Y ) + hj (dLS (X), dLS (Y ))
for X,Y tangent to M . Thus we have
(1.3) ∆L = −τ(L) = −j∗ τ(LS )−
n∑
i=1
hj (dLS (ei ), dLS (ei )),
where e1 , . . . , en is an orthonormal local frame field of M , and τ(L), τ(LS ) are the
tension fields of the Laplace map and the spherical Laplace map, respectively. Since
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j is a totally umbilical isometric immersion, (1.3) yields
(1.4) ∆L = −j∗ τ(LS ) + 2e(LS )L,
where e(LS ) is the energy density of the spherical Laplace map.
On the other hand, since M is isometrically immersed into the hypersphere
Sm−1 (r) and the immersion x has constant mean curvature, the mean curvature of
x is a positive constant. Moreover, from Theorem 1.3 of Chapter II, we have
(1.5) ∆H = ∆D¯ H¯ + (n+ ||Aξ ||2 )H¯ +A(H¯) + 2traceADH − nα
2
r2
x,
where H¯ is the mean curvature vector of M in Sm−1 (r), ξ the unit vector in the
direction of H¯ , and D¯, A(H¯) the normal connection and the allied mean curvature
vector of M in Sm−1 (r), respectively.
Because L = −nH = −nH¯ + nr x, by comparing the x-components of (1.4) and
(1.5), we obtain e(LS ) =
2α2
r2 which is a nonzero constant. This proves (1).
(2) If the spherical Laplace map LS is harmonic, then (1.4) implies ∆H = cH,
where c = 2e(LS ) is a constant by statement (1). Thus, by Theorem 3.11 of Chapter
II, M is either immersed as a minimal submanifold of a hyperphere of Em via x,
or immersed as a biharmonic submanifold of Em , or immersed as a null 2–type
submanifold. Because x is spherical, the second and the third cases cannot occur
(cf. [C16]). 
As an immediate consequence of Theorem 1.1, we have the following
Corollary 1.2. Let x : Mn → En+1 be an isometric immersion with nonzero
constant mean curvature. Then the spherical Laplace map LS is a harmonic map
if and only if Mn is an open part of a hypersphere of En+1 . 
For curves we have the following.
Proposition 1.3. Let β(s) be a curve in Em whose first Frenet curvature func-
tion is a nonzero constant. Then the spherical Laplace map of β is a harmonic map
if and only either β is an open part of a circle in a plane or β is an open part of a
circular helix lying in an affine 3–space of Em .
Proof. Without loss of generality, we may assume β is a unit speed curve in
Em with m ≥ 4. Denote by κi and βi the i–the Frenent curvature and the i–the
Frenet vector of β. By the hypothesis and direct computation, we have
(1.6) τ(LS ) = κ1 (κ2β3 + κ2κ3β4 ).
From this we see that the second Frenent curvature κ2 is a constant. If κ2 = 0, β
is an open part of a circle in a plane. And if κ2 6= 0, then κ3 = 0. In this case, β
is an open part of a circular helix. 
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§2. 2–type immersions.
The main purpose of this section is to give some special properties of 2–type
immersions.
Let x :M → Em be an isometric immersion of k–type with spectral decomposi-
tion given by
x = c+ x1 + · · ·+ xk , ∆x1 = λ1x1 , . . .∆xk = λk xk , λ1 < · · · < λk ,
where c is a constant map and x1 , . . . , xk are non–constant maps. Put
Ei = Span{xi (p) : p ∈M}.
Recall that the immersion x is said to be orthogonal if the subspaces
E1 , . . . , Ek
are mutually orthogonal in Em .
For orthogonal 2–type immersions, we have the following result.
Propostion 2.1. Let x : M → Em be an isometric immersion of a compact
manifold M into Em . Assume x is an orthogonal 2–type immersion with spectral
decomposition given by
(2.1) x = x1 + x2 , ∆x1 = λ1x1 , ∆x2 = λ2x2 .
Then
(1) M lies in a hypersphere Sm−1 (r) centered at the origin with radius, say r,
as a mass–symmetric submanifold;
(2) M has constant mean curvature α in Em given by
α2 =
1
n
(λ1 + λ2 )−
( r
n
)2
λ1λ2 ;
(3) both x1 , x2 are mass–symmetric spherical maps;
(4) x1 , x2 and the Laplace map of x satisfy
(2.2) x1 =
λ2x− L
λ2 − λ1 , x2 =
λ1x− L
λ1 − λ2 ;
and
(5) the spherical maps x¯1 , x¯2 , induced from x1 , x2 , are harmonic maps which
have constant energy density.
Proof. Let x : M → Em be an orthogonal, 2–type, isometric immersion of a
compact manifold M into Em whose spectral decomposition is given by (2.1). For
any vector X tangent to M , we put
(2.3) X = X1 +X2 , X1 ∈ E1 , X2 ∈ E2 .
115
Then, by the orthogonality of E1 , E2 , we have
(2.4) ∇˜X xi = Xi , i = 1, 2.
We put
(2.5) f = 〈∆x, x〉 .
Then, from (2.5), Beltrami’s formula and the hypothesis, we have
Xf = X(λ1 〈x1 , x1 〉+ λ2 〈x2 , x2 〉)
= 2(λ1 〈x1 , X1 〉+ λ2 〈x2 , X2 〉)
= 2 〈∆x,X〉 = 0.
Therefore, f is a constant. Hence,
(2.6) ∆ 〈x, x〉 = 2 〈∆x, x〉 − 2n = 2f − 2n
is a constant. BecauseM is compact, this implies that 〈x, x〉 is a constant. Thus,M
is contained in a hypersphere Sm−1 (r) of Em centered at the origin and with radius,
say r. This shows thatM is a mass–symmetric, 2–type spherical submanifold which
proves (1).
(2) Follows from (1) and a Theorem 4.1 of [C5, page 274].
(3) From (1) we have
(2.7) 〈x1 , x1 〉+ 〈x2 , x2 〉 = r2 .
On the other hand, by using Beltrami’s formula, we also have
(2.8) λ1 〈x1 , x1 〉+ λ2 〈x2 , x2 〉 = 〈−nH, x〉 = n.
Combining (2.7) and (2.8) we obtain
(2.9) 〈x1 , x1 〉 = λ2 r
2 − n
λ2 − λ1 , 〈x2 , x2 〉 =
λ1 r
2 − n
λ1 − λ2 ,
which implies (3).
(4) Follows from (2.1) and the fact: L = λ1x1 + λ2x2 .
(5) From (3) we have
(2.10) x1 :M → Sm−1 (r1 ) ⊂ Em ,
where
r1 =
√
(λ2 r2 − n)/(λ2 − λ1 ).
Denote by hj the second fundamental form of S
m−1 (r1 ) in E
m . Then (2.10) implies
that the tension fields of x1 is given by
(2.11) τ(x1 ) = j∗ τ(x¯1 )− 2e(x¯1 )x1 ,
where x¯1 is the map M → Sm−1 (r1 ) induced from x1 : M → Em , j the inclusion
of Sm−1 (r1 ) into E
m , and e(x¯1 ) the energy density of x¯1 .
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On the other hand, we have
(2.12) ∆x1 = −τ(x1 ) = λ1x1 .
Comparing (2.11) and (2.12), we conclude that x¯1 is a harmonic map and it has
constant energy density. The same argument can be applied to x2 . 
Remark 2.1. The condition of compactness in Proposition 2.1 is essential. For
instance, the circular cylinder defined by
x(t, s) = (t, cos s, sin s)
is an orthogonal 2–type surface in E3 which is not spherical. 
If x : M → Em is a map of 2-type, we define the notion of conjugation of x as
follows.
Definition 2.1. Let x be a map of 2-type whose spectral decomposition takes
the following form:
x = c+ x1 + x2 , ∆x1 = λ1x1 , ∆x2 = λ2x2 , λ1 < λ2 ,
where c is a constant map and x1 and x2 are non–constant maps. Then the map
x¯ :Mn → Em given by
(2.13) x¯ = c+ x1 − x2
is called the conjugate of the 2–type map x. 
The conjugate of a 2–type isometric immersion is not isometric, in general. For
example, for the conjugate of a 2–type curve in Em , we have the following result.
Proposition 2.2. The conjugate β¯ of a 2-type unit speed curve β(s) in Em is
a unit speed curve if and only if β is either an open part of a circular helix lying in
an affine 3–space or an open part of the diagonal immersion of two circles.
Proof. First we recall that if β(s) is curve of finite type, then β can be written
as (cf. [CDVV1])
(2.14) β(s) = a0 + b0 s+
k∑
t=1
(at cos(pt s) + bt sin(pt s)).
We may assume a0 = 0 by choosing a0 as the origin of E
m . Thus, if β is of 2–type,
then β can be espressed as one of the following forms:
(2.15) β(s) = b0 s+ (a1 cos(ps) + b1 sin(ps)),
or
(2.16) β(s) =
2∑
t=1
(at cos(pt s) + bt sin(pt s)),
where b0 , a1 , a2 , b1 , b2 are constant vectors in E
m and p, p1 , p2 are nonzero con-
stants.
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If β(s) is a unit speed curve whose conjugate is also a unit speed curve, then we
have
(2.17) 〈β′ (s), β′ (s)〉 = 〈β¯′ (s), β¯′ (s)〉 = 1.
Case 1. If (2.15) holds, then, by (2.17), we may prove that b0 , a1 , b1 are mutu-
ally orthogonal and |a1 | = |b1 |. Hence, in this case, β is an open part of a circular
helix.
Case 2. If (2.16) holds, then (2.17) implies that a1 , a2 , b1 , b2 are mutually or-
thogonal and, moreover, |a1 | = |b1 |, |a2 | = |b2 |. Hence, β is the diagonal immersion
of two circles.
The converse is easy to verify. 
Similar to the notion of orthogonal immersions, we give the following
Definition 2.2. Let x : M → Em be an immersion of k–type whose spectral
decomposition is given by
x = c+ x1 + · · ·+ xk , ∆x1 = λ1x1 , . . .∆xk = λk xk , λ1 < · · · < λk ,
where c is a constant map and x1 , . . . , xk are non–constant maps. Then the immer-
sion x is said to be pointwise orthogonal (respectively, strongly pointwise orthogo-
nal) if for each p ∈M , x1 (p), . . . , xk (p) are mutually orghogonal (respectively, the
image subspaces x1 ∗ (TpM), . . . , xk ∗ (TpM) are mutually orthogonal) in E
m . 
For 2-type isometric immersions, we have the following result.
Theorem 2.3. Let x :M → Em be a 2-type isometric immersion, then
(1) x is strongly pointwise orthogonal if and only if the conjugate x¯ of x is an
isometric immersion;
(2) x is pointwise orthogonal if the isometric immersion x is a mass-symmetric
spherical immersion; and
(3) x is orthogonal if and only if the conjugate x¯ of x is congruent to immersion
x up to an orthogonal transformation of Em .
Proof. (1) Let x be a 2–type isometric immersion whose conjugate x¯ is also an
isometric immersion. Assume the spectral decomposition of x is given by (2.13).
Then we have
(2.18) 〈dx, dx〉 = 〈dx1 , dx1 〉+ 〈dx2 , dx2 〉+ 2 〈dx1 , dx2 〉 ,
(2.19) 〈dx¯, dx¯〉 = 〈dx1 , dx1 〉+ 〈dx2 , dx2 〉 − 2 〈dx1 , dx2 〉 .
Since both x and x¯ are isometric immersions, (2.18) and (2.19) yield
〈dx1 , dx2 〉 = 0
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identically. This implies that the immersion x is strongly pointwise orthogonal.
Conversely, if x is strongly pointwise orthogonal, then (2.18) and (2.19) imply
〈dx, dx〉 = 〈dx¯, dx¯〉. Therefore, the conjugate of x is isometric.
(2) Let x : M → Sm−1 (r) ⊂ Em be a spherical, mass–symmetric, 2–type iso-
metric immersion. Assume the spectral decomposition of x is given by
x = x1 + x2 , ∆x1 = λ1x1 , ∆x2 = λ2x2 , λ1 < λ2 ,
Then we have
(2.20) 〈x1 , x1 〉+ 〈x2 , x2 〉+ 2 〈x1 , x2 〉 = r2 .
By Beltrami’s formula, we have
(2.21) 〈λ1x1 + λ2x2 , x〉 = 〈∆x, x〉 = 〈−nH, x〉 = n.
Furthermore, by Lemma 4.2 of [C5, p.273], we have
(2.22)
〈
λ21x1 + λ
2
2x2 , x
〉
= −n 〈∆H,x〉 = (nα
r
)2 .
From (2.20), (2.21) and (2.22) we obtain 〈x1 , x2 〉 = 0. Thus, x is pointwise orthog-
onal.
(3) Let x be a 2–type immersion. Without loss of generality, we may assume the
spectral decomposition of x is given by (2.1). Assume, up to orthogonal transfor-
mations of Em , the conjugate x¯ of x is congruent to the immersion x. Then there
is A ∈ O(m) such that Ax = x¯. Thus, we have
(2.23) (Ax1 − x1 ) + (Ax2 + x2 ) = 0.
Because ∆(Axi ) = A(∆xi ) = λiAxi , (2.23) yields
(2.24) λ1 (Ax1 − x1 ) + λ2 (Ax2 + x2 ) = 0.
From (2.23) and (2.24) we get
(2.25) Ax1 = x1 , Ax2 = −x2 .
Let Ei = Span{xi (p) : p ∈M}, i = 1, 2, and let V1 , V2 be the eigenspaces of A with
eigenvalues 1,−1, respectively. Then (2.25) implies
(2.26) E1 ⊂ V1 , E2 ⊂ V2 .
Because A is an orthogonal transformation, (2.26) implies that, for any u ∈ V1 , v ∈
V2 , we have 〈u, v〉 = 〈Au,Av〉 = −〈u, v〉 . Therefore, V1 and V2 are orthogonal in
Em . Consequently, by (2.26), we conclude that x is an orthogonal immersion.
The converse of this is clear. 
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§3. Laplace map of 2–type immersions.
The purpose of this section is to study relations between the Laplace maps of a
2–type immersion and its conjugate.
Lemma 3.1. Let x : M → Em be a 2-type isometric immersion. Then, up to
±1, the Laplace map of x and the Laplace map of the conjugate x¯ of x in Em are
equal if and only if the immersion x is of null 2-type.
Proof. Let x be a 2–type immersion with spectral decomposition given by
(3.1 x = c+ x1 + x2 , ∆x1 = λ1x1 , ∆x2 = λ2x2 .
Then the Laplace map of x and its conjugate x¯ of x are given by
(3.2 L = λ1x1 + λ2x2 , L¯ = λ1x1 − λ2x2 .
Therefore, L = L¯ (respectively, L = −L¯) if and only if λ2 = 0 (respectively,
λ1 = 0). Hence, L = L¯ if and only if immersion x is of null 2–type. 
Lemma 3.2. If x :M → Em is a 2-type isometric immersion whose conjugate x¯
is an isometric immersion, then the Laplace map of the conjugate x¯ is the conjugate
of the Laplace map.
Proof. If x : M → Em is a 2-type isometric immersion whose conjugate x¯
is an isometric immersion, then the Laplace operator ∆¯ on M induced from the
conjugate x¯ equals the Laplace operator ∆ of M . Hence, the Laplace map of x¯ is
given by λ1x1 −λ2x2 which is nothing but the conjugate of the Laplace map of x.

We now introduce the following
Definition 3.1. A 2–type immersion (respectively, a 2–type map) x : M →
Em is called a dual 2-type immersion (respectively, a dual 2–type map) if the
spectral decomposition of immersion x takes the form: x = c+ x1 + x2 such that
∆x1 = −λx1 and ∆x2 = λx2 , where c is a constant map and x1 and x2 are two
nonconstant maps and λ is a positive number. 
Geometrically, up to a constant, a dual 2-type immersion is an immersion whose
the Laplace transformation is involutive.
Lemma 3.3. Let x : M → Em be a 2-type isometric immersion. Then, up
to nonzero constants, the Laplace map of x is the conjugate x¯ of x if and only if
immersion x is of dual 2-type.
Proof. Let x be a 2–type immersion with spectral decomposition given by (3.1).
If there is a constant µ 6= 0 such that the Laplace map L of x and the conjugate x¯
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of x satisfy L = µx¯, then we have
(3.3) (λ1 − µ)x1 + (λ2 + µ)x2 = µc.
From (3.3), we get
(3.4) λ1 (λ1 − µ)x1 + λ2 (λ2 + µ)x2 = 0,
(3.5) λ21 (λ1 − µ)x1 + λ22 (λ2 + µ)x2 = 0.
Since λ1 6= λ2 , (3.3), (3.4) and (3.5) imply
(3.6) c = 0, λ1 = −λ2 .
Thus, the immersion x is of dual 2–type.
Conversely, if x is of dual 2–type, then
(3.7) x = c+ x1 + x2 , ∆x1 = −λx1 , ∆x2 = λx2 .
From (3.7), we get L = −λ(x1 − x2 ) = λx¯. 
Remark 3.1. For an isometric immersion x : M → Em of a Riemannian
manifold (Mn , g) into Em and for a positive real number c, we have the immersion
xc defined by xc = cx. The induced metric gc on M with respect to xc is given
by gc = c2 g and the Laplace operator ∆c of (M, gc ) is given by ∆c = c−2∆. It
is easy to see that the Laplace image of cx is given by c L(M). Therefore, when
the Laplace transformation L : Mn → L(M) is homothetic, one may multiply
a suitable constant to the immersion x to obtain an isometric immersion whose
Laplace transformation is also an isometry. 
In terms of conjugation, we also have the following result.
Lemma 3.4. Let x : M → Em be a dual 2-type isometric immersion. If the
Laplace transformation L of x is isometric, then
(1) the immersion x is constructed from eigenspaces of ∆ belonging to eigen-
values 1 and −1;
(2) the immersion x is strongly pointwise orthogonal;
(3) up to sign, the Laplace map L : M → Em is an immersion which is given
by the conjugation of the immersion x :M → Em ;
(4) the immersion x : M → Em is the conjugate of the Laplace immersion
L :M → Em of x; and
(5) the Laplace transformation L is idempotent.
Proof. Let x = c + x1 + x2 be a dual 2-type isometric immersion. Then
∆x1 = λx1 , ∆x2 = −λx2 , for some number λ 6= 0. Thus, the Laplace map is given
by
(3.8) L = λ(x1 − x2 ).
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Assume the Laplace transformation L :M → L(M) is isometric. Then we have
(3.9)
λ2 (〈dx1 , dx1 〉 − 2 〈dx1 , dx2 〉+ 〈dx2 , dx2 〉
= 〈dx1 , dx1 〉+ 2 〈dx1 , dx2 〉+ 〈dx2 , dx2 〉 .
Let X be a tangent vector ofM such that (x1 )∗X 6= 0 and (x2 )∗X = 0. Then from
(3.9), we find λ2 = 1. This proves (1).
The remaining parts of this Lemma follow easily from (1). 
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