Large scale simulations of electrically coupled neuronal oscillators often employ the phase coupled oscillator paradigm to understand and predict network behavior. We study the nature of the interaction between such coupled oscillators using weakly coupled oscillator theory. By employing piecewise linear approximations for phase response curves and voltage time courses and parametrizing their shapes, we compute the interaction function for all such possible shapes and express it in terms of discrete Fourier modes. We find that reasonably good approximation is achieved with four Fourier modes that comprise of both sine and cosine terms.
I. INTRODUCTION
The Kuramoto model of phase coupled oscillators is the most popular model to study the collective states among diverse groups of oscillators found in nature [1, 2] . The interaction between the coupled oscillators is described by a sinusoidal function and is designed to exhibit oscillator phase locking when the frequency disparity between the oscillators is smaller than the coupling between them. While the Kuramoto model provides a simple way of modeling the coupled oscillators [3] [4] [5] [6] , the simple sinusoidal interaction function that is employed in it may not be a typical functional form one could find in wide ranges of experimental situations [7] [8] [9] [10] . For example, when Hodgkin-Huxley (HH) model neurons representing real spiking neurons of the brain are coupled electrically, a simple sinusoidal function is not sufficient, but at least three Fourier modes are necessary [11] . Although many neuronal models are based on the original HH formulation, there are in use as many number of neuronal models as there are neuronal types in the nervous system [12] [13] [14] . For a modeler who wishes to apply standard mathematical techniques to investigate neuronal populations in somewhat generic manner [15, 16] , the diversity in the neuronal models comes as a difficult hurdle to pass. However, phase coupled oscillator theory [17] , like that of Kuramoto model, offers a simple starting point that lays generic formulation. Still, since the interaction function changes from model to model and experiment to experiment, the modeler has no clue as to what the general nature of the interaction function is that could describe as many neuronal interactions as possible. As stated above, the Kuramoto model's interaction function is insufficient. There is also no evidence of a pure odd function or pure even function describing any brain neuronal network. Here we address the following question: What is the nature of the interaction function in general for coupled oscillating neurons? The coupling is assumed to be electrical, which is also often termed diffusive coupling. This question, however, is more inconvenient than it appears to be because it seeks to address all possible electrically coupled neurons despite the fact that almost each type of brain neuron that is electrically coupled is characterized by a unique set of underlying model equations (see some modeling studies in [18] [19] [20] [21] ). Thus, we need to parametrize the underlying model itself, as well as identify the critical parameters in it such that some degree of generalization is achieved.
One way of obtaining the interaction function is appealing to the theory of weakly coupled oscillators [22] [23] [24] [25] [26] that explicitly provides a method of relating the interaction function to an intrinsic property of the oscillator, the phase response curve, and the coupling mechanism between any two such identical oscillators [27] [28] [29] . Once the interaction function is available it could be used to study not only neuronal oscillators with identical frequencies, but also those with slight heterogeneity. When applied to regularly oscillating electrically coupled neurons, the coupling mechanism is easily specified: It is proportional to the difference of the voltage time course, and it is sufficient to formulate a model for the voltage and parametrize its shape. The voltage in general has three segments: a spike profile that consists of spike upstroke and a downstroke and the rest of the voltage segment that is simply a depolarizing phase. Voltage time courses can indeed be more complex than this, but we confine to such a simple description which fits the well known HH model equations [30] as explained in the next section where we parametrize this shape such that the lengths of the three segments can be altered. An important parameter is the width of the spike. When it is zero, the spike resembles a pulse, and when it is very broad the time course becomes less spiky, and more like a regular sinusoidal oscillation. The spike width will be varied in all its available range.
The phase response curve (PRC) relates the temporal location of a brief stimulus placed during the ongoing oscillation to the ensuing change of the oscillator's phase [31] [32] [33] [34] . Except in special or simple cases, the PRC is, in general, difficult to compute analytically [33, 35, 36] and is often computed numerically [37, 38] . Examining the PRC again of the classical HH model reveals five distinct segments: two nearly unresponsive regimes at the edges, and three other regimes that have finite response. However, the PRCs of most neurons can be completely positive; i.e., their response can be completely phase advancing or both phase advancing for part of the oscillation cycle (mostly for late phases) and phase-delaying for part of the cycle (mostly for early phases). These two kinds of curves are termed type 1 and type 2 [11, 39] , and our model contains a single parameter that could impart either a type 2 or a type 1 nature to the PRC. Usually, the PRCs have their peak (maximum phase advancement) positions occurring at longer phases. We term this tendency the PRC skewness, and the skewness is varied in all its available range.
Using the voltage and PRC shapes described above, we vary their shape parameters freely to span all possible parameter sets. In real experiments, the PRC and the voltage, of course, are tightly related, although the PRC depends on all the internal variables of the system, including the voltage. However, as the relationship between them is model dependent, there is no simple way to construct a single dynamical model that retains their exact relationship, while still giving the advantage of variable shape parameters. In other words, there is no single dynamical model that could be tuned in a simple manner to result in all possible PRC and voltage shapes. Thus, our approach that segments these shapes into piecewise linear and independent curves sacrifices the exact relationship between the PRC and the voltage for the advantage we obtain by making their shapes freely variable. Thus, we span more parameter ranges than necessary.
Even within our approach, obtaining analytical expressions becomes quite an involved task. We present analytical expressions for the interaction function when the spike width parameter is zero and present numerical results for nonzero spike width. We also numerically compute the interaction function in all the available parameter spaces and quantify the contribution of the first few Fourier modes to the interaction function. We find that simple interaction functions such as sinusoidal (as in Kuramoto model) must be very rare. We also show that completely odd or completely even interaction functions must be rare, but four Fourier modes in the interaction function appear to accurately account for large ranges of the parameters.
II. MODEL
Using the weakly coupled oscillator theory, the interaction function is computed from the PRC and the coupling mechanism between the neurons. The coupling mechanism in the present case of electrical coupling depends only on the voltage time course during a single oscillation cycle of the oscillating neuron. In this section we present models for the PRC shape and the voltage time course shape and then review how the interaction function is computed from them. We have chosen to model these shapes using piecewise linear curves due to the fewest number of free parameters sufficient to describe them. We have used such shapes recently to study in-phase and antiphase states [40] of coupled neurons, but in the current study our focus is on the nature of the interaction function, and not the existence and stability of steady and dynamic states. The interaction function is further expressed as a series of Fourier terms, and based on the Fourier coefficients a quantity that determines the total strength of the first N number of Fourier modes on a scale from 0 to 1 is defined. This quantity is used later to determine the number of Fourier modes that could accurately describe the interaction function.
Model of the PRC. PRCs can have both phase advancement for part of the oscillation cycle and phase delay for the rest of the cycle. The PRCs that are recorded from most neurons are often classified into type 1 or type 2 [11] , depending on whether the phase response excludes phase delay (i.e., the PRC is nonnegative) or not (i.e., the PRC is negative part of the time and then becomes positive). The PRCs are periodic with the same period as that of the oscillation cycle of the neuron, T . Broadly speaking, most of the PRCs have essentially five segments. Two of the segments correspond to the regimes of minimal or no response near the early and the late phases. These two segments represent the responses of the neuron, respectively in the absolute refractory period and the spike rise regime. In some reduced one-and two-dimensional models such as integrate and fire and FitzHugh-Nagumo, these assumptions are not valid. However, our empirical observation is based on models such as the HH, whose PRC is illustrated in Fig. 1(a) (bottom, thin curve). The other three segments are required to represent the regime reaching the maximum phase delay, maximum phase advancement, and the regime in between. The five segments as a function of time t are illustrated in Fig. 1(a) (top, thick curves) and are given by the following expressions:
The shape of the PRC can now be altered by using A (that can range from 0 to T ), the skewness parameter that defines the amount of tilt the PRC has toward late phases, the type parameter B that causes the PRC to be either of type 1 (when B 0) or type 2 (while B < 0), and the maximum phase advancement C (>0). Altering the magnitude of B with respect to the level of C affects the interaction function, but scaling both of them with a positive constant only introduces a multiplication factor (C) for the resultant interaction function. We can also see this fact from Eq. (1), where C can be taken out as a multiplication factor from each of the right hand side expressions while replacing B with B/C. Hence, the PRC shape is altered by the independent parameter B/C and the skewness A, which can also be normalized by the period T .
As we see below, the spike rise time is W/2. The spike downstroke may be even bigger than W/2, and in our case it is 2W . Thus, the total spike width could be up to 5W/2, but for ease of reference we term W the spike width. For the HH model depicted in Fig. 1 , the PRC can be approximated using A = 8. 
where a 1 = V p − V th , a 2 = V p − V m , and a 3 = V th − V m . With the stated V (t) and Z(t) applied to the HH model, the computed interaction function matches satisfactorily with the one computed directly from Z(t) and V (t) of the actual model [ Fig. 1(b) (top) ]. In particular, the number of phase-locked equilibria for two coupled neurons (zero crossings of the "growth function") and their stability (indicated by the negative slope at the corresponding zero crossing) are predicted accurately by the piecewise linear approach [ Fig. 1(b) (bottom) ]. In the following sections, we use the above formulas for Z(t) and V (t) and compute either analytically or numerically the interaction functions as all the main parameters A = A/T , W = W/T , and B = B/C are altered.
Method of computing the interaction function. Given the functional forms of the voltage and the PRC of any oscillating neuron, the interaction of a pair of such identical oscillating neurons can be understood in terms of the evolutions of their phases θ 1 , θ 2 by studying the following two phase evolution equations [23] [24] [25] [26] ,
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where ω 0 is the oscillating frequency of each of the neurons in the absence of coupling, K is the conductance coupling coefficient, and H (φ) is the interaction function (IF), which is given by the following expression for electrical coupling,
where the phase difference φ ranges from 0 and T . Once the functional form of the IF is known, it is straightforward to either numerically or analytically analyze the collective behavior of the coupled system of either two or more identical neurons. In the following, we compute H (φ) analytically in simple cases and numerically in other cases.
Quantifying the Fourier coefficients of the IF.
The IF is expressed using its discrete Fourier transform while exploring the available parameter spaces of skewness, type parameter, and spike width. Specifically, H (φ) takes the following form:
We are interested in limiting the number of these modes such that the resultant expression would still be a good approximation for the actual H (φ) computed using Eq. (5) in predicting the phase-locked states and their stability. Thus, the H (φ) that is computed using Eq. (5) is approximated by the first few modes in its Fourier expansion. In order to quantify such an approximation, we weigh the coefficients of the modes that are being used in the approximation against the coefficients of all the available modes. Thus, we define a weight coefficient F N as the ratio of the sum of the absolute values of the first N modes to such a sum carried over all the available modes,
where N is the maximum number of modes used in the approximation. We consider this term representing the fractional power contained in the first N modes (though no squared sums are used in its definition). Thus, F N × 100 represents the percentage power contained in those modes. The modes that are included in the above expression are not necessarily in the order of their dominance. Defining a similar quantity using such an ordering would be more complicated and difficult to understand. With the above definition, if the H (φ) is described completely by a sine, cosine, or a combination of them with a fundamental mode, then F 1 would become 1. Similarly, if the first four modes represent H (φ) accurately, then F 4 would become close to 1. We later show that F 4 > 0.9 in most of the parameter spaces. Our numerical evidence suggests that including a large number of Fourier modes does not always improve F N rapidly with N , partly also because of the numerical errors accumulated in carrying out the discrete Fourier transform. Thus, achieving a higher value of F N may not necessarily achieve more accuracy. We find, in general, that using N modes where F N > 0.9 offers more than satisfactory prediction of the stability of the phase-locked equilibria. For the HH example mentioned earlier (with an applied current of 10μA/cm 2 ), the first three Fourier modes (with F 3 = 0.95) as below provide excellent agreement with the H (φ) computed 
where T is the time period of oscillation (14.636 ms). Including only the first mode results in F 1 = 0.54, and including the first two modes results in F 2 = 0.85, and both of these cases would result in differences in the H (φ) and its odd part (that predicts the stability) from those computed from original voltage and PRC.
III. INTERACTION FUNCTION WHEN SPIKE WIDTH IS ZERO
In this section we give analytical expressions for the IF when W = 0. The analysis depends only on one parameter from the voltage profile, which is the slope of the depolarizing branch, a 3 . As we will see, a 3 appears as a multiplication coefficient in the expressions derived for the IF. Thus, the results are applicable to a general class of voltage profiles as long as there is only one depolarizing branch with constant slope. In this and later sections, the analysis and computation is done in normalized units: Time is normalized with the period T . Hence, the phase φ runs from 0 to 1, and the voltage and PRC shapes are periodic with period 1.
When W = 0, the length of the last segment of the PRC [Z 5 (t)] also becomes zero, and the voltage time course is defined by just one segment [V 2 (t)] in the entire period of oscillation, and consequently analytical expressions for H (φ) can be computed easily. Hence, the integration in Eq. (5) can be carried out from 0 to 1. The single discontinuity of the function V (t + φ) − V (t) between 0 and 1 can occur in either of the four remaining segments of the PRC, leading to four different cases (limits on φ) that together contribute to the IF. Using the formula in Eq. (5), we obtain the following analytical expression for H (φ):
where the expressions H 1 (φ), H 2 (φ), H 3 (φ), and H 4 (φ) are derived below.
In the first regime defined for small φ such that 0 φ < (1 − A )/2, the IF integral [Eq. (5)] is computed as follows:
This simplifies to a quadratic expression in φ:
In the second regime defined by (1 − A )/2 φ < 1 − A , the first and second integrals in Eq. (8) remain the same, but the third, fourth, and fifth integrals will have the integrands, respectively, Z 3 (t)a 3 φ, Z 3 a 3 (φ − 1), and Z 4 (t)a 3 (φ − 1), and the limits of these integrals will be A to 1 − φ, 1 − φ to (1 + A )/2, and (1 + A )/2 to 1, respectively. Computing the integrals and simplifying, we get
In the third regime defined by 1 − A φ < 1 − A /2, the first and fifth integrals remain the same as in the second regime above, but the second, third, and fourth integrals have the integrands, respectively, Z 2 (t)a 3 φ, Z 2 a 3 (φ − 1), and Z 3 (t)a 3 (φ − 1), and the limits of these integrals will be A /2 to 1 − φ, 1 − φ to A , and A to (1 + A )/2. Computing the integrals and simplifying, we get
Finally in the fourth regime defined by 1 − A /2 φ < 1, the fourth and fifth integrals of the third regime above remain the same, and the first and second integrals become zero because the discontinuity in V (t + φ) occurs during the length of Z 1 (t). The third integral then has the integrand given by Z 2 (t)a 3 (φ − 1), and the limits are from A /2 to A . Computing the integrals and simplifying, we get a very simple linear expression for H (φ) in this regime:
We can clearly see the continuity of the slopes of H (φ) at phases 0 and 1 by noting that the derivative of H 1 (φ) obtained from the expression in the first regime a 3 C(−2A + B + 2)/4 at φ = 0 is the same as that obtained from the expression of H 4 (φ) from the fourth regime at φ = 
Further, in the absence of skewness (A = 0) the type 1 PRC becomes symmetric with two piecewise linear components.
The resultant H (φ) becomes a 3 C(φ/2 − φ 2 ) in the interval 0 φ < 1/2 and a 3 C(1/2 − 3φ/2 + φ 2 ) in the interval 1/2 φ < 1, which is symmetric crossing at φ = 1/2, and can be expressed as a single sinusoidal with F 1 > 0.9. As the skewness is increased, the zero crossing of H (φ) shifts toward smaller phases. To see this, let V 1 (t) and V 2 (t) be the voltage time courses of the first and the second oscillators, respectively, and let V d ≡ V 2 (t + φ) − V 1 (t) be the voltage difference at a given phase shift φ between the two oscillators. Small φ shifts V 2 (t + φ) left of V 1 (t) and thus always leads to a positive V d = a 3 φ. Hence, the IF is positive at such φ values. At φ near 1, V 2 (t + φ) shifts right of V 1 (t), and thus V d = a 3 (φ − 1) becomes negative, leading to a negative value of the IF, H (φ). A transition occurs between the positive and negative values right at φ = 1/2 if the PRC has no skewness (A/T = 0), but with finite A/T , the positive contribution at small φ is diminished due to small PRC value at small phases, whereas the negative contribution at large phases remains. Thus, the transition from positive to negative H (φ) occurs at increasingly smaller φ, giving its shape at large skewness. Consequently, we can expect higher Fourier modes to arise.
A. Fourier modes
The IFs computed above are now approximated with discrete Fourier components. The resultant expressions that include only the first few modes are shown as dashed curves in Figs. 2(a 2 ) and 2(b 2 ). The actual coefficients of these modes (both sine and cosine components), and the combined power carried by them as the number of modes is increased from 1 to 4 are also displayed in the side panels of Figs. 2(a 2 ) and 2(b 2 ). Except for the curve for A = 0.9, which is an example of a PRC with extremely large skewness (and also a rare occurrence), all other curves (dashed lines) can be approximated by truncations of the Fourier expressions with four or fewer number of modes.
Type 1 PRCs. As the skewness is increased, the power in the first mode rapidly decreases [F 1 in the side panel of Fig. 2(a 2 ) ], and thus it is necessary to include higher order modes in order to have accurate representation of H (φ). The first Fourier mode is still the most dominant of all the modes. The cosine term of the first mode dominates all other cosine terms at any given skewness, whereas the sine coefficient of the first mode becomes weaker than that of the second mode in the parameter region surrounding A = 0.5 and stronger outside that region. Together, the sine and cosine terms of the first mode continue to hold the maximum power at any skewness, but the power Adding the second mode extends such skewness regime by twofold: F 2 > 0.9 when A < 0.61. Further addition of higher modes extends it further to higher skewness levels, but the upper skewness boundary that marks the 90% power increases only moderately. We can see this in Fig. 2(c) . The Fourier approximations are displayed as dashed curves in Fig. 2(a 2 ) and all these approximations when A < 0.9 use three or less number of Fourier modes. At larger skewness values, many more Fourier modes are required, and in particular at A = 0.9, we require the first eight modes in order to achieve F N > 0.9. Increasing B further (toward positive) makes representation by the first mode insufficient. However, there still is a narrow parameter space [ Fig. 2(c) ] that extends from B = 0 and A = 0 to a finite skewness and finite positive B that can be represented by just the first Fourier mode. A third mode expands the region a little more, leaving a small regime in the lower right hand corner, but the region extends up to A = 0.7. Inclusion of the fourth Fourier mode expands it up to A = 0.81 and above, leaving only a very small region in the lower right hand corner. Inclusion of the fifth mode expands it up to A = 0.84 (near B = 0) and above, inclusion of the sixth mode expands it up to A = 0.87 (near B = 0) and above, inclusion of the seventh mode expands it up to A = 0.89 (near B = 0) and above, and so on. Thus, the parameter region covered by inclusion of higher modes above 4 expands only moderately.
Type 2 PRCs. We now consider type 2 PRCs. Skewness has similar effect on H (φ) as in type 1 PRCs [see the slightly leftward movement of the curves between the curve marked A = 0.3 in Fig. 2(a 2 ) and that marked B = 0 in Fig. 2(b 2 ) ]. Decreasing the type parameter B (i.e., by making the PRCs more type 2 like) has similar effect on the skewness exhibited by H (t); the transition point of H (t) from positive to negative has shifted toward the left with increasing B . The positive contribution of the H (φ) integral due to positive V d is now multiplied by the negative levels in the PRC. Thus, while skewness decreases the positive contribution to the integral, the negative type parameter increases the negative contribution, effectively exhibiting a similar effect on the IF in this regime. At any given A , decreasing B has two noticeable effects on the IF. First, there is a phase at which H (φ) becomes independent of B [see Fig. 2(b 2 ), the nonzero phase at which all H (φ) intersect], and second, as B is decreased, H (φ) that is to the left of the above intersection becomes more negative, and the segment that is to the right of this intersection becomes less negative.
The first observation arises because the integral expression for H 2 (φ) [or even H 3 (φ)] of the expression in Eq. (7) becomes −a 3 CA (1 − A )/2, and is independent of B at φ = 1 − A . This is again because of the five subintegrals that contribute to H 3 (φ), the first and the third become zero at φ = 1 − A , the fifth becomes a 3 CA (A + W − 1)/4, and the second and fourth integrals become, respectively, a 3 B A (1 − A )/4 and a 3 (B + 1)A (A − 1)/4. Thus, when combined, the expression becomes independent of B. The last integrals arise when convolving Z 2 (t) with a 3 φ and Z 3 (t) with a 3 (1 − φ) . The geometrical arrangement of these two (Z 2 and Z 3 ) segments leads to this property. However, a finite W could disturb this relationship. The second observation above holds for all A . At small A this intersection is near large φ and hence decreasing B makes H (φ) look more like a negative cosine (ignoring the increment of H (φ) to the right of the intersection). Thus, at small A decreasing B makes the IF less odd and thus more even [ Fig. 2(b 2 ) (side panels)]. As A is increased a more complicated IF emerges. At large A and large B , H (φ) is more even than odd because the intersection point mentioned above occurs at very small φ, and large A already makes H (φ) more negative. Decreasing B now pushes the segment to the left of the intersection upward and that to the right further downward, causing it to have more oddness at large negative B [ Fig. 2(b 2 ) ]. The Fourier expansions of the IFs displayed in Fig. 2(b 2 ) are displayed there in dashes. With just four or fewer Fourier modes we can achieve F N bigger than 0.9. As before, increasing the skewness [ Fig. 2(c) ] requires higher order modes to achieve the same levels of F N .
IV. INTERACTION FUNCTION AT NONZERO SPIKE WIDTH
Finite spike width makes the derivation of IFs more complicated. Thus, we explore this case numerically and present exhaustive results for the specific voltage profile [ Fig. 3(a 1 ) (left) ] derived from the HH model described earlier, but the PRC parameters (the skewness A and the type parameter B ) are freely varied. Of course, we alter W freely. Spike width can alter the shape of the IF significantly. For W = 0.075, the IF still has a single zero crossing at nonzero phase for most values of skewness. This crossing is pushed toward smaller phases as the skewness is increased, whereas increasing W pushes it toward longer phases. However, for very large skewness and very large negative B , the IF could develop more than one zero crossing. However, such parameter regimes may not be physiological. As in the previous section we find that with four Fourier modes, H (φ) can be represented satisfactorily by achieving F 4 > 0.9 in most of the parameter space. We also find that even the first Fourier mode, just as in the case for W = 0, could satisfactorily represent some parameter regime with F 1 > 0.9, although this region shrinks with increasingly negative type parameter.
As the skewness is increased, in general, the IF develops a negative lobe near φ = 1 for both type 1 and type 2 PRCs [Figs. 3(a 2 ) and 3(b 2 )]; i.e., the leading neuron slows down its frequency at that phase, whereas near φ = 0 it continues to be positive. Increasing the spike width has the effect of speeding up the leading neuron at small phases and counters the decrement in frequency caused by the skewness at those phases and thus displaying increasingly positive values of the IF in both type 1 and type 2 neurons. At a qualitative level the type of the PRC (B slightly positive or negative) has less effect on the IF than the skewness or the spike width. When expressed in Fourier series, the cosine and sine coefficients of the first mode dominate the other modes [Figs. 3(a 2 ) (side panels) and 3(b 2 ) (side panels)] such that the first mode remains the dominant mode for most of the skewness values. For most skewness values, the second mode is the second highest mode. At large skewness higher order modes contribute significantly 042704-7 to the total power. Altering the type parameter, B brings in some quantitative differences in the contribution of these modes.
Spike width works counter to the skewness in positioning the transition of the IF from positive to negative in both type 1 and type 2 neurons. For type 1 neurons, and for small φ, spike width introduces a large negative V d = V d1 during the spike, positive V d = V d2 during the depolarizing part, and then a larger positive V d = V d3 during the spiking portion near φ = 1. However, if A/2T is larger than 2W/T , which is true for most realistic skewness values, then the effect of V d1 will be suppressed by the zero phase of Z(t). Thus, H (φ) acquires a large positive lobe owing to the large effect of V d3 . At large φ, however, the downstroke of V 2 (t + φ) falls below V 1 (t); thus, a negative factor V d = V d4 as well as another negative factor that is due to the depolarizing phase of V 2 (t + φ) grow bigger, bringing H (φ) back to negative level. The weight coefficient F N is computed in the two-parameter space of skewness and spike width for type 1 PRCs [ Fig. 3(a 3 ) ] and for one level of negative type parameter for type 2 PRCs [ Fig. 3(b 3 ) ]. The contours representing F N = 0.9 are shown in dots in these figures. Symmetric type 1 (A = 0, B = 0) PRCs have very simple IFs and are representable by a single mode to a high level of F 1 . This ability to retain the power in the first mode persists for slightly bigger A and W [the small region near the bottom left corner of the first panel in Fig. 3(a 3 ) ]. In this region the H (φ) is more like sinusoidal, but as the spike width is increased (equivalently as the frequency of oscillation is increased), H (φ) transforms into more like a cosinelike function, and for still larger W it transforms into more like a negative sine function. In the transition region between these two regimes H (φ) requires more modes to achieve a good F N . When the H (φ) does become more cosinelike or negative sinelike a single mode achieves F N > 0.9 [region to the bottom right in the first panel of Fig. 3(a 3 ) ]. With the second mode added, there still are a few small regions that require higher modes for achieving F N > 0.9. However, three Fourier modes account for a significant amount of the parameter region and with four Fourier modes most of the parameter region in (A , W ) space will have F N > 0.9. However, very large skewness [the top region in the corner of last panel of Fig. 3(a 3 ) ] requires a very large number of Fourier modes, because in this regime the IF itself looks very skewed with its peak shifted to very small φ. Such skewness values may not be very common in neuron models and experiments.
Type 2 PRCs. For an example of type 2 PRC, we compute H (φ) for B = −0.5, at W = 0.075 at five different values of A as displayed in Fig. 3(b 2 ). An important feature that we observe in Fig. 3(b 2 ) that is absent in such diagrams presented before is that for large skewness the IF begins to have a second zero crossing at a nonzero phase difference value. When expanded in Fourier series we see that this H (φ) also requires up to five Fourier modes to achieve F N > 0.9. Decreasing B raises the segment of H (φ) near late phases and decreases it near early phases. However, achieving a second crossing was a lot harder when W = 0 (Fig. 2) even at large skewness, but with finite spike width it can be achieved. The numerics suggest that such second crossing is easily achieved if the spike width is very small, skewness is very large, or the type 2 parameter is large negative.
H (φ) essentially is the instantaneous increment in a neuron's frequency as the other neuron leads its phase. The increment, because of the electrical coupling, can have different contributions from the spike portion and from the rest of the voltage time course. Suppose V 1 (t) and V 2 (t) represent the voltage time courses of the first and the second neuron. When the second neuron is slightly leading the first neuron (φ small but near zero), the term V d ≡ V 2 (t + φ) − V 1 (t) becomes negative during most of the spike duration of V 1 (t) [from t = 0 to t = t * < 2W , where t * is the intersection of the spike down stroke of V 1 (t) and the depolarizing segment of V 2 (t)], but is positive for the rest of the time course. When convolved with the PRC, the positive and negative factors will have different weights, and thus determine the sign of the IF. The curves using the Fourier expansions of H (φ) are displayed as dashed curves in Figs. 3(a 2 ) and (b 2 ) . Four of the curves (A = 0,0.2,0.4,0.6) again use three or less number Fourier modes. Including the fourth mode extends the region of F N > 0.9 up to A = 0.73. To achieve similar F N for A = 0.8, we require five Fourier modes.
When the PRC becomes type 2 [B < 0; Fig. 3(b 3 ) ], the symmetric PRC at A = 0 quickly develops a negative regime due to B , imparting an extra dip in the IF near large φ. As B is increased, the negative peak at larger φ increases and the rising branch of H (φ) develops a slight convex shape. As W is increased, however, the intersection point of H (φ) with the horizontal axis moves rightward, thus making it more like a sinusoidal function. The transition into this regime requires a sufficiently long W , leaving a small region in the parameter space that requires higher modes for achieving F N > 0.9 [small reddish regions near small W and small A in Fig. 3(b 3 ) ]. This region becomes bigger with decreasing B . However, with four Fourier modes only very small such regions are left even at B = −1 level. These regions are confined to very small A and very small W . The regions that still cannot be approximated with four Fourier modes are located at very large skewness and very small W (top regions). Both these parameter regions perhaps lie outside of most of the neuroscience models, and thus for most practical parameter values, four Fourier modes give a good estimate of H (φ).
V. ODDNESS OF THE INTERACTION FUNCTION
The previous two sections asserted that a simple sinusoidal function like that of the Kuramoto type is far insufficient to model the IF of coupled neurons. However, they did not completely rule out the possibility of a pure even or a pure odd function that might perhaps represent portions of the available parameter space. Here we examine this issue. Considering the modulation of the cosine and sine terms for the few example parameters displayed in the cases of zero and finite spike width, 042704-9 it may indeed appear that the regions of purely odd or purely even IFs must be sparse. To examine the overall oddness of the IF, we specifically ask how likely is it that a purely odd or purely even IF is an accurate assumption in the parameter space of skewness (A ) and type parameter (B ). We define an oddness coefficient that weighs all the coefficients of the odd terms in the Fourier expansion against all the coefficients of both odd and even terms,
which can range from 0 (which represents a completely even IF) to 1 (which represents a completely odd function). We computed F odd in (B ,A ) parameter space for four levels of W (Fig. 4) . Contours defining discrete levels of F odd are overlaid, and they confirm our observation that when B = 0 and A = 0, H (φ) is mostly odd, but such regime occupies only a narrow parameter space. Likewise, the parameter regime that can be described by mostly even terms (Fig. 4 , W = 0, the regime inside the contour of 0.1) is also very small. The dark and bright shades run across the parameter space, indicating that regimes that are predominantly odd or predominantly even are also confined to narrow parameter regimes. The entire map looks moved upward when spike width becomes nonzero, but for nonzero spike width, the map itself does not show significant qualitative changes as W is increased. Most importantly in either case, the regions where the IF can be represented by either purely odd function (F odd = 1) or purely even function (F odd = 0) are confined to very small regions and perhaps are single points in the plane.
VI. DISCUSSION AND CONCLUSIONS
Finding the IFs that pertain to given class of systems is usually a difficult task. Very few studies reported the actual measurement of the IFs. In an electrochemical experiment [41] IFs that deviate substantially from simple sinusoid were discovered. In a modeling study of coupled HH neurons [42] , an IF that has not only the complete first mode (both sine and cosine) but also the sine component of the second mode was found. Our study addresses the question of what the nature of the IF is for electrically coupled oscillatory neurons as a whole. To address this, we relied on the theory of weakly coupled oscillators, which asserts that the PRC and the voltage time course are sufficient to determine the IF. However, the PRC and the voltage are tightly related in any realistic neuronal model, and this fact makes it hard to address the main question in any general manner. Since there are indeed a large number of neuronal models that address not only the neuronal type, but also the variations in the effective ionic channels present under given conditions, any single model that uses differential evolution equations cannot provide sufficient insight into the generality of the IFs across the neuronal models. Such generality can be achieved by parametrizing the PRC and the voltage shapes.
Parametrizing the PRC and the voltage independently has the unpleasant effect that any given realistic neuronal model, under the effect of some tuning parameter, traverses an unspecified curve in the two-parameter spaces depicted in Figs. 2, 3, and 4 . Also, some of the parameter combinations would be physiologically unrealistic. For example, the parameter regimes closer to A = 1 in Figs. 2(c), 3(a 3 ) , and 3(b 3 ) are indeed extremely rare in experiments and models. However, the approach covers a number of realistic PRCs and the voltages. We have already depicted and also based our empirical model on the HH model. A number of other models and experiments are also covered within the parameter spaces we explored [40] . Using this method we were able to arrive at some general conclusions that are valid for coupled neurons across the field.
Piecewise linear approximations were introduced for PRC shape and voltage time courses. In particular, the PRC shape uses five piecewise linear curves. Our observation shows that this kind of shape can account for a large array of model PRCs, but evidently this may not cover all possible PRC shapes, particularly those that may have sharp drop at the edges, or modulations other than a single maximum and a single minimum. The voltage time course is modeled along the HH voltage time course although we have freely varied the spike width. Though the HH model is perhaps the most famous and successful of the neuronal models, the shape we have used is not universal in its applicability. Addition of extra currents than those incorporated into this model may distort the qualitative shape of the voltage time course, and in electrical coupling-more so than in other synaptic couplings-such changes in shape can have important consequences in the stability of the phase-locked states. The effect of such currents on the shape of the IF can also be significant.
The principal motivation behind using piecewise linear models is to reduce the number of parameters to as few as possible while retaining the ability to obtain realistic PRC and voltage shapes. A single skewness parameter for the PRCs and a single independent type parameter are sufficient to describe the PRC. We incorporated the spike width in the voltage time course in an efficient manner by coupling the spike rise time (W/2) and the spike downstroke time (2W ). This is based on our empirical observation of the HH model, and it is possible to find model and experimental observations that disobey this relationship. The positions of the maximum phase delay and maximum phase advancement of the PRC are also linked such that they are separated by less than half an oscillation period. This again is based on an empirical observation. Significant variations of the shapes from these empirical observations would require a reformulation of the model.
Given these limitations, we have fully explored the available parameter spaces, obtained analytical expressions for the IFs when the spike width is zero, and discussed in detail the case of nonzero spike width numerically. The IFs were expressed in discrete Fourier series that is curtailed by examining the absolute sum of the included Fourier coefficients against the absolute sum of all the coefficients in the expansion; This quantity is given by F N , where N is the number of included modes. Similar conclusions can be obtained by using a quantity that depends on the summed squares of the Fourier coefficients, but would not be necessary for our purpose. The test of the accuracy of the Fourier expansion is its ability to correctly predict the phase-locked states. We found that including N number of modes such that F N > 0.9 is more than sufficient to achieve the needed accuracy. The overall oddness of the IF was also computed, which pictorially depicted the regimes of maximum oddness or evenness in the parameter space of skewness and type parameter. We summarize below our main conclusions.
Pure sine or cosine IFs are rare, and inclusion of both sine and cosine is essential. Nearly symmetric (A near 0) type 1 PRCs (with B = 0) have mostly odd H (φ) and, in particular, can be approximated by a single sine function with F N > 0.9 similar to the well-known Kuramoto phase coupled oscillator model [1, 2, 43] . On the other hand, in the context of the current study of electrically coupled neurons, this is a very rare case because such parameter regimes must exist within the dotted areas in Figs. 2(c) (F 1 ) and 3(a 3 ) (F 1 ). Similarly, one can obtain a pure even function H (φ) for a specially constructed PRC that resembles those of leaky integrate-and-fire models. Even in this case, for achieving F N > 0.9 many higher order cosine terms must be included. However, the presence of finite spike width makes things slightly better [ Fig. 3(a 3 ) (F 1 )] in that for small enough skewness values and for large enough spike width or spike frequency there is a region of parameter space where the first mode that includes both cosine and sine terms, or written succinctly as
where H 0 is a constant, r and α are nonzero constants, approximates the IF with the desired accuracy. There is also a small parameter region for near symmetric PRCs (A near 0, and B = 0) and small spike width or frequency where the above relation is a good approximation. Ermentrout [7] computed discrete Fourier expansion for the IFs based on Hoppensteadt and Izhikevich [26] for some simple coupled neuronal networks, and they are expressed in terms of both the components of the first Fourier mode. An interaction function that uses both the components of the first Fourier mode can produce a variety of cluster states [44] .
Completely even or completely odd IFs are also rare. In the parameter spaces of PRC skewness and type parameter we have not found extended regions where the oddness of the IF, F odd , is either completely odd (1) or completely even (0) (Fig. 4) . However, nearly odd (F odd > 0.9) or nearly even F odd < 0.1 IFs could exist in some thin ranges of parameters. Such ranges for nearly even functions may exist in either type 1 (B 0) or type 2 (B < 0) PRC parameters. In the parameter range that we examined, the nearly odd H (φ) is found for type 2 PRCs (Fig. 4) with finite spike width, and for zero spike width such range can occur for both type 1 and type 2 PRCs. By increasing or decreasing skewness and type parameter together similar oddness or evenness of H (φ) may be achieved.
Four Fourier modes can account for most of the parameter space. With finite or zero spike width (Figs. 2 and 3 ) inclusion of two Fourier modes can account of a large region in the parameter space of skewness and spike width. Accuracy of F 2 > 0.9 is achieved by using the approximation
where again α 1 , α 2 , r 1 , and r 2 are constants. Three Fourier modes expand the region of F 3 > 0.9 to larger skewness (still A/T < 0.7), but when the spike width is small, there are regions where F 3 < 0.9 at large B . Approximating the IFs with the first two modes was earlier done in an experimental preparation of thalamocortical circuits [8] . The authors were able to fit "any of the measured PRCs" by altering the coefficients of the first two modes. Four Fourier modes extend the region of F 4 > 0.9 to skewness levels of A bigger than 0.7 and nearly all levels of frequency. Inclusion of still higher modes provides a better approximation for skewness levels still higher, but the upper boundary moves only moderately. Extremely large skewness levels are also rare to find in experiments and models. Thus, H (φ) can be accurately represented in most of the parameter space when the first four modes are included,
which gives F 4 > 0.9, where r n , α n , n = 1, . . . ,4 are constants. Some of the coefficients r n and α n can indeed be zero, but such a specific choice only represents very isolated parameter points.
Phase response curve transition from type 1 to type 2 does not critically affect the IF. The Fourier coefficients computed as a continuous function of the type parameter B (figure not shown) reveal that while changing the PRC from type 1 (B 0) to type 2 (B < 0) altered the coefficients of the modes comprising H (φ) quantitatively, there is no criticality or sudden change of character of these coefficients at B = 0. As can also be seen from Fig. 4 , the oddness of the IF changes gradually as B is altered across 0. However, there is a significant difference between large positive B and large negative B . Large negative B when paired with large skewness does indeed change the shape of H (φ) in a significant way.
For most parameter values H (φ) has either no or one intersection with the horizontal axis at a nonzero φ. The type 1
PRCs that resulted in near sinusoidal IFs in the absence of spike width obviously lead to a single intersection at a nonzero φ, but at very large skewness values [curve for A = 0.9 in Fig. 2(a 2 ) ], such an intersection disappears. Similarly we get no nonzero intersection at large negative B [ Fig. 2(b 2 ) ]. Very small skewness coupled with symmetric type 1 PRCs [ Fig. 3(a 2 ) ] also leads to no nonzero intersection. However, in most of the parameter spaces we find one nonzero intersection. However, there can be two such intersections in some windows of parameter spaces. One such window we found is when B is large negative and the skewness and spike width are favorable [ Fig. 3(b 2 ) ]. In general, skewness appears to move the intersection toward early phases.
We have not focused in this study on the steady or dynamical solutions that emerge from the IFs reported. Such a study between two coupled neurons confining to synchronous and antisynchronous states are being reported elsewhere [40] . However, the complete dynamics that emerge from these IFs either in the case of two coupled oscillators or in a larger network are still unknown. We expect that future studies of phase coupled oscillators will take advantage of the IFs reported here.
The following expressions are the expansions of the analytically or numerically computed IFs displayed in Figs. 2(a 2 ) and 2(b 2 ) and Figs. 3(a 2 ) and 3(b 2 ). Each expression, except for A = 0.9, achieves F N > 0.9 for the number of modes N ( 4) used in it. Employing the notation that S n = sin(2nπ φ) and C n = cos(2nπ φ), the Fourier terms that together constitute at least 90% of the power in the expansion of the IFs displayed in Fig. 2 (A4)
