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ABSTRACT 
The purpose of t h i s  p r o j e c t  i s  t o  empir ica l ly  eva lua te  
the  t h e o r e t i c a l  model of  l a t e n t  c l a s s  ana lys i s  proposed by 
T. W. Anderson (Psvchometrika, 1954, 198 1-10]. This model 
was designed t o  determine i f  a populat ion of respondents 
could be divided i n t o  a f i n i t e  number of m d i s t i n c t  groups 
o r  c l a s s e s .  A b a s i c  assumption of the  l a t e n t  c l a s s  model i s  
t h a t  the responses of subjects i n  the  same c l a s s  t o  differ-  
e n t  dichotomous items a re  s t a t i s t i c a l l y  independent. Using 
t h e  manifest  p r o b a b i l i t i e s  of p o s i t i v e  response of the  per-  
sons i n  a random sample, t h e  computational method provides 
estimates of the  l a t e n t  parameters, t h a t  i s ,  the proport ion 
of t he  populat ion i n  each l a t e n t  c l a s s  and t h e  p r o b a b i l i t y  
of p o s i t i v e  response associated with each i t e m  for  each l a -  
t e n t  c l a s s .  
A h i s t o r y  of t he  development of t h i s  t op ic  i s  covered: 
t h i s  inc ludes  a d e t a i l e d  d e s c r i p t i o n  of the computational 
procedures of B. F. Green, Jr. (PSYChOmetrika, 19518 16, 
151-166) and Anderson. A f t e r  a modif icat ion of Anderson's 
i s  presented ,  t h e  model is t e s t e d  using a populat ion of 
known c h a r a c t e r i s t i c s .  The p r o p e r t i e s  of t he  s o l u t i o n  a r e  
P descr ibed and an evaluat ion of the method is given. 
PREFACE 
One g o a l  assoc ia ted  w i t h  t h e  a p p l i c a t i o n  of mathemati- 
ca l  terminology and techniques t o  psychological  data i s  the  
i n t r o d u c t i o n  of s t r u c t u r e  i n t o  a seemingly unordered dcanain. 
A s  an example, f a c t o r  a n a l y s i s  is  t h e  g e n e r i c  name for many 
d i f f e r e n t  methods of analyzing the i n t e r c o r r e l a t i o n s  between 
a set of v a r i a b l e s  such as tests or even i t e m s  w i th in  a test, 
Whether t h e  purpose i s  t o  eva lua te  a hypothesis  concerning 
the  n a t u r e  of mental  a b i l i t y  or ,  as i n  m o s t  i n s t ances ,  t o  
determine t h e  minimum number of independent dimensions which 
are necessary t o  expla in  m o s t  of the  va r i ance  i n  t h e  o r i g i -  
n a l  v a r i a b l e s ,  t h e  r e s u l t  is a s t r u c t u r i n g  of the  data. This 
leads t o  a clearer and more accu ra t e  comprehension of t h e  
underlying factors i n  a given s i t u a t i o n  than  could have been 
a t t a i n e d  on t h e  basis of t h e  i n i t i a l  observa t ions  alone. 
Although factor ana lys i s  is  t h e  best known, it i s  not  
t h e  only s t r u c t u r a l  method t o  be considered for t h e  purpose 
of e s t a b l i s h i n g  hidden meaning i n  observed behavior .  From 
resea rch  on a t t i t u d e  measurement, Lazars fe ld  [1950] proposed 
the  l a t e n t  s t r u c t u r e  model, a means of determining t h e  prob- 
a b i l i t y  of choosing a specific a l t e r n a t i v e  of a dichotomous 
i t e m  for those respondents i n  t h e  populat ion having t h e  same 
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a t t i t u d e  s t r e n g t h .  U t i l i z i n g  coord ina te  axes, t h e  a t t i t u d e  
continuum w a s  represented  by the  absc i s sa  and t h e  p r o b a b i l i t y  
of response by t h e  ord ina te ;  i n  t h i s  way, a p r o b a b i l i t y  trace 
l i n e  for each i t e m  became h y p o t h e t i c a l l y  def ined.  In  a prac- 
t i c a l  s i t u a t i o n ,  t h i s  model w a s  designed t o  provide estimates 
of t h e  trace l i n e  parameters f r o m  the  responses  of randomly 
sampled s u b j e c t s .  
Green 119511 and Anderson [ 19541 modified L a z a r s f e l d ' s  
approach t o  one which w a s  called t h e  l a t e n t  class model. By 
making t h e  a d d i t i o n a l  assumption t h a t  t h e  populat ion of re- 
spondents could be divided i n t o  a f i n i t e  number of discrete 
classes, they  e l imina ted  t h e  problem of p o s t u l a t i n g  a specif- 
i c  r e l a t i o n s h i p  between t h e  t r a i t  of concern and the  response 
p r o b a b i l i t y  such a s ,  for example, a l i n e a r  trace l i n e  model. 
McHugh [1956] and Gibson [ 1955, 19621 extended Anderson's 
s o l u t i o n  i n  order  t o  improve the r e s u l t i n g  p r o b a b i l i t y  e s t i -  
m a t e s .  Because of i t s  g r e a t e r  range of p o s s i b l e  app l i ca t ion ,  
much more a t t e n t i o n  h a s  been devoted t o  t h e  l a t e n t  class 
model than  t o  i t s  predecessor,  t h e  l a t e n t  s t r u c t u r e  model. 
It i s  s u r p r i s i n g  t o  n o t e  t h a t ,  t o  t h i s  d a t e ,  the  l a t e n t  
class model has  rece ived  only theoretical cons idera t ion  i n  
psychologica l  research .  Gibson [1959], i n  commenting on i t s  
p o t e n t i a l  u se fu lness ,  has shown t h a t  t h i s  model avoids  many 
of t h e  problems inhe ren t  i n  t h e  factor a n a l y t i c  model, namely 
i v  
communality e s t ima t ion ,  r o t a t i o n ,  and c u r v i l i n e a r i t y .  The ma- 
j o r  d i f f i c u l t y  i n  any p r a c t i c a l  use of th is  technique would 
be i t s  computational complexity. E l imina t ing  this  barrier by 
t ak ing  advantage of modern e l e c t r o n i c  data-processing meth- 
ods, the goa l s  of t h i s  research are t o  assess the worth of 
the l a t e n t  class model by empir ica l  means and t o  g ive  recom- 
mendations regard ing  i t s  fu tu re  app l i ca t ion .  
The s e l e c t i o n  of t h i s  t o p i c  as a t h e s i s  p r o j e c t  occurred 
q u i t e  by acc ident .  As a graduate s tuden t  i n  the Department 
of Psychology of the Universi ty  of Maryland, the author  w a s  
ass igned  t o  present an ar t ic le  on a proposed computational 
model publ ished i n  Psychmet r ika  by T. W. Anderson. W i t h  only 
a very  basic knowledge of matr ix  a lgeb ra ,  the i n i t i a l  reading 
of t h i s  paper w a s ,  t o  say the least ,  d i sconcer t ing .  However, 
a f te r  much e f f o r t ,  the ar t ic le  w a s  f i n a l l y  presented  although 
i t s  use  as t h e  basis of a master's thesis had y e t  t o  be con- 
templated.  I n t e r e s t  was only aroused when a subsequent search 
of the p ro fes s iona l  j ou rna l s  revea led  the lack of empir ica l  
research on th i s  model. Perhaps the greatest impetus t o  fu r -  
ther i n v e s t i g a t i o n  w a s  the  p o t e n t i a l  u se fu lness  of t h i s  model 
as a c l a s s i f i c a t i o n  technique. Anderson's proposa l  avoided 
d i f f i c u l t i e s  i nhe ren t  i n  t h e  models of Lazars fe ld  and Green 
and an  eva lua t ion  of it seemed long overdue. S p e c i f i c a l l y ,  
as t h i s  i s  one of many untested models i n  the psychological  
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l i t e r a t u r e ,  t h i s  s tudy  i s  aimed a t  t h e  s o l u t i o n  of a mystery: 
D o e s  t h e  l a t e n t  class model advanced by  Anderson do  what it 
h a s  been designed t o  do given c e r t a i n  cond i t ions  and, i f  so, 
how we l l ?  Needless t o  say, a r igo rous  answer t o  t h i s  ques t ion  
n e c e s s i t a t e s  t h e  use of the computer, a t o o l  which i s  un- 
doubtedly becoming inc reas ing ly  m o r e  important  i n  the  tes t -  
i n g  and r e c o n s t r u c t i o n  of e x i s t i n g  models and t h e o r i e s  as 
w e l l  as i n  t h e  formulation of new ones. 
The first s t e p  t o  be taken w a s  t h e  development of a com- 
p u t e r  program t o  carry out  t h e  s p e c i f i e d  computations. This 
t a s k  w a s  i n i t i a t e d  i n  the summer of 1964; t he  f i n a l  ve r s ion  
of t h i s  program (LSA5) was completed i n  D e c e m b e r  of the same 
year .  I n  add i t ion ,  t w o  o t h e r  programs associated w i t h  t h i s  
p r o j e c t  w e r e  developed i n  February of 1965. The f i r s t  of 
these (THEO) is  e s s e n t i a l l y  a m a t r i x  m u l t i p l i c a t i o n  program 
t o  provide the  t h e o r e t i c a l  mani fes t  matrices II* and ll which 
are used as t h e  basis o f  d i scuss ion  i n  t h e  f i r s t  s e c t i o n  of 
t he  t h i r d  chapter ;  t h e  second (POPGEN) generated t h e  theoret- 
i c a l  popula t ion  of response p a t t e r n s  cited i n  t h e  second 
s e c t i o n  of the  same chapter.  A l l  programming w a s  done i n  
FORTRAN I1 language w i t h  the except ion  of  a random nurrber 
gene ra to r  (XRECTF) which w a s  coded i n  FAP; t h i s  w a s  used t o  
sample frm t h e  t h e o r e t i c a l  popula t ion  p rev ious ly  mentioned 
Perhaps t h e  g r e a t e s t  d i f f i c u l t y  encountered w a s  the search  
v i  
f o r  a r o u t i n e  t o  accura te ly  determine the l a t e n t  roots and 
l a t e n t  v e c t o r s  (eigenvalues and e igenvec tors )  of a real  non- 
symmetric matr ix .  This search w a s  i n  progress for approxi- 
mately one month when an exce l l en t  program (MATVEC) w a s  
loca ted :  t h i s  w a s  modified and used as a subrout ine  i n  a l l  
v e r s i o n s  of t h e  LSA program. C r e d i t  f o r  t h e  programming of 
MATVEC i s  g iven  t o  L. W. Ehr l ich  of the Universi ty  of Texas. 
The ma t r ix  inve r s ion  rout ine  (INVERT) i n  LSA w a s  ex t r ac t ed  
from BIMDOG, one of a s e r i e s  of s t a t i s t i c a l  program w r i t t e n  
by t h e  Biomedica l  Data Processing Group of t h e  Universi ty  of 
C a l i f o r n i a  a t  Los Angeles. 
This p r o j e c t  w a s  made possible by  support  f o r  computer 
t ime f r o m  t h e  Universi ty  of Maryland and the Nat ional  A e r o -  
n a u t i c s  and Space Administration under g r a n t  NsG-398; t h e  
f ac i l i t i e s  of t h e  Un ive r s i ty ' s  Computer Science Center w e r e  
u s e d  f o r  a l l  computations. The author  w i s h e s  t o  express  deep 
apprec ia t ion  t o  h i s  thes i s  advisor ,  D r .  E. F. Heermann, 
Assoc ia te  Professor of Psychology, f o r  guidance and an i n t r o -  
duc t ion  t o  bo th  ma t r ix  algebra and the  l a t e n t  c l a s s  model, 
t o  D r .  J. M. Ortega, Research A s s i s t a n t  Professor of the  
Computer Science Center ,  for a s s i s t a n c e  i n  the  r e s o l u t i o n  of 
s e v e r a l  methodological p rob lems ,  and t o  D r s .  C.  J. B a r t l e t t  
and L. 0. Walder, Associate Professors  of Psychology, f o r  
se rv ing  on h i s  thesis committee. 
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CHAPTER I 
THE CONCEPT OF A LATENT STRUCTURE 
Rather than  begin  w i t h  a d iscuss ion  of what l a t e n t  
s t r u c t u r e  a n a l y s i s  i s  and of how it or ig ina ted ,  an i n i t i a l  
example might prove t o  be b e n e f i c i a l  i n  understanding t h e  
m a t e r i a l  which i s  t o  follow. Suppose we  have two groups of 
s u b j e c t s  who respond t o  the same p a i r  of tes t  i t e m s ,  each 
i t e m  measuring a s i n g l e  t r a i t  and having only two a l t e r n a -  
t i v e s .  Table 1 g i v e s  a summary of  responses as they might 
appear. 
T a b l e  1 
Response P a t t e r n s  of Two Groups on Two Dichotomous I t e m s  
Group 1 Group 2 To ta l  
+ -  + -  + -  
12 72 84 54 3 57 66 75 141 
It i s  r e a d i l y  no t i ceab le  t h a t  unequal numbers of subjects 
are i n  each group 
d i f f e r e n t .  C l o s e r  
and t h a t  t h e  p a t t e r n s  of responding are 
inspec t ion  reveals t h a t ,  i n  bo th  groups,  
1 
2 
t h e  response t o  t h e  f i r s t  i t e m  is unre la ted  t o  the response 
t o  t h e  second: t h e  p r o b a b i l i t y  of a p o s i t i v e  response t o  
bo th  i t e m s  is  equal  t o  the  p roduc t  of the p r o b a b i l i t i e s  of 
a p o s i t i v e  response t o  each sepa ra t e  i t e m ,  tha t  i s  t o  say, 
- (The des igna t ion  of one of the a l t e r n a t i v e s  as p12 - PlP2' 
p o s i t i v e  and t h e  o the r  as negat ive  i s  an a r b i t r a r y  m a t t e r . )  
Merging t h e  t w o  groups i n t o  one ( N  = 141) ,  w e  no te  t h a t  t h e  
t o t a l  g roup ' s  response p a t t e r n  does not  e x h i b i t  the proper- 
t y  of s t a t i s t i c a l  independence; i n  o the r  words, p12 # pipZ. 
I n  an a c t u a l  s i t u a t i o n ,  only the o v e r a l l  p a t t e r n  of re- 
sponding t o  t h e  t w o  dichotomous i t e m s  might be known or 
manifest :  t h e  response p a t t e r n s  of t h e  subgroups, although 
they e x i s t ,  might be obscured or  l a t e n t .  Thus, despite in -  
dependent responding i n  each of the  t w o  groups i n  T a b l e  1, 
"clouding" r e s u l t s  when the respondents from d i f f e r e n t  
groups are brought together  t o  form the  mani fes t  response 
p a t t e r n  f o r  both i t e m s .  
If a populat ion c o n s i s t s  of m d i s t i n c t  groups w h e r e  
m Z 2 ,  a l a t e n t  s t r u c t u r e  e x i s t s  i f  the responding t o  d i -  
chotomous i t e m s  i s  independent i n  t h e  p r o b a b i l i s t i c  sense  
w i t h i n  each group and i f  the c h a r a c t e r i s t i c s  which serve  t o  
d i s t ingush  each group a r e  n o t  known. These groups are for- 
mally c a l l e d  l a t e n t  classes. S e t t i n g  the  d e f i n i t i o n  of v 
as t h e  propor t ion  of respondents i n  t h e  a-th l a t e n t  class 
Q 
3 
m 
(where C vQ = 11 ,  h y  as the  p r o b a b i l i t y  t h a t  a person frm 
t h e  a - th  class responds p o s i t i v e l y  t o  i t e m  i, and TI as the 
p r o b a b i l i t y  t h a t  a person frcnn t h e  t o t a l  populat ion res- 
ponds p o s i t i v e l y  t o  i t e m  i, the mani fes t  response p a t t e r n  
of t h e  populat ion can be explained or accounted for by 
using the parameters for each l a t e n t  class i n  equat ion form 
as shown below i n  (1). The h i g h e s t  o rder  j o i n t  mani fes t  
probability w i l l  have K s u b s c r i p t s  where R i s  t h e  number of 
i t e m s .  The r e l a t i o n s h i p s  given i n  (l), however, do not  ex- 
tend beyond t h i r d  order  j o i n t  p r o b a b i l i t i e s  f o r  economy of 
space and for reasons which w i l l  become obvious later.  
a=l  1 
i 
m aa! 
i c r = l  i n = C v h  
C Y C Y C Y  
TI = c v A . h  
i j  c r = l  1 j 
m Q a a a  
i j k  c r = l  i J k n = c v h A . A  
It becames r e a d i l y  apparent t h a t  s t a t i s t i ca l  independence 
must prevail w i t h i n  each l a t e n t  class i n  order  f o r  these 
r e l a t i o n s h i p s  t o  be va l id .  B r i e f l y  s t a t i n g  t h e  purpose of 
l a t e n t  s t r u c t u r e  a n a l y s i s  as it w i l l  be covered i n  t h i s  
paper, t h e  l a t e n t  p r o b a b i l i t i e s  (vs  and A s )  a s soc ia t ed  w i t h  
4 
each class are t o  be estimated f r o m  t h e  mani fes t  probabi l -  
i t i es  (TIS) on the  assumption t h a t  a l a t e n t  s t r u c t u r e  does 
indeed e x i s t .  
Having set f o r t h  t h i s  pre l iminary  example, we s h a l l  
cover t h e  o r i g i n  and developnent of l a t e n t  s t r u c t u r e  analy- 
sis. The w o r k  of Lazarsfeld 119501 can be ci ted a s  the  i n i -  
t i a l  research i n  t h i s  a rea ,  The mani fes t  material has,  i n  
t h i s  o r i g i n a l  i n v e s t i g a t i o n  and i n  those  w h i c h  followed, 
cons i s t ed  of q u a l i t a t i v e  dichotomies. Each element of t h i s  
material is  referred t o  as an " i t e m " ;  it may be, f o r  exam- 
ple, a d i cho tmous  i t e m  in  a ques t ionna i r e  b u t  t h e  d e f i n i -  
t i o n  a l s o  inc ludes  a dichotomized observa t ion  of o v e r t  
behavior .  An " i t e m  l is t"  c o n s i s t s  of a series of i t e m s  
ordered i n  a f ixed  b u t  a r b i t r a r y  way, t h e  response t o  each 
i t e m  being scored either p o s i t i v e  (+) or negat ive  ( - ) .  One 
subject 's response p a t t e r n  i s  p a r t  of t h e  mani fes t  material  
and i s  canposed of a series of sco res  designated e i t h e r  "+" 
o r  ' I -  I' . Fran a sample, we may determine the propor t ion  of 
persons who respond p o s i t i v e l y  t o  any i t e m ,  pair of  i t e m s ,  
t r i p l i c a t e  of i t e m s ,  etc. Or Pi8 P i j 8  Pijk8 etc. respec- 
i' t i v e l y .  These are es t imates  of t h e  populat ion va lues  TI 
= i j 8  " i jk8 etc. and w i l l b e  used t o  estimate t h e  l a t e n t  
parameters.  
An important part  of L a z a r s f e l d ' s  w o r k  i s  t h e  not ion  
5 
of an i t e m  trace l i n e .  Assuming t h a t  a one-dimensional con- 
tinuum (x) e x i s t s  and t h a t  t h e  p r o b a b i l i t y  of a pe r son ' s  
responding p o s i t i v e l y  t o  i t e m  i is  a func t ion  of h i s  posi- 
t i o n  on x ,  f .  (x) represents t h e  trace l i n e  of i t e m  i. 
1 
Theore t i ca l ly ,  f o r  respondents wi th  t h e  same value  of x,  
nothing else relates one i t e m  t o  another  s i n c e  the  e f f e c t  
of t h e  underlying continuum has been removed: hence, the 
trace l i n e  f o r  a j o i n t  p o s i t i v e  response i s  a mul t ip l i ca -  
t i v e  func t ion  of the t r a c e  l i n e s  f o r  each ind iv idua l  i t e m .  
This i s  given i n  equation form i n  ( 2 ) .  
(x) = f i ( X ) f .  ( X ) f k ( X )  0 . .  
fi jk. . . 3 
The s ta t i s t ica l  independence expressed h e r e  i s  i d e n t i c a l  t o  
t h a t  which has been set  f o r t h  prev ious ly ,  t h a t  i s ,  f o r  
those  a t  one po in t  on the continuum o r  i n  one l a t e n t  class, 
a j o i n t  p o s i t i v e  response i s  t h e  product  of the p robab i l i -  
t ies  for each i t e m  taken sepa ra t e ly .  I n  r e a l i t y ,  of course,  
t h i s  cond i t ion  of independence may no t  be f u l f i l l e d  due t o  
random sampling error. 
Since respondents are spread along continuum x, the  
popula t ion  may be described by a p r o b a b i l i t y  dens i ty  func- 
t i o n  b(x) where t h e  proport ion of persons i n  each s m a l l  
i n t e r v a l  dx i s  e q u a l  t o  B(x)dx. Given t h e  trace l i n e s  f o r  
6 
the i t e m s  i, j ,  and k, we have 
W 
c 
ni j  = J f .  ( x ) f .  (x)B(x)dx 8 and 
-OD 1 3 
W 
n 
With re ference  t o  t h e  equations y = f (x)  and y = d ( x ) ,  x 
r e p r e s e n t s  t h e  same l a t e n t  continuum b u t  y i s  used i n  t w o  
d i f f e r e n t  ways.  I n  t h e  former equat ion,  y i s  t h e  propor- 
t i o n  of people a t  a specific p o i n t  on t h e  continuum ( those 
between x and x + dx) who respond p o s i t i v e l y  t o  an i t e m ;  
t h i s  usage h a s  been previously encountered i n  t h e  d e f i n i -  
t i o n  of A. The latter equation de f ines  y as t h e  propor t ion  
of people frm t h e  t o t a l  popula t ion  who are loca ted  a t  t h i s  
p a r t i c u l a r  po in t ;  t h i s  may be equated t o  t h e  parameter v .  
1 
Passing fran (3a) t o  more specific equat ions  involving 
mments  of t h e  func t ion  d(x)  and assuming a l i n e a r  trace 
2 
l i n e  model f o r  a l l  i t e m s  t o  promote simplicity, a r e v i s i o n  
of t h e  o r i g i n a l  r e l a t i o n s h i p s  i s  given i n  (3b) where 
W W k 
jd(x)dx = 1 by d e f i n i t i o n  and x B(x)dx = M,, the k-th 
2 ,m 
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mment  of the d i s t r i b u t i o n  y = d(x) 
m m m 
1~ = [a.+a.x]d(x)dx 0 1  = aoJ d(x)dx+alJ xd(x)dx 
,OD 
i 
,W 
i ,  1 1  i 
m 
0 1  0 1  
1 1  7 3  
n = [a .+a.x]  [a.+a.x]d(x)dx 
,m i j  
OD OD OD 
= aoaoJ d(x)dx+[a .a .+a .a . l J  0 1  1 0  xd(x)dx+alalI x2d(x)dx 
1 1 -  1 7  1 3 ,  11, 
m 
Tr = [ai+aixl 0 1  [a  0 1  .+a .XI  [ak+%xl 0 1  d(x) dx 
i jk  ,m 3 3  
m m 
= a 0 a o q  d(x) dx+ [a.a * 1 O j%+aiaj% O O+a1a0<]  j J xd(x)dx+. . . 
a 1 1  
m W 
0 1 1  1 0 1  1 1 0  1 1 1  [a .a  %+a.a.a +a.a .a  1 s  x2d(x)dx+a.a 4s x3d(x)dx 
1 1  I l k  1 J k - =  j ,m 
Finally,  we  may reduce (3b) t o  the form shown i n  (3c) where 
t h e  weighting factors  have been  redefined as follows: 
0 0 0  = a . a  0 0 0  1 0 1  1 0  2 1 1  0 
i j  i j '  i j  1 J 1 j '  i j  1 j '  i j k  1 j4C8 a = a . a  a = a .a .+a .a  a = a . a  a 
0 1 1  1 0 1  1 1 0  
i j k  i l k  i j % '  
= a . a . a  + a . a . a  +a.a  0 0 1  0 1 0  1 0 0  a2 = a . a . a  +a .a  +a a a 1 
i jk 1 J k 1 j% i j k' i j k  a 
= ala1 A f t e r  making appropriate substi tutions,  
1 j4c and a i j k  
t h e  equations i n  (3b) are represented as  shown i n  (3c).  
The relationships i n  (3) indicate the  assumed t i e s  
between the l a t e n t  t race l i n e s  and population dis t r ibut ion 
8 
n = a O + a ~  1 
i i i l  
, and 0 1 n = a  + a . . M  + a 2 M  
i j  i j  1 3  1 i j  2 
n = a  0 + a 1  M + a 2  M + a 3  M i j k  3 i j k  i j k  i j k  1 i j k  2 
(on t h e  r i g h t  s i d e  of these equat ions)  and t h e  mani fes t  re- 
sponse p a t t e r n s  (on t h e  l e f t  s i d e ) .  They a r e  c a l l e d  ac- 
counting equat ions  because they exp la in  o r  account f o r  the  
man i fe s t  parameters i n  terms of t h e  l a t e n t  ones. Lazarsfeld 
provided a s o l u t i o n  f o r  the trace l i n e  parameters from t h e  
man i fe s t  da ta .  Since t h e  a c t u a l  canputa t ions  posed do no t  
a i d  i n  t h e  development of  t h i s  paper, they w i l l  n o t  be pre- 
sen ted .  
With r e fe rence  t o  an  assumed one-dimensional continuum 
of ethnocentrism as an example, it might be pos tu l a t ed  t h a t  
t h e  p o s i t i o n s  of people d i s t r i b u t e d  along t h i s  continuum 
determined t h e i r  probabilities of choosing t h e  p o s i t i v e l y  
designated a l t e r n a t i v e s  of dichotanous i t e m s .  I d e a l l y ,  the  
c r i t e r i o n  for s e l e c t i n g  items f o r  i n c l u s i o n  i n  t h e  i t e m  l i s t  
should be t h a t  they d iscr imina te  between va r ious  l e v e l s  of 
t h i s  a t t i t u d e ,  that i s ,  t h a t  each i t e m  have a d i f f e r e n t i a l  
r e l a t i o n s h i p  t o  t h e  underlying continuum. Using a l i n e a r  
model, t w o  hypo the t i ca l  t r a c e  l i n e s  and t h e  j o i n t  response 
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Figure 1 
Hypothet ical  Trace Lines of Two I t e m s  i n  a T e s t  
of Ethnocentrism 
P 
ethnocentrism +- 
trace l i n e  (dashed l i n e )  a r e  shown i n  F igu re  1. It i s  obvi- 
ous t ha t  a s  a respondent 's  degree of ethnocentrism becomes 
g r e a t e r ,  the p r o b a b i l i t y  of a p o s i t i v e  response t o  i t e m  1 
i n c r e a s e s  while  t h a t  t o  i t e m  2 decreases .  A s  w a s  po in ted  ou t  
earlier, t h e  c r i t i ca l  assumption of the l a t e n t  s t r u c t u r e  
model is that responding t o  t h e  items i s  independent for 
each s m a l l  i n t e r v a l  between x and dx on t h e  continuum, that  
i s ,  t h a t  j o i n t  r e l a t i o n s h i p s  among i t e m s  are canp le t e ly  ex- 
p l a ined  by  t h e  r e l a t i o n s h i p  of each i t e m  t o  t h e  l a t e n t  con- 
tinuum. As is  shown b y  ( 2 ) ,  t h e  probability associated w i t h  
each p o i n t  on t h e  j o i n t  response trace l i n e  i s  equal  t o  t h e  
10 
product  of t h e  p r o b a b i l i t i e s  a s soc ia t ed  w i t h  t h e  correspon- 
d ing  p o i n t s  on the i t e m  t r a c e  l i n e s ;  f o r  any s p e c i f i c  value 
Restat ing what has  been previously estab- 
l i s h e d ,  the purpose of l a t e n t  s t r u c t u r e  a n a l y s i s  a s  der ived 
by Lazars fe ld  is t o  es t imate  the l a t e n t  parameters of t he  
i t e m  t r a c e  l i n e s .  
- of x ,  p12 - P1P2. 
A d i s t i n c t i o n  should be made between the l a t e n t  s t r u c -  
t u r e  model as given i n  the preceding summary of Laza r s fe ld ' s  
work and the l a t e n t  class m o d e l  which i s  an ex tens ion  of it. 
An assumption of the  l a t e n t  s t r u c t u r e  model is  l o c a l  inde- 
pendence, t h a t  is ,  t h a t  persons a t  the same p o s i t i o n  on t h e  
underlying continuum x respond independently t o  d i f f e r e n t  
i tem. The l a t e n t  c l a s s  m o d e l  a l s o  assumes l o c a l  indepen- 
dence b u t ,  i n  a d d i t i o n ,  pos tu l a t e s  t h a t  t h e  populat ion of  
respondents can be represented by a f i n i t e  number of po in t s  
or classes on the continuum o r ,  i n  o the r  words, t h a t  d(x) 
is discrete. Therefore,  every person i n  the populat ion can 
be placed i n  one of s eve ra l  d i s t i n c t  groups which vary as 
t o  their  p o s i t i o n  on x. This may be considered as a s i m p l i -  
fy ing  cond i t ion  and the l a t e n t  c l a s s  model can be viewed a s  
a s p e c i a l  case of the l a t e n t  s t r u c t u r e  model. I t  may now be 
pointed out  t ha t  the example given a t  the beginning of t h i s  
chapter w a s  concerned with the l a t e n t  class model and t h a t  
t h e  r e l a t i o n s h i p s  i n  (1) a r e  f i n i t e  accounting equat ions f o r  
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m groups or p o i n t s  on the continuum X. 
It  is apparent  t h a t  t h e  l a t e n t  class model could have 
been developed without  u t i l i z i n g  the concepts of l a t e n t  con- 
tinuum and i t e m  t r a c e  l i n e .  A l l  t ha t  i s  necessary is t h e  
assumption tha t  m subgroups or  l a t e n t  classes e x i s t  and t h a t  
they  possess  t h e  p rope r t i e s  of i n t r a - c l a s s  s t a t i s t i c a l  inde- 
pendence and i n t e r - c l a s s  uniqueness. Thus, t h e  c l a s s e s  need 
n o t  n e c e s s a r i l y  be ordered along a continuum and, a s  a re- 
s u l t ,  the l a t e n t  c l a s s  model becomes even more genera l  w i t h  
r e s p e c t  t o  the s i t u a t i o n s  t o  which it might be appl icable .  
For t h e  remainder of th i s  paper ,  we  w i l l  be occupied w i t h  
the l a t e n t  class model conceived i n  this  manner. Although 
l a t e n t  s t r u c t u r e  ana lys i s  o r i g i n a t e d  as a technique i n  a t -  
t i t u d e  measurement, it is i n t e r e s t i n g  t o  note  t ha t  i t s  po- 
t e n t i a l  usefu lness  i n  other a reas  of psychological  research 
was i n i t i a l l y  recognized by Lazars fe ld  [1950, p. 3651. "NO 
l i m i t a t i o n  is  set on the  kind of dichotomies which can be 
used. I t  would n o t  change t h e  theory ,  f o r  i n s t ance ,  i f  s o m e  
of the items w e r e  observations t o  t h e  effect  t h a t  each per- 
son d i d  o r  did not perform a c e r t a i n  act  or own a c e r t a i n  
ob jec t . "  W e  should the re fo re  keep i n  mind t h a t  the m a t e r i a l  
t o  fol low is  e a s i l y  general ized t o  any a r e a  where responses 
can be reduced t o  b inary  p a t t e r n s .  
3 
CHAPTER I1 
THE LATENT CLASS MODEL 
Stemming from the work of Lazarsfeld,  s o l u t i o n s  f o r  the 
l a t e n t  class model have been der ived by  Green 119511 and 
Anderson 119541. As t hese  are c l o s e l y  r e l a t e d  t o  t h e  p re sen t  
r e sea rch ,  it i s  necessary t ha t  they  be covered i n  d e t a i l  i n  
t h i s  chapter. 
Green proposed a so lu t ion  which w a s  dependent upon man- 
i fes t  probabilities of t h e  f i r s t ,  second, and t h i r d  o rde r s  
only.  For each of m l a t e n t  c l a s s e s ,  t h e  propor t ion  of t h e  
m 
popula t ion  i n  class s i s  equal  t o  n ( C n = 1) and the s s=l s 
p r o b a b i l i t y  t h a t  a person i n  c l a s s  s w i l l  respond p o s i t i v e l y  
t o  i t e m  i equa l s  v where s = 1 ,  2 ,  ..., m and, r being the 
t o t a l  number of i t e m s ,  i = 0,  1, , , . , r. The accounting 
4 
i s  
equat ions  of Green 's  procedure a r e  
m 
= C n v  P i  s=l s is , 
m 
= c n v . v  , and 
P i j  s-1 s is js 
m 
= z n v . v  v 
'ijk s-1 s is js ks 
1 2  
(4) 
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c 
1 
P1  
p2 
' r  
It should be noted t h a t  t h e  r e l a t i o n s h i p s  i n  (4) are i d e n t i -  
ca l  i n  meaning t o  those i n  (1) 
The following mat r ices  are used b y  Green i n  t h e  devel-  
opment of h i s  so lu t ion .  P is g iven  as a symmetric matrix of 
order r+l which c o n s i s t s  of mani fes t  p ropor t ions .  The ele- 
ments i n  t h e  f irst  r o w  and the f i r s t  column are t h e  f irst  
order p r o b a b i l i t i e s  and are r e f e r r e d  t o  as "manifest  margin- 
als" o r ,  m o r e  simply, as nmarginalsn s ince  they border  t h i s  
mat r ix .  The remainder of P i s  made up of t h e  second order  
p r o b a b i l i t i e s  f o r  a l l  poss ib l e  canbina t ions  of i t e m s .  Pk i s  
a matrix of similar s t r u c t u r e  i n  which t h e  k-th i t e m  i s  used 
as a "stratifier"; t h e  choice of t h i s  i t e m  determines w h i c h  
t h i r d  order  probabilities become elements of P The mani- 
fest  ma t r i ces  P and P a re  def ined  i n  (5) and ( 6 ) .  As t o  
0 
0 
k -  
0 k 
c 
p1 
pll 
p2 1 
pr 1 
p2 
p12 
p22 
'r2 
... 
0 . .  
0-• 
... 
t h e  s t r u c t u r e  of these matr ices ,  double subscr ip ted  elements 
- -  
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i n  P are abbreviated such t h a t ,  for example, p = 1 and 
Pi0 - Pi' k 
0 00 
- * t r i p l e  subscripted elements i n  P are shortened i n  
'k 
'lk 
'2k 
'kk 
0 . 
'rk 
'lk 
'ilk 
'2 lk 
'klk 
'r l k  
'2k 
'12k 
'22k 
'k2k 
'r2k 
. * *  
0 0 .  
.o. 
. * .  
. * *  
'kk 
'lkk 
'2kk 
* 
0 
'kkk 
'rkk 
o * *  
* o *  
..* 
0 . 0  
. .* 
'rk 
'irk 
'2rk 
'krk 
Prrk 
. Thus, sub- - - a similar way, t ha t  i s ,  pOOk - Pk and P Ojk - 'jk 
s c r i p t s  are  suppressed for  c l a r i t y  when i and/or j i s  equal 
t o  zero, 
It should be pointed out t ha t ,  although Po and Pk are  
m 2 = C n v  P i i  s=l s i s  I 
m 2 = g n v . v  P i i j  s - 1  s 1s j s  * 
(7) 
, e tc .  m 3 = C _ n v  pkkk s-1 s ks 
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considered t o  be mani fes t  da t a  ma t r i ces ,  they do conta in  
elements which cannot be d i r e c t l y  canputed fran observed re- 
sponse p a t t e r n s .  Due t o  t h e  way i n  which these matrices w e r e  
formed, some e n t r i e s  w i l l  have r ecu r r ing  subscripts a s  shown 
by (7) . These parameters, a s  we w i l l  see, became a m a j o r  
problem i n  Green ' s  so lu t ion  of the  l a t e n t  c l a s s  model. 
I n  a d d i t i o n  t o  t h e  mat r ices  of mani fes t  parameters, t h e  
l a t e n t  parameters are a l s o  g iven  i n  mat r ix  form. The propor- 
t i o n  of the populat ion i n  each l a t e n t  c l a s s  becomes a diag- 
ona l  e n t r y  of the ma t r ix  N w h i c h  i s  n e c e s s a r i l y  of order  m 
and is represented  as 
N =  
0 ... 1 n 
2 * - -  0 n 
. . . 
0 0 0 . .  
- 
0 
0 
n m - 
The i t e m  p r o b a b i l i t i e s  for  each l a t e n t  class are elements of 
the (r+l) X m ma t r ix  L as g iven  by  (9 ) .  The f irst  row of L 
i s  used t o  r ep resen t  a dummy i tem,  t h a t  i s ,  vos = 1; i t s  in-  
c l u s i o n  i n  L i s  a p r e r e q u i s i t e  f o r  the  d e r i v a t i o n  of Green 's  
s o l u t i o n .  The l a t e n t  parameters a s soc ia t ed  with a s i n g l e  
i t e m  o r ,  i n  o t h e r  words, the  e n t r i e s  i n  a s i n g l e  r o w  of the 
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L =  
1 1 
V 11 12 V 
V 2 1  22 V 
V k l  k2 V 
V V r l  r 2  .. 
0 . .  
0 . .  
*.. 
. e .  
. e .  
- 
1 
lm V 
V 2m 
km V 
V rm - 
(9) 
mat r ix  L, are also spec i f i ed  as t h e  elements of a diagonal  
ma t r ix  of o rde r  m. Thus, f o r  i t e m  k, we 
- 
k l  
V 
0 
0 - 
0 
k2 V 
0 
... 
. e *  
. * .  
0 
0 
km V - 
have 
Using Po, Pk, N, L, and D k and assuming t h a t  the condi t ions  
i n  (4) are f u l f i l l e d ,  i t  i s  p o s s i b l e  t o  e s t a b l i s h  accounting 
equat ions  i n  ma t r ix  form which relate t h e  mani fes t  and la- 
t e n t  matrices, These are expressed by (11) and (12) . 
T Po = LNL 
rn 
pk = L N D ~ L ~  
17 
Since  t h e  use  of D r e s u l t s  i n  t h i r d  order  p robab i l i -  k 
ties s t r a t i f i e d  only by i t e m  k ,  a l l  p r o b a b i l i t i e s  of t h e  
t h i r d  order  can be accounted f o r  by consider ing r-1 s i m i l a r  
matrices, one f o r  each of t h e  remaining i t e m s .  S u b s t i t u t i n g  
each of t h e s e  i n  (121, we have r-1 a d d i t i o n a l  P matrices. k 
as follows: 
(1) 
and P 
(1) 
This l eads  us  t o  t h e  d e f i n i t i o n  of D 
r 
= E D  and (1) k=l  k D 
r 
= C P  (1) k = l  k P 
Accounting for a l l  possible t h i r d  order  probabilities simul- 
taneous ly ,  we may replace (12)  by  
Having e s t a b l i s h e d  the accounting equat ions  of Green's 
s o l u t i o n  i n  (11) and (15), w e  may relate t h e  p r e s e n t  model 
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a 
t o  t h a t  of Lazarsfeld.  The l a t t e r  w a s  concerned with the  
c a l c u l a t i o n  of trace l i n e  parameters,  t h a t  i s ,  the probabi l -  
i t y  of a p o s i t i v e  response t o  i t e m s  for persons a t  d i f f e r e n t  
p o s i t i o n s  on a l a t e n t  continuum. The g o a l  of t h e  former i s  
t o  determine t h e  elements of N and L or ,  more s p e c i f i c a l l y ,  
t o  estimate t h e  proport ion of the  populat ion i n  each l a t e n t  
class and, for those i n  each c l a s s ,  the  p r o b a b i l i t y  of re- 
sponding p o s i t i v e l y  t o  each i t e m .  The d i f f e r e n c e  between the 
t w o  models  is  the assumption of a po in t  ve r sus  a continuous 
d i s t r i b u t i o n  of respondents. 
Because N is  a diagonal ma t r ix ,  (11) can be w r i t t e n  as 
4 ’T shown i n  (16) where N = [N ] . 
32’T 4 4 T  = L N N L  = [ L N ] [ L N ]  
Fac tor ing  P r e s u l t s  i n  a new ma t r ix  a s  g iven  by 0 
T Po = BB 
The ma t r ix  B differs f r o m  LN’ i n  (16) by an orthogonal 
t ransformat ion  such t h a t  
LN’ = B\ 
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may be revised 
(1) 
'lj, = I. With reference to  ( 1 5 ) ,  P 
b where A 
a s  follows: 
Combining (18) and ( 1 9 ) ,  
Defining the matrix Q ,  we have 
= %D(l)c 
and therefore , 
Premultiplying by BT and postmultiplying by B ,  (22)  i s  modi- 
f i e d  t o  the form 
T T  
BTP B = B BQB B 
(1) 
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where a s o l u t i o n  f o r  Q g ives  
T -1 T Q = [B B] B P BIBTB]-l 
(1) 
. , *  5 From (24) , we can determine Q and, using t h i s  mat r ix ,  
i s  a diagonal ma t r ix  of the l a t e n t  roots D (1) and 'bo D(l) 
of Q and $, a ma t r ix  of t h e  l a t e n t  vectors :  these t h r e e  m a -  
trices are related as shown i n  ( 2 1 ) .  With B and $ known, N 
and L can be determined. B y  r e f e r r i n g  t o  (18), t h e  e n t r i e s  
i n  t h e  first row of B a r e  equal  t o  the  square roots of the 
3 2  
diagonal  elements i n  N s ince  t h e  f irst  row of L r e p r e s e n t s  a 
dummy i t e m ,  a l l  e n t r i e s  being equal  t o  un i ty .  Af t e r  N has  
been found, L i s  r e a d i l y  a v a i l a b l e .  The main r e s t r i c t i o n s  on 
t h i s  s o l u t i o n  are t h a t  L be of rank m and t h a t  each diagonal  
element of D be non-zero and d i f f e r e n t  f r o m  a l l  o the r s .  
(1) 
I n  order  t o  e l imina te  t h e  excess ive  computations inher- 
e n t  i n  t h i s  method as well  as t h e  troublesome es t ima t ion  of 
mani fes t  probabilities with r e c u r r i n g  s u b s c r i p t s ,  Anderson 
modified Green ' s  procedure t o  what m a y  be called an asymmet- 
r i c  approach s i n c e  a l l  t he  mani fes t  d a t a  i s  n o t  u t i l i z e d .  
Reference i s  made t o  the s i t u a t i o n  i n  which K dichotomous 
i t e m s  are responded to.6 The propor t ions  of people i n  t h e  
populat ion who respond p o s i t i v e l y  t o  i t e m  i ,  i t e m s  i and j, 
and 
2 1  
tern i, j ,  and k a r e  denoted by IT , TT and TI i n  
i i j '  i j k  
tha t  order .  For each of m l a t e n t  c l a s s e s ,  t h e  propor t ion  of 
respondents i n  c l a s s  cy is  equal t o  v where Q! = 1, 2 ,  ..-, m 
and the p r o b a b i l i t y  t h a t  a person i n  c l a s s  cy w i l l  respond 
p o s i t i v e l y  t o  i t e m  i is  equal t o  1 The manifest  ns are 
func t ions  of t h e  l a t e n t  vs and As and a r e  related as  shown 
i n  (1). The s i m i l a r i t y  between t h e  two s o l u t i o n s  becomes 
e v i d e n t  w i t h  the recogni t ion  t h a t  t h e  accounting equat ions 
of Anderson and Green (given by (1) and (4 )  r e spec t ive ly )  
s p e c i f y  i d e n t i c a l  r e l a t i o n s h i p s .  The d i f f e r e n c e  arises from 
the r e s t r i c t i o n  imposed by Anderson w h i c h  i s  tha t  a l l  mani- 
fest  parameters t o  be used i n  his  s o l u t i o n  have nonrecurring 
s u b s c r i p t s .  The d e r i v a t i o n  of Anderson's procedure f o l l o w s .  
cy 
cy 
i' 
Defining the m x (K+1) matrix A, we have 
1 
A = h  
0 . 0  
... 
-.. 
- 
1 
xK 
IK 
2 
- 
where, from t h e  previous d e f i n i t i o n s ,  classes are r e f e r r e d  
t o  by s u p e r s c r i p t s  and items, by s u b s c r i p t s .  Following w h a t  
- 
A2 
r 
1 
1 
1 - 
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w a s  done by Green, a dummy i t e m  i s  def ined s u c h  t h a t  h o  cy = 1. e 
A i s  given as an m X m matrix formed by the f i rs t  m columns 
of A; A has the  same dimensions and c o n s i s t s  of t h e  f i r s t  
column and t h e  next  m-1 columns of A not  u t i l i z e d  i n  the 
1 
2 
formation of A These matrices are represented a s  follows: 1' 
h: 1 'm-1 0 . .  
A 2  m-1 0 0 .  
and 
... Am m-1 
x1 m 
1 
'm+l 
. 
2 2m-2 
A 2  2m-2 
0 
A m  2m-2 
... 
0 0 0  
2 
'm+l A *  m 
m 
'm+l Xm m 0 . .  
Choosing an i t e m  not  used  i n  t h e  cons t ruc t ion  of either A, 
o r  A 2 ,  w e  have the m x m diagonal  matr ix  A as shown by ( 2 8 ) .  
I t  should be noted t h a t ,  from the t o t a l  set of K items, two 
subsets of m-1 items plus one a d d i t i o n a l  i t e m  have been 
23 I 
1 
Ak 
0 
0 
.) 
0 
2 
'k 
0 
0 . .  0 
... 0 
0 . .  A: 
s e l e c t e d ,  t he  e x t r a  i t e m  serving as a s t r a t i f i e r .  Thus, K 
must be equal  t o  o r  grea te r  than 2m-1. Of course,  there i s  
no way t o  check t h i s  s ince  the number of l a t e n t  classes is  
n o t  known. Specifying the l a s t  matr ix  of l a t e n t  conten t ,  we 
have 
Each 1 
N =  
. * .  0 2 0 V 
iagonal  element of  N represents  the p r o b a b i l i t y  t h a t  
a respondent drawn randomly from the popula t ion  i s  from the 
corresponding l a t e n t  c lass :  N i s  t h e r e f o r e  of order  m, 
I n  so lv ing  f o r  t he  l a t e n t  va lues ,  we  u t i l i z e  the mani- 
where i = 0, 1, ..., m-1, 
i j k  f e s t  parameters IT IT , and TT i' i j  
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j = 0,  m ,  m+l, ..., 2m-2, and k i s  a f ixed  subscript for  t h e  
s t r a t i f y i n g  i t e m .  The m x m matrices of mani fes t  conten t  are 
def ined i n  (30) and (31) .  Subscripts equal  t o  ze ro  have been 
n =  
k 
TT 
l k  
n 
2k 
TT 
n m 
h 
n 
n 2m 
TT 
m - 1 , m  
TT 
m k  
h k  
TT 
TT 
2mk 
TI m + l  
TI 
l , m + l  
T l  
2 , m + l  
7 
m-l,m+l 
n 
m + l , k  
n 
l , m + l , k  
n 
2 ,  m+ 1, k 
rn 
0 . .  2m-2 
... n 1 , 2 m - 2  
... 2,2m-2 
... n m - l , 2 m - 2  
... n 2m-2, k 
n 
1 , 2 m - 2 ,  k ... 
n ... 2,2m-2 , k 
... TT I ,  m - l , 2 m - 2 ,  ll m-1,k m - l , m , k  m - l , m + l , k  
suppressed. Due t o  t h e  way i n  which 11* and 11 w e r e  formed, 
t h e  problem of elements  with r ecu r r ing  subscripts has  been 
el iminated.  Using the matrices of mani fes t  and l a t e n t  con- 
t e n t ,  t h e  accounting equations i n  t h e  s o l u t i o n  given by 
Anderson are presented  i n  (32) and ( 3 3 ) .  To promote c l a r i t y ,  
T E* = AlNh2 
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(32 1 
A T N A ~  = 
c y c y  cv  xm 
T II = hlNAA2 
c y c y  
(33 1 
(34) 
c y c y  
’. .. c v  h2m-2 
I :  . 
I -  
. 
T A 1 ~ ~ A 2  =
. 
(35) 
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T T 7 
1 2  1 2  
A NA and A NAA have been generated i n  (34) and (35). By 
inspec t ing  the  elements i n  these  product matrices, it is  ap- 
pa ren t  that  t h e  condi t ion of s t a t i s t i c a l  independence postu- 
l a t e d  i n  (1) is basic t o  Anderson's so lu t ion .  The de r iva t ion  
of Green could s i m i l a r l y  have been shown t o  be dependent on 
the re l a t ionsh ips  i n  (4). 
The i n i t i a l  s t e p  of Anderson's procedure is  t o  f ind  the  
l a t e n t  roo t s  of t he  determinantal  equation 
and N be nonsingular,  1' Imposing the  r e s t r i c t i o n  t h a t  A 
the diagonal  e n t r i e s  of A (symbolically, Xk, Xk, ..., 1;) 1 2  
can be equated t o  t h e  roots  of (36) by noting t h a t  
W i t h  a knowledge of the l a t e n t  roo ts  (A) and t h e  matrices of 
manifest  parameters (a* and II), w e  s h a l l  proceed t o  de te r -  
mine the remaining l a t e n t  parameter matrices, that is, A l ,  
From (36), [n - B a n : * ]  is s ingu la r .  A l a t e n t  (column) 
a! vector  x e x i s t s  (excluding the n u l l  vec to r )  such that the 
r e l a t i o n s  i n  (38) are t r u e ,  If t h e  r o o t s  are d i f f e r e n t ,  each 
vec to r  is  unique. The elements i n  a s p e c i f i c  vec tor  may be 
altered by mult iplying t h e m  by a s c a l a r  b u t  any such multi- 
p l i c a t i v e  transform of x w i l l  no t  a f f e c t  (38) a Establ ishing 
the roots  as e n t r i e s  i n  the  diagonal matrix 8 and the  vec- 
t o r s  as columns i n  the matrix X, we have i n  (39) a summary 
of the Q! equations represented by (38). It i s  required t h a t  
Q! 
IUC = n*xe (39) 
the l a t e n t  roo t s  of (36) be d i f f e r e n t  from each o ther  t o  
avoid d i f f i c u l t i e s  inherent  i n  the use of (39). 
Assuming t h a t  9 = A by an i d e n t i c a l  ordering of the 
r o o t s ,  a poss ib l e  so lu t ion  for X i n  (39) i s  A-'. This is 
shown, af ter  making appropr ia te  s u b s t i t u t i o n s ,  by 
2 
T T -1 AINAA 2 2  A-' = AlNA2A2 A 
-1 
R a t h e r  than s ta te  without exception t h a t  X = A 2  , we must 
take i n t o  account the near c e r t a i n t y  that  the l a t e n t  vec tors  
i n  X w i l l  be e q u a l  t o  transforms of the columns i n  A-'. 2 De-  
f i n i n g  E as a diagonal  matrix, each element being t h e  re- 
c i p r o c a l  of. the s c a l a r  which transformed the corresponding 
X 
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vec to r  i n  X,  t h e  r e l a t ionsh ip  between X and A -1 is given a s  
2 
x = A% 2 x  - 
Solving (41) f o r  A w e  have 2' 
-1 
A 2 = E X  X 
Since t h e  elements i n  the  f i r s t  column of A must a l l  be 
equal t o  un i ty  a s  spec i f ied  i n  (27), each diagonal en t ry  i n  
E must be the rec iproca l  of t he  corresponding element i n  
t h e  f i r s t  column of X 
2 
X 
-1 
From (38), t r anspos i t i on  of t he  matrices of manifest  
parameters gives  
T c r  [n - eCYII*l y = 0 o r  (43 1 T C Y  nTyCY = e%* y 
where the equations corresponding t o  (32) and (33) a r e  
and T 2 1  II*T = A NA 
T IfT = h2NAAl . 
(44) 
(45 1 
Referr ing t o  ( 3 6 ) ,  l a t e n t  roo t s  and vec to r s  of t h e  matrix 
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-1 ll* II w e r e  p rev ious ly  determined: now, a f t e r  t r anspos i t i on ,  
this matr ix  is revised t o  the form [II* ] . As can be i n -  
f e r r e d  from the  no ta t ion  i n  ( 4 3 ) ,  t he  roots  of t h i s  new ma-  
t r i x  are i d e n t i c a l  t o  those of t he  o ld  b u t  t he  vec tor  asso-  
ciated wi th  each r o o t  changes. The former is  t r u e  s i n c e  the 
c h a r a c t e r i s t i c  equat ions of these  matrices are exac t ly  the 
s a m e :  t h e  l a t te r  i s  t r u e  because t h e r e  has been a change i n  
mat r ix  s t r u c t u r e .  Following the s a m e  l i n e  of reasoning a s  
T - l n T  
-I was used before ,  (46)  and (47)  equate  Y w i t h  A1 . 
T T n Y = n* ye 
T -1 T -1 A2NAAlhl = A Nh h A 2 1 1  
The genera l  s o l u t i o n  f o r  Y is given by 
-1 
Y = A  E 
1 Y  
and, so lv ing  f o r  h18 w e  have 
h l = E Y  -1 
Y 
(47 1 
(49)  
The f i n a l  s t e p s  i n  the s o l u t i o n  f o r  t he  l a t e n t  matrices 
, and N are accomplished i n  the  following manner. W i t h  Al' 
re ference  t o  (32) and (411, we can e s t a b l i s h  t h a t  
and s i m i l a r l y ,  from (32) and ( m ) ,  
Hence , 
Since t h e  f i rs t  row of both A T  and AT c o n s i s t s  e n t i r e l y  of 2 
Is, the diagonal  elements of  NE and NE are equal  t o  the  
e n t r i e s  i n  the  f i r s t  row of II*X and II* Y respec t ive ly .  I t  
X Y 
T 
should be brought  t o  mind t h a t  NEx and NE are diagonal  ma- 
trices and t h a t  t h e  inverse  of each i s  a diagonal  matrix i n  
Y 
which the elements a r e  simply the  r ec ip roca l s  of those i n  
the o r i g i n a l  matrix. Thus, it could have also been s t a t e d  
-1 -1 
X Y t h a t  t h e  d iagonal  e n t r i e s  of NE 
and NE are the rec ipro-  
T 
cals of t h e  e n t r i e s  i n  the f irst  row of II*X and II* Y i n  t h a t  
T 
order .  Having found A T  and h2 i n  (52) and (53)  , hl and A2 
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are e a s i l y  determined, NE-' and NE-' being by-pr-ucts of 
computation . 
X Y 
N is now the  only l a t e n t  matr ix  t o  be def ined i n  terms 
of known matrices. Referr ing t o  (41) and (48 ) ,  w e  note  tha t  
-1 = A h E = E = N-l[NE 1 and 2 2 x X X 
-1 -1 h l Y = A A  E = E  = N  [NE] . 
1 1  Y Y Y 
(54) 
(55) 
-1 -1 Having a l ready  found NE and NE , e i t h e r  of these may be 
X Y 
used t o  compute N s ince ,  f r o m  (54) and (551, -1 
(57) 
-1 N-' = A ~ Y C N E  I 
Y 
-1 The r ec ip roca l s  of the diagonal  elements of N are the di- 
agonal elements of N. 
A t  this p o i n t ,  we  have covered the method given by 
Anderson f o r  t he  de r iva t ion  of t he  matrices of l a t e n t  con- 
t e n t :  the d a t a  cons is ted  of  manifest  parameters f o r  which 
t h e  condi t ions  spec i f i ed  i n  (1) are p e r f e c t l y  f u l f i l l e d .  I n  
p r a c t i c e ,  however, we can only estimate the  t r u e  manifest  
va lues .  For example, t h e  manifes t  data matrices ll* and II are 
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T e r r o r - f r e e ,  t h a t  i s ,  they a r e  reproduced p e r f e c t l y  by AlNh2 
and A NAA2 r e spec t ive ly .  On sampling from the populat ion,  
the d a t a  matrices P* and P w i l l  n o t  be completely accounted 
for  by  the product  matrices mentioned above s i n c e  the sample 
w i l l  be i n  error t o  s o m e  degree. This does n o t  i n v a l i d a t e  
the l a t e n t  class m o d e l  because any method of e s t ima t ion  is 
used and q u a l i f i e d  i n  l i g h t  of random f l u c t u a t i o n s  i n  the 
d a t a ,  However, we should r e a l i z e  tha t  P* # n* and P # II, The 
r e l a t i o n s h i p s  a s soc ia t ed  with any a p p l i c a t i o n  of Anderson's 
method (assuming tha t  l a t e n t  classes do e x i s t )  a r e  s i m i l a r  
t o  ( 3 2 )  and ( 3 3 )  as shown by 
T 
1 
and T 1 2  P* = A NA + El = II* + El 
T P = hlNAha + E2 = ll + E2 : (59) 
E and E are m x m error matrices, Since this s o l u t i o n  w i l l  
only approximate the l a t e n t  matrices from contaminated mani- 
1 2 
fest matrices, equat ions of a m o r e  gene ra l  f o r m  are given i n  
(60) and (61) where L1, L 2 #  fi, and D are estimates of A,, A2 ,  
TA P* = L1NL2 
T* P = LINDLZ 
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N ,  and A i n  t h a t  order. More w i l l  be said about (60) and 
(61) i n  t h e  next  chapter .  
CHAPTER I11 
THE SENSITIVITY OF THE METHOD 
To the p r e s e n t  t i m e ,  the l a t e n t  class model of l a t e n t  
s t r u c t u r e  a n a l y s i s  has  never undergone an empir ica l  test .  
The work of Green fo l lowed  by t h a t  of Anderson prompted sev- 
eral  w r i t e r s  as Gibson [1955] and McHugh E19561 t o  suggest  
ways of improving the method b u t ,  again,  demonstrations con- 
cern ing  p r a c t i c a l  app l i ca t ions  of the o r i g i n a l  procedure 
and/or i t s  r e v i s i o n s  a r e  nonexis tent .  I n  t h i s  chap te r ,  we 
w i l l  cover an i n v e s t i g a t i o n  of the s e n s i t i v i t y  of l a t e n t  
class a n a l y s i s  t o  e r r o r  i n  the manifest  d a t a  matrices. The 
s p e c i f i c  m e t h o d  t o  be tested w i l l  be t h a t  of Anderson s i n c e ,  
i n  t h e  opinion of the author ,  the e f f e c t  of random error on 
estimates of t h e  l a t e n t  parameters w i l l  be less wi th  t h i s  
procedure than  with t h a t  of Green. 
I t  is  assumed t h a t  the absence of empir ica l  work w i t h  
l a t e n t  class a n a l y s i s  is due t o  t h e  excess ive  and complex 
computations i n h e r e n t  i n  a l l  v a r i a t i o n s  of this technique. 
This barrier can be minimized by the use  of an e l e c t r o n i c  
d i g i t a l  computer. A computer program ( i n  FORTRAN I1 lan-  
guage) has been w r i t t e n  t o  c a r r y  ou t  the computations given 
8 
by Anderson i n  h i s  so lu t ion .  Thus,  we have the means t o  
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make t h i s  i n v e s t i g a t i o n  f eas ib l e .  I n  l i n e  wi th  computer u t i -  
l i z a t i o n ,  i t  should be noted t h a t  Anderson's d e r i v a t i o n  of 
t h e  l a t e n t  parameters involves matr ix  manipulations which 
w e r e  formulated p r i m a r i l y  to  f ac i l i t a t e  hand c a l c u l a t i o n .  
S ince  t h i s  barrier has  been  e l imina ted ,  s e v e r a l  m o d i f i c a -  
t i o n s  have been made i n  his procedure. This rev ised  method 
w i l l  now be presented;  s t a t i s t i c s  rather than parameters are 
used i n  these equat ions ,  
The first major computation by t h e  program concerns a 
s o l u t i o n  for  t h e  l a t e n t  roo t s ,  t h a t  is ,  the diagonal  e n t r i e s  
of D. From ( 3 6 ) ,  w e  have the equiva len t  form 
JP*-lP - tQIJ = 0 . 
-1 
The matr ix  P* P i s  computed and i ts  r o o t s  a r e  determined. 
S i m i l a r l y ,  w i t h  reference t o  (381, corresponding forms are 
given by ( 6 3 ) .  The l a t e n t  vec tor  giQ) is found af ter  the so lu-  
( 6 3  1 cY*a CP*-lP - tO'IJP = 0 o r  [ p * - l l ? ] j i a  = t x 
t i o n  for  the root ta, 
Because 2 and 9 a r e  der ived from t h e  s a m e  manifest  ma- 
t r ices,  they  are r e l a t e d  t o  one another .  The s o l u t i o n  f o r  ? 
f r o m  X is expressed i n  (64 ) .  The v a l i d i t y  of t h i s  can be 
A 
confirmed by s u b s t i t u t i n g  (64) i n  (46) ;  t h e  r e s u l t  is shown 
i n  (65) .  Observe t h a t  (65c) is of the s a m e  form as (39) .  The 
(65a) 
-1 T AT -1 pT[p*-l]T[kT]-l = P*T[P* ] [X 1 D 
l a t e n t  matrices L2 and L1 are r e l a t e d  t o  2 and 9 as shown by 
(42) and (49) respec t ive ly .  By d iv id ing  t h e  elements i n  each 
6-J. row of  X 
the f irst  column of the re su l t i ng  L 2 matrix are a l l  equal  .tD 
by the f i rs t  element i n  t h a t  row, t h e  e n t r i e s  i n  
6-1 u n i t y  as def ined.  Using Y i n  the s a m e  manner, L 1 can be 
A -1 
determined. From (64) ,  we can d e r i v e  Y d i r e c t l y  a s  has  
been done i n  (66) and therefore ,  $ need no t  be computed. The 
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A T -1 -1 
N = EL,] P*L2 
A 
s o l u t i o n  for  N i s  der ived  from (32) and given by (67). A t  
t h i s  p o i n t ,  t h e  r e v i s i o n  of Anderson's m e t h o d  f o r  computing 
D ,  and has been presented.  the matrices L 1' =2' 
1, In t roduct ion  of Error i n t o  lI* and II 
The d i scuss ion  w i l l  now be centered on a d e s c r i p t i o n  of 
- 
- 
N =  f' 
0.9 0.2 
0 -7  0.9 
0.1 0.1 
0.8 
0 - 4  
0 - 3  
0 
0.5 
0 
0 
0.5 
0 
1: ] 
0.3 
0 
0 
0 -2 
0 
0 
0.1 
I; 
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the procedure by which the  l a t e n t  class model was t e s t e d  f o r  
s e n s i t i v i t y  t o  e r r o r  i n  the manifest  d a t a  matrices, This 
could n o t  have been accomplished on the t h e o r e t i c a l  l e v e l ;  
r a t h e r ,  t h e  only approach t o  t h e  problem w a s  an  empirical 
one, U t i l i z i n g  (32) and (33) ,  we can gene ra t e  t h e  manifest  
matrices f r o m  l a t e n t  givens,  I n  the p r e s e n t  i n v e s t i g a t i o n ,  
t h e  number of  l a t e n t  classes i s  set  a t  three or ,  i n  o t h e r  
words, m = 3.  9 
1' h2 '  The i n i t i a l  s tep taken was t h e  s p e c i f i c a t i o n  of A 
N ,  and A. A l l  o f  t h e s e  matrices w e r e  e s t ab l i shed  by us ing  
t h e  t h e o r e t i c a l  s t r u c t u r e  given by Anderson i n  h i s  a r t i c l e ;  
they  are def ined  i n  ( 6 8 ) .  The product  matrices 11* and II are 
shown i n  (69).1° Note t h a t ,  i n  (68) and (69 ) ,  elements are 
, 00000 0.50000 0.58000 
0,36200 0.39400 
0.23400 0.39000 1 
0.32200 0.31400 
0.26500 0.23780 
0.13380 0.20220 1 
s p e c i f i e d  as popula t ion  values . 
The computer program w r i t t e n  t o  perform the opera t ions  
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given  by Anderson may now be app l i ed .  To restate the purpose 
1' of these  computations, we wish t o  ob ta in  estimates of A 
fi, and D) from P* and P which L2 N ,  and D (namely L1, A2 
are estimates of XI* and 11 r e spec t ive ly .  By beginning wi th  
e r r o r - f r e e  P* and P matr ices ,  that is ,  matrices which are 
i d e n t i c a l  t o  11* and XI as given i n  (69), we can state t h a t  
d i sc repanc ie s  between the es t imated  matrices and those  i n  
(68) r e s u l t  from t h e  operat ions performed. W i t h  t h i s  i n  mind, 
1 .ooooo 0 , 10000 0.10000 
0.70000 0.90000 
1.00000 0.90000 0.20001  =1 
1.00000 0.30000 0.30000 
1.00000 0.40000 0.80000 
1.00000 0,80000 0.40000 1 L2 
0.20000 -0.00000 -0.00000 
0.50000 -0.00000 
0.00000 -0.00000 0.30000 1 
0.90000 1 0.10000 0 0 D =[ 0 0.50000 0 0 0 
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r e fe rence  is made t o  the computed matrices i n  (70). Two ob- 
se rva t ions  should be  made; the first i s  t h a t  the first and 
t h i r d  rows of the  matrices i n  (68) have been interchanged i n  
(70 ) .  This can be explained by r e f e r r i n g  t o  (40) where it 
w a s  assumed that 8 = A. While t h i s  suppos i t ion  w a s  involved 
i n  the d e r i v a t i o n  of the method, it need no t  be f u l f i l l e d  i n  
the u t i l i z a t i o n  of  it. I n  the p resen t  example, t he  order  i n  
which the l a t e n t  roo t s  were computed (dll f i r s t ,  d22 second, 
etc.)  does not  correspond t o  the order  i n  which they w e r e  
se t  up i n  A. Expressing this d i f f e r e n t l y ,  whi le  d22 - - 6228 
and d33 - 611. The second observat ion t o  be made - dll - 633 
concerns t h e  fact  that the t h e o r e t i c a l  and computed matrices 
It could be shown that  
W , 3 )  
d i f f e r  only i n  one e l e m e n t ,  L 
t h e  displacement of rows does no t  a f f e c t  computational accu- 
racy ,  Thus, the small discrepancy noted above i s  no t  due t o  
a row interchange b u t ,  i n s t e a d ,  might be a t t r i b u t e d  t o  the 
complexity of computations involved as ,  f o r  example, i n  l a -  
t e n t  r o o t  determinat ion.  W e  must conclude that  computations 
are performed wi th  s u f f i c i e n t  accuracy t o  provide good esti-  
mates of the l a t e n t  parameters from e r r o r - f r e e  manifest  ma- 
trices . ll 
For checking the accuracy of computations, the product  
( 7 1 ) .  This ma- of the est imated l a t e n t  matrices is  given i n  
t r i x  is i d e n t i c a l  t o  ll as shown i n  (69) and is  evidence 
I 
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p.54000 0.32200 0.31400 1 
I I TI. 1 L NDL2 = 0.42000 0.26500 0.23780 
k.28100 0.13380 0.20224 
that,  a l though t h e  estimates are s l i g h t l y  d i sc repan t ,  compu- 
t a t i o n s  are s u f f i c i e n t l y  accurate  t o  make p o s s i b l e  reproduc- 
t i o n  of t h e  o r i g i n a l  d a t a  matrix XI. The matrix L1NL2 w a s  no t  
chosen f o r  checking purposes s i n c e  P* w a s  used t o  e s t ima te  N 
as shown by (67) e 
TI 
I n  order  t o  test  t h e  s e n s i t i v i t y  of t h e  l a t e n t  class 
model, error w i l l  be introduced i n t o  t h e  mani fes t  matrices 
i n  accordance w i t h  t h e  r e l a t i o n s  given i n  (58) and (59) .  
Randomly varying t h e  elements of II* 
m a l  place, we  have 
p* = 
P =  
i. O O O O ~  
0.64003 
0 . 53007 
L 
- 
0 . 53998 
0.41996 
0.28103 - 
0 . d  9996 
0 . 36192 
0.23399 
0 . 32195 
0.26505 
0 13379 
and 11 i n  t h e  f i f t h  dec i -  
0.5799g 
0.39409 
0.38996 - 
0.3139z 
0.23782 
0.20222 - 
and 
e 
Estimates  of t h e  l a t e n t  mat r ices  from P* and P as shown by 
4 2  
1.00000 0.10130 0.1007< 
0.70075 0.89937 
0.90087 0.19970 - 
L1 
0.30123 0.3003; 
0.40010 0.79975 
“ I  
Ll.00000 0.80122 0.39954 - 
-0.00000 0 .OOOOO 
0.50059 -0.00000 
-0.00000 0.29847 1 
0.90147 1 0.10192 0 0 D -[- 0.50028 0 0 
(72) are given in (73) .  Comparison of these estimates with 
those in (70) reveals a very close correspondence. Again, 
checking the accuracy of computations results in a perfect 
reproduction of P; 
TI. 
L 1 NDL2 is represented in (74) .  
p .53998 0.32195 0.31397 
L T h L 2  1 = 10.41996 0.26505 0.237821 (74) 
LO-28103 0.13379 0.20224 
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LThDLz = 
A m o r e  s i g n i f i c a n t  change w i l l  now be made i n  lI* and II; 
elements i n  t h e s e  matrices are t o  be va r i ed  randomly i n  t h e  
f o u r t h  decimal place. The new mani fes t  matrices are estab- 
l i s h e d  as 
0.41960 0,26550 0.23800 
0.49960 0.57950 
0.36120 0.39490 1 and 
k.53070 0.23390 0.3896d 
0.53980 0.32150 0.31340 
P = 0.41960 0.26550 0.23800 [ 0.28130 0.13370 0.20240 I -  
L1, L2, fi, and D as computed from t h e  c u r r e n t  P* and P d a t a  
matrices i n  (75) are given i n  (77) .  The d i f f e rences  between 
t h e s e  estimates and those  i n  (70) have become greater i n  
magnitude wi th  error introduced i n  the f o u r t h  decimal place. 
However ,  a l l  e s t ima tes  remain close t o  t h e  t r u e  values .  
F i n a l l y ,  a perfect check on t h e  computational accuracy re- 
s u l t s  as is  shown by (76).  
p.53980 0.32150 0.31340 1 
k.28130 0,13370 0.2024g 
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- 
Ll - 
1.00000 0.11291 0.10777 
1.00000 0.70750 0.89403 
1 . 00000 0.90895 0.19712 1 
- 
- 
p.00000 0.31219 0.30332 1 
1 L2 = ~ 1 . 0 0 0 0 0  0.40097 0.79774 
Ll.00000 0.81243 0.39544 
-0.00000 -0.00000 
0.50552 -0.00000 
-0.00000 0.28492 1 
D =  
0.91501  - 0.11901 0 0 0 0.50275 0 0 0 - 
All of t h e  r e s u l t s  previously presented  concerning t h e  
s e n s i t i v i t y  of t h e  l a t e n t  class model w i t h  m = 3 are summa- 
r i z e d  i n  T a b l e s  2, 3 ,  and 4 i n  a form similar t o  tha t  used 
by Anderson for r epor t ing  est imated s t r u c t u r e s .  A r b i t r a r i l y  
grouping t h e  f ive i t e m s  necessary for t h e  s o l u t i o n  according 
t o  t h e  s p e c i f i c a t i o n s  of t h i s  model, we  have i t e m s  1 and 2 
i n  t h e  first set, i t e m s  3 and 4 i n  t h e  second set, and i t e m  
5 as t h e  s t r a t i f i e r .  
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T a b l e  2 
Latent  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(e r ror  -free) 
Classes 1 2 3 
Propor t ions  0 . 20000 0.50000 0 . 30000 
I t e m  1 0 . 10000 0.70000 0 . 90000 
I t e m  2 0.10000 0.90000 0.20001 
I t e m  3 0.30000 0.40000 0.80000 
I t e m  4 0.30000 0.80000 0.40000 
I t e m  5 0.10000 0.50000 0.90000 
T a b l e  3 
Laten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(random e r r o r  introduced i n  the f i f t h  decimal) 
Classes 1 2 3 
~~ 
Propor t ions  0.20093 0.50059 0.29847 
Item 1 0.10130 0.70075 0.90087 
I t e m  2 0.10075 0.89937 0.19970 
I t e m  3 0.30123 0.40010 0.80122 
I t e m  4 0.30033 0.79975 0.39954 
I t e m  5 0.10192 0.50028 0.90147 
T a b l e  4 
Laten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(random error introduced i n  t h e  f o u r t h  decimal) 
C l a s s e s  1 2 3 
Propor t ions  0.20955 0.50552 0.28492 
I t e m  1 0.11291 0 . 70750 0.90895 
I t e m  2 0.10777 0.89403 0.19712 
I t e m  3 0.31219 0.40097 0 . 81243 
Item 4 0.30332 0.79774 0.39541 
I t e m  5 0.11901 0.50275 0 . 91501 
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2 .  Sampling f r o m  a Theoretical Populat ion 
With r e fe rence  t o  the  previous in t roduc t ion  of e r r o r  
i n t o  t h e  mani fes t  matrices, we must consider  the p o s s i b i l i t y  
t h a t  t h e  randan a l t e r a t i o n  of t h e  mani fes t  parameters may 
n o t  have been c o n s i s t e n t  with t h e  na tu re  of t h e  data. The 
elements of II* and II are p r o b a b i l i t i e s  of p o s i t i v e  response 
t o  s i n g l e  items and j o i n t  p r o b a b i l i t i e s  of  p o s i t i v e  response 
t o  m o r e  than  one i t e m .  S i n c e  these w i l l  be r e l a t e d ,  one might 
ques t ion  t h e  appropriateness  of t h e  changes made and there- 
fore t h e  v a l i d i t y  of the  r e s u l t s .  
The i d e a l  method for t e s t i n g  t h e  s e n s i t i v i t y  of t h e  la- 
va lues  would 
be t o  s i m u l a t e  t h e  a c t u a l  sampling s i t u a t i o n .  T o  t h i s  end, a 
i j k  t e n t  class model t o  erroneous p i' Pij '  and P 
popula t ion  of respondents h a s  been generated f o r  w h i c h  m = 3 ,  
N = 100,000, and, as before ,  l a t e n t  parameters correspond t o  
those  used by  Anderson. The c h a r a c t e r i s t i c s  of each c l a s s  are 
g iven  i n  T a b l e s  5 ,  6 ,  and 7. Twenty samples of 1,000 subjects 
w e r e  r a n d a l y  drawn f rom t h i s  t h e o r e t i c a l  populat ion.  Analy- 
sis of the data r e s u l t e d  i n  only  four teen  acceptab le  so lu -  
t i o n s .  These s t r u c t u r e s  are summarized i n  T a b l e s  8-21; b y  
comparing t h e s e  wi th  the est imated probabili t ies i n  T a b l e  2,  
i t  i s  apparent  t h a t  t he  accuracy of e s t ima t ion  has decreased 
13 
from that i n  the previous demonstration. Even with samples 
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T a b l e  5 
C h a r a c t e r i s t i c s  of F i r s t  Theore t ica l  La ten t  C l a s s  
I t e m  1 0.9 
I t e m  2 0.2 
P r o b a b i l i t y  of Posi t ive Response 
I t em 3 0.8 I t e m  5 0.9 
I t e m  4 0 .4 
1 2  Response 
P a t t e r n  
00000 
00001 
00010 
00011 
00100 
00101 
00110 
00111 
01000 
01001 
01010 
01011 
01100 
01101 
01110 
01111 
10000 
10001 
10010 
10011 
10 100 
10101 
10110 
10111 
11000 
11001 
11010 
11011 
11100 
11101 
11110 
11111 
Probab i l i t y  
of Occurrence 
0.00096 
0.00864 
0.00064 
0.00576 
0.00384 
0 -03456 
0.00256 
0.02304 
0.00024 
0.00216 
0.00016 
0.00144 
0.00096 
0.00864 
0.00064 
0.00576 
0.00864 
0.07776 
0.00576 
0.05 184 
0 -03456 
0.31104 
0.02304 
0.20736 
0 . 00216 
0.01944 
0.00 144 
0.01296 
0.00864 
0 . 07776 
0.00576 
0.05184 
Frequency 
i n  C l a s s  
29 
259 
19 
173 
115 
103 7 
77 
691 
7 
65 
5 
43 
29 
259 
19 
173 
259 
2333 
173 
1555 
103 7 
9331 
691 
6221 
65 
583 
43 
389 
259 
2333 
173 
1555 
Cumulative 
Frequency 
29 
288 
307 
480 
595 
1632 
1709 
2400 
2407 
2472 
2477 
2520 
2549 
2808 
2827 
3000 
3259 
5592 
5765 
7320 
8357 
17688 
18379 
24600 
24665 
25248 
25291 
25680 
25939 
28272 
28445 
30000 
1.00000 30000 
T a b l e  6 
Characteristics of Second Theoretical Latent Class 
Item 1 0.7 
Item 2 0.9 
Probability of Positive Response 
Item 3 0 -4 Item 5 0.5 
Item 4 0.8 
12 Response 
Pattern 
00000 
00001 
00010 
00011 
00100 
00101 
00110 
00111 
01000 
01001 
01010 
01011 
01100 
01101 
01110 
01111 
10000 
10001 
10010 
10011 
10100 
10101 
10110 
10111 
11000 
11001 
11010 
11011 
11100 
11101 
11110 
11111 
Probability 
of Occurrence 
0.00180 
0.00180 
0.00720 
0.00720 
0 . 00120 
0.00120 
0.00480 
0.00480 
0.01620 
0.01620 
0.06480 
0.06480 
0.01080 
0 , 01080 
0.04320 
0.04320 
0 . 00420 
0.00420 
0.01680 
0,01680 
0.00280 
0.00280 
0,01120 
0 , 01120 
0.03780 
0.03780 
0.15120 
0.15120 
0.02520 
0.02520 
0.10080 
0.10080 
1.00000 
Frequency 
in Class 
90 
90 
360 
360 
60 
60 
240 
240 
8 10 
8 10 
3240 
3 240 
540 
540 
2 160 
2 160 
2 10 
2 10 
840 
840 
14 0 
14 0 
560 
560 
1890 
1890 
7560 
7560 
1260 
1260 
5040 
5040 -
50000 
Cumulative 
Frequency 
30090 
30180 
30540 
30900 
30960 
31020 
31260 
31500 
32310 
33120 
36360 
39600 
40 140 
40680 
42840 
45000 
45210 
45420 
46260 
47100 
47240 
47380 
47940 
48500 
50390 
52280 
59840 
67400 
68660 
69920 
74960 
80000 
T a b l e  7 
Characteristics of Third Theoretical La ten t  C l a s s  
I t e m  1 0.1 
I t e m  2 0.1 
P r o b a b i l i t y  of Posi t ive Response 
Item 3 0.3 I t e m  5 0.1 
I t e m  4 0.3 
12 Response 
P a t t e r n  
00000 
00001 
00010 
00011 
00100 
00101 
00110 
00111 
01000 
01001 
01010 
01011 
01100 
01101 
01110 
01111 
10000 
10001 
10010 
10011 
10100 
10101 
10110 
10111 
11000 
11001 
11010 
11011 
11100 
11101 
11110 
11111 
Probab i l i t y  
of Occurrence 
0.35721 
0.03969 
0.15309 
0.01701 
0.15309 
0.01701 
0.06561 
0.00729 
0 . 03969 
0.00441 
0.01701 
0.00189 
0.01701 
0.00189 
0.00729 
0.00081 
0.03969 
0.00441 
0.01701 
0.00189 
0.01701 
0.00189 
0.00729 
0 . 00081 
0.00441 
0.00049 
0.00189 
0.00021 
0.00189 
0.00021 
0.00081 
0.00009 
Frequency 
i n  Class 
7144 
794 
3062 
340 
3062 
340 
1312 
146 
794 
88 
340 
38 
340 
38 
146 
16 
794 
88 
340 
38 
340 
38 
146 
16 
88 
10 
38 
4 
38 
4 
16 
2 
1.00000 20000 
Cumulative 
Frequency 
87144 
87938 
91000 
91340 
94402 
94742 
96054 
96200 
96994 
97082 
97422 
97460 
97800 
97838 
97984 
98000 
98794 
98882 
99222 
99260 
99600 
99638 
99784 
99800 
99888 
99898 
99936 
99940 
99978 
99982 
99998 
100000 
50 
m 
m 
e 
of 1,000 s u b j e c t s ,  II* and II have been d i s t o r t e d  more than 
when changes w e r e  made i n  the  f o u r t h  and f i f t h  decimals of 
t h e  e n t r i e s  i n  these  matr ices .  Thus, the  s o l u t i o n  is a t  least  
moderately affected by sampling error. I n  order t o  completely 
cover t h e  imp l i ca t ions  of these r e s u l t s ,  however, d i scuss ion  
must be delayed u n t i l  the n e x t  chapter  where the cha rac t e r -  
i s t ics  of t h e  s o l u t i o n  w i l l  be examined i n  depth. 
T a b l e  8 
Laten t  P r o b a b i l i t y  Estimates fram Manifest  Matrices 
(sample #1) 
Classes 1. 2 3 
P r  opor ti on s 0.25051 0.49930 0.25020 
I t e m  1 0 . 22279 0 . 69094 0.94462 
I t e m  2 0 -05784 0.94220 0.17501 
I t e m  3 0.34056 0.35871 0.83588 
I t e m  4 0.31611 0.79835 0.36436 
I t e m  5 0.16738 0.58903 0.91032 
T a l e  9 
Latent  P r o b a b i l i t y  E s t i m a t e s  from Manifest  Matrices 
(sample #2) 
C l a s s e s  1 2 3 
Propor t ions  0.20865 0.46393 0.32742 
I t e m  1 0.18225 0 . 66844 0.90667 
I t e m  2 0.1202 1 0.93936 0.32717 
Item 3 0.36257 0.38568 0.74651 
I t e m  4 0.32205 0.78807 0.45262 
I t e m  5 0.06177 0.50522 0.97343 
51  
T a b l e  10 
Laten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #3) 
- 
Classes 1 2 3 
Propor t ions  0.18197 0.42183 0.39621 
I t e m  1 0.09098 0.73922 0.85433 
I t e m  2 0.13281 0.83976 0 . 29696 
I t e m  3 0.29563 0.27966 0.77426 
I t e m  4 0 . 24362 0.90087 0.43442 
I t e m  5 0.06476 0.46113 0.82974 
T a b l e  11 
Latent  P r o b a b i l i t y  E s t i m a t e s  from Manifest  Matrices 
(sample #5) 
Classes 1 2 3 
Propor t ions  0.19300 0 -48528 0.32173 
Item 1 0.05548 0 -68052 0.91573 
I t e m  2 0.13469 0.89786 0.26121 
I t e m  3 0.2125 7 0.41923 0.75913 
I t e m  4 0.27272 0.85847 0.40982 
I t e m  5 0.07594 0.46449 0.87734 
Table 1 2  
Laten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #6) 
Classes 1 2 3 
Propor t ions  0.20363 0.49196 0 . 30442 
Item 1 0.12 190 0.73633 0.78392 
I t e m  2 0.12877 0.90856 0.13397 
Item 3 0.27262 0.40009 0.79987 
I t e m  4 0 . 24929 0.81133 0.31233 
I t e m  5 0.05693 0.50249 0.86145 
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T a b l e  13 
Laten t  P r o b a b i l i t y  Estimates from Manifest Matrices 
(sample #8) 
classes 1 3 
Proport ions 0.23676 0.37282 0.39043 
I t e m  1 0 . 20838 0.72637 0.77572 
I t e m  2 0 . 2 7874 0.88494 0.27171 
I t e m  3 0.21724 0.36404 0.77824 
I t e m  4 0.32601 0.95532 0.37050 
I t e m  5 0.04869 0.53248 0.83999 
T a b l e  14 
Laten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #9) 
Classes 1 3 
Proport ions 0.20870 0.42491 0.36640 
I t e m  1 0.17913 0.66500 0 -89134 
Item 2 0.24063 0 . 89583 0.23709 
Item 3 0.32162 0.38871 0.81243 
I t e m  4 0 . 24496 0.89196 0.44632 
I t e m  5 0 . 10741 0 . 56493 0.89417 
T d b l e  15 
La ten t  P r o b a b i l i t y  Est imates  from M a n i f e s t  Matrices 
(sample # lo )  
Classes 1 2 3 
Propor t ions  0.25059 0.45629 0.29313 
Item 1 0.07434 0.68837 0.97527 
I t e m  2 0.11245 0.89335 0.27152 
I t e m  3 0 -40173 0.36980 0.84572 
I t e m  4 0.30603 0.86251 0.37809 
I t e m  5 0 . 21666 0.51571 0.84486 
T a b l e  16 
Laten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #11) 
C l a s s e s  1 2 3 
Proport ions 0 . 18183 0 . 5 7094 0.24723 
I t e m  1 0.00830 0.65074 0.96248 
Item 2 0.00511 0.88838 0.10055 
Item 3 0 . 29089 0,40058 0.82676 
I t e m  4 0,27932 0.74728 0.39056 
I t e m  5 0.17782 0.47576 0.86979 
T a b l e  1 7  
La ten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #12) 
Classes 1 2 3 
~~ 
Proportions 0.21980 0.43411 0 . 34609 
Item 1 0.17094 0.72512 0.91085 
I t e m  2 0.16550 0.88971 0.2 76 16 
I t e m  3 0 -24941 0.29794 0.88124 
I t e m  4 0.27668 0.87312 0.40359 
I t e m  5 0.13602 0.50690 0 -84544 
T a b l e  18 
Laten t  P r o b a b i l i t y  Estimates frm Manifest  Matrices 
(sample #14) 
~~ ~ ~~ 
Classes 1 2 3 
Proport ions 0.18583 0.51772 0 . 29646 
I t e m  1 0.08332 0.67027 0 -84559 
I t e m  2 0.09983 0.88037 0.20709 
I t e m  3 0 . 28201 0.39635 0.76176 
Item 4 0 . 19960 0.81797 0.36751 
I t e m  5 0 -04124 0 -47219 0.90331 
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T a b l e  19 
Latent P r o b a b i l i t y  E s t i m a t e s  from Manifest  Matrices 
(sample #17) 
C l a s s e s  1 2 3 
~ 
Prop or t ions 0.15493 0.62560 0 . 21948 
I t e m  1 0.11884 0 . 71096 0.87807 
I t e m  2 0.12784 0.81018 0 . 10242 
Item 3 0.30295 0.47691 0.83757 
I t e m  4 0 . 2963 7 0.75115 0 . 33045 
Item 5 0.02746 0.54181 0.94277 
T a b l e  20 
La ten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #18) 
Classes 1 2 3 
Propor t ions  0 . 19736 0 -40348 0.39916 
Item 1 0.00829 0.65871 0.91336 
I t e m  2 0 . 12723 0.90987 0.31259 
I t e m  3 0 . 27494 0.34835 0 . 78712 
I t e m  4 0.26857 0 . 90858 0.41437 
I t e m  5 0.14736 0.47123 0.78861 
T a b l e  2 1  
La ten t  P r o b a b i l i t y  Estimates from Manifest  Matrices 
(sample #19) 
Classes 1 2 3 
0.28327 0.44652 0.2 7022 Propor t ions  
stem 1 0.24439 0.70831 0 . 90899 
I t e m  2 0 . 17531 0.85297 0 . 22408 
I t e m  3 0 -30520 0 . 39052 0.93733 
I t e m  4 0.25222 0.888 70 0.31039 
Item 5 0.203 1 7  0 -48838 0 -86659 
CHAPTER IV 
THE PROPERTIES OF THE METHOD 
To pranote a g r e a t e r  understanding of the r e s u l t s  given 
i n  the previous chapter,  sane characteristics of t h e  compu- 
t a t i o n a l  method must be examined, With re ference  t o  t h e  data 
necessary for the so lu t ion ,  items t o  be analyzed are selected 
i n  t w o  sets of m-1  i t e m s  plus one add i t iona l  i t e m ,  m being 
equal  t o  t h e  number of l a t e n t  classes hypothesized, Assuming 
that m = 3, we w i l l  consider f i v e  items a r b i t r a r i l y  numbered 
1, 2,  3, 4, and 5, The total  number of d i f f e r e n t  ways of an- 
alyzing i s  equal  t o  120; i f  we c o n s i s t e n t l y  def ine  i t e m  5 as 
t h e  stratif ier,  the t o t a l  number of groupings or analyses  i s  
reduced t o  24. The pairs of manifest  data matrices (P* and P )  
assoc ia ted  with t h e  d i f f e r e n t  ways of choosing items f o r  an- 
a l y s i s  are presented i n  T a b l e s  22, 23, and 24, Theore t ica l ly ,  
if we analyzed each of these twenty-four p a i r s  of matrices, 
twenty-four i d e n t i c a l  estimates of the  l a t e n t  parameters 
would r e s u l t .  However, s i n c e  sampling w i l l  in t roduce varying 
amounts of e r r o r  i n t o  each element of t h e  data matrices, t h i s  
w i l l  no t  be t h e  case. Dif fe ren t  analyses  w i l l  then m o s t  l ike- 
l y  g i v e  d i f f e r e n t  es t imates  of t h e  l a t e n t  p r o b a b i l i t i e s .  The 
s o l u t i o n  might t he re fo re  include the  use of a l l  twenty-four 
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T a b l e  23 
Manifest  Data Matrices - Group 2 
Analysis P* P 
9 
10 
11 
12 
13 
14 
15 
1 L: 
16 
p2 
p12 
p4 
'34 
p 2  
p12  
p4 
p34 
p1 
2 1 2  
p3 
p34 
p1 
p12 
'3 
p34 
'23 
' 14 
'23 
14 
'14 
'23 
'14 
'23 
p4 Pl4] 
'4 p3.] 
'34 
'2 3 
' 14 '.:.I 12 
'3 p3.] 
'23 
'12 
'25 125 z:z5] 
'235 '345 
'145 '125 
'345 '235 
'25 
'45 
'235 zzt5] 
'345 p235] 
'125 '145 
'45 '25 
'145 '125 
' 15 
'145 '345 
'35 
'235 Et:5] 
'345 '145 
'145 5 ":.I 
p345 ztt5] 
'125 '235 
'35 
'235 '125 
58 
T a b l e  24 
Manifest Data Matrices - Group 3 
Analys is  P* P 
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pairs of matrices and t h e  canputation of an average of the 
r e s u l t s  t o  a r r i v e  a t  ove ra l l  es t imates  of t h e  l a t e n t  para- 
m e t e r s .  But note t h a t  t h e  matrices i n  T a b l e s  22, 23, and 24 
are c l a s s i f i e d  as t h r e e  d i f f e r e n t  groups: these subdivis ions 
correspond to analyses  1 t o  8, 9 t o  16, and 1 7  t o  24 i n  t h a t  
order. Each pair of matrices i n  one specific group c o n s i s t s  
of elements camon t o  a l l  other  pairs of matrices i n  t h a t  
group. The only d i f fe rence  between the  matr ix  p a i r s  i n  each 
-1 group i s  the pos i t ion ing  of their  elements. Thus, the P* P 
products  formed fran each p a i r  of matrices wi th in  a group 
w i l l  be similarity transforms of one another. Where Q is  a 
nonsingular matrix, we have 
P* = P*Q , 
S 
P = PQ , and 
S 
-1 -1 -1 P* = Q P* . 
S 
Frm (78) ,  the product matrix f o r  which the l a t e n t  r o o t s  are 
t o  be determined i s  defined as shown i n  (79) w h e r e  P*'lP i s  s s  
-1 a mat r ix  s imi l a r  t o  a n  o r i g i n a l  mat r ix  P* P. Since s imi l a r  
matrices have the  same c h a r a c t e r i s t i c  polynanial  and there- 
fore t h e  same roots, the estimated matrix D w i l l  be i d e n t i c a l  
60 
p*”P = Q -1 P* -1 PO = Q -1 [P* - ‘PIQ 
s s  (79) 
for each p a i r  of matrices i n  t h e  same group. Although the 
l a t e n t  vec to r s  w i l l  be d i f f e r e n t  due t o  the fact  that  the 
s t r u c t u r e s  of t h e  P* P product matrices are not  a l i k e ,  the -1 
l a t e n t  parameter es t imates  fran the manifest  matrix p a i r s  i n  
t h e  same group w i l l  s t i l l  be i d e n t i c a l  after taking i n t o  ac- 
count a repos i t ion ing  of the  elements i n  L and L Both of 
these matrices have m columns, t h e  first cons is t ing  of Is 
1 2- 
and t h e  next  m-1 containing l a t e n t  p r o b a b i l i t y  es t imates  for 
that  many i t e m s  over m l a t e n t  classes. Remembering t h a t  two 
sets of m-1 items were selected (plus  a stratif ier w h i c h  i s  
of no concern a t  t h e  m a n e n t ) ,  it could be shown t h a t  the i t e m  
parameter estimates i n  L are for the i t e m s  included i n  the 
first s e t  and that those i n  L- are f o r  the  i t e m s  i n  the  sec- 
ond set. As an example with m = 3,  suppose i t e m s  4 and 1 w e r e  
1 
L 
taken as the f irst  set and i t e m s  3 and 2 as the  second; then 
t h e  second and t h i r d  columns of L would contain es t imates  of 
t h e  l a t e n t  probabilities for  items 4 and 1 respec t ive ly  and 
1 
t h e  corresponding columns of L es t imates  f o r  i t e m s  3 and 2 
i n  t h a t  order. Thus, t h e  s t r u c t u r e  of t h e  est imated l a t e n t  
2’ 
matrices is  dependent upon t h e  i n i t i a l  i t e m  s e l ec t ion .  
Since we have three groups of e i g h t  s imi l a r  matrices 
when m = 3 ,  more than one s o l u t i o n  using matrices frm t h e  
6 1  
same group would be wasteful because i d e n t i c a l  es t imates  
would r e s u l t .  Referring t o  t he  twenty-four poss ib le  analyses,  
only t h r e e  are necessary for t he  purpose of es t imat ing t h e  
l a t e n t  parameters when using a constant  s t r a t i f y i n g  i t e m .  
Considering t h e  f i v e  d i f f e r e n t  s t r a t i f i e r s ,  we  have a t o t a l  
of f i f t e e n  r e l evan t  analyses. Thus, knowledge of t he  similar- 
i t y  transforms can be used  t o  choose f r m  a l l  poss ib le  anal-  
yses  only those needed for  e f f i c i e n t  estimation: t he  only 
p a i r s  of matrices which should be used  a r e  those containing 
elements absent  from matrices which have undergone previous 
a n a l y s i s  . 
With re ference  t o  the  r e s u l t s  presented i n  T a b l e s  8-21 
i n  t h e  preceding chapter ,  it w i l l  be recalled t h a t  the  mani- 
fest p r o b a b i l i t y  es t imates  from each of twenty random samples 
w e r e  subjected t o  f i f t e e n  analyses.  For s i x  of tnese  sampies, 
none of t h e  f i f t e e n  analyses r e s u l t e d  i n  an estimated s t r u c -  
t u re :  for each of the  remaining fourteen samples, no more 
than  four s t r u c t u r e s  w e r e  obtained. These r e s u l t s  are pre- 
sented i n  t h e  Appendix. When more than one s t r u c t u r e  w a s  com- 
puted f o r  a given sample, es t imates  w e r e  averaged t o  g ive  a 
s i n g l e  canposi te  s t r u c t u r e  f o r  t h a t  sample. I n  such a case, 
t h e  v a r i a t i o n  between corresponding l a t e n t  parameter es t i -  
m a t e s  f o r  a specific i t e m  was gene ra l ly  around 0.05 b u t ,  i n  
sane ins tances ,  w a s  a s  g rea t  as 0.25- Twenty samples of 500 
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observat ions w e r e  also analyzed b u t  only s ix  of these re- 
s u l t e d  i n  a t  l eas t  one e s t i m a t e d  s t ruc tu re .  Thus, it w a s  
found that  samples of 1,000 were necessary for cons is ten t  
es t imat ion  of t h e  l a t e n t  p robab i l i t i e s .  
Erroneous estimates might be due t o  three possible 
causes. The first i s  inappropriate  s p e c i f i c a t i o n  of the  num- 
ber of l a t e n t  classes: t h i s  i s  of no concern i n  the  present  
research  s ince  the  t h e o r e t i c a l  population which w a s  gene- 
ra ted for t e s t i n g  t h e  model had a known number of classes. 
The second de t r imenta l  factor is t h a t  of l a t e n t  matr ix  s in -  
g u l a r i t y .  I f  one or m o r e  of t h e  l a t e n t  matrices i s  s ingular ,  
inaccura te  es t imat ion  w i l l  occur because we  cannot state t h a t  
t h e  diagonal entries of D and t h e  l a t e n t  roots of P* P are 
equivalent .  Hence, t h e  assumption t h a t  a l l  the l a t e n t  m a t r i -  
ces be of rank m i s  cruc ia l .  Of  course,  s i n q u l a r i t y  i s  not  
a yes-no c h a r a c t e r i s t i c  b u t  i n s t ead  e x i s t s  i n  var ious amounts 
or degrees. Fran experience with t h i s  procedure t o  date, it 
can be gene ra l ly  stated t h a t  a v i o l a t i o n  of t h i s  assumption 
m a y  be recognized when L1hDL2 # P, the number of discrepant  
elements possibly being r e l a t ed  t o  the  degree of s ingu la r i ty .  
-1 
T 
The trace of fi may also be used as an ind ica to r  of t h i s  prop- 
e r ty  although t h i s  does not seem t o  be as s e n s i t i v e  as t h e  
t es t  previously mentioned. I f  t r  k # 1.00000, s ingu la r i ty  i n  
one or more of the  l a t e n t  matrices should be suspected. A t  
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any ra te ,  good es t imates  were obtained when lh  1 w a s  equal 
t o  +0.12, Reference i s  made t o  t h e  Appendix and the  second 
est imated s t r u c t u r e  f o r  sample #1 where i t e m s  3 and 5 w e r e  
chosen as t h e  second set. It should be mentioned, however, 
t h a t  no estimates emerged when i t e m s  2 and 4 w e r e  i n  the same 
set, the determinant being of the magnitude k0.03. Since a l l  
other determinants were g r e a t e r  than 0.12 (and less than 
0.60) absolute ,  it does not s e e m  l i k e l y  t ha t  s i n g u l a r i t y  of 
the l a t e n t  mat r ices  caused  poor es t imat ion  of the l a t e n t  
parameters except poss ib ly  i n  t h e  case c i t e d  above. The com- 
b i n a t i o n  of i t e m s  2 and 4 i n  a set  occurs i n  only three of 
t h e  f i f t e e n  poss ib le  analyses fo r  each sample, Therefore, any 
error i n  the est imated s t r u c t u r e s  must, i n  most ins tances ,  be 
a t t r i b u t e d  t o  t h e  t h i r d  cause, that  of sampling error. The 
conclusion t o  be drawn is that  the procedure proposed by 
Anderson i s  very s e n s i t i v e  t o  random e r r o r ;  samples of 1,000 
observat ions have been shown t o  be necessary f o r  cons i s t en t  
approximation of the l a t e n t  parameters, 
2 
The las t  property of the so lu t ion  is t h a t  the introduc- 
t i o n  of error i n t o  t h e  m a n i f e s t  matrices does not affect the 
check on the accuracy of computations; t h e  matr ix  L l b L 2  
gave a perfect reproduction of P i n  each case regard less  of 
erroneous manifest  p r o b a b i l i t i e s ,  Since (60) and (61) are 
i d e n t i t i e s ,  a s o l u t i o n  w i l l  take p lace  even i f  the es t imates  
T 
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are beyond t h e  limits of p robab i l i t i e s .  As a r e s u l t ,  t he  
s t r u c t u r e  may not  always be i n t e r p r e t a b l e  from t he  psycho- 
logical s tandpoint .  
13 
CHAPTER V 
CONCLUSIONS 
It would s e e m  from the foregoing evidence t h a t  t he  com- 
p u t a t i o n a l  method proposed by Anderson f o r  determining l a t e n t  
p r o b a b i l i t i e s  i s  f a r  too  sens i t i ve  to sampling e r r o r  t o  be of 
any p r a c t i c a l  value,  The necessi ty  of using la rge  samples 
p r o h i b i t s  i t s  use i n  almost a l l  s i t u a t i o n s ,  However, t h i s  
f a c t  might not  c o n s t i t u t e  s u f f i c i e n t  evidence f o r  a d e f i n i t e  
r e j e c t i o n  of t h i s  method i f  t h i s  w a s  i t s  only defec t ,  From 
t h e  previous discussion of t h e  c h a r a c t e r i s t i c s  of t he  solu- 
t i o n ,  we are l e f t  with the  impression t h a t  t h e  technique i s ,  
t o  say  the  least ,  inherent ly  awkward. F i r s t  of a l l ,  t h e  num- 
ber of classes must be determined by a t r ia l -and-er ror  pro- 
cedure; t h i s  d i f f i c u l t y  might no t  be apparent i n  t h e  example 
given i n  Chapter I11 because t h e  number of d i f f e r e n t  l a t e n t  
classes cont r ibu t ing  t o  t h e  manifest  p r o b a b i l i t i e s  w a s  known 
t o  be three .  Without previous knowledge, however, many anal-  
yses  might be run before  the t r u e  number of classes becomes 
known, In  add i t ion ,  t he  r o w  and column interchanges i n  t h e  
l a t e n t  matrices caused by d i f f e r e n t  p a t t e r n s  of i t e m  selec- 
t i o n  w i l l  almost always lead t o  ambiguous es t imates  i n  t h e  
p r a c t i c a l  s i t u a t i o n  where t h e  t h e o r e t i c a l  s t r u c t u r e  i s  not  
65 
66 
known. This will be especially true when the latent prob- 
abilities associated with the stratifier over two or more 
latent classes are approximately equal. Finally, Anderson's 
solution does not make use of all the data simultaneously; 
the result is that many different structures could be com- 
puted. 
All of these considerations force a reevaluation of 
Green's method. Although this technique does require the 
estimation of several elements in the manifest data matrix, 
it does not require initial knowledge of the number of la- 
tent classes: furthermore, it uses all the data at the same 
time with the result that only one solution is computed. 
Even though some of the original data has to be approximated, 
this is also a tolerated characteristic of factor analysis. 
Assuming the computer is utilized, the increased computa- 
tional complexity of Green's solution is a minor difficulty. 
These facts create a need for further research in this area. 
A similar investigation of Green's procedure might lead to 
results more encouraging than those presented in this paper. 
At any rate, practical application will be delayed until a 
more robust model is derived and empirically investigated. 
APPENDIX 
ESTIMATED STRUCTURES FOR FOURTEEN SAMPLES 
Computer output  f o r  t h e  fourteen samples with acceptable  13 
s t r u c t u r e s  is  given on t h e  following pages. W i t h  r e fe rence  
t o  t h e  t h e o r e t i c a l  s t r u c t u r e  used by Anderson [1954] as 
covered i n  Sect ion 1 of Chapter 111, the l a t e n t  i t e m  prob- 
abi l i t ies  may be a r b i t r a r i l y  numbered 1 through 5 i n  t h e  
first c l a s s ,  6 through 1 0  i n  t h e  second, and 11 through 1 5  
i n  t h e  t h i r d .  By an appropriate  numbering of t h e  estimates 
i n  t h e  following s t ruc tu res ,  t h e  r o w  and column interchanges 
i n  the l a t e n t  matrices become apparent. Where more than one 
s t r u c t u r e  w a s  computed f o r  a given sample, the corresponding 
estimates of each w e r e  averaged. 
e 
67 
68 
69 
70 
I T E P  2 ( 1 2 )  C.18289 ( 7)0.81643 ( 210.39393 
I T E P  5 ( 1 5 )  G0C6S4e (10)0.48497 ( 5)C-77496 
I T E P  3 ( 1 3 )  C.30884 ( 8)0.19801 ( 3)0.79521 
I T E F  4 ( 1 4 )  C.26243 ( 910.99968 ( 4)0,40446 
I T E F  1 ( 1 1 )  C.11563 ( 6)0.75144 ( 1)0,84384 
* * * * 4 * 4 t + t * * + * * f f . * * . * * * * * * * * * * * * ~ * * * * * * * * * * *  
71 
72 
73 
. 
75 
P R O P O R T I C h S  C.24403 0143023 0,32575 -------------------------------------------- 
ITEP 2 (12) G .  14SC9 ( 7)  0.86499 ( 2)C133608 
I T E F  5 (15) 0,20534 (10)0.51873 ( 5)0.80052 
I T E P  3 (13) C-41 t44  ( 8)0.31895 ( 3)0.86005 
I T E P  4 (14) C.29261 ( 9)0.91303 ( 410.35237 
I T E C  1 (11) CIG4S37 ( 6 )0 -68801  ( 1)0-95151 
. + * t . l + . * * + . * * . * . t . t % 4 * * * * 4 + * * f f * ~ * * * 4 * f f * * * * *  
76 
77 
SAMPLE 112 
4 4 ~ * 4 * 4 4 * . 4 4 4 4 4 * . . 4 t * 4 * 4 4 4 4 4 * 4 # * 4 * 4 4 4 4 ~ 4 4 4 4 *  
L h A L Y I I S  h U P B E R  4 P 1 2 3 4 5 4  
E S T I P A T E D  S T R U C T U R E  

79 

81 
FOOTNOTES 
'Equation (1) i s  from Anderson 119541 and equation (3 ) ,  
from Lazarsfeld [1959]. Without going i n t o  d e t a i l  here,  d(x) 
i s  assumed t o  be d i s c r e t e  i n  (1) b u t  continuous i n  (3 ) .  
2Referring t o  (31, Lazarsfeld notes  t h a t  a 0 and a 1 cor- 
i i 
respond t o  the  p r o b a b i l i t y  t h a t  a person w i l l  g ive  a pos i t i ve  
response t o  i t e m  i regard less  of h i s  p o s i t i o n  on continuum x 
and t h e  d iscr imina t ing  power of i t e m  i respec t ive ly .  
3This i s  commented on by Horst [19591, pp. 38-39. 
4The order  of presenta t ion  i s  s i m i l a r  t o  t h a t  used by 
Horst i n  t h a t  t h e  excessive s t eps  i n  t h e  so lu t ion  of Green 
have been el iminated.  
5Froen ( 2 2 ) ,  a more b a s i c  form of (24) which might be 
-1 used  i s  Q = B P [BT]-'. 
(1) 
6The no ta t ion  of Anderson w i l l  be used here  and f o r  t h e  
remainder of t h i s  paper. It is independent of Green's nota- 
t i o n  i n  t h a t  t h e  same symbol may have a d i f f e r e n t  meaning i n  
each so lu t ion .  For instance,  Anderson u s e s  p as a s t a t i s t i c  
while Green uses  it a s  a parameter. 
Summation concerns cy where cr = 1, ..., m. 7 
82 
'One c h a r a c t e r i s t i c  of t he  programmed so lu t ion  is t h a t  
t h e  r e a l  p o s i t i v e  l a t e n t  r o o t s  a r e  found i n  an order r e l a t e d  
t o  t h e i r  magnitude, t h a t  i s ,  from smallest t o  l a r g e s t .  This 
i s  inherent  i n  t h e  operat ions performed by MATVEC, t h e  sub- 
r o u t i n e  used to compute t h e  r o o t s  of t he  matr ix  P*-'P. 
'The maximum number of l a t e n t  c l a s s e s  t o  which the  pro- 
gram LSA can be applied i s ,  a t  present ,  equal  t o  ten.  
"The mat r ices  TI* and ll a s  computed by THE0 a r e  t h e o r e t i -  
h2, N, and A. 1' c a l  i n  t h a t  they are based e n t i r e l y  on A 
S l i g h t l y  inaccura te  computation i s  evidenced by the  11 
f a c t  t h a t ,  although t h e  f i r s t  column of both A 
s i s t e d  of Is and the  off-diagonal elements of N w e r e  Os, t h e  
and A2 con- 1 
respec t ive  e n t r i e s  i n  the  computed es t imates  a r e  1.00000 and 
e i t h e r  0.00000 or -0.00000. This means t h a t ,  where f i v e  
zeroes  are present  t o  the  r i g h t  of t h e  decimal po in t ,  t h e r e  
i s  a f r a c t i o n a l  p a r t  of the number which i s  less than the  
absolu te  magnitude 5 x 10 , t h i s  amount of error being con- -6 
s idered  neg l ig ib l e .  
'*A p o s i t i v e  response t o  one of t h e  f i v e  i t e m s  i s  repre-  
sented a s  a "1" and a negative response, as a "0". 
The only s t r u c t u r e s  t o  be considered w e r e  those i n  13 
which all es t imates  w e r e  between 0 and +1. 
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