Abstract: This paper has proposed a controller design method for networked control systems with network induced delays by using LMI-based delay-dependent optimization. The delays are described by a Markov chain, since they are to be time-varying and even longer than the sampling time. A delay-dependent compensation method has been proposed here with a jump linear system analysis technique to stabilize the networked control system. To exemplify the performance of the proposed method, some simulations applied to numerical examples with the networked control are performed.
INTRODUCTION
Recently network systems are widely used in several areas, and some considerable attentions have been directed to the Networked Control System (NCS). The NCS is defined as a feedback control system that the control loops are closed through a real-time network. In NCS, some network induced-delays occur inevitably to degrade the system dynamic performance, and even to be a source of potential instability.
The network induced-delays are time-varying and possibly have stochastic traffic property as well as mis-synchronization between control system components and noise in the communication medium. By making the buffers longer than the worst case delay, the network induced delay can be regarded as time-invariant (Luck and Ray, 1990) . the sampling period, and that is the main contribution of the current paper.
NCS DESCRIPTION

NCS structure with network induced delays
The NCS with the network induced delay can be depicted by a block diagram in Fig.1 . In the figure, the whole closed-loop system consists of a continuous-time plant and a discrete-time controller. The setup has considered that time-driven sensors sample the plant outputs periodically at the sampling instant; an event-driven controller and actuator are to be implemented by an external event interrupt mechanism which calculates the signal as soon as the data arrives. In the NCS description, it is assumed that the continuoustime plant is linear time-invariant and given as follows:
and the discrete-time controller is taken as a constant state feedback control as follows:
where x ∈ n , u ∈ m , and A, B, and K are of compatible dimensions. There are two sources of delays from the network: One is sensor-to-controller delay τ sc and another is controller-to-actuator delay τ ca . For timeinvariant controllers, they can be lumped together as τ = τ sc +τ ca (Halevi and Ray, 1988) . In our previous work (Yoo et al., 2002) , the network delay τ is made time-invariant by introducing buffers at the controller and actuator nodes. Although the constant delay is a convenient form to describe the network induced delay, the buffer system has some shortcoming in that it makes the delay become longer than necessary, which makes the system performance worse. Thus, in this paper, we assume that the network induced delay has timevarying properties described by Markov chains.
If the delay τ k is longer than sampling period h at each k step, then it can be separated into two parts as follows:
where d k ≥ 2 is an integer parameter that depends on Markov state at kth step. The finite state discrete Markov process has following Markov properties:
where P is the probability and N is the number of Markov states. Then the networked closed-loop system with Markov-stated delay can be rewritten as follows:
where 
State augmentation of NCS
As sampling the networked closed-loop system (4)- (5) with the period h, the discrete-time linear system with the time delay (3) is obtained as follows (Åström, 1997):
where x(k) = 0 for k < 0, x(0) = x 0 , Φ = e Ah , and
In the sampled system (6), those two delayed states have a one-step difference, so they can be augmented into a new state vector as follows:
.
Then the augmented system is represented by
From now on, the above augmented network control system is to be handled in the feedback stabilization techniques.
NCS CONTROLLER DESIGN
Firstly, assuming that time-varying discretized input matrices Γ 0 (τ k ) and Γ 1 (τ k ) in Eq. (7) can be regarded as time invariant, i.e.,
the augmented input matrix (9) can be rewritten as follows:
This assumption is for the sake of convenience to solve the problem. In this case, we can regard the time-varying delay property as integer valued Markov chains, but our formulation can be expanded to the case without this assumption, which will be shown later.
Now let us summarize a lemma, which plays an important role to obtain the delay dependent stabilization condition, as follows:
the following inequality holds:
Then the following theorem presents a sufficient condition to assure the asymptotic stability for augmented closed-loop NCS (8) with assumption (10)-(11). This theorem is to be induced by the delay dependent stabilization technique and the Markovian jump linear system control method (Boukas and Liu, 2001) .
where
Then the closed-loop system (6) with assumption (10)- (11) is asymptotically stable for the timevarying network induced delay Proof : Since it holds that
the closed-loop NCS (6) can be represented by the augmented form as follows:
Next, let us define a Lyapunov functional candidate as follows:
Taking α(·), β(·), and N in Lemma 1 as follows:
and applying Lemma 1 here, it can be shown that the whole increment of the Lyapunov functional candidate (15) satisfies the following inequality:
It follows from the Schur complements (Boyd et al., 1994) and some change of variables that (13) is equivalent to the negative definiteness of H. Therefore, from Lyapunov-Krasovskii stability theorem, it follows that the closed-loop system (6) is asymptotically stable if (13) and (14) hold. 2
Next, without previous assumptions (10)- (11), we will derive a sufficient condition for the asymptotical stability of the NCS having time-varying delays. In this case, the small time-varying delay parts influenced by τ k in Γ 0 and Γ 1 are regarded as the uncertainty structures, and the discretized input matrices are represented as follows:
Then it is possible to represent these discretized input matrices as uncertainty structures by defining Γ ∆ (τ k ) ≡ E∆(τ k )F as follows:
Based on the above uncertainty structure, we can account for the delay τ k smaller than the sampling period as follow:
Theorem 3. Suppose that there exist P (i) > 0, K(i) (i = 1, ..., N ), Q, X , Y, Z, and scalars e 1 , e 2 , e 3 such that
Then the closed-loop system (6) with uncertainty structures (21)- (22) is asymptotically stable for the time-varying network induced delay Proof : Replace Γ 0 and Γ 1 in Theorem 1 with Γ h/2 + E∆(τ k )F and Γ h/2 + (−E)∆(τ k )F , respectively. And multiply both sides of the resulting inequality by the vector x i (i = 1, 2, 3, 4), which yields the following condition , 3) (2, 4) (2, 5) (2, 6) ( * ) ( * ) (3, 3) 0 0 0 ( * ) ( * ) ( * ) (4, 4) 0 0 ( * ) ( * ) ( * ) ( * ) 0 0 ( * ) ( * ) ( * ) ( * ) ( * ) 0 
The above inequalities can be unified to (24) by using the S-procedure (Boyd et al., 1994) . 2 In Theorem 2, the inequality (24) is not of a conventional LMI but a BMI(Bilinear matrix inequality) due toP −1 (i) and Z −1 terms. So it needs a linearization technique (Ghaoui et al., 1997) as follows:
Lemma 4. (Cone-complement linearization) The nonlinear matrix inequality problems (24) and (25) can be approximated by a cone complement linearization as follows:
.., N , and Q, N , X , Y, Z and scalars e 1 , e 2 , e 3 such that
and
whereΣ
2
In Lemma 2, we have proposed the nonlinear minimization problem involving LMI conditions instead of the original non-convex feasibility problem of Theorem 2. Note that, although it is still impossible to always find the global optimal solution, it is easier to solve the proposed nonlinear minimization problem than the original nonconvex feasibility problem.
NUMERICAL EXAMPLE
To exemplify the performance of the proposed method in this paper, let us consider a simple unstable system as follows:ẋ
The above system has poles at s = −2.414 and s = 0.414. As sampling the continuous system with the period h = 0.01, the non-delayed discrete-time system is given as follows:
x(k + 1) = 1 0.0099 0.0099 0.9802
A compensation of network delayed system can be designed by using the proposed controller. Let us consider a network delayed system with three Markov stated chains To solve the suboptimal problem in Lemma 2, we introduce an iterative algorithm as follows: 
Z n+1 = Z and N n+1 = N . 4. If the stopping condition (24) is satisfied, then exit. Otherwise, set n = n + 1 and go to
Step 2.
Using this iterative algorithm, we can design a discrete-time delay-dependent controller for the networked control system such that the asymptotic stability is satisfied. It is calculated by using the software LMI toolbox in MATLAB (Gahinet et al., 1995) . The proposed controller is derived as follows:
Note that the network is assumed to have timevarying delays even longer than the sampling period as shown in Fig.2 , which cannot have been handled by existing methods. However, the compensation method proposed in the current paper can handle even this case, and the simulation results are shown in Fig.3 . These results have shown that the proposed controller is to stabilize the unstable system with some time-varying delays, which is represented by a Markov chain. It is also noted that the proposed method is to be applied to the networked control systems with any kind of delay shorter and/or longer than the sampling time. Thus the proposed control algorithm is suitable for applications to the networked control systems.
CONCLUSION
An LMI-based delay-dependent controller has been proposed for NCS with time-varying networkinduced delays. The delays are described by a Markov chain to account for the time-varying property and the uncertainty. Using this description in the current paper, a delay-dependent controller is proposed to stabilize the networked control systems with time-varying delays. It is noted that the proposed method can account for the time-varying delays even longer than the sampling time. In order to show effectiveness of the proposed control scheme, some simulations are performed to be applied to a numerical system with the network induced delay and show that the proposed method works well.
Applications of the suggested control method to real plants requires further works. The proposed compensation method is based on the state feedback control law, and extension to the output feedback control problem falls into future works.
