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Abstrakt  
Tato práce popisuje základní metody detekce a rozpoznávání obličeje jak 
z obrázku, tak z videosekvence. Všechny metody jsou určeny pro barevné snímky a 
jsou založeny na detekci kůže na základě její barevné informace. Pro detekci kůže je 
použita velmi efektivní metoda Gaussova pravděpodobnostního rozložení, přiřazující 
všem bodům v obraze hodnotu pravděpodobnosti, se kterou odpovídají lidské kůži.  
Všechny oblasti, které barvou odpovídají lidské kůži, jsou následně 
podrobeny klasifikaci, při které se určí, zda daná oblast odpovídá obličeji nebo ne. 
Pro detekci obličeje je použita metoda korelace, doplněná o metodu eigenfaces. 
K detekci obličeje ve videosekvenci je také využit model prostředí, který umožňuje 
hledat oblasti kůže pouze v místech pohybu. Metodou modelu prostředí je dosaženo 
rychlejšího zpracování, protože není potřeba prohledávat celý obraz. Jelikož je 
úspěšná detekce obličeje nutným předpokladem pro následné rozpoznávání, je v této 
kapitole věnována také velká pozornost správnému vytvoření modelu prostředí, 
vhodné volbě scény a jsou zde také naznačeny problémy s nastavením barev 
snímacího zařízení, kterým je potřeba se vyhnout. 
Oblasti, klasifikované jako obličej, jsou nakonec rozpoznávány metodou 
eigenfaces, jejímž výsledkem je tedy informace o identitě detekované osoby. 
Úspěšnost rozpoznávání obličeje touto metodou je poměrně vysoká a za ideálních 
podmínek dosahuje úspěšnosti téměř 95%. V kapitole pro rozpoznávání jsou 
uvedeny základní podmínky, které metoda eigenfaces vyžaduje. Zejména se jedná a 
vytvoření databáze obličejů a segmentace vhodných oblastí obličeje pro 
rozpoznávání. 
 
 
 
Klíčová slova:  Detekce kůže, barevný prostor, Gaussovo pravděpodobnostní 
rozložení, detekce obličeje, korelace, rozpoznávání, eigenfaces 
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 Abstract 
 This paper discusses problems of computer vision, which deals with face 
detection and recognition in image and video sequence at real time. All methods are 
designed for color images and are based on skin detection on the basis of information 
of human skin color. For skin detection is used very effective method Gaussian 
distribution, whereby is assigned value of probability for all pixels on image. 
All of the areas, which have human skin color, are classified. This 
classification specifies, which area is or isn’t face. For face detection is used 
correlation method, complete with eigenfaces method. For face detection is used 
background model too, which is enabling find skin areas only on motion places. In 
effect, we have faster image processing, because is not necessary search for complete 
images. Because successful face detection is necessary condition for successive face 
recognition, in chapter on face detection is paying attention to correct creation 
background model, to right choice scene and herein are indicated problems with 
color setting of camera too, which have negative impact on human skin detection. 
All areas classified as a face are subsequently recognized by the eigenfaces 
method. Result of recognition phase is information about human identity. Success of 
face recognition by eigenfaces is relative high. In ideal conditions has success nearly 
95%. In chapter on face recognition are given basic conditions, which are required by 
this method. Especially conditions for database of face images and segmentation of 
suitable human face areas for face recognition. 
 
 
 
 
 
Key words:  Skin detection, color space, Gaussian distribution, face detection, 
correlation, face recognition, eigenfaces 
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1. ÚVOD 
Automatická detekce obličeje z obrázku nebo z videosekvence spojená také 
s rozpoznáváním je dnes již velmi rozšířená v mnoha aplikacích. Detekce a 
rozpoznávání obličeje má svůj význam všude tam, kde je třeba rozpoznávat identitu 
osob, např. v kriminalistice, kde hraje důležitou roli v identifikaci pohřešovaných 
osob, případně k usvědčení osob z trestného činu. Detekce obličeje je dnes také často 
využívána u digitálních fotoaparátů k automatickému ostření. Dokonce i někteří 
výrobci běžných počítačů umožňují přihlašování do operačního systému na základě 
rozpoznávání obličeje. Další z možných oblastí využití jsou inteligentní roboti, 
bezpečnostní kamery apod. 
Pro pochopení následujících kapitol je důležité si uvědomit rozdíl mezi 
detekcí obličeje a jeho rozpoznáváním. Zatímco detekce představuje nalezení oblastí 
v obraze nebo ve videosekvenci, které odpovídají obličeji, rozpoznávání obličeje 
představuje porovnání těchto oblastí s vlastní databází. Výsledkem rozpoznávání je 
soubor informací o nalezené osobě. 
V praxi se obvykle setkáváme s detekcí obličeje v šedotónovém snímku a 
nejčastěji se k detekci používají neuronové sítě nebo jiné učící algoritmy, zajišťující 
vysokou úspěšnost. Cílem této práce je však využít jiných metod detekce obličeje, 
které nevychází z modelů lidského vnímání jako právě neuronové sítě. Vychází se 
z barevné informace, kterou nese lidská kůže, proto vstupní obraz programu musí být 
barevný.  
Celý projekt lze rozdělit na tři základní částí. V první části jsou hledány 
oblasti, které s největší pravděpodobností odpovídají lidské kůži. Jak už bylo 
zmíněno, kůže je hledána na základě barevné informace a proto je nutné najít vhodný 
barevný model, ve kterém dokážeme kůži co nejlépe oddělit od pozadí. Oblasti, které 
jsou označeny jako kůže, prochází ve druhé části klasifikací, která má za úkol 
všechny tyto oblasti rozdělit do tříd „obličej“ nebo „neobličej“. Tato část je 
označována jako detekce obličeje. Pro detekci obličeje existuje mnoho metod, 
z nichž jsou v této práci podrobně popsány metody korelace a eigenfaces. Poslední 
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část projektu je spojena s rozpoznáváním oblastí, které byly klasifikovány do třídy 
„obličej“ a jejím výsledkem jsou informace o identifikované osobě.  
Jelikož jsou detekce obličeje a následné rozpoznávání silně závislé na výsledku 
detekce kůže, stěžejním bodem této práce bylo vytvoření takové metody detekce, 
která je schopná najít přes 95% bodů v obraze, které lidské kůži opravdu náleží. Této 
úspěšnosti bylo dosaženo pomocí metody využívající Gaussova 
pravděpodobnostního rozložení. Pomocí Gaussova rozložení je algoritmus schopen 
detekovat jak oblasti kůže světlé pleti, tak i oblasti kůže tmavé pleti. Kromě této 
metody, která je základním pilířem diplomové práce, jsou však prezentovány také 
jednodušší přístupy, které lze využívat za přesně specifikovaných podmínek. 
Celý algoritmus, jehož výsledkem je získání identity osoby z videosekvence, 
by měl splňovat nároky na real – time. Vzhledem k tomuto požadavku jsou v této 
práci využity především metody, které nejsou příliš náročné na dobu výpočtu. Kvůli 
požadavkům na aplikaci metod v reálném čase není vhodné volit velikost snímků 
větší než 640x480 obrazových bodů, protože velikost obrazu má zásadní vliv na 
dobu zpracování, zvláště pokud se nevychází pouze z šedotónového snímku, ale jsou 
brány v potaz všechny tři barevné složky R,G a B. 
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2. DETEKCE KŮŢE 
 
Obr.  2.1: Aktuální fáze diplomové práce 
 
V této práci jsou prezentovány některé příklady metod k detekci lidského 
obličeje v barevném obraze na základě barevné informace o lidské kůži. Základem 
těchto metod je převedení vstupního obrazu na vhodný barevný model, ve kterém 
jsou hledány oblasti kůže a následné zpracování těchto oblastí tak, aby bylo možné 
určit, která z nich odpovídá obličeji. Detekce kůže je stěžejní část této diplomové 
práce a má zásadní vliv na následnou detekci obličeje a rozpoznávání. 
2.1 DETEKCE KŮŢE V BAREVNÉM MODELU IRGBY 
Metodou popsanou v této kapitole se zabývali např. na Washingtonské 
Univerzitě. Tato metoda se skládá ze dvou kroků. V prvním kroku je originální 
barevný obraz převeden na model IRgBy, ve kterém jsou detekovány oblasti, které 
pravděpodobně náleží lidské kůži. Ve druhém kroku jsou tyto oblasti zpracovávány 
tak, aby bylo možné určit, kdy se jedná o obličej. 
Vstupní barevný obraz musí být ve formátu RGB s hodnotami intenzit 
jednotlivých barev v rozmezí 0 – 255, a kvůli rychlosti zpracování by neměl být větší 
než 250x250 pixelů. Je třeba si uvědomit, že čas potřebný pro zpracování jednoho 
snímku neroste s jeho velikostí lineárně, ale kvadraticky.  
Před samotným převodem do modelu IRgBy se u hran v originálním obraze 
najde oblast s minimální hodnotou jasu o velikosti alespoň 10 bodů, a následně se 
tato oblast nastaví na 0. Je to z toho důvodu, aby se předešlo pravděpodobné ztrátě 
sytosti. Vstupní obraz, na který je aplikován následující postup, je ukázán na obrázku 
Obr.  2.2 [2]. 
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Obr.  2.2: Vstupní obraz [2] 
 
Matice RGB je nejprve převedena na model IRgBy pomocí logaritmických 
operací a z těchto hodnot je pak dopočítána amplituda, odstín a sytost jednotlivých 
pixelů. Převod na barevný model IRgBy se provádí podle vztahů: 
 
   (1) 
(2) 
(3) 
 
kde )1(log105)( 10  xxL  
 
Matice Rg a By jsou poté filtrovány mediánovým filtrem se stranami okna o 
velikosti 4*SCALE. Hodnota SCALE je vypočtena jako (výška + šířka) / 320 
zaokrouhlena na celé číslo (velikost okna byla určena experimentálně).  
K detekci kůže je nyní zapotřebí dopočítat odstín, saturaci a amplitudovou 
strukturu. Mapa znázorňující strukturu amplitud je k detekci vhodná, protože 
v oblastech kůže je tato struktura velmi nízká. Mapa struktury amplitud je na obrázku 
Obr. 2.3 [2]. 
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Obr. 2.3: Struktura amplitud [2] 
 
Mapa struktury amplitud je vytvořena z matice I následujícími kroky: 
1. Aplikace medián filtru s velikostí strany okna 8*SCALE 
2. Odečtení vyfiltrované matice I od originální matice I 
3. Na absolutní hodnotu rozdílu z kroku 2 je aplikován mediánový filtr 
s velikostí strany okna 12*SCALE. 
 
Odstín je vypočten ze vztahu ))/((arctan
2 ByRgh   a sytost 
22 RbRgs  . Výsledné údaje jsou ve stupních. Mapa odstínu je ukázána na 
obrázku Obr. 2.4 a mapa sytosti je na obrázku Obr. 2.5 [2].
 
Obr. 2.4: Odstín [2] 
 
 Obr. 2.5: Sytost [2]
 
Pomocí získaných parametrů může být provedena klasifikace. Jestliže pixel 
splňuje jednu ze dvou níže uvedených podmínek, pak spadá do oblasti kůže a jeho 
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hodnota je v binárním obraze nastavená na 1. Nesplňuje-li žádnou z podmínek, 
nejedná se o kůži a hodnota bodu v binárním obraze je nastavená na 0. 
Podmínky:  1. struktura < 4.5, 120 < odstín < 160, 10 < sytost < 60  
  2. struktura < 4.5, 150 < odstín < 180, 20 < sytost < 80 
 
 Obr. 2.6: Oblasti kůţe [2] 
 
Na obrázku Obr. 2.6 jsou oblasti odpovídající kůži zobrazeny bílou barvou, 
ostatní oblasti jsou černé. Na takto získaný binární obraz jsou použity jednoduché 
operace ke spojení bodů v souvislou oblast a v 8-okolí hraničních bodů jsou 
nastaveny pixely na hodnotu 1, aby došlo k rozšíření oblasti kůže [2]. 
2.2 DETEKCE KŮŢE V BAREVNÉM MODELU YCBCR 
 
 
 Obr. 2.7: model RGB [3] 
 
 
 Obr. 2.8: model YCbCr [3] 
Barevný model YCbCr je transformovaný RGB model, využívaný např. u 
televizního standardu PAL nebo u obrazového kompresního algoritmu JPEG. Složka 
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Y představuje jasovou úroveň, Cb a Cr barevné chrominanční složky. Mezi těmito 
modely platí převodní vztah [3]: 
 
(4)
 
Výhodou modelu YCbCr je poměrně dobrá rozlišitelnost barev, které náleží 
lidské kůži a barev pozadí. Proto se tento model používá při detekci lidské kůže 
velmi často. Pro ukázku detekce kůže pomocí modelu YCbCr je použita databáze 
obličejů [4]. Algoritmus je optimalizován pro snímky o rozměrech 640x480. 
Obrázek Obr. 2.9 představuje vstupní obraz, ve kterém chceme obličej nalézt 
a na obrázku Obr. 2.10 je tento obraz převeden do jednotlivých složek barevného 
modelu YCbCr.  Nyní je zapotřebí určit intervaly jednotlivých složek tohoto modelu, 
které pravděpodobně odpovídají lidské kůži. Intervaly jsou v tomto případě zvoleny 
podle tabulky Tabulka 2.1:  
Tabulka 2.1: Intervaly jednotlivých sloţek modelu YCbCr, které odpovídají kůţi 
Y  110 <  kůže < 190 
Cb  65 < kůže < 125 
Cr  140 < kůže < 160 
 
Všechny intervaly jsou zvoleny na základě znalostí databáze obličejů a 
podmínek, za kterých byla scéna snímána. Především se jedná o podmínky osvětlení, 
které mají největší vliv na volbu jednotlivých intervalů. 
 
 Obr. 2.9: Vstupní obraz [4] 
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 a)  b)  c)  
 Obr. 2.10: Převod do formátu YCbCr, a) sloţka Y, b) sloţka Cb, c) sloţka Cr 
 
Prahováním jednotlivých složek obrazu YCbCr, zobrazených na obrázku  
Obr. 2.10 s výše uvedenými prahy dostáváme binární obraz obsahující kandidátní 
oblasti, které by mohly odpovídat obličeji. Na tento obraz je vhodné použít 
morfologické operace k odstranění šumu a malých oblastí, které svými rozměry 
nemohou odpovídat obličeji. Jsou tedy odstraněny ty oblasti, jejíž velikost je menší 
než zvolený práh. Hodnota prahu musí být určena opět experimentálně v závislosti 
na vlastnostech vstupního obrazu (vychází se z velikosti vstupního obrazu). 
 
 Obr. 2.11: Prahování vstupního obrazu ve 
všech sloţkách modelu YCbCr 
 
 
 Obr. 2.12: Kandidátní oblasti 
 
Pokud by byl tento algoritmus použit k detekci obličeje, který se nachází ve 
větší vzdálenosti od objektivu, musí být práh pro odstranění malých objektů 
podstatně menší nebo by musely být použity pouze operace na odstranění šumu. 
Stejně je tomu v případě, pokud by snímky byly v menším rozlišení, než na které je 
algoritmus optimalizován.  
Jestliže jednotlivé pixely nesplňují všechny tři podmínky současně, jejich 
hodnota je nastavena na 0. V opačném případě je hodnota daného pixelu nastavena 
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na 1, což odpovídá bílé barvě. Výsledek prahování je ukázán na obrázku Obr. 2.11. 
Pro další zpracování je potřeba všechny detekované bílé pixely spojit do ucelených 
oblastí, jak je ukázáno na obrázku  Obr. 2.12, obsahující celkem tři kandidátní 
oblasti, které svou barvou mohou odpovídat lidské kůži.  
Oba dosud zmíněné postupy detekce kůže jsou založeny na velmi 
jednoduchém přístupu, kdy je pevně zvolen subprostor barev, který by měl obsahovat 
barvy lidské kůže. Oba jsou však použitelné pouze za předem známých specifických 
podmínek jako je vzdálenost objektivu od pozadí (resp. od obličeje osoby) nebo vliv 
osvětlení. Kromě barevných modelů IRgBy a YCbCr existuje celá řada jiných 
modelů, jako např. HSV, HSL, CMY, CIE, YUV a mnoho dalších, avšak většina 
z nich není pro detekci kůže vhodná. 
2.3 DETEKCE KŮŢE POMOCÍ GAUSSOVA ROZLOŢENÍ 
PRAVDĚPODOBNOSTI 
Metody detekce obličeje popsané v kapitolách 2.1 a 2.2 vychází z detekce 
oblastí, jejichž barva odpovídá v daném barevném prostoru barvě kůže. Segmentace 
oblastí kůže je však uvedenými metodami málo efektivní, což algoritmu ubírá na 
robustnosti. Problémem těchto metod jsou především pevně stanovené prahy, 
ohraničující barevný prostor, jehož hodnoty zřejmě odpovídají lidské kůži. 
Prahováním však nalezneme oblasti kůže pouze za přesně stanovených podmínek 
prostředí. Pokud se změní, byť nepatrně, světelné podmínky, algoritmus ztroskotá 
právě již v části prahování a další zpracování nemá smysl. Změnou světelných 
podmínek myslíme nejen použití blesku nebo zářivky, ale také rozdíl mezi 
osvětlením v budově a mimo ní. Především kvůli různorodému osvětlení, které se 
v reálném světě vyskytuje, můžeme s jistotou říct, že hledání barvy kůže v přesně 
stanovených mezích není vhodným řešením. Následující postup popisuje metodiku 
detekce lidské kůže, která podstatně více respektuje právě vliv okolí. 
 
2.3.1 Model kůţe 
Efektivnější metodou nalezení oblastí lidské kůže je vytvoření modelu kůže a 
využití Gaussovského rozložení pravděpodobnosti. V praxi to znamená, že je 
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vybrána trénovací množina obrazů, obsahující výhradně lidskou kůži. Tyto obrazy 
jsou převedeny do požadovaného barevného modelu a každý pixel z každého obrazu 
je vyhodnocen.  
Na rozdíl od hledání kůže v přesně definovaných mezích barevného prostoru 
nezískáme detekcí metodou s použitím modelu binární obraz (bílá – je kůže, černá – 
není kůže), ale získáme šedotónový obraz. Získaný šedotónový obraz nese informaci, 
s jakou pravděpodobností daný bod odpovídá oblasti kůže, čímž dostáváme širší 
škálu možností, jak tyto informace zpracovat. 
 
Postup vytvoření modelu kůže: 
1. Vytvoření vzorových barevných obrazů, obsahující lidskou kůži 
2. Převod vzorových obrazů do požadovaného barevného modelu 
3. Vyjádření četnosti výskytu jednotlivých pixelů 
4. Střední hodnota četnosti odpovídá středu Gaussovy křivky 
5. Na základě Gaussovy křivky je vytvořena matice pravděpodobností 
 
Vzorovými obrazy se myslí takové obrazy, které obsahují především lidskou 
kůži a které jsou vytvořeny za různých světelných podmínek na lidech různých ras a 
národností. Počet vzorových obrazů není pevně stanoven, obecně platí, že čím více 
obrazů lidské kůže je použito, tím je získaný model reálnější. Vhodné je však 
zachovat přinejmenším podobný počet obrazů jednotlivých ras. Těžko vytvoříme 
objektivní model pro detekci kůže osob tmavé pleti, pokud mezi vzorovými obrazy je 
pouze kůže osob světlé pleti. Pokud jsou použity obrazy různých ras, je získán sice 
robustnější model, díky kterému lze najít kůži při různorodých podmínkách, na 
druhou stranu použití vzorových obrazů pouze s jedním typem kůže dává přesnější 
model pro danou barvu pleti, z nichž je vytvořen.  
V tomto projektu jsou použity převážně obrazy kůže osob bílé pleti a jen malé 
množství obrazů osob s tmavou pletí, abych poukázal, jaký vliv má použití 
nestejného množství obrazů s různou barvou pleti. Ukázka vzorových obrazů je na 
obrázku  Obr. 2.13. 
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 Obr. 2.13: Vybrané vzorové obrazy z databáze pro model kůţe 
 
Všechny obrazy ze vzorové databáze je potřeba převést na barevný model, se 
kterým budeme dále pracovat. Originální obrazy ve formátu RGB jsou nejprve 
převedeny do formátu YCbCr a z tohoto obrazu je dále použita pouze modrá (Cb) a 
červená (Cr) složka, čímž dostáváme chromatický obraz CbCr. Je to z toho důvodů, 
že složka Y nese pouze informaci o intenzitě každého obrazového bodu, nikoliv o 
barvě. Proto není potřeba složku Y brát v úvahu (odstraníme parametr barevného 
prostoru, pro který tak nemusíme vytvářet žádné podmínky). Obrazy jsou pak 
filtrovány průměrovací maskou o velikosti 3x3 pro odstranění šumu. Použití filtru 
však nemá výrazný vliv na výsledný tvar modelu a je použit v zájmu pouze 
nepatrného zvýšení přesnosti. 
Jsou li všechny barevné obrazy převedeny na chromatický obraz CbCr, je 
zjištěna četnost hodnot jednotlivých pixelů ze všech obrazů databáze. Jedná se 
v podstatě o histogram, který grafický znázorňuje rozložení barvy kůže. Jelikož se 
každý pixel skládá ze dvou hodnot, histogram znázorňuje četnost bodů na daných 
„souřadnicích“ (Cb, Cr). Tento histogram je zobrazen na obrázku Obr. 2.14. 
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 Obr. 2.14 : Histogram Cb – Cr 
 
Než je vytvořen model, musí být histogram upraven tak, aby hodnoty, které 
se v obraze vyskytují jen v malém množství, neovlivňovali polohu středu Gaussovy 
křivky. Pokud tak se tak neučiní, model nebude dostatečně přesný, neboť Gaussova 
křivka bude pokrývat barevný prostor, který neodpovídá barvě kůže. V tomto případě 
se jedná o zvýrazněné hodnoty v obrázku Obr. 2.14. Ačkoliv se jedná pouze o 
zanedbatelné množství pixelů, jejich vliv je zásadní. Za touto oblastí stojí vzorové 
obrazy obsahující oblastí očí, vlasů, a nepatrný vliv mají také oblasti kůže tmavé 
pleti, protože obrazy s tmavou pletí obsahují větší množství pixelů s nižšími 
jasovými hodnotami obou složek než je tomu u kůže světlé pleti.  
Co se stane, pokud tato oblast nebude odstraněna a střed Gaussovy křivky se 
posune směrem k vyznačené oblasti? Pak bude pixelům, které ve skutečnosti 
odpovídají lidské kůži přidělena nižší pravděpodobnost. Hodnota pravděpodobnosti 
je však pro detekci kůže stěžejní, proto je důležité, aby byl vliv vyznačené oblasti 
eliminován.  
I přesto, že jsou vybrány vzorové obrazy obsahující převážně bílou pleť, lze 
ve zpracovávaných obrazech najít také pleť tmavou, jak se přesvědčíme dále. Je to 
z toho důvodu, že hodnoty pixelů u tmavé i světlé pleti se neliší tak výrazně, jak by 
se na první pohled mohlo zdát. 
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Uvažujme však také situaci, kdy pro tvorbu modelu jsou vybrány obrazy jak 
se světlou, tak s tmavou kůží a to ve stejném poměru. Pak bude vyznačená oblast 
disponovat větší četností výskytu daných pixelů. Můžeme ji odstranit a zanedbat tak 
pixely převážně z obrazů s tmavou kůží? Ano, můžeme. Množství pixelů ve 
vyznačené oblasti z obrázku Obr. 2.14 bude totiž vždy zanedbatelné oproti množství 
pixelů v hlavní oblasti, protože i u tmavé pleti je jejich výskyt nepatrný. Rozdíl však 
nastává právě u hlavní oblasti histogramu. Pokud použijeme větší množství obrazů 
s tmavou kůží, hlavní oblast se více protáhne směrem k souřadnicím s nižšími 
hodnotami, což v konečném důsledku bude mít vliv na polohu středu Gaussovy 
křivky. Poloha středu Gaussovy křivky se však při použití více obrazů tmavé pleti 
nezmění nijak závratně, protože jak již bylo naznačeno, světlá i tmavá pleť má ve 
chromatickém CbCr prostoru velmi podobné hodnoty. Rozdíl, který oko dokáže 
striktně rozeznat mezi tmavou a světlou pletí je dán jasovou úrovní a tedy složkou Y, 
která byla již na počátku vytváření modelu vynechána. 
 
 Obr. 2.15 : Upravený histogram Cb – Cr 
 
Na obrázku Obr. 2.15 je zobrazen histogram po úpravě, kdy je odstraněna 
minoritní oblast. Po odstranění těchto hodnot tak histogram obsahuje pouze jednu 
souvislou oblast, představující barvu kůže. Z tohoto histogramu lze snadno zjistit 
střední hodnotu četnosti, která bude odpovídat středu Gaussovy křivky. 
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Pak je podle vzorce (5) vytvořeno Gaussovo pravděpodobnostní rozložení, 
které je zobrazeno na obrázku  Obr. 2.16. 
                 𝑃 𝑖, 𝑗 = 𝑒𝑥𝑝  𝑥 − 𝑚 𝑇𝐶−1 𝑥 − 𝑚  /𝜉    (5) 
kde  
x … hodnota pixelu (r, b) 
m … střední hodnota četnosti 
C … kovarianční matice 
ξ … určuje šířku základny Gaussova pravděpodobnostního rozložení 
 
Pravděpodobnostní rozložení je počítáno bod po bodu na základě znalosti 
středu Gaussovy křivky. Nevychází se tedy z histogramu, který slouží jen pro 
informaci o poloze ani z charakteru oblasti, odpovídající kůži. Na obrázku Obr. 2.16 
je ukázán dvourozměrný obraz P(Cb,Cr) o velikosti 256x256 bodů, ve kterém každý 
bod obsahuje pravděpodobnost, se kterou daný pixel odpovídá lidské kůži. 
Takovému obrazu se říká pravděpodobnostní matice. Poloha křivky je evidentně 
správná, protože odpovídá poloze oblasti kůže ve 3D histogramu. 
 
 Obr. 2.16: Gaussovo pravděpodobnostní rozloţení 
 
Tuto pravděpodobnostní matici již lze v praxi použít k detekci lidské kůže, 
avšak stále nebude dosaženo maximální přesnosti. Po důkladném prozkoumání 
charakteru 3D histogramu zjišťujeme, že souvislá plocha v barevném prostoru je 
natočená přibližně o 40° vůči vertikální ose. Tento fakt je potřeba vzít v úvahu také 
při vytváření Gaussova pravděpodobnostního rozložení. Jak již bylo naznačeno, při 
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počítaní tohoto rozložení se nevychází z tvaru histogramu, ale v úvahu jsou brány 
pouze souřadnice daného pixelu, přesněji vzdálenost daného pixelu od souřadnic 
středu Gaussovy křivky.  
Podle vzorce (5) je tedy vytvořena rovnoměrná kuželovitá oblast, ve které 
mají všechny body ve stejné vzdálenosti od středu také stejnou hodnotu 
pravděpodobnosti. Pro takovou oblast není třeba natočení uvažovat, protože by při 
libovolném natočení měla stále stejné vlastnosti. Podle tvaru histogramu by však 
oblast Gaussova rozložení měla mít základnu ve tvaru elipsy, také natočenou o 40° 
vůči vertikální ose. Tato skutečnost vyžaduje drobnou korekturu ve vzorci pro 
výpočet Gaussova pravděpodobnostního rozložení. 
               𝑃 𝑖, 𝑗 = 𝑒𝑥𝑝  𝑥 − 𝑚 𝑇/𝜉1 𝐶
−1 𝑥 − 𝑚 /𝜉2   (6) 
kde 
ξ1 … určuje šířku základny ve vertikálním směru 
 ξ2 … určuje šířku základny v horizontálním směru 
 
Výsledné Gaussovo pravděpodobnostní rozložení vypadá na první pohled 
stejně jako je tomu u obrázku Obr. 2.16, ale jejich vlastnosti se odlišují. Na obrázku  
Obr. 2.17 je názorně ukázáno, v čem se implementace obou výše uvedených postupů 
liší. Jsou zde zobrazeny tři oblasti, přičemž všechny jsou zobrazeny ze stejného úhlu 
pohledu a to zezhora. První oblast odpovídá rozložení četnosti hodnot jednotlivých 
pixelů výše zmíněného upraveného histogramu, druhá oblast odpovídá 
Gaussovskému rozložení pravděpodobnosti podle vzorce (5) a třetí je také 
Gaussovské pravděpodobnostní rozložení, avšak natočené se základnou tvaru elipsy 
podle vzorce (6). Pixely zobrazené červeně mají nejvyšší hodnotu a tedy odpovídají 
nejvyšší pravděpodobnosti příslušnosti k lidské kůži. Tmavě modré pixely naopak 
mají hodnotu pravděpodobnosti nejnižší.  
Při otáčení základny Gaussovy křivky bylo třeba brát v potaz již zmíněný 
fakt, že rozložení je počítáno bod po bodu. Celou oblast proto nelze brát jako jeden 
„prvek“, ale jako shluk pixelů daných hodnot. Proto ji nelze ani natočit najednou, ale 
každému bodu je třeba přiřadit nové souřadnice v prostoru. Nejjednodušším řešením 
je vypočítat Gaussovo pravděpodobnostní rozložení podle vzorce (6), ale jako střed 
křivky zvolit střed pravděpodobnostní matice, tedy souřadnice (127, 127). Nyní lze 
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křivku natočit např. pomocí funkce imrotate v prostředí Matlab, která dokáže natočit 
obraz o požadovaný úhel. Pokud bychom tuto funkci použili pro Gaussovu křivku 
s původními souřadnicemi, přišli bychom o její pozici . Křivka by sice byla o 
požadovaný úhel natočená, je třeba však myslet na to, že se otačí celý obraz vůči 
středu, nikoliv kolem středu Gaussovy křivky. Leží li však křivka ve středu obrazu,  
pak se natočí kolem své vlastní osy.  
Nakonec je vypočtena vzdálenost mezi původním středem Gaussovy křivky 
(střední hodnota četnosti) a středem pravděpodobnostní matice a každy pixel je o 
tuto vzálenost požadovaným směrem posunut. 
 
  a)  b)   c)  
 Obr. 2.17: Orientace Gaussova rozloţení a) orientace 3D histogramu, b) nenatočené Gauss. 
rozloţení, c) natočené Gauss. rozloţení o 40° 
 
Z obrázku je patrné, že rozdíl obou postupů se projevuje především rozdílnou 
polohou bodů s nízkou pravděpodobností, zatímco poloha bodů s vysokou 
pravděpodobností se neliší nikterak zásadně. Přesto je z obrázku Obr. 2.17 jasně 
vidět, že natočená oblast poskytuje reálnější model než je tomu u nenatočené oblasti. 
Šířka oblasti v barevném prostoru je závislá na hodnotách ξ. Tyto parametry však lze 
stanovit pouze experimentálně na základě výsledků detekce oblastí kůže, které jsou 
ukázány dále. Hodnoty pravděpodobnostní matice leží podle vzorce (6) na intervalu 
<0, 1>. Pro další zpracování je však vhodnější upravit je na rozsah šedotónového 
obrazu, tedy na interval <0, 255>.   
40° 
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Ukázka vlivu nastavení parametrů 𝝃1 a 𝝃2 na šířku Gaussovy křivky je 
ukázána na následujících obrázcích. Středy Gaussovy křivky zůstávají vždy stejné, 
protože vychází ze vzorových obrazů. Zatímco obrázek Obr. 2.18 představuje křivku 
s „ideálním“ nastavením parametrů, parametry obrázku Obr. 2.19 pro názornou 
ukázku „ideální“ hodnoty dalece překračují. 
 
 Obr. 2.18: Gaussovo rozloţení: 𝝃1 =0.7, 𝝃2 = 1.0 
 
 
 
 Obr. 2.19: Gaussovo rozloţení: 𝝃1 = 2.0, 𝝃2 = 2.5 
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2.3.2 Pouţití modelu k detekci kůţe 
Ze znalosti modelu kůže nyní lze hledat kůži v testovacích obrazech, tzn. 
v obrazech, ve kterých chceme hledat obličej. Nejprve je nutné převést testovací 
obraz na chromatický CbCr, který se bude procházet bod po bodu a jednotlivým 
pixelům s hodnotami CbCr  budou přiřazeny hodnoty pravděpodobnosti, 
odpovídající pravděpodobnostní matici P(Cb,Cr). Pro detekci kůže je použita 
pravděpodobnostní matice, vypočtená podle vzorce (6) a natočená o 40°, protože 
více odpovídá skutečnému rozložení barvy kůže v obrazech. 
Jelikož hodnoty pravděpodobnostní matice jsou upraveny tak, aby odpovídaly 
intervalu <0, 255>, je výsledek postupu popsaného v předchozím odstavci 
šedotónový obraz, ve kterém černá barva představuje body s nejnižší, resp. žádnou 
pravděpodobností výskytu kůže a bílá barva představuje body s nejvyšší 
pravděpodobností výskytu kůže. Je jasné, že tento krok je silně závislý na charakteru 
pravděpodobnostní matice a tedy na hodnotách ξ1 a ξ2. Do jaké míry volba těchto 
parametrů ovlivňuje výsledné měření je ukázáno na obrázku Obr. 2.20, kde jsou oba 
parametry postupně navyšovány. Z obrázku vyplývá, že je třeba potřeba zvolit 
kompromis, aby bylo detekováno co nejmenší množství šumu, ale co největší 
množství bodů, jejichž barva odpovídá barvě lidské kůže. 
Na šedotónový obraz je dále aplikováno procentní prahování, kterým je obraz 
rozdělen do dvou tříd podle toho, zdali dané oblasti odpovídají nebo neodpovídají 
lidské kůži.  
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 Obr. 2.20: Detekce kůţe v závislosti na parametrech ξ1 a ξ2 
 
Z obrázku je jasně vidět, jak důležitou roli hraje volba parametrů ξ1 a ξ2. Na 
obrázku jsou parametry voleny chronologicky vzestupně. Pokud jsou pro oba 
parametry zvolené nízké hodnoty (ξ1 = 0.2, ξ2 = 0.5), je detekováno jen málo bodů, 
které ve skutečnosti kůži neodpovídají, tedy šum. Takové zjištění je sice pozitivní, 
nikoliv už ale skutečnost, že není detekováno mnoho bodů, které lidské kůži naopak 
odpovídají. Pro vyšší hodnoty (ξ1 = 0.5, ξ2 = 0.9) se podaří detekovat většinu bodů, 
které lidské kůži odpovídají, ve větší míře se ale projeví také šum. Neprojeví se však 
v takové míře, abychom jej při dalším zpracování nedokázali odstranit. Co se stane, 
když jsou zvoleny oba parametry příliš vysoké lze vidět v dolní části obrázku. Oblast 
Gaussovského rozložení pokrývá příliš velkou plochu v barevném prostoru a proto je 
ξ1 = 0.2, ξ2 = 0.5 
ξ1 = 0.5, ξ2 = 0.9 
ξ1 = 1.1, ξ2 = 1.3 
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také bodům, které zdaleka neodpovídají lidské kůži, přiřazena poměrně vysoká 
pravděpodobnost. 
Na obrázku Obr. 2.21c jsou zobrazeny výsledky procentního prahování. Pro 
detekci kůže zde byly použity parametry (ξ1 = 0.5, ξ2 = 0.9). Zaměřme se nyní na 
první obrázek. Zde je snahou detekovat kůži u dítěte tmavé pleti. Mezi vzorovými 
obrazy, ze kterých je vytvářen model, však je jen minimum těch, které tmavou pleť 
obsahují. Jak je tedy možné, že výsledky detekce oblastí kůže dosahují uspokojivých 
výsledků? Tato otázka byla naznačena již v kapitole pro vytváření modelu kůže. 
Ačkoliv lidské oko oddělí velmi striktně světlou pleť od tmavé, ve 
chromatické CbCr prezentaci mezi nimi tak výrazný rozdíl není. Pokud bychom 
vytvořili zvlášť model pouze z obrazů, obsahujících tmavou pleť a zvlášť model 
pouze z obrazů, obsahujících světlou pleť, zjistíme, že oblasti Gaussových křivek 
jednotlivých modelů se výrazně překrývají. Souřadnice středu Gaussovy křivky pro 
tmavou pleť jsou přibližně [116, 139] a pro světlou pleť [117, 147]. Vidíme tedy, že 
zastoupení barvy Cb je u obou typů pleti téměř totožné. Bílá pleť pak obsahuje o 
málo světlejší odstíny složky Cr než tmavá pleť. 
Procentní prahování je provedeno pro 20% práh. Ve výsledném binárním 
obraze tak zůstanou pouze nejsvětlejší pixely šedotónového obrazu kůže, tedy ty, 
které s největší pravděpodobností kůži opravdu náleží. Ne vždy se však podaří 
eliminovat oblasti, které kůži nenáleží. A to i přesto, že je k dispozici „reálný“ model 
kůže. Obvykle to jsou však malé oblasti, které lze odstranit na základě jejího počtu 
pixelů. Právě kvůli detekci falešných pixelů kůže je potřeba vhodně zvolit parametry 
modelu (ξ1, ξ2). Nikdy však nelze najít univerzální nastavení, které bude vyhovovat 
všem světelným podmínkám a rasám.  
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  a)  b)  c)  
 
Na obrázku Obr. 2.21a je zobrazen originální obraz, v němž chceme 
detekovat kůži. Na základě použití modelu a přidělení každému bodu originálního 
obrazu pravděpodobnost, se kterou náleží lidské kůži, dostaneme šedotónový 
obrázek Obr. 2.21b. Na obrázku Obr. 2.21c je zobrazen výsledek procentního 
prahování, kde bílé oblasti odpovídají kůži. 
 
 
 
 
 
 
 
 
 
 Obr. 2.21: Detekce kůţe s pouţitím modelu, a) originální obraz, b) přidělení pravděpodobnosti 
výskytu kůţe jednotlivým pixelům, c) procentní prahování 
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2.3.3 Vliv parametru 𝝃 na počet detekovaných bodů kůţe 
Na obrázku Obr. 2.20 je znázorněn vliv parametru 𝝃1 a 𝝃2 při detekci kůže. Je 
jasné, že s rostoucími hodnotami obou parametrů roste také počet detekovaných 
bodů. Pro znázornění závislosti počtu detekovaných bodů na obou parametrech bylo 
provedeno měření na testovacím obrázku Obr. 2.22. Počet všech bodů v obraze je 
R*S = 119712. 
 
 Obr. 2.22: Testovací obraz pro detekci bodů kůţe 
 
Tabulka 2.2 : Počet detekovaných bodů v závislosti na parametrech 𝝃 
𝝃1 = 𝝃2 
> 50 > 100 > 150 > 200 >250 
  P ≈ 20%   P ≈ 40%   P ≈ 60%   P ≈ 80%   P ≈ 100% 
0.1 11811 7402 4847 2225 200 
0.2 17214 12705 8635 4847 487 
0.3 20182 16435 11811 6883 487 
0.4 21912 18139 13749 7711 950 
0.5 22929 19925 15986 9291 1205 
0.6 23711 21039 17092 11199 1205 
0.7 24303 22011 18012 12137 1205 
0.8 24804 22544 19216 13233 1737 
0.9 25187 23156 19981 14266 2261 
0.10 25446 23601 20728 14585 2261 
0.15 27022 25050 22901 17932 2587 
0.20 29037 25877 24070 20268 3775 
0.25 34319 26913 24909 21476 4847 
 
V tabulce Tabulka 2.2 jsou uvedeny počty detekovaných bodů pro dané 
hodnoty parametrů 𝝃1 a 𝝃2, které při tomto měření měly vždy stejné hodnoty, a 
S  
R 
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Gaussova křivka tedy měla kruhovou základnu. Jednotlivé sloupce tabulky udávají 
počet bodů, kterým jsou v závislosti na parametrech 𝝃1 a 𝝃2 přiděleny dané hodnoty 
pravděpodobnosti. Pro ukázku jsou tyto pravděpodobnosti rozděleny pouze do pěti 
skupin, ve skutečnosti však dosahují hodnot 0 – 100% (0 – 255 v šedotónovém 
snímku). Na obrázku Obr. 2.23 jsou pak naměřená data vynesena do grafu. 
 
 Obr. 2.23: Závislosti počtu detekovaných bodů na parametrech 𝝃 
 
Při detekci kůže v testovacím obrazu Obr. 2.22 jsou dosaženy výsledky, které 
jsou ukázány na obrázku Obr. 2.24. Tyto obrázky jen graficky znázorňují předchozí 
naměřené hodnoty. 
 
 Obr. 2.24: Počet detekovaných bodů v závislosti na parametru 𝝃: a) 𝝃 = 0.1, b) 𝝃 = 1.0, c) 𝝃 = 2.5 
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3. DETEKCE OBLIČEJE 
 
Obr.  3.1: Aktuální fáze diplomové práce 
 
Pro detekci obličeje ve snímané scéně se využívá algoritmů, které lze rozdělit 
do určitých oblastí podle způsobu zpracování dané scény. Mezi nejpoužívanější 
metody detekce obličeje patří [1] : 
a) Detekce obličeje ve snímcích se známým pozadím - v tomto případě se 
jedná o velmi jednoduchý přístup, protože se snímají objekty s předem 
známou barvou pozadí. Lze tedy snadno oddělit pozadí od objektu, který 
vždy odpovídá obličeji.  
b) Detekce obličeje pomocí barvy – metoda spočívající v detekci lidské 
kůže. Problém této metody je především v malé robustnosti navrženého 
algoritmu. Hlavní problém představuje fakt, že lidé nemají jednotnou 
barvu kůže. Dalším problémem je pak náchylnost na různé osvětlení 
snímané scény. 
c) Detekce obličeje pomocí pohybu – pokud máme k dispozici video, 
můžeme využít faktu, že obličej se ve snímané scéně neustále pohybuje. 
Problémy vznikají, je-li ve scéně více pohybujících se objektů, pak je 
potřeba všechny „pohybové“ oblasti správně klasifikovat podle 
specifických kritérií.  
d) Kombinace předchozích metod – spojením několika vhodných přístupů 
lze dosáhnout lepších výsledků. 
e) Detekce obličeje v komplexním pozadí – nejobtížnější případ detekce 
obličeje nastane tehdy, neznáme li předem scénu, ve které jej máme 
detekovat, a tudíž nemáme žádné informace o barvě kůže, pozadí nebo 
pohybu v této scéně. V takovém případě se využívají např. neuronové 
sítě, které se daným podmínkám přizpůsobí. 
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Zaměřme se nyní na detekci obličeje, která vychází z detekce oblastí kůže 
pomocí metod popsaných výše. Pro obrázek golfisty z kapitoly 2.1, ve které byly 
hledány oblasti kůže s použitím modelu IRgBy, jsou provedeny následující postupy, 
vedoucí k detekci obličeje. Abychom odlišili obličej od ostatních oblastí, provedeme 
prahování na šedotónovém obraze obsahující oblasti kůže tak, abychom odstranili 
nejsvětlejší a nejtmavší oblasti Obr. 3.2). Pro zvětšení kontrastu je vhodné provést 
ekvalizaci histogramu. Po prahování je obraz negován a výsledkem jsou body, které 
odpovídají očím a nosním dírkám. Nejpravděpodobnější oblastí pro obličej tedy bude 
vyhodnocena ta, která tyto body obsahuje. Výsledná oblast je zobrazena na obrázku  
Obr. 3.5.  
 
 Obr. 3.2: Oblasti kůţe [2] 
 
 
 Obr. 3.3: Negace [2] 
 
 Obr. 3.4: Prahování [2] 
 
 
 Obr. 3.5: Výsledný obraz [2] 
  
Tento postup je jednou z možností jak detekovat obličej, parametry pro 
klasifikaci obličejové oblasti je možné zvolit i jiné. Např. tvar oblastí nebo jejich 
velikosti. 
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3.1 VYUŢITÍ DETEKCE OČÍ A ÚST 
V kapitole 2.2 byly oblasti kůže detekovány po převodu do barevného 
modelu YCbCr. Jakmile jsou detekovány oblasti, jejichž barva odpovídá kůži, je 
potřeba provést operace, pomocí nichž lze klasifikovat jednotlivé oblasti a určit, 
která odpovídá obličeji. Jednou z možností je detekce úst, ke které je použita FLD 
transformace.  
 
FLD transformace je dána vztahem [3] :  
 
(7) 
 
 
 Obr. 3.6: Aplikace FLD transformace 
 
 Obr. 3.7: Detekce úst prahováním 
 
FLD transformace vychází z předpokladu, že barva rtů je složena z vysoké 
hodnoty červené barvy a nízké hodnoty barvy modré. Tato barevná skladba se však u 
různých lidí liší a pomocí transformace FLD nelze postihnout všechny případy. Proto 
je možné použít i g transformaci, kterou lze transformaci FLD v některých případech 
doplňovat. „g“ transformace je dána vztahem: 
 (8) 
 
Na obrázku Obr. 3.6 je zobrazen výsledek FLD transformace, ve kterém je 
zřetelné, že ústa jsou výrazně tmavší než ostatní části v oblasti obličeje. Na tento 
obrázek je použito procentuální prahování. Výsledkem prahování je binární obraz, ve 
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kterém černé pixely náleží pravděpodobným oblastem rtů a bílé pixely ostatním 
oblastem. Tento obraz je pak negován a výsledek je zobrazen na obrázku Obr. 3.7. 
Algoritmus pro detekci úst bývá obvykle rozšířen také o detekci očí, jež patří 
k dalším specifickým oblastem v obličeji. Při detekci očí využíváme faktu, že většina 
lidí má podobnou barvu zornice a bělmy. Problém však nastává, pokud je oblast očí 
zahalena stínem a bělmu nelze rozlišit. 
Mapa očí je dána vztahem [3]: 
(9) 
 
 
 Obr. 3.8: Transformace Eye map 
 
 Obr. 3.9: Detekce očí po prahování 
 
 Aplikací transformace EyeMap je 
získán obrázek Obr. 3.8, ve kterém je vidět, 
že oči jsou v oblasti obličeje nejsvětlejší 
oblastí. Na tento snímek je provedeno opět 
procentuální prahování. Opět dostáváme 
binární obraz, kde bílé pixely tvoří oblasti, 
které mohou odpovídat očím. Snímky Obr. 
3.7 a Obr. 3.9 obsahují stále příliš mnoho 
oblastí, které neodpovídají našim požadavkům. Pro nás je však stěžejní, že mimo tyto 
oblasti jsou opravdu nalezeny i oči a ústa. Využijeme znalosti o poloze kandidátních 
oblastí Obr. 2.12). V prvním kroku je vynásoben snímek kandidátních oblastí se 
snímkem, kde jsou detekovány ústa Obr. 3.7) a v kroku druhém je vynásoben snímek 
s kandidátními oblastmi se snímkem, kde jsou detekovány oči Obr. 3.9). V obou 
 Obr. 3.10: Detekce očí a úst 
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případech zůstanou ve výsledných snímcích pouze ty pixely, které mají v obou 
násobených snímcích hodnotu 1. Tento postup binárně filtruje objekty, které  
leží mimo kandidátní oblasti. Nakonec jsou oba vynásobené snímky sjednoceny do 
jednoho výsledného obrazu, který je zobrazen na obrázku Obr. 3.10. Nyní je už 
snadné určit, které z kandidátních oblastí odpovídají obličeji.  
Detekce očí a úst není nezbytná, avšak jejich použití může za určitých 
podmínek zvyšovat efektivitu algoritmu detekce obličeje. Pokud bychom chtěli 
detekovat obličej pouze na základě barvy bez dalších operaci, směřujících k detekci 
významných obličejových částí (oči, ústa, nos atd.), pak je třeba klasifikovat přímo 
jednotlivé kandidátní oblasti z obrázku  Obr. 2.12. Pro tyto případy se zdá vhodné 
klasifikovat kandidátní oblasti podle excentricity neboli výstřednosti. Hodnota 
excentricity se pohybuje v rozmezí <0; 1> a čím více se blíží k jedničce, tím více 
daná oblast odpovídá přímce. Naopak čím více se hodnota blíží k nule, daná oblast 
odpovídá kruhu. Použitá prahová hodnota výstřednosti odpovídající obličeji je 
přibližně 0,85. Oblasti, jejichž výstřednost je větší, než tato prahová hodnota jsou 
z obrázku vymazány (nastaveny na 0). Ostatní jsou ponechány a klasifikovány jako 
obličej. Výsledek klasifikace oblastí podle výstřednosti je zobrazen na obrázku Obr. 
3.11. 
 
 Obr. 3.11: Klasifikace oblastí podle výstřednosti 
 
Nevýhoda klasifikace podle výstřednosti je její nepříliš velká robustnost. 
Výsledek klasifikace je silně závislý na kvalitě prahování. Pro dosažení 
požadovaného výsledku by mělo být prahování nastaveno tak, aby všechny 
kandidátní oblasti byly od sebe odděleny. U snímku s kandidátními oblastmi (Obr. 
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2.12) se povedlo při prahování oddělit oblasti obličeje a krku, ačkoliv se v obou 
případech jedná o lidskou kůži. V případě, že by tyto oblasti splývaly v jednu, 
hodnota výstřednosti by nemusela odpovídat klasifikační podmínce a celá oblast 
bude vynulována. V  aplikacích je třeba brát ohled právě také na případ, kdy oblasti 
krku a obličeje splývají. Proto je prahová hodnota excentricity poměrně vysoká. 
Vlivem vysoké prahové hodnoty však u některých snímků dochází k chybné 
klasifikaci oblastí, které neodpovídají obličeji. Je potřeba najít kompromis mezi 
rozsahem hodnot pro prahování a prahovou hodnotou excentricity. Jistou možností 
jak zvýšit úspěšnost klasifikace je použití více klasifikačních podmínek.  
Pokud se vychází ze znalosti scény, můžou být jako další klasifikační 
parametry zahrnuty např. rozměry obličeje. Použitím tohoto parametru by se ale opět 
snížila robustnost celého algoritmu, protože by byl schopen detekovat obličej pouze 
v malém rozmezí vzdálenosti od objektivu. 
Jestliže je dosaženo takové úrovně klasifikace, jako je na obrázku Obr. 3.11, 
nezbývá než výslednou oblast v originálním obraze ohraničit.  
 
 Obr. 3.12: Výsledky detekce obličeje, a) Správná detekce, b) c) Chybná detekce 
 
Na obrázku Obr. 3.12 jsou znázorněny výsledky detekce obličeje. Obrázky  
Obr. 3.12b a Obr. 3.12c  zobrazují chybnou klasifikaci, která vychází ze zvoleného 
barevného prostoru, určující barvu kůže. V případě obrázku Obr. 3.12b  zasahují do 
tohoto prostoru i barvy, které kůži neodpovídají, pro obrázek Obr. 3.12c  je naopak 
barevný prostor kůže nedostatečný a neobsahuje všechny barvy kůže.  
Tento algoritmus je použitelný pouze za přesně specifikovaných podmínek, 
kdy je známý charakter pozadí. Jestliže bude mít pozadí svou specifickou barvu 
(např. černou), pak lze bez problému najít takový barevný prostor, který bude 
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obsahovat všechny barvy kůže a zároveň nebude obsahovat barvu pozadí. Pro obrazy 
s komplexním pozadím je tento algoritmus nedostačující. 
3.2 DETEKCE OBLIČEJE POUŢITÍM HAAROVÝCH PŘÍZNAKŮ 
Ke klasifikaci obličeje se využívá různých přístupů. Jedním lze klasifikovat 
přímo na základě intenzit, jiným na základě příznaků. Výhoda klasifikace podle 
příznaků je v tom, že příznaky obsahují informace o charakteru dané oblasti. Pokud 
jsou tyto informace vyjádřené jednoduše, získáváme velmi rychlé metody 
klasifikace. 
V případě BCD přístupu jsou příznaky získané pomocí Haarových bázových 
funkcí. Příznakem rozumíme rozdíl součtů intenzit sousedních oblastí (dvou, třech, 
čtyřech nebo více). Rozdíl je počítán tak, že je vždy odčítána suma intenzit světlé 
oblasti od sumy intenzit tmavé oblasti. Chceme li vypočítat hodnoty všech příznaků, 
tedy všechny jejich velikosti a pozice, jejichž charakter je shodný s příznaky 
zobrazených na obrázku Obr. 3.13, pak pro obraz velikosti 24x24 pixelů dostáváme 
více než 45000 různých příznaků. Proto je nutné zvolit rozsah prověřované oblasti a 
parametry příznaků (minimální velikost, maximální velikost, krok posunu v rámci 
oblasti) tak, aby výsledný počet prověřovaných oblastí nebyl příliš velký. [5] 
 
 Obr. 3.13: Typy příznaků [5] 
 
Pokud bude krok posunu t nastaven na příliš, byla by detekce tváří sice 
rychlá, ale s rizikem, že některé tváře v obraze nebudou vůbec prověřované. Naopak 
při malém kroku posunu se rychlost procesu detekce snižuje, protože narůstá počet 
prověřovaných oblastí. Na druhé straně však téměř neriskujeme, že nějaká oblast 
obsahující tvář nebude prověřována. S použitím malých hodnot parametrů t a  ρ jsou 
kromě výpočtové náročnosti spojené i jiné problémy. Jedním z nich je vícenásobná 
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detekce oblastí obsahujících tvář. Tento problém se dá řešit tak, že se pro každou 
oblast s potencionálním výskytem tváře zjišťuje, zda li se v jejím blízkém okolí 
nenachází sousedící oblasti podobné velkosti, které by ji překrývali plochou větší než 
zvolená prahová hodnota v procentech. Pokud je těchto sousedních oblastí aspoň Θ, 
je vypočítána jejich průměrní velikost a pozice a tato pozice je prohlášena za 
tvarovou [5].  
 
 Obr. 3.14: Vysvětlení parametrů [5] 
 
Parametry: 
 s – velikost prověřované oblasti 
 t – posun při prohledávání vstupního obrazu 
 ρ – koeficient zvětšení  
 
Na obrázku Obr. 3.15 jsou zobrazeny ukázky výsledků detekce obličeje 
s použitím Haarových příznaků. 
 
 
 Obr. 3.15: Výsledky detekce obličeje s pouţitím Haarových příznaků [5] 
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3.3 DETEKCE OBLIČEJE POMOCÍ KORELACE A EIGENFACES 
Cílem tohoto projektu je detekce obličeje na základě barevné segmentace. Ve 
fázi samotné detekce obličeje však již barvu nebudeme brát v úvahu a budeme 
vycházet z binárního obrazu, obsahující oblasti kůže, detekované postupem 
popsaným v kapitole Detekce kůže pomocí Gaussova rozložení pravděpodobnosti. 
Pomocí tohoto postupu jsme schopni detekovat téměř všechny oblasti kůže. 
Naneštěstí však nejsme schopni vždy eliminovat všechny body a oblasti, které kůži 
neodpovídají. Proto musíme počítat se skutečností, že se ve snímku mohou 
vyskytnout oblasti podobné obličeji, které však obličeji nepřísluší. Je tedy třeba 
klasifikovat jednotlivé oblasti podle různých parametrů tak, abychom tyto oblasti od 
sebe dokázali oddělit. Na rozdíl od metod uvedených na počátku (kapitola 2.2) 
nebudeme detekovat obličej pouze na základě hodnoty výstřednosti, ale použijeme 
efektivnější způsob klasifikace, obsahující více specifických parametrů. 
Pro detekci obličeje je použitá metoda korelace, doplněná o metodu 
eigenfaces. Metoda eigenfaces je podrobně popsána v kapitole Eigenfaces.  
 
 
Poměr > 0.8 
Orientace < ± 35 
 
Korelace > 0.4 
 
Eigenfaces 
E > práh 
 
Oblast je obličej 
Oblast kůţe 
Oblast není obličej 
NE 
NE 
NE 
ANO 
ANO 
ANO 
 Obr. 3.16: Algoritmus klasifikace oblastí kůţe 
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3.3.1 Metoda korelace 
První metodou detekce obličeje je porovnávání (korelace) detekované oblasti 
kůže a modelu obličeje, vytvořeného na základě znalosti vlastností lidského obličeje. 
Výstupem korelační funkce je míra podobnosti obou oblastí. Model obličeje je 
vytvořen tak, aby reprezentoval základní vlastnosti lidského obličeje, jako jsou jeho 
výška, šířka a tvar.  
 
 Obr. 3.17: Model obličeje [6] 
 
Jelikož obraz může obsahovat mnoho oblastí, které odpovídají barvě kůže, 
může být korelace všech těchto oblastí s maskou obličeje časově dosti náročná. Proto 
počet oblastí kůže, se kterými bude vypočtena míra podobnosti s modelem obličeje, 
snížíme. Korelace bude počítána jen pro oblasti, vyhovující základním požadavkům, 
které svými vlastnostmi obličej klade. Jedním z těchto požadavků je poměr výšky a 
šířky oblasti. Z měření bylo statisticky zjištěno, že poměr šířky a výšky obličeje je 
větší než 0,8. K výšce obličeje se počítá také oblast krku, jak bude vysvětleno dále. 
Druhý požadavek, který musí oblasti splňovat je orientace. Obličej budeme hledat 
pro maximální sklon ±35° vůči vertikální ose. Dalším možným parametrem je také 
Eulerovo číslo, jehož vliv a nastavení bude rovněž vysvětleno dále. Teprve v případě, 
že daná oblast vyhovuje zmíněným požadavkům, přijde na řadu korelace. Schéma 
klasifikačního algoritmu je zobrazen na obrázku Obr. 3.16. 
Pro splnění první podmínky je nutné si ujasnit, co se myslí pod pojmem 
výška obličeje. Vypočtený poměr šířky a výšky vychází z předpokladu, že oblast 
krku je rovněž detekována a s obličejem tvoří souvislou oblast. Je to z toho důvodu, 
že jen málokdy se barevnou segmentací podaří oddělit oblast krku od oblasti 
obličeje. Dalším předpokladem je, že oblast krku je zespodu ohraničena oděvem 
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osoby, tzn., netvoří souvislou oblast se zbytkem těla. Z tohoto předpokladu také 
plyne, že algoritmus nebude fungovat, pro osoby bez vrchního oděvu (např. daná 
osoba má pouze kalhoty, plavky, apod.). V případě, že se barevnou segmentací 
oddělí oblast krku od oblasti obličeje, stále bude platit podmínka, kdy musí být šířka 
v poměru s výškou větší než 0,8. Splňuje li oblast také podmínku orientace, je pro 
tuto oblast vypočtena korelace s maskou.  
Dříve byl zmíněn také vliv Eulerova čísla. Také tento parametr lze 
v některých případech používat pro klasifikaci, avšak spojením s metodou korelace 
dochází v mnoha případech ke kolizi. Eulerovo číslo je dáno vztahem: 
                                           𝐸 = 𝐿 − 𝐻  (10) 
kde 
 L ... počet oblastí 
 H ... počet děr v oblastech 
 
 Ze znalosti oblasti obličeje víme, že se v ní vyskytuje minimálně jedna „díra“, 
ať už se jedná o oko, nosní dírky nebo pusu. Proto lze využít dodatečnou podmínku, 
že pro danou oblast musí také platit H ≥ 1, aby mohla být vypočtena korelace. V čem 
je tedy problém? Proto, abychom efektivně využili vlastností korelace, je potřeba 
oblast kůže „vyplnit“, aby tato oblast byla co nejvíce podobná modelu obličeje. 
Vyplněním oblastí kůže však přijdeme o „díry“ a podmínka H ≥ 1 tak nebude nikdy 
splněna. To je také důvod, proč v tomto projektu není Eulerovo číslo využito jako 
parametr klasifikace. Tento parametr lze využít za předpokladu, že se upraví 
korelační práh, pomocí něhož jsou oblasti klasifikovány do třídy obličej a neobličej. 
Zpravidla musí být nižší než 0.4, protože dané oblasti si budou méně podobné. 
Přidání parametru E by bylo vhodné v případě, že jsou přesně stanoveny podmínky 
snímaní osob. Pak je možné mít tento parametr i korelaci „pod kontrolou“. Pro 
obecné podmínky si tyto parametry vyhovovat nemohou, protože se v jednotlivých 
případech příliš liší. 
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 Obr. 3.18: Schéma postupu při korelaci 
 
Proto, aby mohla být provedena korelace oblasti a modelu obličeje, musí být 
model převeden z šedotónového snímku na binární, protože výsledkem detekce kůže 
je rovněž binární obraz. Porovnávané oblasti také musí mít stejné rozměry, jako jsou 
rozměry modelu. Je tedy nejprve nutné upravit model obličeje pro danou oblast, tzn. 
upravit jeho výšku a šířku. Důležitá je také orientace modelu, která musí odpovídat 
orientaci oblasti kůže. Kromě modelu je třeba upravit také danou oblast kůže. 
Vyjdeme ze znalosti přibližného poměru šířky a výšky obličeje.  Pro korelaci tedy 
ořízneme výšku oblasti kůže podle tohoto poměru. Tento krok je potřebný z toho 
důvodu, že nechceme provést korelaci modelu obličeje s oblastí kůže, která obsahuje 
jak oblast obličeje, tak oblast krku. Po ořezu oblasti kůže je tedy odstraněna oblast 
krku. Je li model obličeje i oblast kůže vhodně upravena, může být vypočtena 
korelace. Důležité je dbát na to, aby střed modelu obličeje odpovídal středu oblasti, 
se kterou je korelován. 
Metoda korelace dosahuje největší chyby při úpravách jednotlivých oblastí 
kůže, protože při snaze o odstranění oblasti krku se vychází pouze z obecných 
znalostí o poměru šířky a výšky této oblasti. Při detekci kůže v oblasti obličeje však 
vždy nenastávají stejné podmínky. Jedná se především o změnu osvětlení, které má 
za následek stíny v oblasti krku nebo typ oblečení, které má daná osoba na sobě 
(tričko, košile, rolák, hluboký výstřih). Porovnáme li např. oblast krku v případě, že 
daná osoba má vysoký límec nebo rolák a oblast krku osoby, která má hluboký 
výstřih, je jasné, že obě spojité oblasti obličeje a krku budou mít jiné rozměry. Další 
chyba může vznikat u lidí s různými barvami vlasů. Za určitých světelných 
podmínek také světle hnědá barva vlasů odpovídá v Gaussově rozložení barvě kůže. 
Oproti tomu černá barva vlasů nebude nikdy detekována. S barvou vlasů souvisí také 
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typ účesu. Také v těchto případech se budou detekované oblasti lišit jak v šířce a 
výšce, ale také ve tvaru. 
 
 Obr. 3.19: Korelace oblasti kůţe a modelu obličeje 
 
Na obrázku Obr. 3.19 je znázorněn princip korelace oblasti kůže a modelu 
obličeje. Experimentálním měřením bylo zjištěno, že oblast kůže odpovídá obličeji, 
pokud je výsledek korelace větší než 0,4. Ačkoliv se tato podobnost zdá velmi nízká, 
jsou zde zahrnuty právě problematické případy s rozměry oblastí, které byly 
popisovány výše. Výsledek korelace je silně závislý na správné poloze modelu a 
oblasti kůže, tzn. je potřeba dbát na to, aby střed detekované oblasti odpovídal středu 
modelu obličeje. Výsledky detekce obličeje pomocí korelace mohou vypadat např. 
takto: 
 
 Obr. 3.20: Výsledky detekce obličeje s pouţitím korelace 
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Na obrázku Obr. 3.20 jsou ukázány výsledky, kterých bylo dosaženo pouze 
s použitím korelace. Na začátku této kapitoly byl však naznačen algoritmus 
klasifikace jednotlivých oblastí kůže Obr. 3.16), ve kterém je kromě korelace použita 
také metoda eigenfaces. Proč tedy používat další klasifikační metodu, když pomocí 
korelace jsme schopni správně dané oblasti klasifikovat? 
Na tuto otázku existuje jednoduchá odpověď. Metoda korelace je poměrně 
efektivní, avšak pouze za určitých podmínek. Podmínkou úspěšné klasifikace oblasti 
kůže do třídy obličej záleží na kvalitě detekované samotné oblasti kůže. 
Z experimentů bylo zjištěno, že ve většině případů je při detekci kůže v obličeji 
správně detekováno přibližně 80% obrysových bodů obličeje, tzn., jsme schopni 
odhadnout hranice oblasti obličeje (výška, šířka) včetně krku.  V některých případech 
však kůže v oblasti obličeje obsahuje příliš mnoho nebo příliš velké díry, které 
standardními metodami nelze vyplnit (např. chybí hranice díry, pokud v dané oblasti 
není hranice obličeje detekována). Pak korelace detekované oblasti kůže a modelu 
obličeje dosahuje nižších hodnot, i když tato oblast ve skutečnosti obličej opravdu je. 
Proto je zvolena nízká hodnota korelace a tedy míra podobnosti corr = 0,4.  
V obraze se však mohou vyskytovat oblasti, které jednak odpovídají barvě 
kůže a jednak mohou mít podobný tvar. Pak i tyto oblasti „projdou“ korelací s vyšší 
mírou podobnosti než je zvolená minimální mez.  Právě pro tyto případy je zapotřebí 
doplnit korelaci o rozšiřující metodu, která zachytí falešně klasifikované oblasti. 
V tomto projektu byla jako vhodná rozšiřující metoda vybrána eigenfaces. 
 
 Obr. 3.21: Špatně detekované oblasti kůţe 
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Na obrázku  Obr. 3.21 je znázorněná chybná detekce kůže v oblasti obličeje 
(např. vlivem nerovnoměrného osvětlení). Opsané obdélníky znázorňují fakt, že i 
přes velmi špatnou kvalitu detekce kůže jsme schopni zjistit rozměry oblasti obličeje, 
včetně krku. Na obou obrázcích je patrné, že oblasti nemohly být vyplněny, protože 
nemáme žádnou informaci o tom, kde končí jejich hranice. Pokud tedy tyto oblasti 
budou podrobeny korelaci, bude míra podobnosti poměrně malá, i když se evidentně 
o obličej jedná. Kvůli případům, kdy jsou oblasti špatně detekovány, musí být práh 
podobnosti mezi oblastí kůže a modelem obličeje poměrně nízký (0,4). 
 
3.3.2 Metoda Eigenfaces 
Kvůli výše zmíněným problémům, díky kterým dochází k falešné detekci 
oblastí, ve skutečnosti neodpovídající obličeji, je použita doplňující metoda 
eigenfaces, která počet těchto falešných detekcí výrazně sníží. Dříve než je možné 
metodu eigenfaces použít k detekci obličeje, je potřeba vytvořit vhodnou databázi 
trénovacích snímků s obličeji. Postup detekce obličeje touto metodou je naznačen na 
obrázku  Obr. 3.22. 
 
 Obr. 3.22: Postup detekce obličeje metodou eigenfaces 
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 Obecně lze říci, že principem detekce obličeje je výpočet vektoru neznámé 
oblasti X (odpovídající barvou oblasti kůže), jehož hodnoty lze chápat jako 
zakódované příznaky, charakterizující oblast obličeje. Tyto vektory jsou vypočteny 
také pro všechny obrazy z trénovací množiny a máme tedy přibližnou představu o 
tom, jaký charakter by měla oblast obličeje mít. Je li vypočtena vzdálenost hodnot 
vektoru neznáme oblasti X od hodnot vektorů, vypočtených na trénovacích datech, 
výsledkem je míra podobnosti neznáme oblasti a lidským obličejem.  
Experimentálně pak lze zvolit určitý práh, který slouží jako klasifikační 
parametr. Jeli vypočtená vzdálenost menší než zvolený práh, pak lze říci, že neznámá 
oblast X je obličej. V opačném případě je oblast X klasifikována do třídy 
„neobličej“. 
Jak realizovat jednotlivé bloky a za jakých podmínek musí být vytvořen soubor 
trénovacích dat je podrobně popsáno v kapitole pro rozpoznávání (4.1). Právě pro 
účely rozpoznávání je tato metoda primárně určena, díky svým vlastnostem je však 
efektivním doplňkem také pro detekci. 
3.4 DETEKCE OBLIČEJE VE VIDEOSEKVENCI 
Metodika detekce obličeje ve videosekvenci je stejná jako u detekce obličeje 
z jednoho snímku. Ve videosekvenci běží zpracovávání ve smyčce, dokud nejsou 
vyčerpány všechny snímky videa. Pro efektivnější detekci obličeje můžeme 
předchozí postup obohatit o další metody. Hlavním rozdílem mezi zpracováním 
snímků popsaných v předchozí kapitole a snímků ve videosekvenci je využití modelu 
prostředí.  
 
3.4.1 Model prostředí 
Hlavním cílem využití modelu je hledání oblastí kůže pouze tam, kde je 
detekován pohyb. Realizace této myšlenky se zakládá na rozdílovém snímku. 
Jak vytvořit model? Princip využití modelu je použitelný v případě jasně 
stanovené polohy kamery v prostoru, přičemž se kamera během procesu 
zpracovávání nebude pohybovat. Samotné umístění kamery má zásadní vliv na 
úspěšnost detekce obličeje. Detekce obličeje bude funkční pouze v případě, že bude 
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obličej zachycen celý, tzn. osa kamery musí být k obličeji kolmá. Model prostředí je 
vytvořen ze sekvence snímků, zachycujících stejný prostor. Z těchto snímků je pak 
průměrováním vytvořen jediný snímek, který lze označit jako model prostředí. Čas 
mezi jednotlivými snímky, ze kterých se model vytváří, je libovolný a zaleží na 
konkrétním využití algoritmu detekce obličeje. Například je li kamera umístěná 
venku, kde se pomalu mění podmínky osvětlení, může být čas mezi jednotlivými 
snímky třeba 5 minut. Pokud je kamera umístěna v místnosti s konstantním 
osvětlením, pak je možné použít frekvenci snímání daleko vyšší, protože se 
podmínky osvětlení nebudou měnit.  
 
 Obr. 3.23: Aktualizace modelu prostředí se zapomínáním 
 
V závislosti na měnících se podmínkách osvětlení je také zvolen interval 
aktualizace modelu se zapomínáním. Aktualizace se provádí právě v prostředí, kde se 
podmínky osvětlení mění. Zapomínání je pak využito proto, aby model nebyl 
ovlivňován snímkem, který je nejméně aktuální. Tzn., je li vložen do modelu nový 
snímek, nejstarší snímek je vymazán. Ze snímků které zůstanou, je opět spočítán 
průměr a vytvořen jeden snímek, odpovídající modelu prostředí. Princip vytváření 
modelu prostředí je naznačen na obrázku  Obr. 3.23. 
Při vytváření modelu prostředí je nutné dbát na to, aby kamera sama 
nezaostřovala na libovolný objekt, např. když zaznamená pohyb. Parametry kamery 
musí být nastaveny tak, aby se po dobu vytváření modelu neměnily (zoom, fokus, 
clona, umístění atd.). V opačném případě by byl výsledný model zkreslený a 
v dalším postupu by vnášel do zpracování příliš velký šum. 
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Proč použít model prostředí? Jak již bylo zmíněno, při detekci obličeje lze 
vycházet z toho, že daná osoba se pohybuje. Můžeme tedy zpracovávanou oblast 
zúžit pouze na oblast pohybu. K tomu je využita jednoduchá a rychlá metoda 
rozdílového snímku, při které od aktuálního snímku, v němž se nalézá daná osoba, je 
odečten snímek modelu prostředí. Je nutno podotknout, že oba snímky musí být před 
vzájemným odčítáním převedeny z barevného na šedotónový obraz. Na rozdílový 
snímek je následně aplikováno prahování, jehož výsledkem je binární obraz, v němž 
bílé oblasti představují oblast pohybu.  
Zúžením oblasti zpracování z celého obrazu pouze na oblast pohybu je 
dosaženo vyšší rychlosti, protože není nutné zpracovávat ty oblasti obrazu, kde se 
obličej zaručeně nevyskytuje. 
Až na využití modelu prostředí je postup pro detekci obličeje shodný jako 
v předchozí kapitole. Opět se vychází z detekce kůže, pro kterou je vytvořen model 
kůže a pomocí korelace a eigenfaces je zjištěno, zdali daná oblast kůže odpovídá 
obličeji. Protože ve videosekvenci zaleží daleko více na rychlosti zpracování než u 
jednoho snímku, je dobré vhodně zvolit snímací frekvenci kamery. Čím víc je 
algoritmus detekce obličeje náročnější a tedy pomalejší, tím méně snímků stačí za 
jednotku času zpracovat. Není proto nutné volit frekvenci snímání kamery příliš 
velkou, protože algoritmus stejně nestihne zpracovat všechny snímky 
v požadovaném čase. Například pokud je algoritmus schopen zpracovat pouze 10 
snímků za vteřinu, nemá smysl snímat kamerou 25 snímků za vteřinu. Pokud tedy lze 
měnit frekvenci snímání kamery, je vhodné ji snížit na požadovanou úroveň. 
Výsledek detekce obličeje ve videosekvenci je silně závislý na správném 
vytvoření modelu prostředí. Abychom byli schopni správně detekovat oblasti kůže a 
následně obličej, je potřeba dodržovat několik požadavků, které jsou zmíněny 
v následující kapitole. Podle typu metody pro samotnou klasifikaci oblastí kůže na 
obličej a neobličej dostáváme algoritmy různých úspěšností klasifikace. Bez správně 
získaného modelu prostředí však všechny metody klasifikace selhávají. 
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3.4.2 Výběr scény, nastavení kamery 
Ačkoliv princip vytváření modelu prostředí je velmi jednoduchý, vytváření 
modelu prostředí s sebou přináší jisté problémy z hlediska pořizování scény. V této 
kapitole budou uvedena základní pravidla, která musí být dodržena pro dosažení 
úspěšné detekce obličeje. Hlavní podmínkou, kterou je třeba si uvědomit, je umístění 
kamery. Nejen, že kamera musí být umístěna tak, aby byl zaznamenán celý obličej 
procházející osoby ve směru kolmém ke kameře, ale je třeba také vybrat vhodnou 
scénu, resp. vhodné pozadí. Důvodem je způsob detekce pohybu ve scéně odečtením 
snímku s modelem prostředí a snímku s procházející osobou. Dříve než jsou oba tyto 
snímky odečteny, jsou převedeny z barevného prostoru na šedotónový. Při této 
transformaci dochází k obrovské redukci dat, protože barevný model RGB umožňuje 
zobrazení více než 16 miliónů barev, kdežto šedotónový umožňuje zobrazení pouze 
256 odstínu šedi. Z tohoto důvodu je potřeba volit takové pozadí, které po převodu 
z barevného do šedotónového obrazu nebude mít stejný nebo velmi podobný odstín 
šedi jako má barva kůže. V takovém případě by totiž rozdílovým snímkem nebyl 
zaznamenán žádný pohyb a nebyla by tak nalezena ani oblast obličeje. Pozadí by se 
tedy mělo volit co nejvíce kontrastní od popředí, tedy i od barvy kůže. V ideálním 
případě by pozadí mělo být černé nebo bílé. Za těchto podmínek je zajištěna 
stoprocentní úspěšnost detekce pohybu pomocí rozdílového snímku. Ukázka špatně 
zvolené scény je zobrazena na obrázku  Obr. 3.24. 
 
 Obr. 3.24: Špatně zvolená scéna, která má v šedotónovém snímku stejný odstín jako kůţe:       
a) originální obraz, b) převod do šedotónového obrazu, c) rozdílový snímek 
a) 
b) 
c) 
101 101 - =  0 
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Obrázek Obr. 3.24b znázorňuje problém, kdy je barva pozadí v šedotónovém 
snímku shodná s barvou kůže. Na obrázku Obr. 3.24c je zobrazen výsledek rozdílu 
popředí a pozadí. Je jasné, že budeme li hledat obličej pouze v bodech, kde byl 
detekován pohyb (bílé body), nepodaří se nám jej správně detekovat.  
Možným řešením pro tyto případy je výpočet rozdílového snímku nikoliv 
z šedotónových obrazů, ale přímo z barevných. Pak musí být vzájemně odečítány 
jednotlivé složky R, G a B obou obrazů a následně vyprahovány. Sjednocení všech 
rozdílů pak tvoří finální rozdílový snímek. Výsledek tohoto postupu detekce pohybu 
je zobrazen na obrázku Obr. 3.25. 
 
 Obr. 3.25: Rozdíl jednotlivých sloţek RGB: a) originální obraz, b) jednotlivé sloţky RGB 
obrazu, c) výsledek sjednocení rozdílu po prahování 
 
Z tohoto obrázku je jasně vidět rozdíl mezi oběma postupy. Při rozložení 
původního obrazu na jednotlivé složky a hledání rozdílu ve všech těchto složkách 
jednotlivě poskytuje výrazně vyšší úspěšnost detekce pohybu. Ve výsledném obraze 
je obvykle detekován také šum a je vhodné provést libovolnou filtraci. Obrázek  Obr. 
3.25c znázorňuje výsledek detekce pohybu až po filtraci mediánem. Tento postup je 
však výpočetně náročnější, což má negativní vliv na rychlost zpracování. V případě 
real – time aplikace pak toto řešení představuje závažný problém. 
Vhodné zvolení scény není jediným požadavkem pro úspěšnou detekci 
obličeje. K dalším významným požadavkům patří nastavení kamery, kterou je scéna 
snímána. Problém nastává při automatickém zaostřování kamery (běžné pro 
R 
G 
B 
𝑅 ∪ 𝐺 ∪ 𝐵  
a) c) 
b) 
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standardní kamery v režimu „auto“). Při vytváření modelu musí být kamera 
zaostřena na určitý bod pozadí manuálně, protože při automatickém ostření jsou 
jednotlivé pixely pozadí u obrazu modelu a obrazu s osobou rozdílné i když kamera 
snímá stále stejnou plochu za stálých podmínek prostředí (osvětlení). Je to dáno 
faktem, že kamera zaostřuje jinak na dynamickou scénu a jinak na statickou. 
V okamžiku, kdy mezi kamerou a pozadím projde osoba, kamera zareaguje na tento 
pohyb a změní intenzitu jasu pozadí. Tento jev nastává především v případě, že 
osoba je mnohem tmavší než pozadí (tmavé oblečení) a projevuje se automatickým 
přisvětlením celého obrazu. Tento faktor má negativní vliv na detekci pohybu, 
protože rozdíl mezi pixely modelu a pixely snímku s osobou je náhle patrný v celém 
obrazu. Logickým důsledkem je detekce pohybu v celém rozsahu obrazu. Ukázka 
rozdílového snímku ze snímku modelu prostředí a stejného prostředí, ve kterém se 
vyskytuje člověk, je ukázána na obrázku Obr. 3.26. Všimněme si především obrázku  
Obr. 3.26c, kde je zobrazen výsledný rozdílový snímek. 
 
 Obr. 3.26: Automatické zaostřování kamery: a) model prostředí, b) detekovaná osoba,              
c) rozdílový snímek 
 
Na tomto obrázku je dobře vidět vliv automatického ostření kamery. Ačkoliv 
se pozadí snímku s osobou zdá být stejné jako model, rozdílový snímek zobrazuje 
pohyb téměř v celém obraze. Obrázek Obr. 3.26b je oproti modelu prostředí jen 
lehce přisvětlený, avšak i tato nepatrná změna způsobuje selhání celé metody. Jak by 
měl rozdílový snímek vypadat je ukázáno na obrázku Obr. 3.27. 
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 Obr. 3.27: Ruční zaostřování kamery, a) model prostředí, b) detekovaná osoba, c) rozdílový 
snímek 
 
Při pořizování videosekvence je potřeba dbát na nastavení barev kamery. 
Stejně jako v případě zaostřování, není vhodné používat automatické nastavování 
barev kamery (např. volba režimu barev při osvětlení zářivkou). Následkem je změna 
všech barev v obraze, čímž vznikají barvy falešné. Na obrázku Obr. 3.28 je ukázán 
případ, kdy při snímání scény byla vypnuta redukce bílé barvy. 
 
 Obr. 3.28 : Špatné nastavení barev - vypnuta redukce bílé 
 
Jak je na obrázku patrné, ačkoliv je pozadí bílé, vlivem špatného nastavení 
snímání bílé barvy má pozadí ve všech barevných složkách modelu RGB daleko 
nižší hodnoty (R = 167, G = 204, B = 173) než je hodnota absolutní bílé (255). Při 
takovém nastavení kamery se pozadí jeví spíše jako světlé modré. Faktor falešné 
barvy se kromě pozadí projeví logicky také na barvě kůže. Je tedy jasné, že první 
problém při detekci obličeje nastane již při detekování oblastí kůže, protože kůže ve 
snímku nebude odpovídat skutečným barvám. Tento jev lze částečně eliminovat 
zvětšením parametrů ξ1 a ξ2 při vytváření modelu kůže (viz kapitola Model kůže). Na 
a) b) 
R = 167 
G = 204 
B = 173 
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obrázku Obr. 3.28b je zobrazena špatná detekce kůže, při níž nebyly detekovány 
všechny body obličeje. 
Jsou li výše zmíněné požadavky splněny, je metoda s použitím modelu 
prostředí velmi efektivní při detekci oblasti kůže, což je základní předpoklad pro 
úspěšnou detekci obličeje. Ukázka výsledku při správně nastavených parametrech je 
na obrázku Obr. 3.29. Hlavními výhodami využití modelu prostředí je rychlejší 
zpracování všech operací se snímkem, protože ve výpočtech nejsou zahrnuty 
všechny body obrazu, ale pouze „body pohybu“. Dále také fakt, že touto metodou lze 
eliminovat oblasti, které odpovídají barvou lidské kůži, ale ve skutečnosti kůži 
nenáleží. Je tak významně redukován počet falešných detekcí obličeje. Obě tyto 
výhody jsou umocněny skutečností, že pro vytvoření modelu prostředí nejsou 
zapotřebí žádné složité techniky a postupy a lze jej získat při jakémkoliv využití 
algoritmu. 
 
 Obr. 3.29: Správné nastavení kamery a volba scény: a) originální obraz b) detekce kůţe,           
c) detekce kůţe - prahování 
a) b) c) 
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4. IDENTIFIKACE OBLIČEJE 
 
Obr.  4.1: Aktuální fáze diplomové práce 
 
V předchozích kapitolách byly popsány metody pro detekci kůže a metody 
pro detekci obličeje. Poslední části této práce je oblast rozpoznávání, která je silně 
závislá právě na úspěšnosti detekce oblastí kůže a následné detekce obličeje.  
Rozpoznávání obličeje se vyskytuje v aplikacích, používaných k identifikaci 
osob, jako např. v kriminalistice. V této oblasti patří rozpoznávání obličeje do 
skupiny tzv. operativních a tipovacích metod, které napomáhají operativně pátracím 
článkům policie ustanovit možnou identifikaci zájmové osoby a následně provést 
vytipovaným směrem potřebná opatření k forenzní identifikaci zájmové osoby. Do 
této skupiny také patří například metody porovnávání biologického materiálu, 
metoda sestavování portrétů zájmových osob z paměťových stop zúčastněných osob 
apod. 
Tyto metody identifikace osob však nacházejí uplatnění i v jiných oblastech 
než je kriminalistické hledisko, například v oblasti bezpečnostních a přístupových 
systémů do objektů, kdy jsou různé biometrické metody kombinovány s čipovými 
přístupovými kartami. Zde lze zařadit například metody biometrie dlaně, 
daktyloskopické metody, analýzu hlasu, porovnávání duhovky a rohovky apod. V 
poslední době se tyto biometrické metody uplatňují i v zabezpečení přístupu do 
systémů personálních počítačů a přístupů do firemních informačních sítí (klávesnice 
se snímáním daktyloskopického otisku prstu) [8]. 
Automatizované rozpoznávání lidských obličejů je obtížný komplexní úkol z 
důvodů proměnlivosti základních fyzikálních veličin obrazu, jakosti a fotometrie, 
geometrie (úhlu natočení a přiblížení), morfologie změn (emoční výrazy obličeje a 
stárnutí) a "přestrojení" (čepice, brýle, vousy). Odtud vyplývá nutnost vytvoření 
normalizovaného modelu lidského obličeje tak, aby scénář rozpoznávání nebyl 
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ovlivněn těmito reálnými, nicméně rušivými vlivy. Modelování lidského obličeje se 
opírá o různé techniky numerického modelování - Fourierův popis, kruhové 
harmonické expanze, autoregresivní modely a momentové invariance, které 
využívají globálních obrazových informací. 
Automatizované systémy identifikace osob mohou být tedy řešeny dvěma základními 
přístupy: 
a)  strukturální - rozpoznávání jednotlivých dominantních částí obličeje (oči, 
ústa, nos…) předkládaného vzoru, změření antropometrických veličin, jejich 
normalizace vzhledem k předpokládaným rušivým vlivům (šum, rušení, 
poloha ve scéně, velikost…), porovnání s databází známých fotografií 
použitím klasifikačních algoritmů, statistické rozhodnutí o relativní 
podobnosti s takto vybranou množinou obrazů.  
b) holistický – porovnání, identifikace vzorku pomocí globálních reprezentací 
opět s následným statistickým vyhodnocením relativní pravděpodobnosti. 
Příznačné pro tento přístup jsou kombinace metody backpropagation (metoda 
zpětného učení neuronové sítě), základní analýzy komponent (principal 
component analysis - PCA) a dekompozice jedinečných hodnot (singular 
value decomposition - SVD). Představa redukcionismu je obecná praxe v 
rozvoji inteligentních systémů - návrh řešení komplexních problémů 
prostřednictvím postupné dekompozice úkolu do následných modulů. 
Řešení úlohy identifikace zájmových osob může být kombinací obou těchto metod.  
Z hlediska sociologického je rozpoznávání známých tváří nejběžnější a 
nečastější podvědomou činností lidského mozku. Existuje množství studií a různých 
konceptů v procesu obličejového rozpoznávání. Velké úsilí je vyvíjeno ve směru 
technologie neuronových sítí. Neurofyzikální studie ukazují, že rozpoznávání a 
analýza je paralelní proces nejlépe odpovídající teorii neuronových sítí [8].  
Ačkoliv neuronové sítě jsou nejčastěji používanými technologiemi pro 
rozpoznávání obličeje, v této práci bylo zvoleno rozpoznávání pomocí základní 
analýzy komponent (PCA) a to konkrétně metodou eigenfaces. 
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4.1 EIGENFACES 
Většina aplikací pro automatické rozpoznávání se soustřeďuje na detekci 
specifických rysů v obličeji, jako jsou oči, ústa, nos, obrys hlavy apod. Na základě 
těchto rysů a jejich vzájemných vztahů (vzdálenost, velikosti) definují model 
obličeje. Tyto aplikace však ve většině případů ignorují ostatní části obličeje, které 
mohou být pro rozpoznávání obličeje důležité. 
Snahou eigenfaces je extrakce relevantních příznaků v obraze obličeje, 
zakódovat je co nejefektivněji a porovnat zakódovány obraz s databází s podobně 
zakódovanými modely obličejů (databáze obličejů).  
V matematických termínech lze říci, že se snažíme najít rozložení stěžejních 
bodů každého obličeje v podobě vlastních vektorů kovarianční matice ze souboru 
obrazů s obličeji. Tyto vlastní vektory mohou být považovány za soubor vlastností, 
které dohromady charakterizují variace mezi obrazy obličejů. Právě vlastní vektory, 
které charakterizují každý obličej, jsou nazývány eigenfaces [7]. 
 
 Obr. 4.2: Blokové schéma algoritmu Eigenfaces 
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Na obrázku Obr. 4.2 je znázorněn algoritmus metody eigenfaces, jejíž 
jednotlivé bloky budou nyní blíže rozebrány.  
 
4.1.1 Výpočet charakteristického vektoru 
Základem metody eigenfaces jsou trénovací data, která jsou tvořena snímky 
obličejů různých osob. Jaké parametry tyto snímky musí splňovat je podrobně 
rozepsáno níže v kapitole Trénovací množina obličejů. Nyní stačí říct, že všechny 
snímky musí mít shodné rozměry a musí být centrované.  
 
 Obr. 4.3: Převod obrazu na sloupcový vektor 
 
V prvním kroku je každý snímek v trénovacích datech převeden na sloupcový 
vektor Γi, jehož délka odpovídá počtu bodů originálního snímku. Poté, co jsou takto 
převedeny všechny snímky v databázi trénovacích dat, je třeba vypočítat ze všech 
sloupcových vektorů vektor průměrný (11).  
 𝛹 =
1
𝑀
 𝛤𝑖
𝑀
𝑖=1  (11) 
kde  
 Ψ ... průměrný vektor 
 M ... počet obrazů v databázi 
  
Tento vektor je následně odečten od každého vektoru Γi (12). Jednotlivé vektory Фi 
tvoří sloupce vektorové matice Ф. 
 Ф = 𝛤𝑖 −𝛹 (12) 
 
Z jednotlivých sloupcových vektorů matice Ф je vypočtena kovarianční matice. 
 𝐶 =
1
𝑀
 Ф𝑖Ф𝑖
𝑇𝑀
𝑖=1 = 𝐴𝐴
𝑇  (13) 
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kde  
 C ... kovarianční matice 
 𝐴 =  Ф1Ф2 …Ф𝑀   
 
Průměrný snímek rekonstruovaný z průměrného sloupcového vektoru může 
vypadat např. takto: 
 
 Obr. 4.4: Průměrné snímky, vytvořené ze dvou různých databází obličejů 
 
Charakter průměrného snímku závisí na počtu obrazů v trénovacích datech a 
to jak pro obličeje stejné osoby, tak různých osob a také na oblasti obličeje, kterou 
vystihují.  
Již dříve bylo zmíněno, že tzv. eigenfaces (z anglického eigenvalues = vlastní 
vektor a face = obličej) jsou vlastní vektory kovarianční matice. Hledáme tedy 
vlastní vektory matice A*AT. Tato matice je však tak velká, že ji nelze v praxi 
použít. Její velikost závisí na rozlišení a počtu fotografií (M) v databázi, avšak 
obrovské množství dat obsahuje i při velmi malém M. Proto se pro získání vlastních 
vektorů používá následující postup [7]: 
1) Místo matice C = A*AT je vytvořena mnohem menší matice S = AT*A, 
které mají stejná vlastní čísla. Mezi vlastními vektory Ui matice C a 
vlastními vektory vi matice S platí následující vztah. 
 𝑈𝑖 = 𝐴𝑣𝑖   (14) 
2) Po výpočtu vlastních vektorů kovarianční matice je potřeba hodnoty 
těchto vektorů normalizovat tak, aby 
  𝑢𝑖 = 1 
Nakonec je vybráno K vlastních vektorů (odpovídající K největším vlastním 
číslům). Vždy záleží na úloze, ale většinou se počet vlastních vektorů, které se 
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používají pro aproximaci vstupních vzorků, bere tak, aby kumulativní součet jim 
odpovídajících vlastních čísel dával 65-90% ze součtu všech vlastních čísel 
(kumulativní součet všech normovaných vlastních čísel je 1) [7],[9]. 
V posledním kroku se vyjádří váhy, které slouží k zobrazení snímku do tzv. 
prostoru eigenspace a zároveň jsou tyto váhy jednotlivé prvky matice Ω, která 
reprezentuje vlastnosti každého obličeje. 
 Ф =  𝑤𝑖
𝐾
𝑖=1 𝑢𝑖 ,  𝑤𝑖 = 𝑢𝑖
𝑇Ф  (15) 
kde  
 Ф = Ф − 𝛹 ... projekce snímku v eigenspace 
 w ... váhy pro jedn. obrazy 
 u ... vlastní vektory jedn. obrazů 
 
Rovnice (15) říká, že každý snímek obličeje (mínus průměrný snímek) 
v trénovací množině může být reprezentován lineární kombinací nejlepších 
K vlastních vektorů. Každý normalizovaný obličej trénovací množiny reprezentován 
v prostoru eigenspace jako vektor Ω =  w1 w2 ⋯ w3 ′  [7]. 
 
4.1.2 Eigenfaces pro rozpoznávání 
Kapitola Výpočet  popisuje postup výpočtu charakteristického vektoru Ω pro 
všechny obrazy obličejů v trénovací množině. Obsah této kapitoly se věnuje tomu, 
jak využít předchozí postup pro rozpoznávání neznámé oblasti obličeje, detekované 
ve videosekvenci. Pro využití eigenfaces pro rozpoznávání neznámého obličeje Γ 
jsou zapotřebí následující kroky [7]: 
1. Normalizace Γ: Ф = 𝛤 − 𝛹 
2. Projekce do eigenspace:  
Ф =  𝑤𝑖
𝐾
𝑖=1
𝑢𝑖 ,  𝑤𝑖 = 𝑢𝑖
𝑇Ф  
3. Reprezentace Ф jako Ω =  
w1
w2…
wK
  
4. Nalezení odchylky 𝑒𝑟 = 𝑚𝑖𝑛 𝛺 − 𝛺
𝑙  
 kde 𝛺𝑙  jsou vektory vypočtené z obrazů trénovací množiny 
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5. Jestliže er < T, pak neznámý obličej odpovídá obličeji l v trénovací 
množině.  
Při rozpoznávání je třeba myslet na to, že v trénovací množině nemusí ještě 
být uložen obličej, který byl detekován ve videosekvenci. Proto se v bodě 5 volí 
práh, který určuje maximální odchylku vektoru neznámého obličeje od vektoru 
obličejů v trénovací množině. Jeli tento rozdíl příliš velký, pak detekovaný obličej ve 
videosekvenci pravděpodobně neodpovídá žádnému obličeji v trénovací množině a je 
tedy označen jako „neznámý“.  
Tento práh hraje svou roli také při detekci obličeje pomocí metody 
eigenfaces. V kapitole Metoda Eigenfaces bylo řečeno, že pokud je odchylka 
charakteristických vektorů větší než zvolený práh, pak lze říci, že detekovaná oblast 
neodpovídá obličeji. Jedná se právě o práh z kroku 5, jehož hodnota může sloužit 
jako klasifikační algoritmus pro detekci obličeje.  
4.2 TRÉNOVACÍ MNOŢINA OBLIČEJŮ 
Základem metody eigenfaces je trénovací množina obličejů, ze které vychází 
všechny výše uvedené výpočty. Pro tuto množinu však platí jistá pravidla, která je 
nutné dodržet pro získání vysoké úspěšnosti nejen rozpoznávání, ale také pro získání 
vhodné metody detekce obličeje.  
Základním pravidlem je pochopitelně fakt, že mezi trénovacími obrazy musí 
být pouze obrazy obličejů. Kromě tohoto jednoduchého pravidla však snímky 
v databázi musí splňovat požadavky, jejichž splnění představuje poměrně velký 
problém a které si žádají zásahy také do segmentace oblastí obličeje ve 
videosekvenci.  
Pokud se řekne databáze obličejů neboli trénovací data, nemyslí se snímek 
obličeje pořízený za libovolných podmínek. Pro úspěšné rozpoznávání je potřeba, 
aby všechny snímky v databázi byly pořízeny za velmi podobných, ne li stejných 
podmínek. Těmito podmínkami je myšleno především osvětlení a pozadí scény. 
Je třeba si uvědomit, že metoda eigenfaces pracuje s obrazy, jejichž nosná 
informace je obsažena ve stupních šedi. Proto je podstatný rozdíl, pokud je pozadí 
obličeje např. černé oproti pozadí bílému. Stejně tak je tomu u různého osvětlení, 
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protože vektory vypočtené ze světlého snímku a vektory vypočtené z tmavého 
snímku budou mít odlišné hodnoty i v případě, že se jedná o stejný obličej, pořízený 
ze stejného úhlu pohledu. 
Tímto se také dostáváme k dalšímu velmi důležitému parametru, který má 
výrazný vliv na výsledek rozpoznávání. Je jím zmíněný úhel, při kterém byl snímek 
pořízen. Bohužel tento parametr metodu eigenfaces velmi omezuje a je potřeba proto 
provádět další potřebné výpočty, operace a transformace. Důvodem je již zmíněný 
fakt, že vektory snímků stejného obličeje, ale při různých úhlech snímání dosahují 
rozdílných hodnot. Proto je potřeba, aby obličeje v databázi byly snímány ze 
stejných úhlů, ze kterých jsou detekovány obličeje ve videosekvenci. S tímto 
požadavkem je samozřejmě spojena také podmínka, aby každý snímek databáze 
obsahoval tutéž stejnou charakteristickou část obličeje. tzn. nesmí se ve stejné 
databázi objevit snímky, které zachycují celý obličej a snímky, které kromě obličeje 
zachycují také oblast vlasů nebo pozadí. 
Posledními důležitými podmínkami jsou centrování obličeje a stejná velikost 
všech snímku v databázi. Tento fakt je potřeba zdůraznit, protože v případě, že by 
snímky v databázi měly rozdílné rozměry, nebylo by možné charakteristické vektory 
jednotlivých obličejů vůbec vypočítat.  
Při vytváření trénovací množiny je třeba mít na paměti, že metoda eigenfaces 
není schopna určit podobnost obličejů za různých světelných a geometrických 
podmínek, jak je tomu u člověka. 
 
 Obr. 4.5: Vybrané snímky, patřící do jedné databáze 
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Na obrázku Obr. 4.5 jsou ukázány některé snímky ze stejné databáze obličejů. 
V tomto případě všechny splňují výše zmíněné požadavky na stejné pozadí, 
osvětlení, velikost a také charakter oblasti, které zobrazují. Ukázka špatně zvolených 
snímku v databázi je ukázána na obrázku Obr. 4.6. 
 
 Obr. 4.6: Špatně zvolené snímky v jedné databázi 
 
Na tomto obrázku je ihned patrné porušení základních pravidel při vytváření 
databáze, obrázek Obr. 4.6b sice charakterově odpovídá obrázku Obr. 4.6a, ale 
charakteristické vektory obou snímků by se zásadně lišily vlivem výrazně odlišných 
barev pozadí. Obrázek Obr. 4.6c je sice vytvořen ve stejných podmínkách jako 
obrázek Obr. 4.6a, ale neodpovídá úhlu pořízení snímku. Ačkoliv se evidentně jedná 
o stejnou osobu, rozdíl všech charakteristických vektorů je výrazný. Představte si, 
jak by asi vypadal průměrný vektor Ψ, který je nutný pro výpočty eigenfaces, kdyby 
databáze obličejů kombinovala snímky různého charakteru, osvětlení a barvy pozadí.  
Je však třeba ujasnit, že jednotlivé snímky z obrázku Obr. 4.6 mohou tvořit 
databáze obličejů, pouze však jednotlivě, pokud i ostatní snímky v databázi budou 
charakterově odpovídat. Nelze je použít pouze společně v jedné databázi.  
Jelikož je při rozpoznávání velmi důležitý úhel natočení obličeje, je možným 
řešením jak zvýšit úspěšnost vytvořením více databází, se kterýma bude detekovaný 
obličej porovnáván.  
a) b) c) 
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 Obr. 4.7: Databáze pro různé natočení obličejů + odpovídající průměrné snímky 
 
Příkladem může být volba databází zobrazených na obrázku Obr. 4.7, kde 
jsou ukázány tři typy databáze, tvořené snímky podle natočení obličeje. Pokud jsou 
databáze vytvořeny takto, není problém vytvořit průměrný vektor a vypočítat 
charakteristické vektory pro každý snímek. 
Je třeba si uvědomit, že pokud je při rozpoznávání použito více databází pro 
porovnávání, vznikají také jisté obtíže, jako např. jaký průměrný vektor odečíst od 
neznámého obličeje, detekovaného ve videosekvenci. Pokud by byl odečten obličej, 
snímaný kolmo ke kameře od průměrného vektoru databáze, kterou tvoří snímky 
a) b) c) 
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natočené, vzniká značná chyba. Tento problém lze snadno vyřešit tak, že se zkrátka 
provedou tři (v případě třech typů databáze) paralelní výpočty pro rozpoznávání, 
přičemž v každém výpočetním vlákně budou aplikovány výpočty s ohledem na 
danou databázi. Nakonec se zvolí jako výsledný obličej ten, který bude odpovídat 
nejmenší odchylce er. (viz kapitola Eigenfaces pro rozpoznávání) 
Stejně se bude postupovat také v případě, že je metoda eigenfaces použita pro 
detekci obličeje, protože v tomto případě se také pracuje s průměrnými snímky a 
stěžejní je rovněž parametr er. 
Pokud je zvolena varianta s více databázemi, je třeba počítat s vyšší výpočetní 
náročností, neboť se pracuje s několikanásobným počtem snímků. Výhodou 
eigenfaces však je, že doba výpočtů je nejdelší v části inicializace, která se provádí 
pouze jednou při prvotním spuštění programu, protože tyto výpočty vychází 
z předem známé databáze obličejů. Výpočty rozpoznávání, které je nutné provést pro 
detekovaný obličej (kapitola Eigenfaces pro rozpoznávání) ve videosekvenci, jsou 
z hlediska zpracování velmi rychlé. V prostředí Matlab se jedná řádově pouze o 
setiny v každém snímku videosekvence. 
4.3 SEGMENTACE OBLASTI PRO ROZPOZNÁVÁNÍ 
Na obrázku Obr. 4.7 jsou zobrazeny průměrné snímky, které však nejsou 
vytvořeny z celých snímků odpovídající databáze, ale zobrazují pouze průměrné 
snímky z oblasti obličeje.  
Důvod naznačí tato kapitola, zaměřena na oblasti obličeje, které jsou pro 
rozpoznávání nejefektivnější. Vycházet budeme z kapitoly Detekce obličeje pomocí 
korelace a eigenfaces pro detekci obličeje. Podle postupů, zmíněných v této kapitole 
nejsme schopni najít takový snímek, který odpovídá snímkům v databázi z obrázku  
Obr. 4.7, ale je nalezena pouze nejtěsnější oblast kolem obličeje.  
Na snímcích z obrázku Obr. 4.7 jsou však kromě oblasti obličeje také oblasti 
oděvu. Tyto snímky sice pro vytvoření databáze posloužit mohou, avšak musel by 
být tomu přizpůsoben algoritmus, který stejné oblasti nalezne ve videosekvenci. 
Problém by ale nastal v případě, že detekovaná osoba bude na sobě mít jiný oděv 
(barvu) než na snímku v databázi. Opět by se oba tyto snímky zásadně lišily 
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v charakteristických vektorech, protože eigenfaces samozřejmě používá k 
rozpoznávání všechny body, které se v daném snímku vyskytují. 
Výše zmíněné odstavce naznačují, že je důležité pro rozpoznávání vybrat 
takovou část obličeje, která se mění co nejméně. Tedy oblasti, které nejsou ve většině 
případů ovlivněny oblečením nebo také účesem dané osoby. Bohužel v reálném 
životě lze těžko ovlivnit případy, kdy detekovaná osoba má polovinu obličeje 
zakrytou šálou nebo nosí tmavé sluneční brýle apod. Tyto případy mají za následek 
selhání metody eigenfaces, protože brýle, šálu a jiné předměty si zkrátka nedokáže 
„odmyslet“. Jednoduše řečeno, metoda eigenfaces rozpozná pouze to, co má uvedeno 
v databázi a jakákoliv modifikace oproti trénovacím snímkům způsobí snížení 
schopnosti rozpoznávání. 
 
 Obr. 4.8: Výběr nejvhodnější oblasti pro rozpoznávání 
 
Obrázek Obr. 4.8 znázorňuje postup segmentace oblasti pro rozpoznávání. Na 
obrázku Obr. 4.8a je originální obraz, z něhož je pomocí metod detekce obličeje 
uvedených v kapitole Detekce obličeje pomocí korelace a eigenfaces získán obraz  
Obr. 4.8b. Tento obraz však není vhodný pro rozpoznávání, protože v každé 
videosekvenci může být modifikován (barva trička, jiný účes). Snahou je tedy získat 
z něj oblast, zobrazenou na obrázku Obr. 4.8c, obsahující část obličeje, která ve 
většině případů zůstane v různých videosekvencích velmi podobná, a kromě 
zmíněných možných modifikací také obsahuje minimální oblasti pozadí, jejichž 
barva má také na rozpoznávání negativní vliv.  
a) b) c) 
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Blokový diagram, popisující postup pro získání vhodné oblasti 
k rozpoznávání je zobrazen na obrázku Obr. 4.9 
 
 Obr. 4.9: Postup získání nejvhodnější oblasti pro rozpoznávání 
 
Při segmentaci oblasti vhodné k rozpoznávání se vychází z oblasti obličeje, 
která je detekována metodami popsanými v kapitole Detekce obličeje pomocí 
korelace a eigenfaces a která je zobrazena na obrázku Obr. 4.8b. Jelikož z takového 
snímku nelze přesně oddělit oblast krku od oblasti obličeje, opět se bude vycházet 
z poměru šířky a výšky detekované oblasti, který je 0,8. Již dříve bylo zmíněno, že 
pro zvýšení úspěšnosti rozpoznávání je nutné, aby detekované snímky měly stejný 
charakter jako snímky v trénovací množině. Proto je nutné provést korekci natočení 
tak, aby obličej svíral s vertikální osou pokud možno nulový úhel (v případě, že je 
použita pouze databáze obličejů, které vůči vertikální ose nejsou nijak nakloněny). 
Protože následující úpravy budou vycházet z procentuálního rozložení 
výstupní oblasti obličeje, získanou detekcí obličeje, je vhodné vycházet u všech 
snímků ze stejné velikosti. Proto je každý snímek převeden na velikost 150x125 
pixelů. Tato velikost je dána experimentálně a není nutné vždy volit tyto hodnoty. 
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Snímek by však neměl být větší než 300x300 pixelů, protože s velikostí snímků roste 
také výpočetní náročnost. Naopak změna velikosti na velmi malé rozměry (25x25) 
vede ke ztrátě nosné informace, která se v obličeji nachází a která slouží pro jeho 
rozlišení od ostatních. 
Procentuální úprava horizontálních okrajů obličeje se provádí pro odstranění 
oblasti vlasů (kvůli případům světle hnědé barvy, která má podobné rozložení jako 
barva kůže), popř. pro přesnější oddělení oblasti krku od obličeje. Naopak 
procentuální úprava vertikálních okrajů obličeje se provádí pro odstranění oblastí 
pozadí (oblast mezi okrajem snímku a ušima osoby). Jak pro vertikální, tak pro 
horizontální ořez byla zvolena hodnota 8%, tedy oblast obličeje bude ořezána ze 
všech stran o 8% velikosti výšky a šířky. Opět je tato hodnota zvolena 
experimentálně. Na obrázku Obr. 4.10a je zobrazena oblast obličeje po výše 
popsaných úpravách. 
 
 Obr. 4.10: Úprava oblasti obličeje: a) aktuální oblast obličeje, b) oblast horní poloviny obličeje, 
která bude dále zpracovávána 
 
Nyní je cílem najít horní „hranu“ oblasti obličeje, která není příliš ovlivněná 
možnými modifikacemi, jako např. délka vlasů. Většina lidí má vlasy upravené tak, 
aby jim nezasahovaly do očí. Oči vzhledem k jejich nosné informaci nemůžeme 
vypustit, stejně jako obočí. Proto bude hrana zvolena blízko nad obočím. K tomu lze 
využít faktu, že oblast obočí je nejtmavším místem horní poloviny obličeje. Za 
určitých podmínek je oblast obočí také nejtmavší oblastí celého obličeje (mimo 
vlasů) a to za předpokladu, že daná osoba nemá vousy. Právě proto, aby hledání 
a) b) 
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oblasti očí a obočí neovlivňovaly tmavé oblasti vousů, musí být podle obrázku Obr. 
4.10 vyjmuta z oblasti obličeje jeho horní polovina. 
Obrázek Obr. 4.10b znázorňuje oblast, ze které již bude vyjmuta finální 
oblast, určená k rozpoznávání, resp. její horní polovina. Nejdřív je však zapotřebí 
najít zmíněnou oblast obočí. Aby byla oblast obočí na tomto snímku opravdu 
nejtmavší, nesmí do něj zasahovat tmavé oblasti vlasů.  
 
 Obr. 4.11: Nalezení hran oblasti obličeje určené k rozpoznávání 
 
Na obrázku Obr. 4.11 je červeně označena výsledná oblast horní poloviny 
obličeje, určená pro rozpoznávání. Této oblasti je dosaženo využitím jednoduchých 
operací, vycházejících ze součtu pixelů v daném směru.  
Záleží však na pořadí, ve kterém jsou součty vypočteny. Nejprve se musí 
vypočítat suma po sloupcích, po jejíž vykreslení je patrné, které oblasti musí být 
oříznuty. Pro další zpracování budou ponechány pouze sloupce, které se nacházejí 
mezi oběma minimy. Pak je teprve z této oblasti vypočtena suma po řádcích. 
Ze sumy po řádcích lze zjistit nejtmavší část obrazu (minimum, zobrazeno 
bílou přerušovanou čárou), která odpovídá oblasti obočí. Pro nalezení horní hrany 
oblasti pro rozpoznávání je použita metoda watershed neboli metoda zaplavování, 
pomocí které je zjištěno nejbližší maximum nad obočím. 
suma po řádcích 
suma po sloupcích 
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Dříve než jsou zjišťována minima obou průběhů sumy a samotná metoda 
zaplavování, je důležité průběhy sum jak ve sloupcích, tak v řádcích vyhladit např. 
průměrovací maskou. Jako optimální se jeví průměrovací maska 1x7. Vyhlazování je 
důležité z toho důvodů, že v obou původních průbězích se vyskytují mírné kmity, 
které mají vliv na polohu minim a maxim, což působí negativně na metodu 
zaplavování. 
Tento postup lze aplikovat také pro nalezení oblasti očí, protože z průběhu 
sumy po sloupcích lze vyčíst poloha středu obličeje a ze sumy po řádcích lze najít 
hranu pod očima, odpovídající nejsvětlejšímu řádku v obraze. Oblast očí však není 
v tomto projektu využita a proto není nutné ji vyhledávat. 
Díky znalosti všech hran (vyznačených červeně) v horní polovině obličeje, 
lze snadno tuto oblast rozšířit o oblast dolní poloviny obličeje. Pro dolní polovinu 
obličeje není třeba žádných výpočtů a využijeme pouze znalosti o přibližné poloze 
krku, který byl odstraněn na základě poměru výšky a šířky obličeje.  
Výsledkem je oblast obličeje nejvíce „odolná“ proti modifikacím, která je 
určena k rozpoznávání metodou eigenfaces. V kapitole Trénovací množina obličejů 
bylo řečeno, že detekovaná oblast ve videosekvenci a snímky v trénovací množině 
musí být stejného charakteru, proto databázi budou tvořit právě „výřezy“ obličejů, 
popsané v této kapitole. Ukázka databáze, použité v této diplomové práci je 
zobrazena na obrázku Obr. 4.12. 
 
Obr. 4.12: Výběr snímků z databáze obličejů, obsahující vhodné oblasti k rozpoznávání 
 
Metoda eigenfaces byla kromě uvedené databáze obličejů testována také 
samostatně na databázi obličejů, získaných z [9]. Na této databázi byla metoda 
eigenfaces použita bez předchozí detekce kůže a obličeje, aby bylo možné určit míru 
úspěšnosti této metody. Není tedy závislá na předchozích výpočtech a lze tedy přesně 
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říci, pro které snímky je metoda úspěšná nebo neúspěšná. Výběr snímků z databáze 
[9] je zobrazen na obrázku Obr. 4.13. V databázi jsou vždy dva snímky pro každý 
obličej s různými emočními výrazy. Toto řešení je vhodné pro jakoukoliv databázi, 
použitou k rozpoznávání, protože v reálu nikdy nelze přesně říci, jak se bude 
detekovaná osoba tvářit.  
Jelikož různé emoční výrazy mají také vliv na charakteristický vektor, je 
vhodné vložit do databáze několik snímků obličeje, snímaných ze stejného úhlu, ale 
pro různé emoční výrazy. Počet snímku pro jednu osobu lze volit libovolně, avšak při 
velmi rozsáhlé databázi je třeba počítat s větší výpočetní náročností, neboť testovací 
snímek musí být porovnán se všemi snímky v databázi. 
 
Obr. 4.13: Databáze obličejů trénovacích a testovacích obličejů pro testování úspěšnosti metody 
eigenfaces [9] 
 
Na obrázku Obr. 4.13 je kromě trénovací databáze naznačena také testovací 
databáze. Pro snímky tohoto charakteru je úspěšnost rozpoznávání velmi vysoká 
Trénovací databáze 
Testovací databáze 
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(přes 93%), protože jak trénovací, tak testovací snímky zachycují téměř stejnou 
oblast obličeje za stejných světelných podmínek. Emoční výrazy daných osob se 
navíc zásadně neliší od výrazů stejných osob v trénovací množině obrázků. 
Bohužel v reálném světě nelze vždy zajistit stejné nebo aspoň velmi podobné 
podmínky osvětlení a emočních výrazů osob a proto je úspěšnost rozpoznávání nižší.  
 
Obr. 4.14: Snímky osoby s různými emočními výrazy [9] 
 
Na obrázku Obr. 4.14a je ukázán snímek z trénovací množiny a na obrázcích 
Obr. 4.14b,c testovací snímky ze stejné databáze, avšak na testovacích snímcích se 
daná osoba tváří více „nepřirozeně“. Pro snímky podobného charakteru pak metoda 
eigenfaces ve více než 90% případů selhala. 
Ačkoliv všechny tři snímky jsou pořízeny za stejných podmínek a zobrazují 
stejnou oblast obličeje, metoda eigenfaces není schopná danou osobu rozpoznat. 
Jedinou možností, jak testovací snímky z obrázku Obr. 4.14 rozpoznat je vložení 
snímků dané osoby s podobnými emočními výrazy do trénovací množiny obličejů.  
Zda li je však nutné vytvářet databázi obličejů i se snímky podobného 
charakteru, kde jsou zachyceny nepříliš přirozené emoční výrazy, je dáno především 
použitím aplikace pro rozpoznávání, neboť za běžných okolností se lidé obvykle 
tváří přirozeně. 
a) b) c) 
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5. VÝSLEDKY 
K této práci je přiložen program face_detect, který na základě výše 
popsaných metod detekuje oblasti kůže a při splnění klasifikačních podmínek je 
označí jako obličej. Výstupem programu je videosekvence, jejíž snímky mohou 
vypadat takto: 
 
 
Obr. 5.1: Ukázky výsledků správné detekce a rozpoznávání obličeje 
 
Na snímcích jsou zvýrazněny oblasti kůže červenou barvou a oblasti kůže, 
které odpovídají obličeji, jsou zvýrazněny zelenou barvou. Každá oblast, která je 
klasifikována jako obličej je doplněna o identitu detekované osoby. 
Úspěšnost detekce obličeje na základě barevné informace je při použití 
kontrastního pozadí téměř 99%, což je nutný předpoklad pro následné rozpoznávání. 
Rozpoznávání metodou eigenfaces v přiloženém projektu s databází, která splňuje 
výše popsané nároky, dosahuje úspěšnosti přibližně 85%. Tato úspěšnost však není 
nejvyšší možná, které lze použitím metody eigenfaces dosáhnout, avšak velmi záleží 
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na správné segmentaci oblasti vhodné k rozpoznávání a již zmíněné databázi 
obličejů.  
 
Obr. 5.2: Osoba Martin - ukázky výsledků špatné detekce a rozpoznávání obličeje 
 
Na obrázku Obr. 5.2 jsou ukázány také snímky, při kterých některá z metod 
selhala. V případě snímku Obr. 5.2a je chybně klasifikovaná oblast obličeje, která 
byla onačena pouze jako oblast kůže. Na snímku Obr. 5.2b je sice oblast obličeje 
klasifikována správně, avšak v tomto případě selhala metoda eigenfaces, protože 
neodpovídá identita osoby na snímku. Toto selhání může být zapříčiněno chybnou 
segmentací oblasti obličeje pro rozpoznávání nebo je detekovaná oblast obličeje ve 
videosekvenci tmavší než trénovací snímek též osoby v databázi. Jak už bylo 
uvedeno v kapitole Trénovací množina obličejů, osvětlení má výrazný vliv na 
výsledek rozpoznávání metodou eigenfaces.  
Na obou snímcích jsou kromě oblastí kůže detekovány také oblasti, které kůži 
neodpovídají. Konkrétně se jedná o židli s potahem, který svou barvou kůži 
odpovídá. Takovému případu nelze zabránit, protože oblasti kůže nejsou nijak 
testovány a jedinou podmínkou, kterou musí splňovat je právě barva. Klasifikace 
probíhá až při určení, zda li je oblast obličej nebo není. Pro výslednou detekci a 
rozpoznávání obličeje tedy nehraje významnou roli, jestli jsou oblasti neodpovídající 
kůži rovněž detekovány. Ukázky dalších výsledných snímků, vybraných 
z videosekvence, jsou uvedeny v příloze. 
Ačkoliv by měl algoritmus pro detekci a rozpoznávání obličeje splňovat 
nároky na real – time, v prostředí Matlab není možné výše popsané metody 
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naprogramovat tak, aby se podařilo zpracovávat standardní počet snímků 
videosekvence, tedy přibližně 24 snímků za vteřinu. 
Počet snímků, které dokáže přiložený program v prostředí Matlab zpracovat 
je asi 7 snímků za vteřinu. Počet zpracovaných snímků však nezávisí jen na 
parametrech programu, jako jsou velikost Gaussovy křivky, prahovací hodnoty, 
klasifikační podmínky atd., ale také na volbě scény, počtu osob, které se ve snímku 
nacházejí současně a další. S počtem osob ve snímku souvisí také počet kandidátních 
oblastí, které barvou odpovídají kůži. Jelikož všechny tyto oblasti procházejí 
klasifikačním algoritmem pro detekci obličeje, je potřeba před samotnou detekcí 
odstranit příliš malé objekty, které zaručeně neodpovídají obličeji, aby 
nezpomalovaly aplikaci zbytečnými výpočty. 
Možností, jak metody popsané v této práci využít pro vytvoření real – time 
aplikace, je výběr vhodnějšího programovacího prostředí. Nejvhodnějším 
programovacím jazykem je jazyk C#, doplněný o knihovny OpenCV. Knihovna 
OpenCV (Open Computer Vision) nabízí prostředky zpracování obrazu, podobně 
jako Matlab. Její funkce jsou však mnohonásobně rychlejší než funkce, které nabízí 
Matlab a proto použití knihovny OpenCV zaručí, že aplikace bude nároky na real – 
time splňovat. 
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6. ZÁVĚR 
Cílem této práce bylo navržení metody pro detekci a rozpoznávání obličeje 
z videosekvence. V kapitolách 2.1 a 2.2 jsou popsány metody, využívající barevný 
prostor IRgBy resp. YCbCr, ze kterého je získán subprostor barev, odpovídajících 
lidské kůži. Subprostor barev lidské kůže je však určen přesně stanovenými 
hodnotami jednotlivých složek modelu, což vytváří největší chybu při detekci. 
Prahové hodnoty jednotlivých složek, určující barvu kůže nelze nikdy zvolit tak, aby 
byly použitelné pro různé světelné podmínky. Setkáváme se tedy s problémem 
nedostatečného nebo až příliš velkého pokrytí prostoru barev použitého modelu. Obě 
metody však lze použít za předpokladu, že pozadí a světelné podmínky budou přesně 
specifikovány. Tzn. je zvolena barva pozadí, která se co nejvíce liší od barvy lidské 
kůže a světelné podmínky budou v čase konstantní. Pak lze najít takový subprostor 
barev, pomocí něhož nalezneme všechny body odpovídající kůži, a zároveň nebude 
detekováno pozadí. 
Jelikož se v reálném světě setkáváme především s různými podmínkami 
osvětlení, je pro detekci kůže vytvořen ze vzorových obrazů model kůže, který 
poskytuje velmi reálné informace o barvě kůže v obraze. Pomocí tohoto modelu je 
metodou Gaussova pravděpodobnostního rozložení vypočtena pro každý bod 
v obraze hodnota pravděpodobnosti, se kterou odpovídá barvě kůže. Tímto 
způsobem je dosaženo daleko efektivnějšího výsledku detekce kůže než výše 
zmíněnými přesně definovanými prahy.  
Kvalitní detekce kůže je základem pro následnou detekci obličeje, pro kterou 
je využita metoda korelace. Tato metoda je poměrně přesná avšak pro případy, kdy 
selhává, je tato metoda doplněna o metodu eigenfaces. Ačkoliv je metoda eigenfaces 
určena především pro rozpoznávání, je velmi vhodným doplňkem pro detekci 
obličeje. Obě použité metody dosahují úspěšnosti detekce obličeje za až 99%. 
Samozřejmě takto vysoká úspěšnost není vždy zaručena a pro dosažení takto 
vysokého čísla je zapotřebí splnit některé požadavky, uvedené v kapitole Detekce 
obličeje ve videosekvenci. 
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Při splnění popsaných podmínek je možné aplikaci rozšířit o rozpoznávání 
obličeje, které je silně závislé právě na jeho detekci. Pro rozpoznávání je použita 
metoda eigenfaces, tedy stejná metoda, která slouží pro detekci obličeje. V kapitole 
Eigenfaces pro rozpoznávání jsou kromě podrobného popisu této metody uvedeny 
také základní požadavky, které je nutné pro efektivní využití eigenfaces splnit. Jedná 
se především o vytvoření databáze obličejů a segmentaci vhodné oblasti 
z detekovaného obličeje, která bude rozpoznávání podrobena. Na „ideálních“ 
snímcích dosahuje metoda eigenfaces téměř 95%, avšak z videosekvence je velmi 
problematické získat optimální oblasti pro rozpoznávání, které svým charakterem 
budou velmi podobné snímkům v databázi. V přiložené aplikaci je úspěšnost 
rozpoznávání přibližně 85%. 
Všechny fáze projektu, tedy detekce kůže, detekce obličeje a rozpoznávání, 
jsou závislé na podmínkách prostředí, ve kterých byla videosekvence pořízena. 
Hlavním problémem je bezesporu osvětlení, které výrazně ovlivňuje hodnoty 
jednotlivých bodů v obraze. Vytvoření aplikace, která bude vysoce efektivní při 
libovolném osvětlení je velmi náročné a je zapotřebí využívat velmi složitých technik 
a postupů. Proto všechny metody, uvedené v této práci, jsou vždy doplněny o 
podmínky, při kterých byly testovány a které musí být splněny pro opětovné získání 
uvedených úspěšností jak detekce, tak rozpoznávání. 
Všechny popsané postupy byly aplikovány pro rozměry snímků 640x480 
v prostředí Matlab. Ačkoliv toto prostředí poskytuje programátorů rozsáhlou 
infrastrukturu pro zpracování obrazů, není vhodné pro vytváření aplikací v real – 
time režimu. Vhodnějším řešením z hlediska real – time aplikací je jazyk C#, 
doplněný o knihovny OpenCV, jehož použití zaručuje zpracování uvedených metod 
v reálném čase. 
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8. SEZNAM PŘÍLOH 
 Obrazová galerie výsledků detekčního algoritmu 
 CD s programem face_detect, který aplikuje výše popsané metody 
k detekci a rozpoznávání obličeje 
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9. PŘÍLOHY 
 
 
Obr.  9.1: Osoba Ondra - korektní detekce obličejové části 
 
 
 
Obr.  9.2: Osoba Martin - korektní detekce obličejové části + detekce oblastí kůţe mimo obličej 
 
 
 
Obr.  9.3: Osoba Ondra - korektní detekce obličejové části + detekce oblastí kůţe mimo obličej 
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Obr.  9.4: Osoba Martin - korektní detekce obličejové části 
 
 
 
Obr.  9.5: Osoba Ondra, Martin - korektní detekce obličejové části 
 
 
 
Obr.  9.6: Osoba Ondra, Martin - korektní detekce obličejové části 
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Obr.  9.7: Osoba Martin - korektní detekce obličejové části, chybné rozpoznávání. Na obrázku 
vlevo detekována také oblast, která kůţi nepřísluší 
 
 
Obr.  9.8: Osoba Martin - korektní detekce obličejové části, chybné rozpoznávání 
 
 
 
Obr.  9.9: Osoba Martin - korektní detekce obličejové části, chybné rozpoznávání. Na obrázcích 
detekovány také oblasti, které kůţi nepřísluší 
 
 
