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Resumo 
O problema abordado é o de programação de produção (scheduling) em plantas 
operando em batelada. Considera-se problemas de curto prazo (short-term) com restrições 
fortes sobre a capacidade de produção da planta e de armazenagem de produtos 
intermediários, situação que ocorre na indústria de processos com freqüência. 
A abordagem proposta visa a utilização da informação sobre gargalos de 
capacidade dos equipamentos como forma de orientar o procedimento de busca pela 
solução, através da sucessiva redução do espaço de busca. 
Para esse fim, foram implementadas as principais técnicas de propagação de 
restrições sobre recursos unitários existentes na literatura, e é proposta uma estratégia de 
propagação de restrições baseada nas restrições de armazenagem de produtos 
intermediários. Também foram propostas estratégias de identificação e avaliação das 
restrições do problema, de modo melhor a orientar o procedimento de busca pela solução. 
A abordagem proposta identifica as restrições e avalia quais são mais duras, ou 
seja, mais propensas a serem violadas, e toma decisões sobre as varáveis envolvidas nessas 
restrições que permitam resolver o problema de programação de produção mantendo a 
maior liberdade possível para as decisões restantes, de forma que as restrições não sejam 
violadas. 
Os resultados mostram um ganho de eficiência na busca por uma solução no 
sentido de um menor número de nós visitados na árvore de busca para atingir uma solução 
final, assim como menor número de nós infactíveis visitados (soluções parciais que não 
podem ser completadas). Esse ganho resulta em menor gasto de tempo e recursos 
computacionais empregados em elementos de pouca influência sobre a resolução do 
problema. 
V li 
Abstract 
The problem considered is short term scheduling of batch chemical plants. 
Constraints over plant capacity are taken as well as intermediate storage constraints since 
they are frequent in the process industries area. 
The proposed approach utilizes a constraint based search technique based on 
bottlenecks identification to guide the search procedure and reduce the search space. 
To reach this goal, the usual constraint propagation techniques over unitary 
resources are implemented, and it is proposed a new intermediate storage constraints 
propagation technique. New bottlenecks identification and measurement strategies are 
proposed to have a more efficient search procedure. 
The search procedure identifies the hardest constraints, and takes decisions that 
keep the greater flexibility for the remaining variables. 
The results show a big efficiency gain in the search procedure by reaching a 
complete solution with less visited nodes in the search tree, as well as visiting fewer 
infeasible nodes. The result is a reduction of computational time and resources. 
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Terminologia 
Janela de tempo- intervalo de tempo onde uma operação pode ser alocada 
JTi -janela de tempo da operação i 
JTij -janela de tempo da operação i no equipamento j 
TPi -tempo de processamento da operação i 
Cri - criticalidade da operação i 
ESTi- (earliest starting time) instante de início mais cedo da batelada i 
EFfi- (earliestfinishing time) instante de término mais cedo da batelada i 
LSTi- (latest starting time) instante de início mais tarde da batelada i 
LFTi- (latestfinishing time) instante de término mais tarde da batelada i 
CBS- (constraint based search) busca orientada por restrições 
HEVar- heurística de escolha de variável 
HEVal- heurística de escolha de valor 
ZW - (zero wait) armazenagem do tipo sem espera 
NIS- (no intennediate storage) armazenagem do tipo inexistente 
PIS- (jinite intermediate storage) armazenagem do tipo limitada 
UIS- (unlimited intermediate storage) armazenagem do tipo ilimitada 
MRP- Material Requirements Planning 
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Capítulo 1 - Introdução 
1.1- O Problema de scheduling 
Alguns setores da indústria, como por exemplo a farmacêutica, de alimentos e de 
siderurgia são caracterizados pela produção de um grande número de produtos diferentes 
utilizando a mesma planta de produção, ou produtos de alto valor, sujeitos a problemas 
operacionais, como limpeza constante dos equipamentos. Produtos desse gênero possuem 
processamento muito complexo, necessitam de um controle de qualidade rigoroso, ou ainda 
possuem demandas sazonais e influenciadas pela situação de mercado. Para os setores que 
com essas características de produção, o processamento descontínuo em batelada é 
preferível ou é a única opção. 
Um dos principais atrativos do processo descontínuo é sua grande flexibilidade em 
utilizar e compartilhar os recursos disponíveis para a produção de volumes variáveis de um 
grande número de diferentes produtos utilizando as mesmas instalações. Entretanto, para 
que se obtenha a melhor utilização de todos os recursos, de modo a tomar completa 
vantagem da flexibilidade oferecida pelas plantas descontínuas e para acomodar alterações 
no perfil de demanda, são necessárias ferramentas de planejamento sofisticadas. 
A maneira com que as plantas descontínuas operam é fortemente influenciada pela 
natureza da demanda imposta a ela. Se existem previsões de demanda bem conhecidas, a 
um prazo relativamente longo, a produção é orientada para recompor os estoques no longo 
prazo, e pode-se estabelecer um modelo de operação cíclica. Esta forma de operação da 
planta é conhecida como modo "campanha", que é uma forma de operação regular da 
planta com a repetição de um perfil de produção (ciclo) durante um intervalo de tempo 
definido (duração da campanha). Por outro lado, quando a demanda é variável, orientada 
por pedidos de clientes em curto prazo, dispõe-se de um menor horizonte de tempo e não é 
possível estabelecer um modelo de operação cíclico. Este modo de operação é conhecido 
como de curto prazo. Devido às rápidas mudanças de mercado, a segunda situação tende a 
se tornar cada vez mais freqüente. 
Definido o modo de operação da planta, existem duas abordagens para o problema 
de produção: abordagem em nível hierárquico e único. Na abordagem de nível hierárquico 
o problema de produção se divide em duas etapas. A primeira é o planejamento de 
produção, onde são definidas as quantidades a serem produzidas, as datas de compra de 
matérias-primas e entrega de produtos. A segunda é a programação ou scheduling, onde é 
definido o programa de produção, ou seja, onde e quando cada operação será realizada. Na 
abordagem de nível único os aspectos envolvidos no planejamento e na programação de 
produção são considerados simultaneamente, pois em alguns problemas estas duas etapas 
não são facilmente separáveis. Obviamente a primeira abordagem é subótima, mas diminui 
a complexidade do problema. 
Neste trabalho é suposto que as quantidades a serem produzidas, as datas de 
entrega de produtos finais e a disponibilidade de matérias-primas são conhecidas, tratando-
se de um problema de curto prazo. Assim, nesta tese é abordado o problema de 
programação de produção (scheduling) de curto prazo, que consiste em determinar o 
instante de início de cada operação necessária para cumprir a demanda de produtos finais, 
satisfazendo as restrições do problema. As restrições a serem _satisfeitas são normalmente: 
• receita de produção 
• limitação na quantidade de equipamentos 
• limitação na oferta de recursos compartilhados 
• limitação na disponibilidade de armazenagem intermediária 
Neste trabalho propõe-se utilizar uma medida da competição pelos equipamentos 
compartilhados entre as operações em cada instante de tempo, chamada crucialidade, que 
permite identificar os intervalos de tempo com demanda por equipamentos mais elevada. 
Esta informação é utilizada para identificar regiões de elevada competição, que orientam a 
busca pela solução. 
Os exemplos abordados procuram mostrar que as técnicas de solução de 
problemas de scheduling orientadas por restrições apresentadas na literatura não 
consideram completamente todas as restrições do problema, e é possível diminuir o número 
de decisões de scheduling necessárias para obter uma solução ao considerar 
simultaneamente essas restrições, assim como inferir novos meios de eliminar gargalos na 
planta e dirigir as decisões de scheduling além dos apresentados na literatura. 
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Capítulo 2- Abordagem ao problema de scheduling 
2.1 - Introdução 
Cada produto final é produzido através de um conjunto de operações como por 
exemplo aquecimento, reação e separação. O problema de scheduling consiste basicamente 
em definir em que instante de tempo será iniciada cada operação da receita de produção, 
denominado "alocação" da operação. A alocação da operação determina em que intervalo 
de tempo os recursos por ela utilizados, tais como equipamentos e energia, estarão 
comprometidos. A decisão de quando e onde será realizada uma operação certamente 
possui algum efeito ou conseqüência sobre uma ou mais das demais operações, em virtude 
do balanço de massa ou compartilhamento dos recursos. 
É necessário então que o problema de programação de produção seja modelado de 
fonna a considerar estas relações de balanço de massa e compartilhamento, existentes entre 
as diversas operações que compõem a receita de produção. Uma consideração primária a 
ser feita na modelagem do problema é justamente a representação da receita de produção ou 
estrutura de processamento. Uma vez representada a estrutura de processamento e de posse 
de dados relevantes ao problema, como quantidade a ser produzida, prazos de entrega e 
critérios de otimização, o problema pode ser resolvido através de diversas abordagens, 
como programação matemática, busca em árvore ou busca orientada por restrições. 
A representação usada para a estrutura de processamento é mostrada na seção a 
seguir. As principais abordagens ao problema de scheduling são brevemente apresentadas 
nas seções 2.3.1 a 2.3.4. O trabalho desenvolvido nesta tese está inserido em um projeto 
mais amplo que envolve planejamento e scheduling, como descrito na seção 2.4. Esse 
projeto vem sendo desenvolvido pelo grupo de pesquisa do qual o autor faz parte, e engloba 
outras técnicas de para resolução do problema de scheduling. 
2.2 - Representação STN 
A representação da estrutura de processamento é um elemento essencial do 
modelamento do problema. Desenvolver um modelo do problema de programação de 
produção para cada estrutura de processamento seria muito trabalhoso e, além disso, 
modificações na estrutura exigiriam alterações no modelo do problema. 
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As estruturas presentes na indústria de processos são complexas, com produtos 
intermediários consumidos e gerados por várias operações. O tamanho de batelada das 
diferentes operações na receita de um produto pode ser variável, exigindo que o número de 
bateladas de cada operação a ser realizada seja variável ao longo da estrutura de 
processamento. De fonna a pennitir o modelamento de uma variedade ampla de estruturas 
de processamento, será usada a representação Rede Estado-Tarefa (State Task Network, 
STN) introduzida por Kondili (Kondili E., Pantelides C. C., Sargent R. W. H. 1993). 
Os processos em batelada são usualmente representados em termos da rota de 
produção. A rota de produção de cada produto é semelhante ao de plantas de 
processamento contínuo, do ponto de vista da representação do processo. Assim, os 
processos em batelada são também representados por diagramas que descrevem a rota de 
produção. Embora a representação por diagramas seja adequada para estruturas de 
processamento contínuo, o uso em estruturas mais complexas pode provocar ambigüidades 
na interpretação. 
A figura 2.1 mostra uma estrutura de processamento com cinco operações e o 
fluxo de matéria entre as operações é indicado por setas. Essa representação não deixa claro 
se a operação I produz dois produtos diferentes que constituem a alimentação das 
operações 2 e 3 ou se há apenas um produto que é dividido entre as duas operações. Da 
mesma forma, não é claro se a operação 4 requer dois tipos diferentes de alimentação 
provenientes de 2 e 5 ou se as correntes são do mesmo tipo com um reciclo de 5. 
Figura 2.1 - Estrutura de processamento 
A representação rede estado-tarefa foi proposta para eliminar interpretações 
ambíguas. Essa representação possui dois tipos de elementos; os estados, ou seja, matérias-
primas, produtos intermediários e produtos finais, representados por círculos; e as tarefas, 
ou seja, as operações realizadas ao longo do processo, representadas por retângulos. 
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A figura 2.2 mostra duas representações STN diferentes para o processo da figura 
2.1, onde cada um constitui um processo distinto do outro. No primeiro processo a 
operação 1 gera um único estado intermediário que é divido entre as operações 2 e 3, e a 
operação 4 consome um único estado gerado pelas operações 2 e 5. No segundo processo a 
operação 1 gera dois estados intermediários diferentes para as operações 2 e 3, e a operação 
4 consome dois estados diferentes gerados pelas operações 2 e 5, respectivamente. 
Figura 2.2 - Representações STN do processo da figura 2.1 
As regras para construção da representação STN de um processo são: 
a) uma operação tem tantos estados de entrada (saída) quantos forem os diferentes 
materiais consumidos (produzidos). 
b) duas ou mais correntes entrando no mesmo estado são necessariamente do mesmo 
material. Se a mistura de diferentes correntes é envolvida no processo, então esse processo deve 
constituir uma operação separada. 
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2.3 ·Técnicas de solução para o problema de scheduling.de curto prazo 
A solução do problema de scheduling requer a definição do instante de tempo em 
que uma determinada operação é iniciada e que recursos ela utiliza (equipamento, mão-de-
obra, utilidades, etc.). Assim, o problema de scheduling pode ser definido como a alocação 
de N operações a M equipamentos. Isso impõe uma natureza combinatorial ao problema, 
pois dependendo do problema, podem existir (N!)M soluções possíveis. Esse tipo de 
problema é NP-completo (non-polinomial complete). Em problemas NP-completos, o 
tempo de solução cresce exponencialmente com a dimensão do problema. Como 
conseqüência, para problemas de dimensão industrial, é necessário recorrer a estratégias 
que permitam obter uma solução razoável em um prazo de tempo aceitável. Existem 
diferentes abordagens para resolução do problema de scheduling apresentadas na literatura. 
A seguir são descritas as principais abordagens. 
2.3.1 - Busca em árvore 
Devido à natureza combinatorial do problema de scheduling é inviável realizar 
uma busca indiscriminada através de todas as soluções existentes. A alternativa é recorrer a 
métodos de busca controlada que possam encontrar uma solução de maneira mais eficiente. 
As técnicas de busca em árvore (Branch and Bound, BAB) realizam uma busca parcial e 
controlada das soluções possíveis do problema. As atividades de busca e controle podem 
ser realizadas por meio de diferentes tipos de critérios e pela incorporação de informações 
específicas de cada problema, além da avaliação do critério de otimização empregado. 
Dentro dessa abordagem, deve-se definir qual o mecanismo de busca e quais são as 
variáveis de decisão. 
A solução do problema de scheduling evolui conforme vão sendo alocadas as 
operações. Até que todas as operações estejam alocadas, o que se possui são soluções 
parciais do problema. Definido o critério de otimização, essas soluções parciais podem ter 
calculado um custo a elas relacionado. Para efeito de ilustração, é considerado que o 
critério de otimização visa a minimização da função de custo. 
O BAB é uma estrutura em forma de árvore, constituída de nós, que representam 
soluções parciais do problema, e de ramos, que unem os nós de níveis sucessivos. Durante 
o processo de busca obtêm-se uma série de nós abertos (as soluções parciais) e um custo 
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associado a cada nó. O custo associado a cada nó aberto é chamado de limitante inferior 
(lower bound), e é composto por duas parcelas: 
a) o custo da solução parcial obtida até esse nó 
b) a estimativa do custo mínimo para se completar a solução 
O menor custo associado a um nó indica o melhor caminho a ser seguido na 
árvore, auxiliando a escolha do melhor caminho para a solução ótima e descartando, ao 
menos temporariamente, soluções menos promissoras. Assim, a alocação das operações 
restantes segue até que seja obtida uma solução completa. O custo associado a essa solução 
completa constitui um limitante superior (upper bound), ou seja, após obtida essa solução, 
somente interessa seguir outras soluções parciais que possuam custo inferior. 
Uma vez encontrada a solução completa, o método retrocede a nós anteriores, 
(operação conhecida como backtracking), e procura por soluções parciais de custo inferior 
ao limitante superior, repetindo o processo de alocação de operações até que seja 
encontrada uma solução completa. A figura abaixo ilustra o uso do método para o 
seqüenciamento de quatro operações. 
limitanlc 
inferior 
ACB 
39 
limitante 
~upcrior 
ACD 
39 
DB 
42 
················-···---.................... soluções parciais 
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2.3.2- Programação Matemática 
Um modo de representar o problema de scheduling é através de uma formulação 
matemática. Neste tipo de representação todas as restrições do processo, como as restrições 
de ocupação dos equipamentos, de armazenagem e de balanço de massa originada pela 
receita são representadas por equações. Pode-se então utilizar ferramentas como a 
programação inteira mista (mixed integer linear programing, MU.,P), amplamente 
difundida na literatura, para resolver o problema de scheduling (Kondili E., Pantelides C. 
C., Sargent R. W. H. 1993). A formulação MU.,P utiliza variáveis binárias para determinar 
o início do processamento e o equipamento utilizado para cada operação, juntamente com 
variáveis contínuas que representam outras grandezas, como massa e tamanho de batelada. 
Formulações MU.,P são resolvidas através da utilização de um algoritmo de 
programação linear combinado com uma técnica de busca em árvore. As restrições do 
problema são relaxadas de modo a permitir que as variáveis binárias assumam valores reais 
entre O e 1. O problema relaxado é resolvido pelo algoritmo de programação linear (PL), e 
o valor da função de custo obtido é utilizado como limitante inferior, assim como descrito 
na técnica BAB. São gerados dois subproblemas, no qual o problema original agora possui 
o valor de uma das variáveis binárias fixada em um valor inteiro igual a O ou 1, e cada 
subproblema é resolvido pelo algoritmo PL. O procedimento segue pelo nó com menor 
custo (no caso de problemas de minimização) até que todas as variáveis binárias tenham 
seu valor fixado em O ou 1. 
Um aspecto da eficiência das formulações MU.,P diz respeito à diferença entre o 
custo obtido com a solução relaxada e o custo da solução inteira ótima, denominado gap de 
integralidade. Quando esse gap possui valor elevado diversas soluções parciais serão 
perseguidas resultando em mais nós abertos na árvore de busca e conseqüentemente maior 
tempo de cálculo. Obviamente esse gap de integralidade não é conhecido a priori. 
Outro aspecto importante na formulação do problema de scheduling é a 
representação do tempo. Algumas formulações utilizam uma representação discreta do 
tempo definida a priori. O horizonte de tempo disponível é divido em um número de 
intervalos de igual duração, chamados slots. A duração de um slot é igual ao máximo 
divisor comum de todos os tempos de processamento das operações. A vantagem dessa 
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representação é que facilita a formulação por criar uma grade d~ referência na qual as 
operações que competem pelo mesmo recurso são posicionadas. Eventos de qualquer tipo 
(início ou fim de processamento, ocupação de um equipamento, etc.) são permitidos apenas 
nos extremos desses slots. A desvantagem é que a discretização deve ser suficientemente 
fina para representar todos os eventos de interesse, o que pode resultar em um número 
extremamente grande de variáveis binárias. Como a dimensão da árvore de busca é função 
do número de variáveis binárias, para problemas de proporções médias ou grandes pode ser 
inviável obter uma solução final em tempo aceitável. 
Outras formulações usam uma representação contínua do tempo, de forma a 
reduzir a dimensão do problema. O horizonte de tempo é dividido em intervalos de duração 
variável, chamados eventos. As durações desses eventos são variáveis do problema. As 
operações são associadas a um evento, ao invés de definidas em relação ao tempo. O início 
do processamento de uma operação só pode ocorrer no início do evento a ela associado. O 
número de eventos é em geral muito menor que o número de intervalos decorrente da 
discretização do tempo, diminuindo a dimensão do problema pela redução de variáveis 
binárias, porém a formulação do problema torna-se não-linear. É possível linearizar a 
formulação, mas isso envolve o uso de dicotomias com constantes grandes, o que aumenta 
o gap de integralidade do problema. 
2.3.3 - Busca orientada por restrições 
Essa abordagem é adequada para problemas com restrições fortes, como por 
exemplo janelas de processamento restritas e equipamentos muito utilizados. Sua principal 
característica é que o processo de busca é orientado pelos gargalos do processo, e não pela 
função de custo. Em situações muito restritas parece lógico que o algoritmo se concentre 
primeiro nas "regiões" onde as restrições são mais duras, com a hipótese de que 
solucionados esses gargalos o restante do problema não apresentará dificuldades. 
A ferramenta fundamental dessa técnica é o procedimento de propagação de 
restrições, que a cada nó da árvore de busca realiza a propagação dos efeitos da decisão de 
scheduling que gerou o nó. Em problemas muito restritos esta propagação pode reduzir 
consideravelmente o número de decisões remanescentes reduzindo portanto a árvore de 
busca. Considerações a respeito da função de custo são feitas após obtida uma solução 
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completa. O valor limitante superior é adicionado como uma restrição ao procedimento de 
busca, da mesma forma que nas técnicas descritas anteriormente. 
2.3.4- Técnicas evolutivas 
Técnicas como simulated annealing estão baseadas na obtenção de uma solução 
inicial e na melhora sucessiva dessa solução. Essas técnicas podem sair de mínimos locais 
permitindo que sejam admitidas soluções piores do que a atual, dentro de um nível pré-
definido, com o objetivo de obter uma posterior melhora da solução. A vantagem dessas 
técnicas é a disponibilidade contínua de uma solução. 
No processo de montagem da solução são escolhidos dois candidatos (operações) 
aleatoriamente, e definido um ordenamento entre eles, para avaliar a função objetivo. Caso 
haja uma melhora da função, a solução parcial (ordenamento) é aceita, e o procedimento 
segue até que estejam definidos todos os ordenamentos. Deste modo, os candidatos estão 
definidos em termos de ordem de precedência entre eles, não em termos de tempo. A 
principal razão para isso é ter uma representação de dimensão razoável. Assim, o processo 
de construção das sucessivas soluções é rápido, porém a avaliação do custo associado a 
cada solução somente é rápido para algumas funções objetivo, como a minimização de 
makespan (tempo total de processamento). Caso o problema seja muito restrito, por 
exemplo em termos de janelas de processamento, condições de armazenagem ou 
equipamentos muito utilizados, a quantidade de candidatos infactíveis gerados pode ser 
extremamente grande, diminuindo a eficiência da técnica. 
2.4 - Abordagem proposta 
A abordagem proposta neste trabalho é uma técnica de busca orientada por 
restrições. Essas técnicas vem sendo utilizadas desde 1.976 (Erschler J. 1976, Fox M. S. 
1983, Keng N. P., Yun D. Y. Y., Rossi M. 1988, Sadeh N. 1991, II..OG 1997, C1aire 
Schedule 1.0 1999) e tem mostrado bom desempenho em problemas de scheduling com 
restrições duras. 
Todos os trabalhos nessa área apresentados na literatura partem da definição do 
problema de scheduling como sendo o de alocação de um número pré-determinado de 
bateladas de operações dentro das respectivas janelas de tempo para processamento. 
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Como geralmente os equipamentos de plantas descontínuas possuem pequena 
capacidade, as operações devem ser repetidas para produzir a quantidade de massa 
necessária, ou seja, deve ser feita mais de uma batelada para satisfazer completamente a 
demanda. Portanto, cada operação é constituída por um conjunto de bateladas e o conjunto 
de todas as operações e suas bateladas formam por assim dizer o "cenário" de produção. 
As janelas de tempo representam o intervalo de tempo disponível para execução de 
uma batelada. Essas janelas estão limitadas pelo menor instante de início (earliest starting 
time, EST) e o maior instante de término (latest finishing time, LFT) que uma operação 
pode assumir quando alocada. 
Nos sistemas de scheduling comerciais, as janelas de processamento das bateladas 
são dados de entrada, ou então obtidas numa fase inicial, a partir das janelas de 
processamento das bateladas de produtos finais. Essas janelas de produtos finais são 
também dados de entrada, na fonna de datas de entrega e data de início mais cedo possível 
para cada batelada de produto. Assim, para utilização destes sistemas, as janelas de tempo 
devem ser definidas por um sistema de planejamento à parte, e este aspecto tem sido uma 
crítica recorrente à utilização destes sistemas (Shah N., Chung P. W. H., Das B. P. 1998). 
A abordagem proposta utiliza o sistema de planejamento desenvolvido pelo grupo 
de pesquisa para fornecer as janelas de processamento das bateladas. Esse sistema está 
incorporado ao sistema de scheduling, de modo que não é necessário o uso de outro 
software. O sistema é descrito sucintamente a seguir. 
2.4.1- Módulo de planejamento 
As janelas de tempo são determinadas na etapa de planejamento, a partir dos 
seguintes dados: 
• Demanda dos produtos 
• Datas de entrega dos produtos 
• Em que equipamento será realizada cada operação (assignmenO 
• Plano de compras 
Fornecido o assignment, ficam fixados o tamanho de batelada e o tempo de 
processamento da operação, e assim é possível calcular o número de bateladas de cada 
operação necessário para satisfazer os requisitos de demanda. Através de um processo de 
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explosão semelhante ao utilizado no MRP (Material Requirements Planning), são definidos 
os fins das janelas das operações. A partir dessa informação, o sistema calcula as datas-
limite para compra de matérias-primas. A partir do plano de compras de matérias-primas 
definido pelo usuário, são calculados os inícios das janelas, através de balanço de massa. A 
estrutura do sistema de planejamento é ilustrada a seguir. 
I 
Alocação de tarefas a ~ equipamentos Interação do 
r Demanda de produtos I Tamanhos de usuário bateladas L. · Bateladas de 
intermediárioS. e fms 
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fornecimento de 
matérias primas 
1: 
das janelas 
l Quantidade de bateladas 
lnícios das 
janelas 
-r 
Janelas de tempo 
1 
Anâlisc de capacidade 
Propagação dç restri!fõcs 
Carregamento 
J. 
Janelas de tempo para a 
fase de scheduling 
f 
Neces.iü:lades de 
matérias primas 
Carregamento 
da planta 
Figura 2.4- Estrutura do sistema de planejamento 
A figura 2.5 mostra o resultado fornecido pelo módulo de planejamento. No painel 
esquerdo são mostradas as necessidades de matérias-primas, representadas por barras 
brancas, sendo as regiões em cinza o plano de compras fornecido pelo usuário. O painel da 
direita exibe as janelas de estados resultantes do planejamento. Os estados são produtos 
finais ou intermediários produzidos por urna operação e consumidos por outras. No 
exemplo mostrado, a matéria-prima C foi lançada no instante 1, a B no instante 3 e a A 
dividida em dois lançamentos, nos instantes 1 e 1 O, respectivamente. 
O sistema de planejamento transforma as janelas dos estados em janelas de tempo 
das operações, e realiza a análise do compartilhamento dos equipamentos, que verifica se as 
bateladas a serem executadas em cada equipamento não ultrapassam a capacidade do 
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mesmo, permitindo que a etapa de scheduling não seja executada caso o problema seja 
infactível. Se a capacidade da planta estiver subutilizada, ou se as janelas resultantes não 
forem satisfatórias, o usuário pode redefinir o plano de compras ou alterar a data de entrega 
de algum produto. É possível também definir um novo assignment, o que pode mudar 
completamente o problema se o tamanho de batelada for modificado. Essa interação com o 
usuário permite que sejam criados cenários de busca diferentes para uma avaliação prévia 
Após o cenário ser aprovado, está finalizada a etapa de planejamento, que passa as janelas 
resultantes ao módulo de scheduling. 
~~----------- ·--------~"· 
= = 
2.4.2 - Módulo de scheduling 
No módulo de scheduling são usadas as janelas fornecidas pelo módulo de 
planejamento, ilustradas na figura 2.6. Janelas da mesma cor mostram operações que 
utilizam o mesmo equipamento. Os espaços em preto representam intervalos que serão 
ocupados obrigatoriamente (também denominados intervalos de total reliance), e os 
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espaços em branco nas janelas, a indisponibilidade dos equipamentos ou proibição de 
ocupação em virtude destes intervalos. Os intervalos de ocupação obrigatória e os 
mecanismos de propagação de restrições que conduziram a este cenário serão detalhados no 
capítulo seguinte . 
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Figura 2.6- Módulo de scheduling 
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Como resultado do schedulíng obtêm-se a Carta de Gantt, um gráfico contendo a 
alocação das bateladas de cada operação aos equipamentos utilizados, bem como os 
respectivos instantes de inicio de cada batelada da operação, mostrando quando e onde cada 
operação deve ser realizada. Na figura 2. 7 é exibida uma Carta de Gantt para o resultante da 
alocação das operações mostradas na figura 2.6. 
A abordagem de janelas de tempo traz algumas vantagens, como permitir a 
redução do espaço de busca através da propagação das restrições do problema. Outra 
vantagem da utilização das janelas é que como elas mostram o intervalo de tempo 
disponível para realização das operações, o cenário formado pelas janelas representa 
também o espaço de solução, o que permite uma avaliação do problema antes de ser 
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iniciado qualquer procedimento de solução. Através das janelas pode-se calcular o 
carregamento nos equipamentos em virtude da concorrência entre as operações por esse 
equipamento. Por outro lado, a abordagem de janelas traz algumas limitações, pois para 
obtê-las é necessário conhecer previamente o tempo de processamento e o tamanho de 
batelada das operações. 
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Figura 2. 7- Carta de Gantt 
O capítulo 3 cobre os aspectos da busca orientada por restrições e os principais 
trabalhos desenvolvidos até o momento. Na seção 3.2 são mostradas as restrições mais 
comuns presentes na indústria. A seção 3.3 descreve as principais formas de qualificar e 
mensurar gargalos apresentadas na literatura. As heurísticas de decisões de scheduling mais 
importantes são detalhadas na seção 3.4. A seção 3.5 descreve os meios de propagação de 
restrições empregados neste trabalho. Finalmente na seção 3.6 é introduzida a abordagem 
proposta deste trabalho. 
15 
Capítulo 3 - Busca orientada por restrições 
3.1 - Introdução 
As técnicas de busca orientada por restrições (Constraint Based Search, CBS) são 
técnicas de busca em árvore e portanto são uma abordagem construtiva do problema de 
scheduling. Como em qualquer técnica de busca em árvore, a árvore é constituída por nós 
representando soluções parciais do problema de scheduling, sendo que uma decisão de 
scheduling leva de um nó pai a um nó filho. Os nós finais da árvore representam soluções 
completas do problema. Um ramo desde o nó raiz até o nó final contém todas as decisões 
de scheduling que levam à solução representada por este nó final. A principal característica 
dessas técnicas é que as decisões de scheduling nos nós são definidas através de análise das 
restrições do problema, concentrando os esforços de solução em partes específicas do 
problema de cada vez. 
As técnicas de busca em árvore do tipo branch & bound aplicam-se a um 
problema de scheduling onde uma função objetivo deve ser otimizada (para fins dessa 
discussão considera-se um problema de minimização). A busca em árvore realizada por um 
algoritmo branch & bound é feita de uma forma inteligente utilizando dois procedimentos: 
o corte de ramos (pruning) através da utilização do limitante superior (upper bound) 
disponível, e o prosseguimento do ramo mais promissor através da utilização do limitante 
inferior (lower bound) do último nó de cada ramo. 
As técnicas de busca orientada por restrições foram inicialmente utilizadas para 
problemas de scheduling altamente restritos. Nestas situações é difícil obter uma solução 
em tempo hábil, de modo que é mais importante obter uma solução factível, ou seja, que 
satisfaça todas as restrições, do que obter a solução ótima, ainda que obviamente atingido o 
primeiro objetivo o usuário desejará abordar o segundo. 
Dentro do contexto da obtenção de uma solução factível em problemas com 
restrições fortes, as técnicas de busca orientadas por restrições utilizam: 
a) procedimentos específicos para determinar a decisão de scheduling em cada nó, e 
b) técnicas de propagação de restrições após cada decisão de scheduling de forma a reduzir 
a árvore de busca. 
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As decisões de scheduling são tomadas levando em consideração as restrições, 
normalmente detectando onde essas são mais duras. É interessante se concentrar primeiro 
nas restrições mais fortes, pois elas determinam a qualidade da solução final que será 
obtida. A decisão escolhida satisfazendo essas restrições freqüentemente é aquela que 
minimizao seu impacto sobre o problema, de forma a manter a maior flexibilidade possível 
para a alocação das operações ainda não alocadas. 
As decisões de scheduling em um ramo podem conduzir a uma situação infactível, 
ou seja, em que não sejam satisfeitas todas as restrições do problema. Neste caso é 
necessário retroceder a um nó anterior na árvore para continuar a busca em outro ramo 
(backtracking). 
Quando as técnicas de busca orientada pelas restrições são utilizadas em um 
contexto de otimização, os sistemas atuais (e.g. ILOG, ILOG 1997) mantém o mesmo 
esquema de busca, apenas avaliando o valor da função objetivo em cada nó, obtendo assim 
um limitante inferior. Após a obtenção de uma solução completa, o valor da função 
objetivo correspondente constitui um limitante superior que permite cortar ramos. É 
importante notar que as decisões de scheduling ainda são tomadas através da análise de 
gargalos e não dirigida através dos valores dos limitantes inferiores, como em estratégias 
clássicas de busca em árvore. 
Os algoritmos apresentados na literatura e os softwares comerciais existentes 
utilizam fundamentalmente as restrições originadas pela capacidade dos equipamentos. 
Quando se consideram problemas de scheduling os equipamentos são caracterizados como 
recursos unitários, ou seja, em cada instante de tempo um equipamento só pode ser 
utilizado por uma operação. 
A busca orientada pelas restrições de capacidade define as decisões de scheduling 
através da detecção dos equipamentos e intervalos de tempo que constituem gargalos de 
produção. De fato os gargalos podem ter diversas origens (energia elétrica limitada, 
produtos intermediários requisitados por mais de uma operação, etc.), no entanto a maior 
parte das técnicas desenvolvidas até recentemente se restringe a gargalos originados pela 
competição entre operações por um mesmo equipamento. 
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Isto traz a questão de identificação de gargalos, detalhadas na seção 3.3. Para 
realizar essa identificação estas técnicas utilizam como dados de entrada as janelas de 
tempo para execução das operações, e supõe-se que essas janelas já foram definidas em 
uma fase anterior do problema. 
Após a escolha de um gargalo, procede-se então à escolha da operação ou 
operações sobre as quais serão tomadas as decisões de scheduling. As regras utilizadas para 
esta escolha são heurísticas e na literatura de CBS são conhecidas por heurísticas de escolha 
de variável (variable ordering heuristics, HEVar), e as decisões tomadas sobre as 
operações escolhidas, heurísticas de escolha de valor (value ordering heuristics, HEVal). 
Tomada uma decisão sobre uma ou mais operações, o número de decisões possíveis sobre 
as demais operações é reduzido através da propagação das restrições. A existência de uma 
fase de propagação dos efeitos ou conseqüências de uma decisão tomada é uma 
característica fundamental das técnicas CBS. A resolução do gargalo inicial gera um novo 
cenário para o problema que pode conduzir a novos gargalos em outras regiões, e então o 
procedimento é repetido. Assim é possível obter uma solução pela redução seguida ou 
refinamento do espaço de busca, que segue então as seguintes etapas: 
• Detecção do conflito que será resolvido 
• Identificação das operações envolvidas no conflito 
• Escolha das operações sobre as quais será tomada uma decisão 
• Fixar uma decisão sobre a operação ou operações escolhidas 
• Propagação e revisão das restrições do problema 
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3.2 -Tipos de restrições 
Os recursos compartilhados que as operações requisitam podem ser classificados 
em dois tipos: recursos unitários e cumulativos. Os recursos compartilhados unitários são 
aqueles que não podem ser utilizados por mais de uma operação ao mesmo tempo, corno 
por exemplo equipamentos, pois supõe-se operações não preemptivas, ou seja, uma vez 
iniciadas, não podem ser interrompidas até sua conclusão. Os recursos compartilhados 
cumulativos podem ser utilizados por várias operações simultaneamente até um 
determinado limite, como por exemplo eletricidade, vapor e mão-de-obra. 
Os sistemas de scheduling orientados por restrições existentes consideram apenas 
as restrições por recursos compartilhados unitários (ll .. OG 1997). Recentemente vem sendo 
desenvolvidas extensões considerando os recursos compartilhados cumulativos (Claire 
Schedule 1.0 1999). No trabalho desenvolvido as restrições consideradas foram as 
originadas por recursos compartilhados unitários, no caso, equipamentos, e restrições 
provenientes de limitações de armazenagem. 
Como a atribuição das operações aos equipamentos é fixada na fase de 
planejamento, são conhecidas previamente as operações que concorrerão pelos 
equipamentos, e assim a chave da questão não é que recurso as operações requisitam, mas 
sim os intervalos de tempo em que as operações requisitam o equipamento. 
O intervalo de tempo em que uma operação requisita um equipamento é 
denominado janela de tempo para processamento da operação. O sistema de planejamento 
utilizado (RODRIGUES L C. A 2000d) fornece estas janelas de tempo para a fase de 
scheduling. 
Por exemplo, se duas operações compartilham o mesmo equipamento mas suas 
janelas não se sobrepõem no tempo, como ilustrado na figura 3.1, não existe concorrência 
pelo equipamento, pois este será de uso exclusivo de cada operação dentro de seu intervalo 
de tempo, e a decisão de scheduling sobre uma operação não terá impacto sobre a outra. 
Caso as janelas de tempo estejam sobrepostas, como na figura 3.2, existe concorrência pelo 
mesmo espaço de tempo no equipamento, e assim a decisão tomada sobre uma operação 
reduzirá as possibilidades de alocação da outra. Deste modo se torna necessário qualificar e 
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quantificar a exigência de uma determinada operação sobre um equipamento originada pela 
sua janela de tempo. 
Figura 3.1 ~Janelas sem sobreposição 
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Figura 3.2 ~Janelas sobrepostas 
A janela de tempo para o processamento de cada operação é definida pelo instante 
de início mais cedo (earliest starting time ou EST) e o instante de término mais tarde (latest 
finishing time ou LFT). O primeiro é determinado, na fase de planejamento, a partir da 
disponibilidade das matérias-primas, e o último a partir das datas de entrega dos produtos 
finais que utilizam os estados gerados pela operação. Como ilustrado na figura 3.3, existem 
dois casos extremos, em que a operação pode ser alocada mais ao início ou mais ao fim da 
sua janela. 
earliest starting time latest finishing time 
: : : : I i : : : I : : : : I : : : : I : : : : I : : : : 
earliest finishing time latest starting time 
Figura 3.3- Earliest starting time e latest finishing time 
Se a operação for alocada no início da sua janela, será finalizada o mms cedo 
possível. Neste caso, o instante em que a operação termina é chamado de instante de 
término mais cedo (earliestfinishing time, EFT), definido pela equação 3.1. Por outro lado, 
se a operação for alocada no fim da sua janela, será iniciada o mais tarde possível. Neste 
caso, o instante em que a operação é iniciada é chamado de instante de início mais tarde 
(latest starting time, LST), definido pela equação 3.2. 
EFT = EST + Tempo de Processamento 
LST = LFT- Tempo de Processamento 
[3.1] 
[3.2] 
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3.3 - Medidas de gargalos 
Algumas ferramentas podem orientar o procedimento de busca e identificação das 
regiões onde ocorrem gargalos e as operações envolvidas nestes. As técnicas apresentadas a 
seguir são baseadas na competição de operações por recursos compartilhados unitários. 
Para tanto, exigem que sejam conhecidos o tempo de processamento das operações e as 
janelas de tempo onde é pennitida sua alocação. 
3.3.1 - Criticalidade e demanda individual de uma operação 
A. Criticalidade (Keng N. P., Yun D. Y. Y., Rossi M. 1988) - A criticalidade 
mede de maneira quantitativa a flexibilidade de alocação de uma operação dada a sua janela 
de tempo, ou em outras palavras, o quão "apertado" é o intervalo de tempo disponível para 
realizar a operação. A criticalidade de uma operação i está definida como a razão entre os 
valores do seu tempo de processamento e da janela de tempo disponível para sua execução. 
Cr, = TP, I JT, [3.3] 
Onde: tempo de processamento da operação i 
duração da janela de tempo da operação i 
criticalidade da operação i 
Valores de criticalidade altos indicam operações com pouca flexibilidade 
temporal, ou seja, com poucas possibilidades de alocação. A operação é dita mais crítica 
quanto maior a sua criticalidade, que no caso de possuir valor unitário, indica que a 
alocação da operação é única, ou seja, não existem outras alternativas de alocação. 
Considerando o tempo discretizado com intervalo de discretização unitário, o número de 
possíveis alocações é dado por JTi- TPi + 1. 
Uma operação pode ser executada em mais de um equipamento ao mesmo tempo, 
como ocorre com o processamento em paralelo operando em fase. Neste caso a operação 
possui duas ou mais janelas de tempo, que podem ter diferentes durações em função da 
ocupação dos equipamentos. Para efeito do cálculo de criticalidade, é considerado que 
existe apenas uma janela, de tal forma que o número de possíveis alocações nessa nova 
janela seja igual à soma das possíveis alocações em cada uma das janelas da operação. 
Assim, para uma operação i sendo executada em um conjunto J de equipamentos a 
criticalidade é calculada como: 
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Cr ~ TP, 
· IruT,-TP,+lJ+TP,-11 
[3.4] 
jeJ 
Onde: JTii = janela de tempo da operação i no equipamento j 
A parcela (JTu - TP; + I) é o número de possíveis alocações de i em j, 
considerando o tempo discretizado com intervalo de discretização unitário. 
B. Demanda Individual (Sadeh N. 1991) -A demanda individual possui um 
enfoque um pouco diferente da criticalidade. Trata-se de uma medida da possibilidade de 
que um intervalo de tempo seja utilizado na alocação da operação. Para tanto, é avaliado o 
número de possíveis alocações que a operação pode ter dentro de sua janela (considerando 
o tempo discretizado ), e é considerado que cada possibilidade de alocação tem a mesma 
probabilidade de ocorrer. Assim, cada intervalo de tempo de cada janela possui também 
uma probabilidade de ser ocupado, determinado como a razão entre o número de alocações 
ocupando este intervalo de tempo e o número total de alocações possíveis. Este método tem 
como vantagem mostrar mais claramente do que o anterior qual é o intervalo de tempo com 
maior possibilidade de ser utilizado pela operação. 
A figura 3.4 ilustra o método. A operação possui tempo de processamento de 15 
unidades de tempo e uma janela de 20 unidades para ser executada. Utiliza-se um intervalo 
de discretização unitário. Existem 6 possíveis alocações, indicadas por setas, cada qual com 
igual chance de ocorrer. Contudo, as janelas das possíveis alocações (setas) se sobrepõem, 
indicando que alguns intervalos de tempo têm maior possibilidade de serem ocupados. 
Assim, o intervalo de 5 a 6, onde somente uma das possíveis alocações está presente, tem 
possibilidade de 1/6. Já no intervalo de 6 a 7 existem duas possíveis alocações que podem 
ocupar este intervalo, e a possibilidade é de 2/6. Os intervalos com maior chance de serem 
utilizados pela operação estão entre 1 O e 20, com possibilidade de 6/6 para todos eles, pois 
existem 6 possíveis alocações, como indicado pelas setas. De fato, o intervalo de tempo 
[lO, 20] tem possibilidade de 100% de ser utilizado (6/6), e será ocupado qualquer que seja 
a alocação escolhida. 
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Figura 3.4- Demanda individual 
Outra vantagem da demanda individual é a capacidade de lidar com janelas de 
tempo disjuntas, que possuem um ou mais intervalos de tempo indisponíveis para alocação 
entre elas. O conceito da criticalidade não é capaz de quantificar a flexibilidade de alocação 
nesses casos. 
3.3.2 • Crucialidade e demanda agregada de um equipamento 
Mesmo que uma operação possua pouca flexibilidade de alocação em um 
equipamento, este só poderá vir a ser um gargalo se houver outras operações competindo 
pelo mesmo recurso no mesmo intervalo de tempo. Os conceitos descritos a seguir 
permitem a identificação dos intervalos de tempo onde ocorre grande competição por 
equipamentos devido às operações que os requisitam. 
A. Crucialidade (Keng N. P., Yun D. Y. Y .. Rossi M. 1988) · A crucialidade 
avalia de maneira qualitativa a concorrência entre operações por um determinado 
equipamento no tempo. Para representar essa concorrência é construída a curva de 
crucialidade, que é obtida a partir da soma dos valores de criticalidade das operações que 
competem pelo mesmo equipamento, dentro do intervalo de suas respectivas janelas de 
tempo. Regiões onde a crucialidade assume valores altos representam grande disputa entre 
as operações e portanto constituem gargalos na produção. 
A seguir é ilustrado o conceito da crucialidade. Na figura 3.5 são exibidas as 
janelas de tempo de quatro operações, A, B, C e D, com tempo de processamento 3, 2, 2 e 3 
unidades de tempo, respectivamente, onde cada operação é constituída por duas ou três 
bateladas. Há dois equipamentos; P1, compartilhado por A e B e P2, compartilhado por C e 
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D. Na figura 3.6 está ilustrada a curva de crucialidade do equipamento P1 e na figura 3.7 a 
do P2. Este último mostra um pico de grande concorrência entre as operações no intervalo 
del3al9. 
A 
I I I I 
B 
c 
D 
Figura 3.5- Janelas das operações 
Para ilustrar a obtenção da curva de crucialidade, considere apenas as operações 
do equipamento P1. Para cada batelada que compõe a operação é calculado o valor da 
criticalidade, de modo que este valor existe somente no intervalo de tempo pertencente a 
janela da batelada. A crucialidade é obtida somando os valores da criticalidade, de modo 
que quando as janelas de tempo se sobrepõem, o valor das suas cri ti cal idades é acumulado. 
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Figura 3.8 
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B. Demanda Agregada (Sadeh N. 1991)- O método da demanda agregada é similar 
ao da crucialidade. São somados no tempo os perfis de demanda individual (Sadeh N. 
1991) das operações para construir a curva de demanda agregada. Usando as mesmas 
janelas da figura 3.5, a curva de demanda agregada para o primeiro equipamento, resultante 
da soma das demandas individuais, é mostrada na figura 3.9. De modo análogo é obtida a 
curva de demanda agregada para o segundo equipamento, exibida na figura 3.1 O. 
Figura 3.9- Demanda agregada do equipamento p, 
Figura 3.1 O- Demanda agregada do equipamento P2 
As curvas de crucialidade e de demanda agregada são um pouco diferentes, sendo 
que esta última claramente fornece um nível de detalhe maior. Como é possível notar, o 
maior pico está agora no intervalo [15, 18]. 
Novamente, para ilustrar a obtenção da curva de demanda agregada, considere 
apenas as operações do equipamento P1. Para cada batelada que compõe a operação é 
calculado o valor da demanda individual, de modo que este valor existe somente no 
intervalo de tempo pertencente à janela da batelada. A demanda agregada é obtida somando 
os valores da demanda individual, de modo que quando as janelas de tempo se sobrepõem, 
o valor das suas demandas individuais é acumulado. 
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3.3.3 - Tempo de Folga 
A folga (slack time, Smith S. F., Cheng C. C. 1993) representa o tempo de folga 
existente para a realização de uma operação, e é definida como a diferença entre a janela de 
tempo disponível e o tempo de processamento. Na referência acima citada o conceito de 
folga é estendido para um par de operações competindo pelo mesmo equipamento, ou seja, 
com janelas sobrepostas. A diferença max(LFTi, LFTj)- min(ESTi, ESTj) mostra o tempo 
total disponível para execução de ambas, como uma única janela resultante da união das 
janelas das duas operações. A diferença entre este tempo total disponível e a soma dos 
tempos de processamento fornece uma medida da folga existente para realização das duas 
operações. Este conceito é diferente dos conceitos de criticalidade e demanda individual, 
pois fornece uma medida da flexibilidade de alocação apenas para um par de operações que 
competem pelo mesmo equipamento. 
A figura abaixo ilustra o método. O tempo de processamento das operações A 
(branco) e B (cinza) são 10 e 5, respectivamente. A medida de folga é feita analisando o 
tempo total disponível e o tempo total necessário para execução do par de operações. 
I I I ' 
' tempo total de processamento 1 
: : I : I : : I : : 
10 15 
• • ~: ' i i ' ' '  ' .' ' . 
. . ' 
' ' ' 
folga ; . 
Figura 3.12- Folga de um par de operações 
Considerando agora as janelas do primeiro exemplo, mostrado na figura 3.5, pode 
ser realizado o cálculo da folga para todos os pares de operações que competem pelo 
mesmo equipamento. O resultado é mostrado na tabela a seguir. Nesta tabela é mostrada 
também a folga relativa, definida como a razão entre o tempo de folga e o tempo total 
disponível. A folga relativa tem o objetivo de distinguir entre casos onde o tempo de folga 
absoluto é igual, mas as janelas disponíveis para o processamento são diferentes, de modo 
que algumas situações podem ser mais apertadas do que outras. 
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Tabela 3.1 - Folga dos pares de operações 
Pares de Tempo Total Tempo de Folga Folga Relativa 
Operações max(LFT)-min(EST) (TTotal) -LTP (TFolga/TTotal)*lOO 
B1 22 17 
"' A1 B2 24 19 79% 
Bl 26 21 Bl% 
B1 20 15 m 
A2 82 21 16 76% 
B] 23 lB 78% 
D1 12 7 58% 
co D2 14 9 64% 
Dl 17 12 71% 
D1 13 8 62% 
C2 D2 12 7 58% 
D] 15 10 67% 
3.3.4- Flexibilidade associada a um par de operações 
Na referência acima, propõe-se também caracterizar o gargalo constituído por um 
par de operações através da flexibilidade de ordenamento associada a esse par. Uma forma 
simples de estimar a flexibilidade de um ordenamento é o menor caminho, proposto por 
Sroith e Cheng (Cheng C. C., Smith S. F. 1995). Para um par de operações i e j competindo 
pelo mesmo recurso, é definido o menor caminho (shortest path, sp) como sendo a 
diferença entre o fim da janela de uma operação e o início da janela da outra, como 
ilustrado na figura 3.13. Assim, obtêm-se dois valores para o menor caminho; spij e spji· 
SPij = LFTi- ESTj 
Spj, = LF'Fj - EST, 
spji 
I 
Spij I 
j I 
F1gura 3. i 3- Menor caminho para duas operações i e j 
[3.5] 
[3.6] 
Se o valor de spij for menor do que a soma dos tempos de processamento, o 
ordenamento i precede j é obrigatório, dado que o ordenamento j precede i é infactível. O 
termo menor caminho refere-se à menor distância (em unidades de tempo) entre o fim e o 
início das janelas de um par de operações. Quanto menor essa distância, mais próximo o 
par está de assumir um ordenamento obrigatório. A partir desse resultado os autores 
propõem uma medida da flexibilidade associada ao par de operações (i, j), denominado 
comprimento mínimo do menor caminho (minimum shortest path lenght), W;j, definido na 
equação a seguir. 
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[3.7] 
Quanto menor o valor de Wij. menor flexibilidade possui o par (i, j) de poder 
assumir qualquer uma das duas ordens de precedência, pois está mais próximo de assumir 
um ordenamento obrigatório. Quando se consideram várias operações, o par com menor wii 
constitui o maior gargalo. Uma situação importante a ser considerada é aquela em que o 
valor de w é igual para dois ou mais pares de operações. Considere as operações mostradas 
na figura 3.14. Ambos os pares de janelas (Al, A2) e (B1, B2) possuem um valor para w de 4 
unidades de tempo. 
"' 
"' o 
Figura 3.14- Janelas das operações 
Para distinguir entre esses casos os autores propõem um novo conceito, a 
tendência do menor caminho (biased shortest path, bsp). É introduzida a variável S, que 
estima o grau de similaridade entre os valores de SPij. de fonna a distinguir entre casos 
como o ilustrado acima. 
S :::: min(sp,1, spj;) I max(spu, SPJi) [3.8] 
Quanto maior a diferença entre spij e SPji. maior é a tendência de uma das duas 
ordens do par de ser obrigatória, e menor o valor de S. O valor do sp modificado, bsp, é 
definido então como: 
bspi.J :::: SPy I ..JS e 
bsp 11 ::::: spi1 I ..JS 
[3.9] 
[3.10] 
O valor de bsp é então maior quanto maior a tendência de uma das ordens do par 
de ser obrigatória. O comprimento mínimo do menor caminho Wij é determinado como 
anterionnente: 
[3.11} 
É escolhido o par cuja escolha de um ordenamento é menos obrigatória, de fonna 
a preservar maior flexibilidade de tempo para as operações ainda não alocadas. No exemplo 
da figura 3.14 valores de w com base na tendência do menor caminho são mostrados na 
tabela a seguir: 
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Tabela 3.2- Valores da tendência do menor caminho para as operaçóes da figura 3.14 
Operações 
'P 
' 
bop w 
(Al, 
"' 
4 10' 6 
IA2, 
"' 
28 1 I 7 74,1 10, 6 
IBL Bl) 4 4, 9 
IB2, B>l 6 2 I 3 
"' 
4,9 
Apesar de ambos os pares possuírem valores iguais para o menor sp, o bsp 
distingue entre casos onde as janelas são diferentes e o menor w mostra o par mais crítico, e 
que neste contexto constitui um gargalo mais grave. 
3.4 - Heurísticas para decisões de scheduling 
Os conceitos descritos até agora servem de base para heurísticas de identificação 
de gargalos. Identificada a região que constitui o gargalo mais grave, procede-se à escolha 
da operação ou operações que contribuem mais para formação deste gargalo, sobre as quais 
serão tornadas as decisões de scheduling. Essas decisões podem ser decisões de alocação ou 
de ordenamento. 
A alocação define o instante em que uma operação é iniciada, enquanto que o 
ordenamento define urna relação de precedência entre duas operações. No primeiro caso o 
problema de scheduling está resolvido quando são alocadas todas as operações. Neste caso, 
o instante específico em que as operações iniciam e terminam é conhecido e a partir destes 
obtêm-se a Carta de Gantt diretamente. Nas técnicas que determinam ordenamentos o 
problema de scheduling está resolvido quando todas as ordens estão fixadas. Urna 
vantagem desta última abordagem é que muitas operações ainda podem apresentar janelas 
de tempo maiores do que o tempo de processamento, ao invés de estarem alocadas. Isso 
permite uma maior flexibilidade da solução, pois o instante específico de início das 
operações pode então ser decidido com base em critérios não previstos anteriormente, o que 
fornece maior grau de liberdade ao usuário. A alocação pode até mesmo ser alterada após 
ser iniciada a produção, caso ocorra algum imprevisto, como atraso na chegada de uma 
matéria-prima ou então manutenção de um equipamento. 
3.4.1- Heurística de menor impacto 
Os autores Keng, Yun e Rossi (Keng N. P., Yun D. Y. Y., Rossi M. 1988) usam o 
conceito de crucialidade e criticalidade para identificar o equipamento com intervalo de 
tempo mais crítico. É considerado gargalo o intervalo de tempo em que a curva de 
crucialidade assume valores mais elevados. Valores altos de crucialidade mostram que 
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existe maior concorrência pelo equipamento no intervalo em questão. Entre as operações 
envolvidas neste intervalo, ou seja, cujas janelas pertencem ao intervalo, é escolhida a que 
mais contribui para o gargalo, que é a operação de maior criticalidade (HEV ar). Isso se 
deve ao fato de uma operação com criticalidade alta requisitar fortemente o equipamento no 
intervalo de tempo da sua janela. Em virtude da baixa flexibilidade de alocação, o 
equipamento tem maior chance de ser ocupado nesse intervalo de tempo por esta operação 
com alta criticaiidade. Em seguida é tomada uma decisão de alocação da operação 
escolhida, que é alocada no intervalo de sua janela onde a curva de crucialidade possui 
menor valor, ou seja, onde há menor concorrência pelo recurso, de forma a minimizar o 
impacto da alocação sobre as demais operações (HEVal). 
Considerando o exemplo da figura 3.5, existe um pico acentuado no equipamento 
Pz, no intervalo de 13 a 19. As operações envolvidas nesse intervalo são C1, Cz e D1 a D3. 
De acordo com a equação 3.3, o valor da criticalidade das operações C1 e C2 é 0,2 e das 
operações D1 a D3 é 0,25. Como as operações D1 a D3 possuem criticalidade maior do que 
C1 e Cz, uma delas deve ser escolhida. Seja tomada D2, por exemplo. Dentro do espaço da 
sua janela a curva de crucialidade é menor no intervalo 19 a 22, e portanto a operação será 
alocada nesse intervalo. Uma vez que a operação é alocada, uma nova restrição é gerada (o 
intervalo de tempo ocupado pela alocação de Dz é agora impossível de ser ocupado por 
qualquer outra operação), e esta restrição é propagada, levando a uma nova situação das 
janelas, ilustradas na figura 3.15. Estes mecanismos de propagação de restrições serão 
discutidos na seção 3.5. Uma nova curva de crucialidade é construída com base nas novas 
janelas. O resultado é mostrado na figura 3.16. O cume de valor unitário no intervalo de 19 
a 15 é resultado das janelas alocadas, e por isso não representa mais um gargalo. O gargalo 
inicial foi eliminado, porém há outro no intervalo de tempo 10 a 16. Este procedimento 
continua até que todas as operações estejam alocadas. 
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Figura 3.15- Janelas de tempo com a operação 02 alocada 
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Figura 3. i 6- Nova curva de crucialidade do equipamento P2 
3.4.2- Heurística de sobrevivência da reserva 
Na heurística de sobrevivência da reserva (Sadeh N. 1991), é escolhido o intervalo 
com maior demanda agregada e a operação que mais contribui para este, ou seja, a que 
possUI maror demanda individual (HEVar). Em seguida a operação escolhida é alocada 
usando uma medida de sobrevivência (HEVal), que estima a possibilidade de uma 
determinada alocação não causar um resultado infactível em um ponto mais avançado da 
árvore de busca, ou seja, estima a possibilidade de sobrevivência de uma determinada 
alocação. Intervalos de tempo de pequena concorrência fornecem maiores valores de 
sobrevivência, e portanto são escolhidos para a alocação. A sobrevivência é urna função da 
demanda agregada e do número de possíveis alocações da operação ainda não alocada que 
disputa um intervalo de tempo. Para uma operação, quanto menores esses dois valores, 
maior a sobrevivência da alocação, ou seja, menor a possibilidade de que haja um conflito 
posterior no intervalo reservado para a operação alocada. De forma análoga à apresentada 
na seção anterior, o procedimento é repetido até que todas as operações sejam alocadas. 
Ambas as heurísticas possuem dimensão pequena, porém possuem espaço de 
busca grande em relação a outros métodos. A dimensão se refere à quantidade de variáveis 
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do problema, ao passo que o espaço de busca se refere ao domínio dessas variáveis. A 
dimensão é pequena no caso das heurísticas acima citadas porque o número de elementos 
(ou variáveis) que podem ser escolhidos é igual ao número de operações. O espaço de 
busca é grande pois a quantidade de valores (ou domínio) que uma variável pode assumir é 
grande, visto que o número de possíveis alocações de uma operação geralmente é alto. 
3.4.3 ~ Heurística de arbitragem de precedência maximizando folga 
Na heurística de arbitragem de precedência (Smith S. F., Cheng C. C. 1993) são 
escolhidas duas operações e fixada uma ordem de precedência entre elas. É escolhido o par 
de operações que possuir menor tempo de folga (HEVar), ou seja, o par com menor 
flexibilidade temporal. Para decidir qual a ordem de precedência entre duas operações A e 
B, é feito o cálculo do tempo de folga para ambos os casos, A precede B e B precede A. É 
então escolhida a precedência que preservar o maior tempo de folga, ou seja, a que deixará 
maior grau de liberdade para a alocação das operações, depois de fixada (HEVal). No 
exemplo da figura 3.5, existem dois pares que possuem pequeno valor de folga: CJ/D1 e 
C2/D2, conforme a tabela 3.1. Tornando por exemplo o par C2 e D2, fixando ambas as 
ordens de precedência, obtêm-se as janelas ilustradas na figura 3.17. Quando uma operação 
precede outra, o fim de sua janela deve ser menor ou igual ao fim da segunda menos o 
tempo de processamento, e esta última deve ter início maior do que o início da primeira 
mais o tempo de processamento. 
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Figura 3.17- Ordenamentos entre A2 e 81 
O primeiro ordenamento produz uma redução pequena nas janelas, que continuam 
com um tempo total para execução de 12 unidades de tempo. Já o segundo ordenamento 
diminui mais as janelas e reduz o tempo total de execução para 10 unidades de tempo, 
reduzindo a flexibilidade de alocação das operações. Assim, o primeiro ordenamento é 
escolhido. 
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Essa heurística possui uma dimensão grande em comparação às duas anteriores, ou 
seja, o número de variáveis é maior pois o número de elementos que podem ser escolhidos 
é igual a combinação de todos os pares de operações que competem pelo mesmo 
equipamento. Porém, o espaço de busca é bem menor pois o domínio das variáveis é 
menor, já que o número de decisões que se pode tomar sobre cada par são apenas duas. 
3.4.4- Heurística de tendência do menor caminho 
Na heurística da tendência do menor caminho (Cheng C. C., Smith S. F. 1995) é 
escolhido o par de operações que possui menor flexibilidade de ordenamento, descrito na 
seção 3.3.4 (HEVar). A heurística de escolha de valor de tendência do menor caminho 
escolhe o par cujo ordenamento está mais próximo de se tornar obrigatório, ou seja, com 
menor flexibilidade de ordenamento. Esse par é identificado através da equação 3.7. Caso 
dois ou mais pares de operações possuam valores iguais para o menor caminho (como 
mostrado na figura 3.17), é escolhido o par cujo ordenamento está menos próximo de se 
tornar obrigatório, identificados pela equação 3.11. Dado que os valores do menor caminho 
são iguais entre dois pares de bateladas, a variável S (equação 3.8), ao medir o grau de 
similaridade das janelas, mostra qual dos pares possui janelas menores, nos quais a inserção 
de um dos dois ordenamentos pode produzir maior redução das janelas e conduzir a um 
resultado infactível. Essa situação reduz a flexibilidade de estabelecer qualquer um dos dois 
ordenamentos, e constitui o maior gargalo. 
É então fixada a ordem de precedência de forma a minimizar a redução das janelas 
em conseqüência do ordenamento (HEVal), mantendo a maior flexibilidade para as 
alocações posteriores. Essa decisão corresponde a escolher o ordenamento com menor bsp, 
ou seJa: 
Se bspij:::; bspji ~i precedej 
Se bspji < bspij ~ j precede i 
[3.12] 
[3.13] 
Essa decisão faz sentido pois a cada passo, estabelecendo a ordem que está mais 
próxima de realizar obrigatoriamente, preserva-se a precedência que as janelas têm maior 
tendência a assumir, de forma a obter a menor redução das janelas após o par ser ordenado. 
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Como as janelas sofrem a menor redução possível, também é mantida a maior 
flexibilidade na alocação do par de operações envolvidas. A grande vantagem da tendência 
do menor caminho é a pequena possibilidade de obter uma solução infactível, já que esta 
busca é orientada para uma solução na qual as janelas das operações se acomodam mais 
facilmente. Entretanto, visto que o ordenamento sugerido pode ter pouco impacto na 
redução das janelas, um número maior de decisões pode ser necessário para reduzir as 
janelas de forma a eliminar a concorrência entre as operações pelo equipamento. 
37 
3.5- Mecanismos de propagação de restrições 
As técnicas apresentadas a seguir constituem uma parte importante dos algoritmos 
de busca orientada por restrições. A propagação de restrições tem corno objetivo garantir 
que o espaço de busca após cada decisão de scheduling seja atualizado face às decisões 
anteriormente tomadas no ramo, motivo pelo qual na literatura é muitas vezes referida 
como imposição de consistência (consistency enforcing). Uma decisão de alocação faz com 
que a janela da operação seja igual ao tempo de processamento e que todo o intervalo da 
janela obviamente seja ocupado. Uma decisão de ordenamento entre um par de operações 
pode dar lugar a reduções nas janelas de uma ou ambas as operações. Estas reduções podem 
conduzir a reduções nas janelas das operações ligadas àquelas por compartilhamento de 
equipamentos e balanço de massa (receita de produção). Deste modo, a cada passo, a 
propagação das restrições detecta reduções obrigatórias nas janelas das operações em 
virtude de uma alocação ou ordenamento, reduzindo também o espaço de busca. 
Quando a estratégia de busca prevê backtracking, pode haver também uma 
redução na quantidade de backtracking necessário, pois a possibilidade de um ramo atingir 
um nó infactível na árvore diminui, já que a propagação de restrições elimina as decisões de 
scheduling que desrespeitam as restrições do problema, impedindo que tais decisões sejam 
tomadas em nós mais avançados no mesmo ramo. Essa estratégia pode diminuir o tempo 
necessário para obter uma solução final, entretanto a propagação de restrições tem também 
um custo computacional, e deve ser estabelecido um compromisso entre a economia de 
tempo pela redução do backtracking e o gasto devido à propagação. 
Os mecanismos de propagação de restrições considerados em sistemas comerciais 
(ILOG 1997) envolvem: 
• Restrições de balanço de massa 
• Restrições de capacidade 
Neste trabalho estes mecanismos foram estendidos de forma a considerar também 
as restrições de armazenagem, freqüentemente presentes na indústria de processos. 
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3.5.1- Propagação de restrições de compartilhamento de equipamentos 
3.5.1.1- Precedência entre bateladas de uma mesma operação 
Existem situações em que uma operação precisa ser executada diversas vezes para 
atender à demanda, introduzindo o conceito de bateladas de uma mesma operação. As 
bateladas de uma operação compartilham o mesmo equipamento, de modo que uma 
condição especial de monotonicidade pode ser imposta de forma que: 
EST, ;> ESh1 + TP; e 
LFT; ~ LFT;+1 - TP; 
[3.14] 
[3.15] 
Essa condição restringe os instantes de início e fim das bateladas de forma a 
estabelecer uma ordem entre elas. A segunda batelada de uma operação obviamente só 
poderá ser iniciada após finalizada a primeira, e a terceira após finalizada a segunda. De 
forma análoga, a segunda batelada deve ser finalizada antes de iniciar a terceira, e a 
primeira antes de iniciar a segunda. Assim, uma batelada pode ser iniciada, no mínimo, no 
menor instante em que sua antecessora termina (eq. 3.14). Um raciocínio semelhante pode 
ser feito com respeito aos instantes de término. Uma batelada pode ser finalizada, no 
máximo, no maior instante em que sua sucessora inicia (eq. 3.15). 
Existe portanto uma precedência fixa entre as bateladas da mesma operação, e suas 
janelas devem obedecer essa precedência. Para ilustrar a propagação resultante dessa 
precedência, suponha uma operação constituída por três bateladas cujo tempo de 
processamento é de quatro unidades de tempo. De acordo com as equações 3.14 e 3.15, as 
janelas ficariam como ilustrado a seguir: 
Figura 3.18 - Reduções em virtude da precedência entre bateladas de uma operação 
3.5.1.2 - Intervalos de ocupação obrigatória 
Um intervalo de ocupação obrigatória (interval oftotal reliance, Sadeh N. 1991) é 
um intervalo de tempo que será utilizado obrigatoriamente por uma determinada operação. 
Isto quer dizer que o equipamento onde a operação é realizada inevitavelmente será 
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ocupado por essa operação neste intervalo de tempo, independente do instante em que a 
operação seja alocada. Assim, o equipamento se torna indisponível para outras operações 
que o requisitam neste intervalo de tempo. 
Se para uma operação i, EFTi > LSTi, como ilustrado na figura abaixo, então 
mesmo que a operação seja alocada no início ou no fim da janela, o intervalo de tempo 
entre EFTi e LSTi será ocupado obrigatoriamente. 
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Figura 3.19- Intervalo de ocupação obrigatória 
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Ocupações obrigatórios são facilmente identificados analisando as janelas de 
tempo das operações. Se a janela disponível para execução de uma operação for menor que 
o dobro do seu tempo de processamento, a janela possui um intervalo de ocupação 
obrigatória [LSTi, EFTi]. 
Para ilustrar a propagação em virtude da restrição imposta pelos intervalos de 
ocupação obrigatória, considere agora as operações cujas janelas são mostradas na figura 
3.20. O tempo de processamento para ambas as operações A e B, em branco e cinza, 
respectivamente, é de 5 unidades de tempo. As operações utilizam o mesmo equipamento. 
As áreas hachuradas representam intervalos de ocupação obrigatória dentro das janelas das 
operações, e que devem ser eliminadas das janelas das operações que competem pelo 
mesmo equipamento neste intervalo de tempo. 
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Figura 3.20- Janelas das operações 
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A figura 3.21 mostra a propagação destas restrições para as janelas destas 
operações. Visto que a operação A tem duração de 5 unidades, o intervalo de O a 3 antes do 
primeiro intervalo de ocupação obrigatória é insuficiente para acomodar a batelada A1, e 
corno não pode ocupar o intervalo de 3 a 5, comprometido com a batelada B h esta só 
poderá ser iniciada no instante 5. O mesmo ocorre com o intervalo 18 a 20 comprometido 
com a batelada 83, que impede que as bateladas A1 e A2 ocupem este intervalo. As janelas 
ficariam então como ilustrado abaixo: 
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Figura 3.21 - Reduções causadas por intervalos de ocupação obrigatória 
3.5.1.3 - Precedência obrigatória entre pares de operações 
A análise de precedência descrita a seguir verifica se existe uma ordem de 
precedência obrigatória entre duas operações que competem pelo mesmo recurso, forçada 
pela disposição de suas janelas. Dependendo de fatores como o tempo de processamento, o 
tamanho e a posição relativa das janelas de um par de operações que competem pelo 
mesmo equipamento, é possível que determinadas alocações de uma das operações violem 
restrições de capacidade, ou seja, não deixem espaço para a execução da outra operação. 
Situações como essa podem ser identificadas a partir do algoritmo conhecido 
como arbitragem de restrições de precedência (Precedence Constraint Post, PCP), 
apresentado por Cheng e Smith (Cheng C. C., Smith S. F. 1995), que procura identificar 
casos em que somente um de dois ordenamentos é possível, e então fixá-lo. O algoritmo 
pode ser resumido pelas quatro condições a seguir : 
Se LFTA- ESTE :?: O e LFTB- ESTA < O =:::::> B precede A 
Se LFTs- ESTA 2 O e LFTA- ESTB < O =>A precede B 
Se LFTA- ESTB < O e LFTB- ESTA < O => infactível 
Se LFTA- ESTe :?: O e LFTB- ESTA :?: O=:::::> ambas as ordens são possíveis 
[3. J 6] 
[3.17] 
[3.18] 
[3.19] 
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Para exemplificar, sejam duas operações A e B, em branco e cinza, 
respectivamente, ambas atribuídas ao mesmo equipamento, competindo pelo mesmo. A 
figura abaixo mostra as janelas das operações, cujo tempo de processamento é de 10 
unidades para ambas. 
t > I > 
O''' OprA 
~OprB 
! ! ! ! 
Figura 3.22- Janelas das operações 
É perfeitamente possível alocar a operação A no início e a B no fim das suas 
respectivas janelas, entretanto não é possível o contrário. Caso se deseje alocar a operação 
B no início de sua janela, não haverá espaço para a execução de A O mesmo vale para a 
operação A, que se alocada no fim de sua janela não deixará espaço para a execução de B, 
como mostrado nas figuras abaixo. Deste modo, a operação A pode preceder B, mas B não 
pode preceder A 
o 
Figura 3.23- Operação B alocada no início da janela 
25 30 
Figura 3.24- Operação A alocada no fim da janela 
Esta precedência forçada é facilmente identificada se constatado que entre o fim da 
janela de uma operação e o início da outra não existe espaço para a execução de ambas as 
operações, o que é equivalente a verificar se o LST de uma operação é menor que o EFT da 
outra. De fato, o LSTA (10) é menor do que o EFTs (15), e portanto A pode preceder B. Por 
outro lado, o LSTs (15) é maior do que EFTA (10), e logo, B não pode preceder A 
Como somente a opção A precede B é válida, a precedência entre as duas 
operações é obrigatória e os efeitos dessa nova restrição propagados. No caso, como ambas 
estão competindo pelo mesmo equipamento e não podem utilizá-lo ao mesmo tempo, B 
deve ser iniciada de modo a permitir o processamento anterior de A, e A deve ser finalizada 
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de modo a permitir o processamento posterior de B. Essa nova restrição pode ser traduzida 
nas seguintes equações: 
Se A precede B então: LFTA 5 LFTs- TPs [3.20] 
ESTs 2: ESTA+ TPA [3.21] 
Na figura abaixo é mostrada a propagação em virtude da restrição de precedência 
obrigatória, aplicando as equações acima. 
Figura 3.25 - Reduções induzidas pelo ordenamento A precede B 
3.5.1.4 - Precedência entre uma operação e um conjunto de operações 
Foi visto que pode ser feita uma análise para identificar precedências obrigatórias 
entre pares de operações. A análise de precedência descrita a seguir verifica se uma 
determinada operação deve ou não preceder não uma, mas um conjunto de operações. O 
objetivo dessa análise é a redução da dimensão do problema. 
Existem ao todo (2n- 1) pares para n operações. Uma forma de reduzir a dimensão 
do problema foi apresentada por Caseau e Laburthe (Caseau Y., Laburthe F. 1995) através 
da utilização do conceito de intervalo de operações (task interval). Um intervalo de 
operações é definido como o conjunto de operações I construído a partir de duas operações 
A e B (que podem ser a mesma operação) escolhendo as operações tais que EST;e 1 :2 ESTA e 
LFT1e1 ::; LFT8 . Os autores provam que em lugar de considerar todos os pares apenas é 
necessário considerar estes conjuntos, a vantagem sendo que o número de conjuntos é no 
máximo n2. O ordenamento entre uma operação e um intervalo de operações é deduzido, na 
referência acima citada, nas seguintes situações: 
A) Exclusão: Ordenamento entre uma operação A e um intervalo de operações .Q (Aé Q) 
Para um conjunto .Q o LFT (ou EST) é definido como o maior LFr (ou menor 
EST) das operações pertencentes a Q e o tempo de processamento como a soma dos tempos 
de processamento das operações. Definindo <P = Q u A a situação será infactível se LFT rtJ -
EST 4J < TPn + TPA. Em urna situação factível o ordenamento pode ser deduzido em dois 
casos; 
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(i) se LFT n - ESTA < TP a + TP A então A não precede o conjunto Q, e portanto a 
seguinte restrição deve ser satisfeita ; 
EBTA ;, mLn(EBT; + TP,) 
"" 
[3.22] 
(ii) se LFTA - ESTn < TPa + TPA então A não segue o conjunto Q, e portanto a 
seguinte restrição deve ser satisfeita. 
LFTA :0:: m~x( LFJ; - TP,) 
'"" 
[3.23] 
Nos dois casos podem ser obtidas condições de ordenamento mais fortes. No caso 
(i) se, adicionalmente LFT n - EST n < TP a + TP A significa que A não pode ser processada 
entre as operações i pertencentes a Q. Dado que já é conhecido que A não precede o 
conjunto Q tem-se que Q precede A. Neste caso ESTA deve ser maior que o EFT do 
conjunto Q. Um limitante inferior para este é ESTa+ TP n, portanto: 
[3.24] 
Neste caso também os LFTs das operações i pertencentes ao conjunto Q devem 
satisfazer: 
LFJ; :0:: LFT, - TP, \ti <= Q [3.25] 
No mesmo caso (i) a conclusão Q precede A também é obtida se a operação A 
deve seguir qualquer operação i E Q porque ESTA + TPA > LFT;- TP; 'íl i E Q, e neste caso 
as equações 3.24 e 3.25 devem também ser satisfeitas. 
No caso (ii), se adicionalmente LFTn- ESTQ. < TPn + TPA, isto significa que A 
não pode ser processada entre as operações i pertencentes a Q. Dado que já é conhecido 
que A não segue o conjunto Q, conclui-se que A precede Q. Neste caso LFTA deve ser 
menor que o LBT do conjunto Q. Um limitante superior para este é LFT a- TP n e portanto: 
[3.26] 
Também neste caso os EST para as operações i pertencentes a Q devem satisfazer: 
[3.27] 
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No mesmo caso (b) a conclusão A precede Q também é obtida se a operação A 
deve preceder qualquer operação i e Q porque LFTA - TP A < ESTi + TPi V i e .Q, e então 
as equações 3.26 e 3.27 devem ser satisfeitas. 
B) Edge Finding: Ordenamento entre uma operação A e um intervalo de operações 
Q (AeQ) 
A situação é infactível se LFTn- ESTn < TPn. Em uma situação factível podem 
ser deduzidos ordenamentos em dois casos: 
[3.28] 
então A não precede o conjunto remanescente .Q- {A} 
[3.29] 
então A não segue o conjunto remanescente .Q- {A} 
Nestes casos são obtidas condições idênticas às equações 3.22 e 3.23. No primeiro 
caso ESTA é modificado para satisfazer: 
EBT, ;, min (EBT, + TP,) 
,,.n,,.,A 
[3.30] 
No segundo LFT A deve satisfazer: 
LFT, ,; max ( LFT, - TP,) 
ieO,i"'A 
[3.31] 
A determinação de ordenamentos induzidos pela janelas de tempo das operações 
competindo pelo mesmo equipamento pode originar desta forma reduções nas janelas de 
tempo através de aumentos no EFT e/ou reduções no LFT. 
Para ilustrar, sejam duas operações A e B, em branco e cinza, respectivamente, 
atribuídas ao mesmo equipamento. A figura abaixo mostra as janelas das operações. O 
tempo de processamento de A é de 5 unidades de tempo e o de B é de 3. 
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Figura 3.26- Janelas das operações 
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Usando as equações para exclusão (A é Q), seja considerado o conjunto Q como 
constituído pelas operações A1 e B1 a B5, e a operação A pela operação A2• Desta fonna, 
temos: 
=5 
=25 
=5 
ESTn 
LFTn 
TPn 
=0 
=20 
= 5 + 3(5) = 20 
Substituindo estes valores nas condições (i) e (ii) descritas na exclusão, verifica-se 
que a primeira é verdadeira e segunda não. Portanto, é possível aplicar a equação 3.22. 
Além disso, a condição para ordenamentos mais fortes também se verifica. Assim, aplica-se 
também a equação 3.24. Portanto, o conjunto Q deve preceder A. As janelas ficariam 
dispostas da forma indicada na figura 3.27: 
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" Figura 3.27- Reduções induzidas pelo ordenamento 
Apesar do uso do conceito de task interval para diminuir o espaço de busca do 
problema, as técnicas de exclusão e edge finding ainda podem ser onerosas do ponto de 
vista do esforço computacionaL Por esse motivo sistemas comerciais como ILOG scheduler 
e Claire schedule permitirem ao usuário desabilitar a sua execução. 
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Para contornar o problema de custo computacional, foi implementado um filtro 
que condiciona o uso da análise apresentada nesta seção somente quando satisfeitas 
condições pré-estabelecidas de demanda individual e de folga. O objetivo desse filtro é 
evitar que sejam realizados os cálculos de exclusão e edge finding quando as condições 
existentes de demanda individual e folga não são críticas, e portanto existem poucas 
chances de resultarem em redução das janelas. Se não há redução obrigatória das janelas, as 
restrições do problema na verdade já estão satisfeitas, e esses cálculos são desnecessários. 
Assim, na análise dos conjuntos de bateladas é verificada se os valores dos parâmetros 
obedecem às seguintes condições, para realização da análise apresentada nesta seção: 
• folga do conjunto;;:: folga mínima 
• demanda individual média das operações do conjunto;;:: demanda individual média mínima 
• demanda agregada no intervalo de tempo do conjunto ;;:: demanda agregada mínima 
Esses valores mínimos são definidos pelo usuário. Valores nulos para esses 
parâmetros levam a urna análise completa. 
3.5.2- Propagação de restrições de balanço de massa 
Outras restrições que as janelas das operações devem obedecer dizem respeito à 
disponibilidade de massa. A fase de planejamento, ao calcular as janelas das operações, 
estabelece ordens de precedência entre as operações que produzem e que consomem um 
estado intermediário de forma a satisfazer o balanço de massa. Isso quer dizer que uma 
operação que consume um estado só poderá ser iniciada quando a operação que produz esse 
estado tiver produzido massa suficiente para atender as exigências de massa da primeira. A 
exigência de massa é traduzida por um número inteiro de bateladas da operação que produz 
o estado a ser consumido posteriormente, seguindo a receita de produção. Assim, as janelas 
das bateladas relacionadas pelo balanço de massa devem obedecer a ordens de precedência. 
No trabalho desenvolvido, as precedências por balanço de massa são estabelecidas na fase 
de planejamento e usadas pelo módulo de scheduling como novas restrições a serem 
satisfeitas. O seguinte exemplo ilustra a propagação por balanço de massa. Suponha que 
uma operação A produza a cada batelada 50 Kg de um estado intermediário que é 
consumido pela operação B, cujo tamanho de batelada é de 100 Kg, como indicado na 
figura 3.28. Para que uma batelada da operação B seja iniciada, é necessário que a operação 
A tenha produzido 100 Kg do estado intermediário, correspondentes a realização de duas 
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bateladas. Assim, uma batelada da operação B só poderá ser iniciada após serem finalizadas 
duas bateladas de A, constituindo uma precedência entre as bateladas que produzem um 
estado e a que consome, como mostrado na figura 3.29. 
Figura 3.28- Rota de processamento 
A figura 3.30 mostra as janelas das operações A (branco) e B (cinza), de tempos 
de processamento de 2 e 3 unidades, respectivamente. As operações estão atribuídas a 
equipamentos diferentes, e suas janelas não consideraram as restrições de disponibilidade 
de massa. A figura 3.31 mostra as reduções produzidas nas janelas resultantes da aplicação 
das restrições de precedência de balanço de massa mostradas na figura 3.29. 
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Figura 3.30- Janelas das operações 
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Figura 3.31 -Reduções induzidas por balanço de massa 
3.5.3 -Alocação de uma batel a da 
Quando uma batelada é alocada, se tem a certeza de que o equipamento que ela 
requer para si estará indisponível para as demais operações que utilizam o mesmo 
equipamento, no intervalo de tempo de duração da batelada. Na verdade, uma batelada 
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alocada pode ser considerada como uma janela de tempo com duração igual ao tempo de 
processamento da operação, o que pode ser interpretado como um intervalo de ocupação 
obrigatória de duração desta janela. Portanto, as operações que concorrem pelo 
equipamento com a batelada alocada ficam proibidas de utilizar o intervalo dessa. Assim 
sendo tanto a propagação das restrições referentes a bateladas de uma operação quanto a de 
intervalo de ocupação obrigatória descritas anteriormente podem ser imediatamente 
aplicadas. Desta forma, após a execução da propagação das restrições, não existe qualquer 
outra operação competindo com a batelada alocada pelo equipamento. 
3.5.4- Restrições de armazenagem 
Neste trabalho foi utilizada a propagação das restrições impostas pelas limitações 
de armazenagem de estados intermediários, sempre presentes em problemas reais da 
indústria de processos. São quatro os tipos de armazenagem existentes; 
• Sem espera (zero wait ou ZW) 
• Inexistente (no intermediate storage ou NIS) 
• Limitada (finite intermediate storage ou FIS) 
• Ilimitada (unlímited intermediate storage ou UIS) 
A política de processamento ZW é usada quando os estados intermediários não 
podem ser armazenados para aguardar a próxima etapa de seu processamento, o que obriga 
a que as bateladas que produzem e consomem um estado estejam sincronizadas, ou seja, a 
operação seguinte deve ser executada imediatamente após terminada a anterior. Na 
armazenagem do tipo NIS não existem reservatórios específicos para armazenagem, 
entretanto o estado intermediário pode ficar estocado no próprio equipamento em que foi 
processado, até que outra operação consuma esse estado ou o equipamento seja requisitado 
pela próxima batelada ou outra operação, o que obriga a execução da próxima operação da 
receita de produção. Na armazenagem do tipo PIS existem reservatórios de capacidade 
limitada para armazenagem, o que impõe ao problema a restrição de que os estoques de 
estados intermediários não podem superar a capacidade dos reservatórios. A armazenagem 
do tipo UIS supõe capacidade de armazenagem ilimitada, e não impõe qualquer tipo de 
restrição ao problema. Seguem exemplos que ilustram a propagação das restrições em 
função da política de processamento Z'IN e restrições de armazenagem NIS e FlS. 
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a) Sem espera (ZW) - Considere duas operações A e B, atribuídas a equipamentos 
diferentes, como mostrado na figura 3.32. A operação A produz e a B consome um estado 
intermediário instáveL Caso a operação B sofra um aumento de seu EST por algum motivo, 
a operação A não sofreria nenhuma modificação pelos mecanismos de propagação de 
restrições descritos nas seções 3.5.1, 3.5.2 e 3.5.3. Entretanto, como a operação A deve se 
manter em sincronia com a B, esta também sofre um aumento de seu EST de modo que o 
estado de saída da primeira seja imediatamente transferido para a segunda e essa seja 
executada. Um raciocínio análogo pode ser feito caso a operação A sofra uma redução no 
seu LFT. 
OprAD 
OprBLI 
% Yd////////" 
b) Inexistente (NIS) - No caso NIS o estado que é gerado pela operação pode 
permanecer armazenado no equipamento em que foi processado até que seja consumido. 
Esse procedimento é conhecido na literatura como hold, e pode continuar até que o 
equipamento seja requisitado por outra operação. A partir do instante em que não for mais 
possível a permanência do estado no equipamento, este deve ser transferido à operação que 
o consome, que portanto deve ser iniciada nesse instante. 
Para ilustrar, considere duas operações A e B, atribuídas a equipamentos 
diferentes, como mostrado na figura a seguir. A massa produzida pela batelada AI é 
consumida por B1, e a produzida por Az é consumida por Bz. A seta cinza indica o intervalo 
de tempo em que o estado produzido por AI pode ficar armazenado no próprio 
equipamento, no caso em que a alocação seja feita o mais tarde possível. 
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Figura 3.33 Janelas das operações 
Supondo que A2 sofra uma redução no seu LFT, o intervalo disponível para o hold 
diminui. Como a batelada A2 vai utilizar o equipamento, o estado nele contido deve ser 
consumido pela batelada B1• Essa batelada portanto, deve ser iniciada assim que o hold 
termina, obrigando a uma redução do seu LFT, como mostra a ftgura 3.34. 
c) Limitada (FIS) ~ No caso FIS, as bateladas da operação que consome o estado 
estão interligadas com as bateladas que produzem o estado devido ao fato de que o estoque 
resultante não pode superar a capacidade de armazenagem. A propagação de restrições FIS 
pode ser determinada considerando a situação em que as bateladas produtoras são 
processadas no início e as consumidoras no fim das suas respectivas janelas. 
A figura abaixo mostra as janelas de duas operações: A produz o estado que é 
consumido pela operação E, e o perfil de armazenagem do estado intermediário. As 
operações A e E tem tamanho de batelada de 40 e 15 unidades de massa, e os tempos de 
processamento são de 3 e 1 unidades de tempo, respectivamente. A capacidade de 
armazenagem do estado intermediário é de 50 unidades de massa. 
o 
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Figura 3.35- Janelas das operações e perfil de armazenagem 
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Caso a operação A sofra uma redução no seu LFT (figura 3.36), o estado 
intermediário será produzido mais cedo, entretanto continuará a ser consumido no mesmo 
instante. O perfil de armazenagem mostra que há uma produção do estado maior do que a 
capacidade de armazenagem, e essa quantidade extra deve ser consumida pela operação B 
antes que isso ocorra. Assim, a operação B também deve ter seu LFT reduzido de forma a 
restabelecer o equilíbrio entre produção e consumo e respeitar o limite de armazenagem 
(figura 3.37). 
' ' 
Figura 3.36- Novo pertil de armazenagem induzido pela redução em A2 
Figura 3.37- Reduções induzidas por armazenagem FIS 
3.5.5 - Funcionamento global dos mecanismos de propagação de restrições 
A figura 3.38 mostra o funcionamento conjunto dos mecanismos de propagação de 
restrições. Após cada passo da propagação, é realizada a análise de factibilidade das 
janelas. Caso seja detectada infactibilidade em alguma janela a execução dos próximos 
passos é abortada e o usuário deve modificar a sua decisão. 
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A tabela 3.3 relaciona as causas e conseqüências das diferentes técnicas de 
propagação de restrições. O terceiro passo provoca a execução da propagação dos aumentos 
de todas as janelas que tiveram seu início alterado seguindo a receita de produção. O quinto 
passo faz o mesmo para as janelas cujo final foi reduzido. O sétimo passo faz uma busca 
por novos intervalos de ocupação obrigatória caso os passo 4 e/ou 6 tenham definido 
alguma modificação nas janelas de tempo. Os procedimentos de propagação são repetidos 
até que nenhuma nova propagação seja detectada (oitavo passo). 
I) Detenninação de modificações nos ESTs e LFTs 
das janelas causados pelo compartilhamento de 
processadores (exclusão e edge-finding) 
~ 
2) Detenninação de modificações nos 
ESTs e LFTs das janelas em virtude de 
intervalos de ocupação obrigatória 
I 
i 
3) Houve 
sim 4) São propagados os aumentos dos ESTs 
aumento de em virtude das restrições de armazengem, 
algumEST? ordem das bateladas e balanço de massa 
não 
5) Houve 
sim 6) São propagadas as reduções dos LFTs 
redução de em virtude das restrições de annazengem, 
algum LFr? ordem das bateladas e balanço de massa 
não·· 
7) Há alguma 
sim modificação não propagada? 
não~ 
8) Alguma janela foi 
modificada por não Fim da propagação ;;; propagação de de restrições 
restrições ? 
- -F1gura 3.38 Algontmo de funciOnamento das propagaçoes de restnçoes 
53 
Tabela 3.3- Causas e conseqüências das técnicas de propagação de r.estrições 
Modificação realizada 
aumento do EST da operação 
passo 6 restriçao de da operação 
armazenagem NIS consumidora 
passo 4 restrição de aumento do EST da aumento do E6T da operação 
annazenagem NIS no equipamento EST das operaçôes no 
intervalo de armazenagem 
passo 6 restrição de redução do LFT da redução do LFT da operação 
armazenagem FIS operação produtora consumidora 
passo 4 restrição da aume:1to do E6T da aumento do E6T da operação 
armazenagem FIS operação consumidora produtora 
passo 4 ordem fixa entre 
" 
al.liDento do LST da aumento do LST daó bateladas 
bateladas de urna batelada b b' > b 
operação 
passo 6 ordem fixa entre 
" 
redução do LFT da redução do LFT da a bateladas 
bateladas de- batelada b b' < b 
operação 
passo 4 balanço da massa aumento do L6T da aumento do EST da batelada b' 
batelada b qua consone b 
passo 6 Balanço da :uassa redução do LFT da redução do LFT da batelada b' 
batelada b que produz b 
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3.6 - Abordagem proposta 
O sistema proposto é uma evolução em relação às abordagens descritas nas seções 
3.3 e 3.4, na medida em que combina e estende suas características. Os sistemas de busca 
orientada por restrições propostos na literatura se utilizam basicamente de três ferramentas: 
• Técnicas de identificação de gargalos (seção 3.3) 
• Heurísticas para as decisões de scheduling (seção 3.4) 
• Mecanismos de propagação de restrições (seção 3.5) 
O sistema proposto tem como principais características: 
i) A extensão dos mecanismos de propagação de restrições se refere à 
propagação por restrições de annazenagem, apresentada na seção 3.5.4, inexistente nos 
métodos apresentados, seja nas heurísticas ou na fase de propagação de restrições. 
ii) A extensão da heurística de escolha de valor se refere à utilização da heurística 
de tendência do menor caminho combinada a um algoritmo de detecção de ciclos para 
eliminar os ordenamentos que não podem ser arbitrados por já estarem fixos devido a 
relações de receita de produção. 
iii) A extensão das técnicas de identificação de gargalos se refere ao uso 
combinado da demanda agregada e da medida de folga. Isso se deve ao fato de que as 
técnicas apresentadas falham em considerar simultaneamente os aspectos da concorrência 
entre as operações e da capacidade dos equipamentos, como é discutido a seguir. 
A idéia é que se um equipamento possui restrições de capacidade fortes, ou seja, 
pouco tempo disponível para realização de todas as bateladas das operações, uma decisão 
sobre uma dessas operações terá maior impacto sobre as demais, reduzindo a flexibilidade 
de alocação dessas. Existe assim uma propagação mais forte dos efeitos de uma decisão 
sobre as demais operações na receita do produto e que compartilham o mesmo 
equipamento, comparativamente a uma situação com maior "folga" de tempo. 
Para exemplificar a importância dessas restrições em um gargalo, considere as 
operações A, B e C, em cinza escuro, cinza claro e branco, respectivamente, ilustradas na 
figura 3.39. Na mesma figura é mostrada a curva de demanda agregada para essas 
operações. Existe um intervalo com um alto pico de demanda agregada constituído por 
operações de demanda individual de baixo valor (A e B) e apenas uma de alto valor (C). 
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Apesar de aparentemente existir uma concorrência forte entre as operações envolvidas, o 
gargalo não é tão grave quanto se pode pensar, pois apenas operação C possui pequena 
flexibilidade de alocação, e uma decisão sobre ela não trará grandes perturbações às janelas 
das demais, que possuem grande flexibilidade. 
TPA=6 
TPs = 5 
TPc = 1 
5 10 15 
Figura 3.39 -Janelas das operações e cu Na de demanda agregada 
Considere agora as mesmas janelas, porém com tempos de processamento 
diferentes, como mostrado na figura 3.40. Nessa nova situação, existe um pico de demanda 
agregada de mesmo tamanho, porém menos acentuado. A alocação da operação A ou B 
reduzirá a flexibilidade de alocação das demais muito mais do que no primeiro caso. Isso se 
deve ao fato de no primeiro caso a folga ser maior do que no segundo, já que os tempos de 
processamento de A e B são maiores apesar das janelas serem iguais. Essa folga pode ser 
estimada através do tempo total livre, por exemplo. 
no primeiro caso: 16- 2 - 1 - 4 = 9 unidades de tempo 
no segundo caso: 16- 6 - 5 - 1 = 4 unidades de tempo 
Essa flexibilidade das operações concorrentes pode ser estimada através do 
conceito de folga, descrito na seção 3.3.3, estendendo esse conceito para um conjunto de 
operações. 
Propõe-se então umr as técnicas de demanda agregada e de folga de modo a 
abordar os gargalos resultantes da concorrência que possuam também menor folga, pois 
espera-se que decisões precoces sobre gargalos tenham um efeito de redução da árvore de 
busca. 
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o 5 10 15 
Figura 3.40- Janelas das operações 
Na estratégia proposta são inicialmente selecionados intervalos onde a curva de 
demanda agregada é superior a um valor pré-estabelecido pelo usuário (neste trabalho foi 
utilizado um valor unitário para este parâmetro). Para cada intervalo selecionado, são 
identificadas as operações que possuem parte da janela dentro deste intervalo, ou seja, cuja 
janela contribua para o gargalo nesse intervalo. Assim, cada intervalo j selecionado tem 
associado a si um conjunto I de operações. Para cada um desses conjuntos de operações, é 
feita uma medida de folga, descrita pela equação abaixo: 
lmax(LFT,)- min(EST,) j- l:,TP, 
1Ef lEI .
1 Folga1 = '" max(LFT)- min(EST,) 
ief 1 iel 
[3.32] 
Quanto menor a folga, menor a flexibilidade de alocação das operações que 
pertencem a esse conjunto, e portanto o intervalo ao qual essas operações estão associadas é 
definido como o gargalo mais crítico. Para exemplificar, considere o conjunto de janelas 
mostrado na figura 3.41. As operações A (branco) e B (cinza) possuem tempo de 
processamento de 4 e 2 unidades de tempo, respectivamente. Nos intervalos de tempo [lO, 
14} e [19, 24] a curva de demanda agregada assume valores superiores à unidade, 
constituindo um gargalo. 
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" " Figura 3.41 -Janelas das operações 
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'. j-~~~~~~~~~~~ 
j 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 2:2 23 24 25 26 27 28 29 30 
Figura 3.42- Curva de demanda agregada para as janelas da figura 3.41 
Estão envolvidas no primeiro intervalo as operações A1 a A3 e B1, pois suas 
janelas contribuem para a curva de demanda agregada neste intervalo. Do mesmo modo, 
estão envolvidas no segundo intervalo as operações A2 e A3 e B2 a B4 . Assim, é calculada a 
folga para este conjunto de operações, de acordo com a equação 3.32, que fornece os 
resultados abaixo. Como a folga do segundo intervalo é menor, esse é considerado o 
gargalo mais crítico. 
Folgaintervulo 1 :;:: 0,44 
Folgaintervalo 2 = 0,32 
As decisões de scheduling utilizadas são decisões de ordenamento entre pares de 
operações. A heurística de escolha de variável que seleciona o par de operações utiliza os 
conceitos da tendência do menor caminho (seção 3.4.4), apoiada por um algoritmo de 
detecção de ciclos em grafos. Este algoritmo é discutido na próxima seção. Seu objetivo é 
limitar a escolha do par de operações aos pares que ainda não possuem um ordenamento 
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entre si, visto que devido à disposição das janelas e conexões da receita de produção, não é 
óbvio quais ordenamentos já estão realmente fixados. 
A abordagem apresentada acima caracteriza-se então por: 
a) Decisões sobre ordens de precedência 
b) Uso da demanda agregada para identificar gargalos de concorrência 
c) Uso do tempo de folga para avaliar restrições de capacidade do equipamento entre os gargalos 
d) Uso de restrições de compartilhamento de equipamentos, balanço de massa e de armazenagem 
na propagação de restrições 
e) Uso de técnica de detecção de ciclos em grafos para eliminar ramos infactíveis da árvore de 
busca 
A proposta a garante um menor espaço de busca, em virtude do menor número de 
decisões que existe para um par de operações, como descrito na técnica de arbitragem de 
precedência (seção 3.4.3). Visto que as decisões de scheduling são sobre ordens de 
precedência, a dimensão do problema é grande, como explicado anteriormente. Para reduzir 
essa dimensão, a proposta b faz uso de informações fornecidas pela curva de demanda 
agregada para atacar primeiro regiões de maior concorrência e selecionar o conjunto de 
operações sobre os quais será feita a análise para decidir a precedência, de modo que esta 
seja realizada somente entre os pares de operações envolvidos em regiões de alta 
concorrência. A proposta c pretende distinguir entre as regiões de conflito aquela que 
possui maior restrição de tempo de folga, de forma a atacar primeiro a região mais crítica 
do que a que seria detectada somente com o uso da demanda agregada. 
A proposta d tem o objetivo de reduzir o espaço de busca, pela redução das janelas 
das operações de forma a adequá-las às decisões já tomadas. A proposta e reduz o espaço 
de busca eliminando decisões que não podem fazer parte da solução final do problema, 
através da detecção de ordenamentos infactíveis. Essas duas últimas propostas reduzem, 
conseqüentemente, a quantidade de resultados infactíveis e a de backtracking. A proposta d 
incorpora a propagação das restrições de armazenagem na solução do problema, visto que 
condições duras de armazenagem dos estados intermediários tornam o problema mais 
restrito. 
3.6.1 . Consolidação do espaço de busca pela identificação de ciclos 
Em receitas complexas, geralmente presentes na indústria de processos, as 
possíveis decisões de ordenamento entre as operações em um equipamento estão restritas 
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não apenas pelas suas janelas mas também pelas relações de precedência provenientes da 
receita e do balanço de massa. Como essas relações podem ser muito complexas, se torna 
necessário analisá-las em conjunto para determinar quais decisões de ordenamento são 
possíveis. Neste trabalho utiliza-se uma representação de grafos para determinação dos 
ordenamentos possíveis através de um algoritmo de detecção de ciclos. 
Grafos são uma representação matemática de objetos interligados em um sistema, 
onde as relações entre estes objetos representam um papel dominante. Os grafos podem ser 
usados para modelar redes, estruturas de dados e scheduling de processos, entre outras 
aplicações. Um grafo consiste de um conjunto de elementos denominados vértices 
conectados entre si por arestas (ou arcos). 
A figura abaixo mostra a representação geométrica de um grafo. Os vértices são 
mostrados como círculos e os arcos como linhas conectando pares de círculos. 
2 3 
A 
B 
c 
Figura 3.43 - Representação de um grafo 
No grafo mostrado acima, os arcos que unem os vértices indicam uma relação 
entre os dois. Alguns desses arcos não têm uma direção específica, indicando que não 
existe uma ordem de precedência definida, e outros possuem uma orientação, de forma que 
está fixada uma relação de precedência entre os dois vértices. 
No trabalho desenvolvido, as operações que constituem o processo são 
representadas por um grafo, onde os vértices representam as operações e os arcos as 
relações de precedência entre elas. Como neste trabalho a natureza das decisões tomadas no 
scheduling são de ordenamento entre as operações, se torna necessário identificar quais 
precedências podem ser arbitradas e quais estão fixas, que são representadas por arcos 
disjuntivos (não orientados) e fixos (orientados), respectivamente. Algumas ordens de 
precedência estão fixadas de início, devido aos ordenamentos obrigatórios impostos pelas 
janelas obtidas na etapa de planejamento. As precedências ou arcos fixos são identifrcados 
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pelo método de precedência entre as bateladas de uma operação e entre pares de operações 
(seções 3.5.1.1 e 3.5.1.3). 
O grafo é de grande utilidade na visualização de quais ordenamentos já estão 
realmente ftxados. Os arcos que não foram fixados pelos métodos acima citados não são 
necessariamente disjuntivos. Em virtude da relação com outras operações alguns arcos que 
estão definidos como disjuntivos são de fato arcos fixos. Esta situação pode ser identificada 
com a ajuda da ferramenta de detecção de ciclos em grafos. 
O ciclo é um circuito fechado de arcos fixos que é formado quando se toma uma 
decisão de ordenamento que, em princípio, não viola as restrições impostas pelos 
ordenamentos já existentes. A figura 3.44 mostra um exemplo. Sejam duas operações A e B 
de tempo de processamento de 2 e 3 unidades, respectivamente. Ambas as operações estão 
atribuídas ao mesmo equipamento e competem pelo mesmo. O grafo correspondente 
mostrando os possíveis ordenamentos é mostrado em seguida. 
Figura 3.44- Janelas das operações 
Figura 3.45- Representação das operações em forma de grafo 
As setas azuis representam arcos fixos por precedências entre bateladas da mesma 
operação. As setas verdes representam os arcos disjuntivos. Todos os ordenamentos entre 
as operações concorrentes não estão definidos e qualquer um pode ser escolhido para ser 
fixado. Suponha que seja fixado um ordenamento tal que A2 precede BJ. Com a propagação 
das restrições de precedência entre uma par de operações (equações 3.20 e 3.21) as novas 
janelas seriam como as mostradas abaixo. O grafo para essa nova situação é mostrado na 
figura 3.47. 
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Figura 3.46- Novas janelas após ordem A2 precede B1 
Figura 3.47- Novo grafo após ordenamento 
Após fixado o arco, somente alguns ordenamentos são possíveis. Entretanto, como 
as janelas das operações ainda são relativamente grandes, aparentemente seria possível 
estabelecer outros ordenamentos além dos mostrados no grafo. Por exemplo, considerando 
apenas as janelas de tempo, de acordo com os conceitos de precedência entre pares de 
bateladas (seção 3.5.1.3), as operações A1 e B2 não estariam obrigatoriamente ordenadas, 
pois não é verificado nenhum ordenamento obrigatório (equações 3.16 e 3.17). Portanto, 
poderia ser fixada a ordem B2 precede A~. por exemplo. Porém, devido à ordem fixada 
anteriormente, essa nova precedência é inconsistente, pois conduz ao ciclo de operações A~, 
Az, B~, Bz e novamente A1. Está então formado um ciclo, que uma vez identificado deve 
eliminar das possibilidades de decisão o arco que o gerou. Assim, fixando apenas urna 
precedência, o número de arcos disjuntivos foi reduzido de nove para apenas dois, pois os 
demais arcos disjuntivos são redundantes ou podem conduzir a um ciclo caso fixados. 
O algoritmo de detecção de ciclos (Canton, 2000) procura e marca o vértice 
inicial, aquele que não possui precedente, que no exemplo citado, pode ser a operação A1 
ou B1• Este vértice é marcado como um vértice já visitado, e a partir daí é feita uma 
varredura em todo o grafo, marcando os demais vértices cujos precedentes já foram 
marcados. Os arcos disjuntivos são temporariamente fixados um de cada vez para verificar 
se podem conduzir a um ciclo, caso fixados. Caso exista um ciclo, o algoritmo só 
conseguirá marcar os vértices que pertencem a este ciclo, e não será possível marcar os 
demais. Fica assim caracterizado o ciclo no arco disjuntivo temporariamente fixado, que é 
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então removido da lista de possíveis decisões. O algoritmo é mostrado no fluxograma a 
seguir: 
Procurar vértice inicial lf Procurar próximo 
(sem precedente) e marcar vértice não marcado 
• I Marcar vértice sim Todos os precedentes 
estão marcados ? 
+ ~não ~ Marcou todos ? I I Existe ciclo I 
+~im 
I Não existe ciclo I 
-Figura 3.48 Algontmo de detecçao de c1clos 
3.6.2- Limitações de armazenagem 
Limitações de armazenagem de estados intermediários estão sempre presentes na 
indústria de processos. Os estados sempre relacionam pelo menos duas operações, a que 
produz e a que consome o estado. Quando existem condições duras de armazenagem desses 
estados, a propagação da decisão em uma dessas operações para a outra é mais forte. 
É interessante investigar a interferência das restrições de armazenagem no 
processo de busca por uma solução. Se as restrições de armazenagem são fortes, 
desempenhando um papel importante no processo de busca, essas podem ser consideradas 
também como um gargalo, e pode ser estabelecido um modelo para acrescentar o uso de 
informações sobre as condições de armazenagem como critério para orientar a busca. 
63 
Capítulo 4 - Resultados 
Neste capítulo são mostrados os resultados obtidos comparando a abordagem 
proposta com as existentes. A seção 4.1 descreve a natureza e as características do exemplo 
considerado. O desempenho da heurística proposta é comparado com as técnicas existentes 
nas seções 4.2.1, 4.2.2 e 4.2.3. Na seção 4.2.4 é discutida uma nova heurística de 
ordenamento. Na seção 4.2.5 é feita uma análise do uso das restrições de armazenagem 
para orientar as decisões de ordenamento. Finalmente, na seção 4.3 é realizado um estudo 
do uso da heurística proposta em problemas de otimização. 
4.1 -Exemplos considerados 
O exemplo considerado neste trabalho é o apresentado por Papageorgiou e 
Pantelides (Papageorgiou L. G., Pantelides C. C. 1996). A representação STN do exemplo 
considerado é mostrada na figura 4.1, onde constam as operações, tamanhos de batelada, 
tempos de processamento, estados e condições de armazenagem. A atribuição das 
operações aos equipamentos e condições de armazenagem estão detalhados na tabela 4.1. A 
demanda de produtos finais é mostrada na tabela 4.2. 
A> 3 u.t. A3 2ll.L PmdA 
TAJ TM 
20 u.m_ NJS 20u.m. UJS 50 u.m. F!S(50l 20u_m_ 
FeedB 3 u.t. Bl 2\U. B2 I u_t_ ProdB 
TB2 TBJ 
40 u.m. zw 40 u.m. F!S(50) 15 u.m. 
FeedC 2 u.t Cl 3 lL.L 
TC2 
40 u.m. zw 40\Lffi_ FIS(lOO) 15u_m_ 
Figura 4. i - STN do processo 
Tabela 4.1 -Habilitação das operações e condições de armazenagem 
Operações Equipamento Estados Armazenagem 
TAl, Te: n 
"'· 
Cl 
" TA2, TA4 
" 
Al, C4 N" 
TBl PJ A3, B2 FIS (50) 
TB1, TO N C2 ?IS (100} 
TB2, TC2 P5 A2, CJ u" 
TB3, TC3 P6 
TA3, TOS 
" 
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Produto 
Prod 'A 
Prod B 
Prod C 
Tabela 4.2- Demanda e data de entrega dos produtos 
Massa 
100 
270 
75 
Data de Entrega 
32 
32 
56 
Massa Data de entrega 
90 56 
As datas de disponibilidade de todas as matérias-primas são fixadas em t = 1, 
obtendo-se como resultado final da fase de planejamento as janelas de processamento das 
operações e a demanda agregada nos equipamentos apresentadas na figura 4.2. 
A função objetivo considerada é a minimização do adiantamento dos LFTs 
(earliness). O earliness é definido pela seguinte equação: 
earliness = L(DD, - TF,) 
onde: 
DOi 
TFi 
lEI 
= conjunto de bateladas que produzem um produto final 
= instante de entrega da batelada i 
= instante de término da batelada i 
Fji'dt>1êftT' H.J.I lfiHJ 
.f r: ..,~l~~ -21) ~ ] ~3J~-~,.- ~ :::1 . . 00 ,. ., • • :" 
T~IH [ O O \ , • 
Tloll l 
TAl!J 
nv> 
Tl>tl 
,...,, 
TCV2 
TC>tJ 
lClll 
TCt/l 
TClll 
:j:..-~ I 
r-
I .. I :: a . 
Figura 4.2- Janelas de tempo das operações 
[4.1] 
Para defmir quais ordenamentos estão fixos são realizadas a análise de precedência 
obrigatória entre pares de operações e a análise de ciclos em grafos. Para as janelas da 
figura acima obtêm-se os arcos ilustrados na figura 4.3. As setas vermelhas são arcos fixos 
(ordenamentos fixos) e as verdes arcos disjuntivos (ordenamentos que podem ser fixados). 
As setas azuis são arcos fixos provenientes do ordenamento fixo entre bateladas da mesma 
operação. 
65 
Pl 
1 2 3 4 5 6 7 10 
1 2 3 4 5 6 7 
TB2 Q-- D PS TC2 
1 2 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
TB3 Q--Q--0--Q--Q--0--0--0--0-0--0--o-o-~o--o-o--o 
P6 
TC3 
o-o-o--o-o 
1 2 3 4 5 
1 2 3 4 5 
Figura 4.3- Arcos fixos e diSJuntivos para as janelas da figura 2.1 
4.2- Uso da heurística proposta para busca em profundidade 
A abordagem proposta na seção 3.6 será ilustrada na determinação de um limitante 
superior para redução do espaço de busca. Nesse contexto é realizada uma busca em 
profundidade para obtenção de uma solução fact ível o mais rápido possível, que servirá 
então de limitante superior para dirigir a busca por uma solução ótima. O objetivo é mostrar 
que o uso da demanda agregada e da propagação das restrições de armazenagem permitem 
atingir uma solução final com menos nós visitados. 
4.2.1 - Uso da demanda agregada na HEVar 
No método apresentado por Smith para a resolução do problema (seção 3.4.3), as 
decisões de scheduling são tomadas com respeito à ordem de precedência do par de 
operações escolhido. De acordo com a HEVar deste método, o par de operações é escolhido 
através de uma análise exaustiva da folga considerando a combinação de todos os pares de 
operações possíveis que concorrem pelo mesmo equipamento. Na figura 4.2, ainda que 
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considerando somente os pares de operações concorrentes cujas janelas se sobrepõem, são 
ao todo 80 pares de bateladas para a análise de folga. 
Para diminuir a dimensão do conjunto a ser analisado, utiliza-se as informações 
fornecidas pela curva de demanda agregada, onde o valor mínimo de demanda agregada 
usado para indicar a existência de um gargalo é igual à unidade, como descrito na seção 
3.6. Assim, obtêm-se três intervalos de tempo considerados gargalos, listados abaixo 
juntamente com as operações envolvidas nestes intervalos. 
Tabela 4.3 -Intervalos de gargalos 
Equipamento 
Pl 
" P2
Intervalo Operações Envolvidas 
29 34 TAl/7 e 8; TCl/1 e 2 
21 - 22 TA2/5; TM/1 e 2 
27 - 28 TA2/6; TA4/3 e 4 
Com o auxílio da demanda agregada existem então apenas 8 pares de operações 
para analisar, uma quantidade menor do que a exigida anteriormente. Certamente uma 
decisão sobre um desses oito pares terá impacto muito maior sobre a solução, por estarem 
envolvidas em gargalos. As decisões de ordenamento entre um par de operações foram 
tomadas usando o algoritmo da tendência do menor caminho, de modo a realizar a menor 
redução possível das janelas e preservar maior flexibilidade para alocação. 
Foi implementada inicialmente uma busca em profundidade automática até todos 
os ordenamentos estarem estabelecidos. Neste problema foram necessárias 12 decisões. A 
árvore de busca contendo as decisões tomadas e as janelas finais resultantes dessas decisões 
são exibidas na figura 4.4. O número entre parênteses ao lado de cada decisão é uma 
estimativa mínima do custo associado a essa decisão, calculada através da equação 4.1. 
Trata-se de uma estimativa pois como as bateladas estão na fonna de janelas, não é 
conhecido ao certo qual o seu instante de ténnino. Assim, o cálculo é realizado assumindo 
que a batelada poderá ser alocada o mais tarde possível, ou seja, a parcela TF; da equação 
4.1 é substituída pelo LFT da janela, porém esse valor pode ser alterado quando a batelada 
for alocada de fato. 
As decisões se concentram principalmente nos equipamentos P 1 e P2, pois estes 
apresentam a maior carga imposta pelas janelas. Em virtude disso, as decisões tomadas nas 
operações habilitadas a estes equipamentos, TAI/TCl e TA2/TA4, têm grande impacto na 
redução das suas janelas. 
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TAA/l 
TIWJ 
TBlll 
TClfl 
TCl/3 
'!Clll 
TC413 
TA2/&(26) 
- 2)TAI/6->TC1/1 (26) 
., 3)TAI/7· > TCI/1 (26) 
- <QTCI/1->TAI/8(26) 
I _ 5}TC1j?~>TA1/!l(25) 
- 6) TCS/3 ·> TA3!4(2'J 
- 1) TA~/6 ~> TA2/10 (l l ) 
- ')TAI/8->TCin(JIJ 
- 9)T.Al/6 ·> TA4/4(JI) 
::: IO)TA2/9·>TA1/S(JI) 
- 11)TA2fl0·>TA~/7(l1) 
12) TAJ/3 ·> TCS/1 (li) 
Figura 4.4- Janelas finais da proposta 4.2.1 
A influência das bateladas envolvidas em gargalos sobre as demais é visível 
quando se consideram as reduções nas janelas das operações que não participaram das 
decisões de ordenamento. Isso é verificado nas operações TC2 a TC5, que através do 
balanço de massa, foram bastante reduzidas pelas decisões sobre TCl e também TCS. O 
uso da demanda agregada portanto direcionou a heurística de escolha de variável proposta 
por Smith, de forma que todas as ordens de precedência fossem estabelecidas tomando 
decisões sobre um pequeno conjunto de operações, evitando gasto de tempo na análise de 
todos os 80 pares de bateladas. 
4.2.2 - Uso da demanda agregada e da propagação de restrições de armazenagem 
No exemplo anterior as janelas fornecidas pela fase de planejamento obedecem as 
restrições impostas pelas limitações de armazenagem. Essas restrições no entanto não 
foram consideradas no processo de busca, ou seja, a propagação de restrições após cada 
decisão na árvore não incluiu a propagação de restrições de armazenagem. Por esse motivo 
qualquer resultado obtido desta maneira corre o risco de não respeitar essas restrições. De 
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fato, uma rápida inspeção na solução obtida mostra que entre as bateladas TAl/1 e TA2/l 
não existe armazenagem disponível (NIS), e portanto essa última não pode ser iniciada no 
instante 6, como permite a sua janela. Esta batelada deve obrigatoriamente ser iniciada no 
instante 5. 
A adição de restrições induzidas pelas limitações de armazenagem na forma de 
propagação de restrições a cada decisão tomada na árvore garante que as janelas das 
operações se adaptem às exigências de armazenagem, evitando assim que assumam valores 
incorretos de ESTe LFT. 
Resolvendo o exemplo anterior novamente, com as técnicas já descritas e em 
adição considerando a propagação das restrições de armazenagem a cada decisão de 
ordenamento fixada, obtêm-se a solução da figura 4.5. 
TM'2 
lllll2 
TB3/I 
T'CIIl 
T<:213 
Ttlll 
- I)TAZ/6·>TM/l (~ll) 
- Z)TAI/I·>TCI/1(48) 
- l)T'CI/2 ->TAI/9(48) 
- <C)TM/6 ·>TA2}10(&1) 
- S)TCS/3-> TA3/4{SS) 
- 6)TCS/HTA3/l~S) 
- l)TAl/3 ·>TCS/ 2(1;11) 
~ ll) TA3/HTC5[4 (1;11) 
8) TAI/8 ·> l'C ll~ (1;0) 
Figura 4.5- Janelas finais da proposta 4.2.2 
Pode-se notar uma redução maior nas janelas das operações em função das 
condições de processamento ZW e condições de armazenagem NIS e FlS. Nas operações 
TAl e T A2, em particular nas bateladas 1 a 6, a redução ocorre devido à condição de 
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armazenagem NIS. Há também uma grande redução nas janelas das operações TBl a TB3, 
porém nenhuma decisão foi tomada envolvendo essas operações. Essas reduções se devem 
exclusivamente à propagação de restrições de armazenagem, e são verificadas já na 
primeira decisão (TA2/6 precede TA4/3), como mostrado nas figuras 4.6 e 4.7. 
' .. ... .. . . ~., ..... Llõl X 
. .!..I 3 TAI/ .cl r~:'l -l~ -21 .- ~-r-~-~- ~-- - - ---
,. 1 J _IJ '::c TAl/ 1 
TAl/3 
TA4'2 
. r="'8: "" ---,..._~1 . T!IUl 
Tlllll 
Tlll'1 
: I :i 
I : 
:: 
'' '' 
: : 
TCU2 
I 
: : 
TC2/3 
'' '' TC312 
I I TC4'3 
.. ~ TCl/ 1 : ; I . I 
' ' 
Figura 4.6- Janelas após a primeira decisão (TB2/6 precede TB4/3) sem propagações por armazenagem 
TAl/ I 
TAl'3 
TA411 
Talll 
T!llll 
TBl' l 
TCJ!l: 
TC2/l 
TClll 
TClt l 
1
-!!:.:i-,h ~~o ---r---~-----~·~ 
I 1
1 l . i:hAz:6 
o , ô ca a .o. 
~ b 
. I . 
~~~~~~:J : ! 
Figura 4.7- Janelas após a primeira decisão (TB2/6 precede TB4/3) com propagações por armazenagem 
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Essa nova solução agora obedece às limitações de armazenagem do problema, e a 
solução final foi obtida com um menor número de nós do que no caso analisado na seção 
anterior. Isso se deve ao fato de que a propagação das restrições de armazenagem reduziu 
mais as janelas, o que obrigou alguns ordenamentos, que antes foram inseridos 
manualmente, a serem definidos automaticamente. Fica evidente a importância da 
propagação das restrições de armazenagem quando se consideram problemas bastante 
restritos. 
4.2.3- HEVal de máxima redução de janelas 
Até agora se usou como heurística de escolha de variável a decisão de 
ordenamento que preservasse o maior grau de flexibilidade para as decisões remanescentes, 
ou seja, que reduzisse as janelas o menos possível. Em termos de busca em árvore esta 
heurística tende a gerar poucos nós infactíveis. Porém, no problema as restrições são fortes 
e as janelas de qualquer solução final serão pequenas. Como- discutido por Sadeh (Sadeh N. 
1991), a solução ótima pode conter ordenamentos que não seriam obtidos através de uma 
heurística que preserve a maior flexibilidade. Visto que as janelas obtidas na solução final 
tendem a ser pequenas para problemas restritos, isso levanta a questão de que uma 
heurística oposta, que produzisse a maior redução das janelas, pode ser interessante, 
especialmente em uma busca em profundidade, para a obtenção de um limitante superior 
para a busca. 
O ordenamento sugerido pode ter grande impacto na redução das janelas. Como 
conseqüência, um número menor de decisões é necessário para reduzir as janelas de forma 
a eliminar a concorrência entre as operações pelo equipamento, e um limitante superior 
pode ser obtido mais rapidamente. Porém, em vista dessa maior redução, o risco das janelas 
não absorverem essas reduções e gerar nós infactíveis é maior, o que exigiria mais 
backtracking. No caso de serem gerados apenas nós infactíveis, deve ser adotada a 
heurística apresentada na seção anterior. 
Resolvendo novamente o problema, através das técnicas do algoritmo proposto na 
seção 4.2.2, mas desta vez tomando a decisão que produz a maior redução, obtêm-se as 
janelas abaixo: 
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Tl.lll 
TM/l 
TEUIJ 
tBlll 
Tlllll 
TCIIl 
'!OI> 
TCJ/2 
TC41> 
TC>/1 
- I'Oil(i!'J) 
- I)TA2/1i ·>TIIoi(J(41!) 
- 2) TCI/f->TA1/1(75) 
- J) TAJ/l ·>=(76) 
~TAJ/HTC'i/•(76) 
o Q o 
Figura 4.8- Janelas finais da proposta 4.2.3 
As janelas das operações ficaram ainda mais reduzidas que no exemplo anterior, 
com exceção das janelas de TC3 e TC4. Isso se deve à particularidade dos ordenamentos 
tomados sobre TAl/7 e TCl/2. Como esperado, a solução foi obtida brevemente, com 
apenas 4 decisões. 
4.2.4- Possibilidade e interesse de outras HEVar I HEVal 
O exemplo a seguir tem como objetivo mostrar que as janelas de processamento 
permitem desenvolver outras heurísticas de ordenamento além da utilizada até agora, que se 
limita a escolher um par de operações e então escolher um ordenamento entre eles. 
Considera-se o mesmo problema da figura 4.2 com uma nova demanda dada na 
tabela 4.4 e com a condição de armazenagem do estado C4 alterada de UIS para FIS com 
capacidade de 50 toneladas. Da fase de planejamento obtêm-se as janelas da figura 4.9. 
Produto 
Prod A 
Prod B 
Prod C 
Tabela 4.4- Nova demanda e datas de entrega 
Massa 
150 
300 
100 
Data de Entrega 
50 
100 
100 
Massa 
180 
Data de entrega 
100 
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• I'CI' r SISTE>,~A OE l'tANEJMIENTO E SChEDULINC UNICAMf' DCA/FEEC DESO/FEO l!ll'ilEI 
2 ·~ 
'j 
Pl 
nec78 
lO IDO 
.----- --------------
disp09 f-+------_,__ _____ _.::o.._ 
P2 
US ncc52 
zw 
50 
dtp 9l 1---..U. ..... '--------'"'-----------"' 
P3 
nec40 
diop07 
P< 
n~c61 
lisp 9G 
P5 
nec-41 
dispas !--- =--- --- ---..-=---;::,.....-
P6 
noc66 
----.....~ ~- l ---.....,L....-----~ 
.. t~B ... n ~ 
'---------------- rup84l===:!!!dY\U""==""==l=~~"'=====2 
Figura 4 .9 - Novas janelas de tempo 
Uma breve análise na curva de demanda agregada revela a existência de um forte 
gargalo no equipamento P6. Há uma região de grande concorrência no intervalo de tempo 
de 48 a 86, como mostrado no detalhe da figura 4.1 O, onde os esforços de solução serão 
concentrados inicialmente. Existem ao todo 20 bateladas da operação TB3 e mais 7 da 
operação TC3, porém as duas primeiras bateladas da operação TB3 não estão envolvidas no 
gargalo, pois suas janelas não englobam o intervalo [ 48, 86]. De acordo com a heurística 
utilizada até agora, considerando somente as bateladas cujas janelas estão envolvidas no 
gargalo, há ainda um total de 25 bateladas das duas operações. Excluídos os ordenamentos 
obrigatórios, existem inicialmente 160 possíveis ordens de precedência que podem ser 
estabelecidas nesse cof\iunto de bateladas. Dado o grande número de decisões que podem 
ser tornadas e de bateladas envolvidas, é conveniente uma análise do gargalo sob outros 
aspectos. 
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JANt:lASllAiclAUAS - ·.';~,. 
lO lO 100 
PS 
nec 88 
dlsp88 '-, --
-------------------
Figura 4.10- Operações TB3, TC3 e demanda agregada do equipamento P6 em detalhe 
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Um ponto relevante é que a folga disponível para execução de todas as bateladas 
das operações TB3 e TC3 é zero. Ou seja, o intervalo compreendido pelo conjunto de 
janelas (de O a 100) será completamente ocupado. Pela função de custo adotada, seria 
melhor alocar as bateladas de TB3 no fim das suas janelas, pois essas produzem produto 
fmal. No entanto isso impediria a execução de bateladas de TC3 dentro de suas janelas. As 
bateladas de TC3 requerem ao todo 28 unidades de tempo (7 bateladas de 4 unidades de 
tempo cada). Como suas janelas permitem a alocação a partir do instante 48, todas as 
bateladas podem ser finalizadas até o instante 76, o que limita o tempo para as bateladas de 
TB3 a 24 unidades. Essas 24 unidades são suficientes apenas para oito bateladas de TB3. 
As 12 primeiras bateladas de TB3 portanto não poderão ocupar wn intervalo de tempo que 
ultrapasse o instante 48, ou seja, esse conjunto de bateladas deve ser finalizado antes deste 
instante. Isto pode ser traduzido em uma forte redução obrigatória do LFT das 12 primeiras 
bateladas de TB3, que portanto não competem com as bateladas de TC3. Impondo que o 
LFT de TB3/ 12 seja 48, obtêm-se como resultado a figura 4.11. Após essa redução, o 
número de possíveis ordenamentos para as duas operações obtidos pelo algoritmo de 
detecção de ciclos é de 108, uma quantidade razoavelmente menor do que os 160 
anteriores. 
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100 
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Figura 4.11 -Janelas após reduçao de TB3/1 a TB3/12 
Com essa simples análise do tempo de folga, evita-se tomar decisões sobre as 
operações TB311 a 12 que seriam infactíveis, caso fosse fixada uma ordem em que alguma 
batelada de TC3 as preceda (TC3/X precede TB3/[ 1-12]). O uso do tempo de folga e da 
demanda agregada numa análise menos local das janelas envolvidas no gargalo, além de 
diminuir sensivelmente a dimensão do conjunto a ser trabalhado no problema, pode 
conseqüentemente diminuir o espaço de busca e o número de ramos a serem explorados. 
4.2.5 - Uso das limitações de annazenagem na H EVa r 
Continuando a resolução do problema a partir das janelas exibidas na figura 4.11, 
pode-se utilizar uma visão menos local do problema de forma a estimar o impacto de uma 
decisão sobre a função de custo. Nesta seção discute-se o interesse em usar informações a 
respeito da capacidade de armazenagem para prever as conseqüências da propagação de 
restrições sobre o custo, de forma a tomar uma decisão que estabeleça um compromisso 
não sobre a otimização do gargalo, mas do problema globaL 
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Como a operação TB3 produz um produto final, é interessante que as bateladas 
sejam concluídas o mais tarde possível, de modo a não aumentar a função de custo. Isso 
exigiria que as bateladas de TC3, que utilizam o mesmo equipamento, precedessem as de 
TB3. Entretanto, existe um outro ponto a considerar. A operação TC3 está ligada pela 
receita à operação TC4, que por sua vez está ligada a operação TCS, que também produz 
um produto final. Portanto, reduções no fim das janelas de TC3 podem provocar reduções 
no fim das janelas de TC5, e também aumentar a função de custo. O impacto das reduções 
de LFTs de TC3 sobre TC5 depende da dureza das restrições de armazenagem. Seria 
interessante então, verificar o quanto essas restrições influenciam as janelas de TC5, de 
modo a poder estabelecer um compromisso entre o aumento de custo originado por 
reduções nos LFfs das bateladas de TB3 e o originado por reduções nos LFTs das 
bateladas de TC5. Deste modo a heurística de escolha do valor seria direcionada pela 
função de custo, considerando-se o impacto das restrições de armazenagem. 
A armazenagem entre TC3 e TC4 é do tipo limitada (FIS), com capacidade para 
50 unidades de massa, e TC3 e TC4 possuem tamanho de batelada de 15 unidades. Isto 
indica que se três bateladas de TC3 (correspondentes a 45 unidades de massa) fossem 
alocadas no início de suas janelas, não haveria redução das janelas de TC4, pois a massa 
necessária para a sua execução poderia ficar armazenada até que TC4 seja iniciada, como 
exemplificado na figura 4.12. 
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Figura 4.12 - Perfil de armazenagem com três bateladas de TC3 no início das janelas 
Quando for produzida uma quarta batelada de TC3, a quantidade de estado 
intermediário será de 60 unidades de massa, e a capacidade de armazenagem será superada 
(figura 4.13), exigindo que uma batelada de TC4 seja iniciada imediatamente após 
concluída a quarta batelada de TC3, de modo a consumir a massa extra, como indicado na 
figura 4.14. 
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Figura 4.13 - Perfil de armazenagem com quatro bateladas de TC3 no início das janelas 
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Figura 4.14 -Adiantamento obrigatório de TC4 devido a limitações de armazenagem 
Pode-se então concluir que as três primeiras bateladas de TC3 podem ter o fim das 
suas janelas reduzido, sem impacto na função de custo, deixando assim espaço para que 
TE3 seja realizado o mais tarde possíveL Até este ponto, ou seja, reduzido o LFT de apenas 
três bateladas de TC3, não existe propagação dessas reduções nas janelas de TC4, e 
conseqüentemente de TCS, portanto sem aumento do custo. 
A armazenagem entre TC4 e TC5 é do tipo inexistente (NIS), o que indica que a 
redução do fim de uma janela de TC4 não implicará necessariamente em uma redução em 
TC5, pois a massa produzida poderá ficar armazenada no próprio equipamento até que este 
seja requisitado por outra batelada de TC4. 
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Figura 4.15. Operação de ho/d após a redução de uma janela 
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Considerando a batelada i de TC4, se a próxima batelada (i+ 1) tiver o LFT da sua 
janela reduzida, ela ocupará o equipamento mais cedo, diminuindo assim o tempo 
disponível para operação de hold da batelada i. Deste modo, a batelada de TC5 que 
consome a massa da batelada i deve também ter o fim da sua janela reduzido, como 
mostrado na figura abaixo. 
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Figura4.16- Redução da janela em virtude da redução do tempo de hold 
Assim, pode-se concluir que as janelas de TC5 só sofrerão redução no LFT se duas 
janelas de TC4 tiverem seus LFrs reduzidos, pois a segunda batelada exigirá o 
equipamento, obrigando uma batelada TC5 a consumir a massa produzida pela primeira 
batelada de TC4, e portanto levando a uma redução do seu LFT. 
A partir destas considerações, é aceitável que se coloque mais bateladas de TC3 
precedendo TB3, pois em caso contrário a redução do fim das janelas em TB3 terá 
conseqüências diretas sobre a função de custo, enquanto que a redução do fim das janelas 
de TC3 pode ser absorvida pela armazenagem. É óbvio que nem todas as bateladas de TC3 
podem preceder as de TB3, pois as condições de armazenagem são duras e certamente 
implicarão em uma forte redução das janelas de TC5 após ultrapassado o ponto em que a 
capacidade de armazenagem pode absorver essas mudanças. 
Esta análise mostra o tipo de considerações que podem ser feitas para diminuir o 
espaço de busca. Obviamente deverá ser avaliado o esforço de cálculo adicional para 
chegar a um compromisso adequado entre o tempo gasto em uma análise mais refinada e o 
gasto em backtracking. 
Seguindo o exemplo anterior, a alocação de três bateladas de TC3 no início de 
suas janelas não implicará em reduções em TC4, pois a massa produzida por essas pode 
ficar armazenada, sem implicar na redução das janelas da última. 
A alocação de quatro bateladas de TC3 irá provocar a redução de uma batelada de 
TC4. A redução dessa batelada de TC4, entretanto, não trará conseqüências sobre TCS, pois 
o estado que esta consome poderá ficar armazenado no próprio equipamento, sem exigir 
uma redução da sua janela. 
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A alocação de cinco bateladas de TC3 no início das janelas implicará na redução 
de duas bateladas de TC4. Essas duas janelas de TC4 por sua vez induzirão a redução de 
uma batelada em TC5, pois desta vez a segunda batelada reduzida de TC4 exigirá o 
equipamento mais cedo, obrigando que o fim de uma batelada de TC5 também seja 
reduzido de modo a receber a massa que não pode mais ficar armazenada no equipamento. 
Defmindo ordens de precedência de modo a refletir as conclusões descritas acima, 
obtêm-se as janelas mostradas na figura 4.17. Dessa forma, o aumento da função de custo 
foi menor do que se obteria no caso contrário, reduzindo o fim de TB3 para preservar as 
janelas de TC5. 
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Figura 4.17- Janelas após a otimização de TB3/TC5 
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Houveram outras reduções nas janelas de TCS, porém. não foram devidas a 
questões de compartilhamento do equipamento com TC3. Essas reduções foram induzidas 
por intervalos de ocupação obrigatória gerados por TBl, alocado ao mesmo equipamento 
que TC4, que reduziu as janelas das bateladas dessa operação, e cujas reduções foram 
propagadas para TC5. 
Desta maneira, foi possível estabelecer um compromisso entre diminuir o custo 
proveniente das decisões em TC3 e as consequências no aumento de custo em TCS que 
estas decisões provocavam. Quaisquer outras decisões de ordenamento no equipamento P6 
diferentes das que foram tomadas elevam o valor da função de custo. 
4.3 - Uso das heurísticas propostas para obtenção da solução ótima 
Na seção 4.2 o objetivo foi determinar um limitante superior do problema, onde o 
importante é obter urna solução factível o mais rápido possível. Nesse contexto, a resolução 
de gargalos sucessivos onde só se expande um nó na árvore de busca para encontrar uma 
solução mais rápida é razoável. Quando se resolve um problema de otimização porém, a 
estratégia de abertura de nós deve ser diferente. Isto porque a heurística da tendência do 
menor caminho, que leva à menor redução das janelas, não pode garantir que o valor da 
função de custo seja menor do que tomando a decisão oposta. Deste modo propõe-se abrir 
os dois nós correspondentes aos dois ordenamentos possíveis, proceder à propagação das 
restrições nos dois casos e estimar o valor da função de custo para os dois nós. O processo 
de busca seguirá perseguindo o nó com estimativa custo mais promissora (conhecido na 
literatura como bestfirst search). 
Como agora o custo resultante da abertura de um nó é relevante, deve-se orientar a 
busca pelo nó onde o custo é mais promissor. O ideal seria possuir uma estimação do custo 
final resultante de um determinado ordenamento para então fixar aquele que possuísse a 
menor estimativa. Quando a função de custo não é o makespan, não é possível fazer uma 
estimativa da função de custo e orientar a busca por esse critério é impossível. Deste modo, 
uma maneira de abordar o problema de otimização é simplesmente testar ambos os 
ordenamentos possíveis do par escolhido pela heurística de escolha de variável, calcular o 
custo até os dois nós assim gerados e, então, seguir o ramo que possuir menor custo. Fixar o 
ordenamento entre um par de operações é uma atividade rápida, de modo que arbitrar 
ambas as ordens é barato do ponto de vista de tempo de cálculo. A ressalva que pode ser 
80 
feita com respeito ao teste de ambos os ordenamentos é que a propagação de restrições 
resultante de cada ordenamento pode consumir muito tempo, tornando esta abordagem 
custosa. Essa é uma grande vantagem da heurística proposta, que usa ordens de precedência 
entre pares de operações ao invés de alocação de uma operação. Neste último, o número de 
possíveis decisões de alocação tornaria o teste de todas as possibilidades oneroso, ao passo 
que na ordem de precedência existem apenas duas possibilidades. 
Quando se chega a uma solução final, onde não existem mais ordenamentos livres, 
o custo obtido com essa solução serve como limitante superior dos demais ramos. Caso o 
nó em que se esteja investigando ultrapassar este custo, não é necessário aprofundar mais a 
busca neste nó, pois a solução que será obtida seguindo essa direção com certeza será pior 
do que a já obtida com o limitante superior. 
O exemplo a seguir ilustra o uso da heurística proposta em um problema de 
otimização. Considerando o STN mostrado na figura 4.1, habilitação das operações e 
condições de annazenagem descritos na tabela 4.1 e demanda e datas de entrega de 
produtos dados na tabela 4.2, obtêm-se as janelas da figura 4.18. A heurística proposta 
revela os intervalos de gargalos listados na tabela 4.5, onde o valor da demanda agregada 
ultrapassa o valor unitário, estabelecido como critério para definir gargalos. 
Tabela 4.5 -lnteNalos, operações envolvidas e folga dos gargalos da figura 4.18 
Equipamento Intervalo Operações envolvidas Folga do conjunto de operações 
Pl 25 34 TAl/6 a 8 e TCl/1 e 2 20. o % 
Pl 38 - 40 TAl/9 e 'l'Cl/2 64,7 
' P2 21 - 23 TA2/5 e'l'A4/le2 28. 6 % 
P2 27 - 29 TA2/6 eTA4!3e4 o' o % 
P2 45 -47 TA2/10 eTA4/6e7 6.!,' 5 % 
P7 47 - 49 TA3/4 eTC5/3a5 65. 4 % 
O gargalo cujas operações envolvidas possuem menor folga é o quarto. Os 
cálculos da tendência do menor caminho para escolha do par de operações a ordenar é 
então realizado somente sobre esse pequeno conjunto de operações. Os cálculos para as 
operações que competem pelo equipamento P2 são mostrados na tabela 4.6. 
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Figura 4.19 - Janelas após a ordem TA4/3 precede T A2/6 
Como a operação T A4 produz um produto fmal, o adiantamento no seu LFT 
aumenta a função de custo. Como se pretende minimizar a função de custo, o outro nó, 
correspondente à ordem de precedência inversa, também será investigado. Fixando a ordem 
oposta, obtêm-se as janelas ilustradas na figura 4.20. Como é possível notar, a função de 
custo para esse segundo caso é menor, apesar de a precedência sugerida pela tendência do 
menor caminho não ser essa. Isso se deve ao fato que essa heurística propõe a menor 
redução das janelas, que apesar de geralmente impor mudanças suaves na função de custo, 
não implica obrigatoriamente em obter o menor custo. 
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F1gura 4.20 - Janelas após •nverter o ordenamento 
Visto que esse último ordenamento tem menor custo, a busca seguirá deste ponto. 
As novas janelas mostram agora os gargalos listados na tabela 4.7. O gargalo com menor 
folga é o primeiro. A análise da tendência do menor caminho para as operações envolvidas 
é mostrada na tabela 4.8. 
Tabela 4.7 · Intervalos, operações envolvidas e folga dos gargalos da figura 4.20 
Equ1pamento Intervalo Operações envolvidas Folga do conjunto de operações 
P1 29 - 34 TA1/7 e 8 e TC1/1 e 2 25,0 ' 
P1 38 - 40 TAl/9 e TC1/2 57,1% 
P2 45 - 47 TA2/10 e TJ.\4/6 e 7 61,5 % 
P7 47 - 49 TA3/4 e TC5/3 a 5 58,3 % 
Tabela 4.8- Tendência do menor caminho dos pares de operações 
Opr A Opr B spAB spBA s bspAB bspBA 
TA1/7 TC1/1 9 10 0 , 90 9 , 49 10,54 
TA1/7 TCl/2 6 16 0 , 38 9 , 80 26,13 
TA1/B TC1/1 13 6 o, 46 19 , 14 8,83 
TA1/8 TC1/2 10 12 0 , 83 10,95 13,15 
Apesar de dois ordenamentos possuírem o mesmo valor para o menor caminho 
(TA 117 precede TC I /2 e TC 1/1 precede TA 1 /8), a tendência do menor caminho distingue 
entre essas duas situações. Pela figura 4.21, é possível notar que as operações TCl/1 e 
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TAl/8 estão menos próximas de possuir um ordenamento obrigatório. Portanto, de acordo 
com a heurística, o segundo ordenamento é escolhido. Fixando essa ordem obtêm-se as 
janelas da figura 4.22. 
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Figura 4.21 - Detalhe das operações TA 1 e TC1 
O interessante neste caso é quando são utilizados os ordenamentos contrários aos 
sugeridos. O ordenamento TCI/1 precede TAl /8 fornece um resultado factível, porém o 
ordenamento TAl/8 precede TCl/1 fornece um resultado infactível. Isso mostra que 
realmente o segundo par de operações constitui o gargalo mais forte . 
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Figura 4.22- Janelas após ordem TC1/1 precede TA1/8 
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A identificação precoce desse nó infactível através da detecção de gargalos é 
vantajosa pois, caso a decisão que gerou esse nó fosse tomada mais tarde, seriam investidos 
mais tempo e recursos computacionais em um ramo que não resultaria em uma solução. 
Repetindo o processo para as janelas resultantes, os gargalos existentes são 
mostrados na tabela 4.9. O gargalo com menor folga ainda é o primeiro. Os cálculos da 
tendência do menor caminho são mostrados na tabela 4.1 O. 
Tabela 4.g - Intervalos, operações envolvidas e folga dos gargalos da figura 4.22 
Equipamento Intervalo Operações envolvidas Folga do conjunto de operações 
P1 29 34 TAl/7 e 8 e TCl/1 e 2 25,0 
' P1 38 40 TA1/9 e TCl/2 57,1 
' P2 45 47 TA2 I 10 e TM/6 e 7 61, 5 
' P7 47 49 TA3/4 e TCS/3 a 5 58' 3 
' 
Tabela 4.10- Tendência do menor caminho dos pares de operações 
Opr A opr 3 spAB SpBA 5 bspAB :OspBA 
TA1!7 TCl/1 9 9 1,00 9. 00 9' 00 
TA1!7 TC1/2 6 16 o' 38 9. 80 26. 13 
TA1/8 TCl/2 10 12 o' 83 10,95 13' 15 
A tendência do menor caminho fornece duas ordens igualmente promissoras para 
o mesmo par de operações, TAl/7 e TCI/1. Testando ambos os ordenamentos, verifica-se 
que somente uma é factível, conforme mostrado na figura 4.23. 
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Figura 4.23- Janelas após a ordem TC111 precede TA1/7 
Repetindo esse procedimento até que todos os ordenamentos estejam defmidos, 
obtêm-se como solução fmal as janelas ilustradas na figura 4.24. Apesar de muitas 
bateladas ainda serem apresentadas na forma de janelas, tem-se uma solução completa do 
problema de scheduling pois todos os ordenamentos estão definidos. Os instantes de 
término mais tarde de todas as bateladas estão defmidos e portanto o valor da função de 
custo não será alterado se as operações que influenciam diretamente na função de custo (as 
que produzem produtos fmais) forem alocadas no fim de suas respectivas janelas. Após a 
obtenção desta solução completa procede-se a exploração dos ramos com custo menor do 
que o limitante superior, com o objetivo de obter uma solução de menor custo. Caso o custo 
do nó que se esteja investigando ultrapasse o custo obtido como limitante superior, a 
exploração deste ramo é suspensa e parte-se para outro nó. 
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-1 1)TAI/7->TCI/2c• 28 
- 9) TC1/2->TA1/Sc• 28 
'= II)TA1/B •>TC1/2c • 28 
" 13)TC!i/3·>TAl/4C• 37 
- 15)TA4/6·>TA2noc • l9 
-' 17)TA2/9 ·>TA4/bc• 1.1 
-' 19) Tl\2/10•> TA</7 c • J9 
ngc 511 -> TA3/3c• 39 
!!! fitE li 
10) TM/1 ·> TAl/10 mfectM!I 
18)TA4/6•> TAl/9c• <3 
16) TA2/10 •> TA</ô on'..a.vel 
14) TA3/~ ·> TC5/J <ntactvol 
12)TC1/2·>TAI/Bc• 28 
I IJ)TA1/!·> TC1/2;n~l 
8)TCI/2•>TAI/1c• 55 
'I)TA1/8·>TC1/IIriOCINCI 
Figura 4.24- Janelas finais da busca em profundidade e limitante superior do custo 
Após investigar toda a árvore de busca se obtêm uma segunda solução de custo 
igual ao limitante superior, conforme mostrado na figura 4.25. Não foi encontrada qualquer 
solução de custo menor, o que indica que a primeira solução obtida é a solução ótima do 
problema. A obtenção da solução ótima como limitante superior pelo algoritmo usado não 
ocorre necessariamente em qualquer caso, entretanto o limitante superior obtido dessa 
maneira é certamente de melhor qualidade do que os obtidos pelos métodos usados na 
seção anterior. 
Deste modo, em alguns problemas, o tempo extra gasto na investigação de ambos 
os nós em cada ponto da árvore de busca pode ser compensado pelo tempo salvo na 
investigação e backtracking de ramos cujo limitante superior foi obtido por métodos menos 
eficazes. 
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1i11 P CI 11 ' ril~~ I t--MA. Dt- PIANt .lAMt-N I O t-- Xl HH)liiiN(, IJNICAMP Ot A/t'fi-C DfSO/fHJ 
r==----1o ________________________________ ~6o 
TA1-()~.00/IO ------
lO 60 
TAZ-()1,00/10 
• • • 
• • • 
• a t=l = UIS 
- = 50 
TM-()2,00/10 
Arvore ___________ . _-. _· _ '· ~ 
1113-()1, 00/18 
TCl-()2.00/02 
TCH3.00/02 
TCJ.(J2.00/05 
TC+-03.00/05 
TCS-()1.00/05 
50 - roilc• 3 1)TA4/J•>TAZ/6c• 5 
- Z)TAZ/6 ·>TA4/3c• ~ 
100 
UIS 
..; l) TC1/1 -> TAI/Sc· ~ 
S)TA1/7·>TCI/I intaeM!I 
- 6)TCI/ I·> TA1(7 c • 28 
- 7)TAI/7·> TCI/lc• 29 
"- 9)TC1/2·> TA1/9c • 28 
- II)TAI/8 ·>TCI/2 c• 28 
: 1)) TCS/3·>TA3/4 c • 37 
- 15)TA4/6·>TA2/10c • 39 
• I I)TAZ/9·>TA~/6c· l9 
-i 19) TAZ/10·> TM/7 c • l9 
- 21)TCS!I-> TA3{3c • l9 
···-- .. 2Z) TAl!3·> TCS/I c • 39 
20)TM/7•>TAZ{10 onlo<!M!I 
lfi) TA-\16 .. -,. TA2/9 c • .() 
16) TAZ/1 O·> TA~/6 iltooiv<l 
I~ TA:l/4-> TCS/3 onlodM>I 
ll)TC1/Z ·>TAI/8c• 28 
IO)TAI/9 ·> TCI/2 oni<>C!Jvel 
8) TCI/2·>TA1/7c • 55 
~TAI/8->TCI/1 ,;~ 
Figura 4 .25 - Janelas da segunda solução 
A árvore completa de busca é ilustrada na figura 4.26. Como é possível notar, 
existem muitos nós infactíveis. Esses nós exigiram um gasto em tempo de cálculo na fase 
de propagação de restrições para serem detectados, além do tempo necessário para o 
backtracking desfazer a decisão tomada e restaurar o estado original das janelas antes da 
decisão. Atingir um nó infactível em um ponto avançado da árvore de busca significa que 
foram investidos tempo e recursos computacionais em uma solução parcial que não será 
completada. Por esse motivo, tentar estimar resultados infactíveis o mais cedo possível com 
pequeno esforço de cálculo sempre é interessante pois não seria desperdiçado tempo em um 
ramo que não conduzirá a uma solução. 
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41 (5) 
TA 1/7 -> TCl/2 
39 (5) 
TCl/2 -> TAl/B 
37 (5) 
TCl/1 -> TAI/7 
1 (5) 
TA4/3 -> TA2/6 
34 (6) 
TM/4 -> TA2/6 
49 (lnfactive l) 
TA 1/6 -> TC1/ 1 
50 (40} 
TCt/1 -> TAl/6 
40 (5) 
42 (5) 
TC1/2 -> TA 1/7 
TA 1/8 -> TC1/2 
4 7 (infactível) 
TA1/6 -> TCl/1 
48 (52) 
TCI/1 -> TA1/6 
43 (inractível) 
TA1/6 -> TC1/1 
44 (52) 
TCI/1 -> TAl/6 
<15 (onfactíve l) 
TA1/6 -> TCI/1 
46 (52) 
TA1/1 -> TAl/6 
21 (39) 
TCS/1 -> TA3/3 
22 (39) 
TA3/3 -> TCS/1 
23 (39) 24 (45) 
TA3/3 -> TCS/2 TCS/2 -> TA3/3 
Figura 4.26- Árvore de busca completa 
31 (40) 
TCS/3 -> TAJ/4 
8 (SS) 
TC1/2 -> TAI/7 
32 (infactível) 
TA3/4 -> 1C5/3 
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raiz (3} 
1 (5} 
TA4}3 -> TA2/6 
33 (5) 
TA2/6 "> TM/4 
34 (6} 
TA4/4 -> TA2/6 
39 (5) 
TCl/2 -> TA1/8 
37 (5) 
TCl/1 -> TA1/7 
38 (infactível) 
TA1/7 ·> TCl/1 
40 (5) 
TA1/8 -> TCl/2 
49 (infactível} 
TAl/6 -> TCl/1 
41 (5) 42 {5) 47 (infactivel) 48 (52) 
TCl/1 -> TAl/6 r-~oc~:,':'~"='=·~>~K~'~'~'~;c;c--, r--:c-ccE~':'~":':-~'~''~"~'?~'='~'~16~-> rct/1 
43 (infactível) 44 (52) 45 (infactível) 46 (52) 
TJ\1/6 -> TC1/1 TCl/1 -> TAl/6 TA1/6 -> TC1/1 TA1/1 -> TA1/6 
20 (infactível) 
,---~==~=~~-'='='=''='~-> TA2}1D 
21 {39) 22 (39) 
TCS/1 -> TA3/3 TA3/3 -> TCS/1 
23 (39) 24 (45) 
TA3/3 ·> TCS/2 TCS/2 -> TA3/3 
Figura 4.26- Árvore de busca completa 
50 (4D} 
TCl/1 -> TAl/6 
11 (28) 
TA1/8 -> TCl/2 
2 (4} 
TA2/6 -> TA4/3 
3 (4} 
TC1/1 -> TAl/8 
9 (28) 
TC1/2 -> TAl/9 
31 {40) 
TCS/3 -> TA3/4 
1D (infactível) 
TAl/9 ·> TCl/2 
12 (28) 
TCl/2 -> TA1/8 
26 {infactível} 
TM/7 -> TA2/10 
32 (infactlvel) 
TA3/4 -> TC5/3 
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Capítulo 5- Conclusões e sugestões 
Neste trabalho foi proposto o uso de heurísticas da área de busca orientada por 
restrições de forma combinada para a resolução de problemas de scheduling muito restritos, 
com o objetivo de obter uma heurística híbrida com maior eficiência de solução e de menor 
custo computacional. A maior eficiência de solução é obtida através da orientação aos 
gargalos mais graves, onde as restrições do problema correm maior risco de serem violadas. 
O menor custo computacional é obtido através de uma escolha inteligente dos elementos 
que são analisados para tomada de decisão, e também por decisões que permitam atingir 
uma solução final satisfatória com o mínimo possível de nós abertos. 
A orientação aos gargalos mais graves foi alcançada pelo uso da demanda 
agregada juntamente com tempo de folga, que direcionou a busca para as regiões de 
concorrência que possuem pouco espaço para acomodar as reduções nas janelas, evitando 
que os esforços de solução sejam empregados em regiões de concorrência onde as decisões 
de ordenamento têm pouco impacto sobre a redução das janelas e portanto menor influência 
sobre a resolução do gargalo. O uso combinado das técnicas citadas também reduziu 
sensivelmente o número de elementos (operações) sobre as quais foram feitas as análises 
necessárias pelas heurísticas de escolha de variável e de valor, diminuindo assim o custo 
computacional para resolução do problema. 
O menor custo computacional também foi alcançado através do algoritmo de 
detecção de ciclos e da heurística de escolha de variável de tendência do menor caminho. A 
tendência do menor caminho é utilizada com o objetivo de preservar a maior flexibilidade 
possível das operações, ou seja, preservar a maior folga possível das janelas. Deste modo as 
janelas podem absorver mais facilmente as reduções propagadas de outras operações. Como 
principal vantagem dessa maior flexibilidade, diminui a chance de violar as restrições do 
problema e portanto de obter um nó infactível, o que exigiria backtracking. O algoritmo de 
detecção de ciclos em grafos elimina os ordenamentos que, em virtude de ordenamentos já 
fixados e das relações de precedência impostas pela receita de produção, já estão realmente 
definidos, porém não podem ser identificados pelas demais técnicas apresentadas devido à 
complexidade das relações de receita e de compartilhamento entre as operações. 
Uma crítica que deve ser feita sobre a heurística do menor caminho é que, 
diferente do conceito de folga, não é levado em consideração o tempo de processamento do 
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par de operações. Assim, podem existir situações em que o par de operações não possui o 
menor valor para a variável w, mas seus tempos de processamento somam um valor 
elevado, de forma que pode ser mais difícil estabelecer ambos os ordenamentos do que um 
par com valor de w baixo onde as os tempos de processamento são pequenos, constituindo 
uma situação menos crítica. 
Outro ponto a ser considerado é a eficiência global da heurística proposta. Uma 
questão relevante nesse sentido é até quando é viável, do ponto de vista de resolução de 
gargalos, a utilização dessa heurística. Dependendo da natureza do gargalo, as decisões de 
ordenamento tomadas têm pouco impacto sobre as janelas de forma que se torna mais 
difícil eliminar o gargalo, e a heurística proposta perde sua eficiência. Uma forma de 
mensurar até que ponto uma decisão de ordenamento pode ter influência sobre o gargalo 
pode ser obtida através da folga global do conjunto de operações envolvido no gargalo, 
informação que é utilizada pela própria heurística. Quanto menor a folga, maior será o 
impacto de uma decisão de ordenamento sobre as janelas das demais operações, pois essas 
possuem pouco espaço para acomodar as reduções. Quando essa folga é razoavelmente 
grande, a redução é pequena e a propagação das restrições pode ter efeito pequeno, de 
modo que o gargalo permanece. 
Propõe-se que, em trabalhos futuros seja estabelecido um novo critério de parada 
para a heurística de identificação de gargalos proposta. O valor do tempo de folga pode ser 
usado para este fim, pois quando a folga dos conjuntos de operações é grande, uma decisão 
de ordenamento terá pouco impacto na redução de janelas. Neste quadro, a identificação 
dos gargalos mais graves e das operações neles envolvidas trazem pouco ou nenhum ganho 
sobre a redução das janelas, justamente a principal proposta dessa ferramenta. Assim, 
podem ser inseridos ordenamentos entre quaisquer pares de operações não ordenados de 
acordo com critérios que o usuário julgar adequados, inclusive a heurística de tendência do 
menor caminho, sem a necessidade de realizar a busca por gargalos. Propõe-se também a 
inserção do tempo de processamento nos cálculos da tendência do menor caminho e o uso 
de um algoritmo de detecção de ciclos em grafos mais completo, que considere também 
relações de precedência por balanço de massa. 
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Com respeito a problemas de otimização, pelos motivos descritos acima, a busca 
orientada por restrições pode não constituir um método adequado de otimização 
isoladamente, porém pode ser utilizado em conjunto com outros métodos como o MILP e 
simulated annealing, de modo a gerar cenários que o usuário julgue mais promissores para 
o uso destes métodos. 
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Apêndice A 
O sistema de busca orientada por restrições desenvolvido realiza a busca de 
soluções de modo interativo. O sistema provê ao usuário informações a respeito dos 
gargalos que obedecem ao critério estabelecido por ele, identificando qual o gargalo mais 
grave. Também são fornecidas informações a respeito das decisões de ordenamento que 
podem ser tomadas e qual a mais promissora, do ponto de vista da heurística de escolha de 
valor adotada. Essas informações servem ao propósito de orientar o usuário na tomada de 
decisão, de forma que cabe a ele o julgamento ftnal sobre que gargalo abordar e que 
decisão de ordenamento tomar. 
A seguir são mostrados os passos envolvidos no estabelecimento de um 
ordenamento, correspondente a um nó na árvore de busca. Em primeiro lugar, de posse das 
janelas de tempo das operações, após fmalizada a etapa de planejamento, o usuário inicia o 
procedimento de scheduling através do respectivo comando na barra de menus, como 
mostrado na ftgura A. I . 
.. l'ti'IP· ~.l''llf-MAilt PIANf.fAMFNIOI·St:HI-IJlJIING l}NILAMI ' ()CA/1-t-1-(.; IJI--~0/H-O El 
ModilicoçiW ....... I BF1*AI 
Figura A.1 
O sistema então exibe uma caixa de diálogo mostrada na ftgura A.2, onde o 
usuário fornece o equipamento e intervalo de tempo onde se encontra o gargalo escolhido. 
Em um painel à direita é mostrada a folga total relativa de todas as operações atribuídas ao 
equipamento. O botão auto análise faz os cálculos referentes à abordagem proposta nesta 
tese, de encontrar gargalos onde a demanda agregada ultrapassa o valor unitário e dentre 
estes escolher o que possui menor folga entre as operações envolvidas, e mostra o resultado 
(equipamento e intervalo) nos respectivos campos para avaliação do usuário, que pode 
aceitá-los ou realizar outra escolha. O botão próximo conduz à próxima caixa de diálogo. 
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,.,, Análise de Precedência l!!!!llii 13 
.EroceiSadoi Processador mais crucial: P4 
JP1 3 P1 · folga = 1.023 
P2 · folga = 1.700 
ln leio do inteNalo , P3 · folga • 1 ,286 
P4 · folga · 1 ,333 
P5 · folga = 1 )00 
P6 · folga = 1 .429 
P7 · folga = 2,294 
j5 
Ein do inteNalo 
Alio Análise 1 r Estinativa de custo zero 
J;;ancelar I I Pról!imo > 
Figura A.2 
Na caixa de diálogo seguinte (figura A.3) o usuário fornece um ordenamento entre 
um par de bateladas, entrando com o nome da operação e número da batelada que irão 
compor a ordem de precedência, de forma que a operação l/batelada I precede a operação2/ 
batelada 2. O botão shortest path fàz os cálculos referentes à heurística de escolha da 
tendência do menor caminho, escolhendo um par e um ordenamento entre eles, de acordo 
com a heurística mostrada na seção 3.4.4. O botão longes/ path realiza os cálculos 
referentes à escolha do par e do ordenamento que irão produzir maior redução das janelas, 
de acordo com a heurística sugerida na seção 4.2.3. Novamente, os botões mostram os 
dados nos respectivos campos, cabendo ao usuário a decisão final sobre que par escolher e 
que ordenamento estabelecer. O botão voltar retoma ao formulário anterior, para uma nova 
entrada de equipamento/intervalo. 
lii . Arcos Disjuntivos l!llil EJ 
.Qperação 1 ª-atelada 1 .!,.ongest Palh: 
JTA1 ~ 11 TC1J2 ·> TA1/2 
0Qeração 2 Bslelada 2 ~horlest Path; 
jTC1 i} 11 TAl/1 ·> TC1/1 
OK J;;ancelar 
< )!olar Mais» 
Figura A.3 
Caso o usuário deseje entrar com o ordenamento manualmente, é possível saber 
quais ordenamentos podem ser arbitrados pressionando o botão mais, que expande o 
formulário como exibido na figura A.4. No painel direito são exibidos quais os 
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ordenamentos livres identificados pelo algoritmo de detecção de ciclos (seção 3.6.1 ), sendo 
que no painel esquerdo estão relacionados os ordenamentos fixos . 
.... Arcos Disjuntivos ".E1 
Qper&çõo 1 ~&lel&d& 1 TAl/1 ·>TAl /2 .... TAl / 1 <==> TC1 / 1 J.ongest P ath: TAl / 1 ·> TC1 12 TAl /2 <==> TC1 /2 
jTAl 3 11 TC112·> TAl/2 TAl /2 ·> TAl /3 TCl/1 <••> TAl / 2 TA1/3 ·> TA1/4 TC1/1 <••> TAl /3 
O,eeração 2 B.§lel&d& 2 
.S. hortw P &Ih TAl/4·> TAl /5 TCl /1 <==>TAl /4 
ITCl 3 11 TAl/1 ·> TC111 TA115·>TA1/6 TCl/1 <"=> TAl/5 TAl/6 ·>TAl 17 TCl / 1 <==> TAl /6 
TAl 17 ·> TA1/8 TC112 <==> TA1 /3 
OK .Caroelar TA118 ·> TA1 / 9 TC1 12 <-->TA1 / 4 TAl/9 ·> TA1/10 TC112 <••> TAl /5 
< Yot&r Menos « TCl/1·> TA1/7 ~ TC1/2 <as> TA1/6 TC1/ 1 ·> TAl/B TCl/2 <=> TAl/7 
Figura A.4 
Após inserido um ordenamento, caso o usuário deseje realizar backtracking na 
árvore de busca (retroceder a um nó anterior), basta clicar com o mouse sobre o nó 
correspondente na janela que exibe a árvore. As janelas de tempo das operações e outros 
dados relevantes são recuperados no estado em que se encontravam no nó em questão. 
1- 4)TC111 ·> TA1/8 (20) 
'- 5)TC112 ·> TA119(201 
- 6)TA114·> TCl/1 (20) 
- 7) TA115 ·> TC111 (20) 
- 8) TA116·> TCl/2(20) 
- 9) TA116 ·> TC111 (23) 
10) TA1n ·> TC112 (23) 
Figura A.5 
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