In this article we consider the problem
Introduction
The aim of this paper is to prove an existence theorem for positive radial solutions of the nonlinear elliptic problems involving both singular nonlinearity and convection (gradient) terms of this type In recent years equations of these types have been subject to rather deep investigations. They are usually known in the literature as the Lane, Emden and Fowler problems. Such equations arise in different mathematical models occurring in: generalized reaction-diffusion theory, non-Newtonian filtration process, the turbulent flow of a gas in a porous medium, the equilibrium configurations of spherically symmetric gaseous stellar objects etc.. We refer in particular to the books [1] , [3] , [7] and articles [4] , [13] in which explicit models are given. Notice that many works have been devoted to study this kind of problems. Our research is in part motivated by the study of the non-radially symmetric ground states solutions for the equation
intensively discussed in the works [5] , [9] , [11] , [12] and their references. We also quote the paper [14] where the case b (x) = 0, p = 2 and f (s) = s −λ + s γ (where λ ≥ 0, 0 ≤ γ < 1) are also treated. These study obviously give more relevance to the problem of existence of radial solutions.
The main objective here is to extend the existence theory developed in [10] to the more general problem (1.1). The main difficulties are that the operator is degenerate (resp. singular) for p > 2 (resp. p < 2) (see [7] for details), the nonlinearity f is singular at zero and all of these are combined with the nonlinear gradient term |∇u| p−1 . The approach we use is based on O.D.E. techniques and shooting arguments.
In the present paper, we shall consider problem (1.1) for the potential functions a, b which are radially symmetric and the nonlinearity f that satisfies the following conditions
The main results in this article are the following theorems.
Then there is a radially symmetric function
(1.6)
Combining Theorem 1.1 with Theorem 1.2 yields the following existence theorem for (1.1).
Theorem 1.3. Assume (1.2), (1.3) and (1.5). Then (1.1) has a radially symmetric solution u in
Remark 1. Regarding Theorem (1.3), it will be shown that u ∈ C 2 (R N ) if and only if p ≤ 2. Additionally, such a solution is uniquely determined if f (s)/(s + b) p−1 is nonincreasing for some b > 0. See Section 3.
We stress that these results are the main contributions in the literature of the problem (1.1), since radially symmetric solutions for these families of nonlinearities have not been detected before. The proof of this theorem is analogous to that of Theorem 1.3 in [10] . Since we just consider radially symmetric solutions of (1.4) we will in fact study the following singular initial value problem where we have set r = |x|,
Multiplying equation (2.1) by r N −1 e r 0 b(t)dt and integrating it with the initial conditions, we find that problem (2.1) may be equivalently written in terms of the nonlinear integral equation
Our idea is to regard this as an operator equation Su(r) = u(r) with S defined by
and so a solution of (2.1) will be obtained as a fixed point of the operator (2.3).
To show this we give an inequality that will be used all over in the paper and is motivated by Goncalves and Santos [10] and Diaz-Saà [8] .
Given T, h > 0 we consider the set
and for w 1 , w 2 ∈ X let H : [0, T ] → R be the continuous function
All of these give the following expected inequality, which is the key tool of the proofs.
Sketch of proof. Motivated by [10] , [2,
where 0 ≤ S ≤ U ≤ T . A standard straightforward computation shows that X and J are both convex. 
Sketch of proof. i) First, it is proved the existence of a unique local solution of problem (2.1) on C ([0, ε]). This is fairly standard and is based on the Banach contraction mapping principle. Now, letting
and repeat the proof in [10] to see that the function
is nondecreasing for r ∈ [0, T ], and so
. This finishes the proof of Lemma 2.2. Proceeding as in the proof of Lemma 2.4 in [10] we can prove the following Lemma 2.3. Suppose assumption (1.2) is satisfied. Let {a n } be a sequence in (0, ∞) such that a n ր a or a n ց a for some a > 0 and let u(·, a n ), u(·, a) be the solutions given by Lemma 2. 
Proof of Theorem 1.2
We can easy see that the spherically symmetric function
is a solution to the initial value problem
We wish to stress that
is bounded. First, we observe that (2.7) implies
Using (2.8) we can now prove that w(r) is indeed bounded. For this it is convenient to distinguish the following two cases: 1 < p ≤ 2 and 2 ≤ p < N.
The case where 1 < p ≤ 2. Since in this case
by the Hölder inequality for integrals, we have
Using an integration by parts in the left hand side and L' Hôpital rule, we have
Now, by the second mean value theorem for integrals, there is r 1 ∈ (0, r) such that 
The case where 2 ≤ p < N. In this case 0
Using (7.2.5), we have
If there exists ξ 0 > 0 such that
Moreover, integrating by parts
From (7.2.6)-(7.2.7) it follows, by the L'Hopital rule
Again, by the second mean value theorem for integrals, there is r 2 ∈ (0, r) such that
and so w is bounded. Clearly w(r) → 0 as r → ∞. We want to prove now the existence of an upper-solution to (1.1). Consider the functioñ (2.9) and note that the items below hold true,
We claim that
for some C p > 0. Indeed, by (2.10)(iii),
and thus,
showing (2.11). Now set, for s > 0,
and notice that, F p (0) = 0 and F p is increasing. Using (2.10)(iii) it follows that, F (s) s→∞ → ∞. Applying the Implicit Function Theorem,
We want to prove that v is an upper-solution to (1.1). Indeed, since v is nonincreasing, it follows by (2.13), (2.12) and w(0) = d that,
Now, differentiating in ((2.12)) with respect to r we have
Now, using (2.10)(iii), (2.13) and (2.10)(i), it follows that
Remarking that by (2.12) v ′ (0) = 0 and lim r→∞ v(r) = 0 it follows that v is a radially symmetric solution of (1.6). The proof of Theorem 1.2 is now complete.
Proof of Theorem 1.3
We take an integer j sufficiently large such that (1.4) with R = j + k has, by Theorem 1.1, a radially symmetric solution, say
We will show first that u k ≤ u k+1 . Indeed, we claim that u k (0) ≤ u k+1 (0). Otherwise, both u k (r) > u k+1 (r) for r ∈ [0, T ) and u k (T ) = u k+1 (T ) for some T ∈ (0, j + k). Taking r ∈ (0, T ) and using Lemma 2.1 and (1.2) we have
As a consequence,
≥ 0, which gives,
is nondecreasing in (0, T ), and then
but this is a contradiction and so u k (0) ≤ u k+1 (0). To end the proof, we will suppose that there exist an k and r > 0 such that u k (r) > u k+1 (r). Hence there are S, U ∈ (0, j + k) with r ∈ (S, U ), such that u k (S) = u k+1 (S), u k (U ) = u k+1 (U ) and u k (r) > u k+1 (r) for all r ∈ (S, U ). Following the same above arguments, we find,
so that, u k (r) = u k+1 (r), r ∈ [S, U ] which is impossible again. This shows that u k ≤ u k+1 . To complete to proof of (2.14), it remains to show that u k ≤ v. Reasoning as in the proof of u k ≤ u k+1 we get the desired conclusion. The proof of (2.14) is complete.
Setting lim
it follows by the above arguments that 0 < u (r) ≤ v (r) for all r ≥ 0.
By the proof of Theorem 1.1,
Set r > 0, pick k 0 such that j + k 0 ≥ r + 1 and notice that by (2.14), u k ≥ u k 0 for k ≥ k 0 . Recalling that u ′ k and v ′ are nonpositive and using (1.2) and (2.14),
We remark that the last function above belongs to L 1 ((0, s)). According Lebegue's theorem, we deduce
and employing, once more, arguments as above, we obtain
Passing to the limit in (2.15) we infer that,
where ∞) ). This together with the fact that u ≤ v, showed that u is radially symetric solution of (1.1), thereby completing the proof of Theorem 1.3.
Comments on Remark
We regard to Remark 1. By (2.17), we get
On the other hand, 3) . In the particular case q = p − 1, we have the above main results. Even so, for such a result to be established for the problem (4.1), the proof would require significant innovation. The author consider that the reader can be start in the proving such a result with the article [6] .
