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This dissertation is focused on modeling charge-transport in π-conjugated organic materials, 
which can serve as the active materials in light-weight, flexible, organic photovoltaic cells, 
offering the potential for cheap, ubiquitous renewable energy. In particular, we used 
computational chemistry to gain insight into the fundamental processes of charge transport 
within organic semiconductors to derive an understanding of chemical and physical phenomena 
that can not be explained through experiment alone in order to further the performance of 
organic-based electronic devices.  
 
In order to accurately model the organic materials, a combined quantum-mechanical and 
classical approach is needed, with the ground and excited state electronic properties of isolated 
organic materials determined using DFT/TD-DFT as a first step and coupled with molecular 
dynamics and mechanics. This allows for an understanding of the molecular order and packing 
within nanoscale structures as well as the impact of the intermolecular interactions. However, 
standard DFT methods suffer from intrinsic errors resulting from approximations to the 
exchange-correlation potential that can be corrected using a simple non-empirically tuning 
procedure. This non-empirically tuned long-range corrected density functional method is used to 
characterize the torsion potentials, indicative of the length of wave function delocalization, in 




chain lengths. This approach is also used to study the charge (de)localization in organic mixed 
valence complexes and in crystalline acene systems.  
 
DFT-calculated intermolecular electronic couplings (transfer integrals) and band gaps, 
bandwidths, and effective masses in organic semiconductors are also investigated to give insight 
into the impact that the choice of functional has on the value of these parameters that are 
important in the context of charge transport. Of particular importance in organic systems, where 
the intramolecular interactions are weak van deer Waals, a direct connection between 
intermolecular electronic coupling (required to be large for efficient charge-carrier transport) and 










Materials derived from organic π-conjugated molecules and polymers have generated extensive 
research and development efforts because they provide many unique characteristics that are ideal 
for use as the active layer in a variety of electronic applications such as organic light-emitting 
diodes (OLEDs) for large-area displays, organic field-effect transistors (OFETs), and organic 
photovoltaics (OPVs). The principal motivation for the major research currently devoted to 
organic semiconductor materials is the prospect that these devices can be manufactured at a 
lower cost than their inorganic counterparts through cheaper processing methods – such as roll-
to-roll manufacturing involving solution processing at low temperatures – that allow for 
scalability. Organic materials can also be readily modified chemically to optimize performance 
with well-defined electronic, redox, optical, and mechanical properties. To date, OLED displays 
have delivered the most significant commercial impact, with applications including digital 
cameras, smartphones, tablets, and televisions that employ electroluminescent organic small 
molecules and polymers. While OLED-based display products are already established on the 
market, the future is bright for OPVs with the power conversion efficiency of light into 
electricity now at 12% by Heliatek GmbH – however, still below the efficiencies measured in the 





Irrespective of application (e.g., OLED, OFET, OPV), the intrinsic efficiency of the active layer 
is dependent on the ability of the organic material to transport charges, whether they are holes 
(positive charges) or electrons (negative charges). The mobility –given in terms of the average 
charge-carrier drift velocity in the presence of an electric field in units of cm2V-1s-1 – is 
intimately connected to both molecular and material factors such as chemical composition, 
molecular architecture, purity, and solid-state packing.  
 
For organic molecules, the molecular packing in the crystal depends on both chemical structure 
and growth conditions. Because the intermolecular interactions in organic crystals are weak (van 
der Waals forces), the packing is susceptible to external factors;2-4 this can lead to random small 
molecular shifts along different directions, or sometimes even to different crystalline packing 
motifs (polymorphism).5-7 In fact, numerous examples exist for organic systems that exhibit two 
polymorphs, which differ slightly in molecular packing and electronic properties.7,8,9 Indeed, a 
recent example of this aspect in material design was demonstrated by Bao and co-workers, where 
the addition of an external physical perturbation through so-called solution shearing resulted in 
the discovery of new polymorphs of 6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-
pentacene) – some materials displayed enhanced performance with high mobilities of 8 – 11 cm2 
V-1 s-1.10,11 This technique has a lot of promise as a breakthrough in large-area organic electronic 
printing because it allows for patterned and aligned single-crystalline films.  
 
TIPs-pentacene also illustrates another significant aspect of organic electronics: Chemical 
modifications at the molecular level have been employed in the search for new molecules with 




have a dramatic effect on the crystal structure.13 For example, the functionalization of pentacene 
by TIPS groups (TIPS-pentacene) converts the herringbone crystalline structure of pentacene to 
lamellar.14,15 
 
It should be noted that although single-crystal devices have substantially increased mobilities, 
the integration of single crystals into devices has currently limited industrial application of these 
materials; for high-throughput device manufacturing and scalable processing needed for the 
development of printed electronics, reliable solution processing of organic semiconductors at 
room temperature is crucial. Progress is being made to consistently and reliably grow 
crystals;16,17 for example, recent work on stamped crystals used in organic-field effect transistors 
resulted in high mobilities.18 Several processing techniques have been significantly improved, 
such as inkjet printing of single-crystalline 2,7-dioctyl[1]benzothieno[3,2-
b][1]benzothiophene (C8-BTBT) in high yield,19 as well as several other examples of solution 
deposition techniques developed to align crystalline domains in polycrystalline films.20-26 
 
Beyond small-molecule based devices, polymers are also employed as the active material in 
many organic devices. In fact, the field of organic electronics dates back to the ground-breaking 
work of Alan Heeger, Hideki Shirakawa, Alan MacDiarmid, and co-workers in the synthesis and 
electrical characterization of the first doped conductive polymer, polyacetylene,27 which led to 





One of the main design motifs in polymers is to include chemical functionalizations that allow 
for planar systems needed for charge delocalization along the conjugated backbone and to 
facilitate close intermolecular contacts and nanoscale molecular order for good mobilities; 
therefore, a great deal of research has been devoted to the design of new materials with targeted 
chemical functionalizations aimed towards creating favorable non-covalent intermolecular 
interactions such as hydrogen bonding, sulfur−fluorine interactions, and π−π stacking.28-31 The 
interaction of the two materials used in OPVs is also a crucial aspect, for example, in the bulk 
heterojunction devices with several different domains of varying degrees of mixing between the 
(typically) electron-rich polymers and electron-deficient fullerenes;32-34 this design motif has now 
reached efficiencies of ~10%.35,36  
 
Understanding the full spectrum of the material structure-processing-property profile and the 
impact on charge-carrier transport is essential to the future viability of organic electronic 
devices.2-4 However, a fundamental understanding of the nature of the (de)localization of the 
charge carrier in organic semiconductors is still unclear (and of particular focus in this 
dissertation) and fundamental aspects of charge transfer mechanisms are still under debate; this 
is partially due to charge-carrier mobilities of organic semiconductors being dramatically 
different depending on how the materials were processed (e.g., either by vacuum or solution 
deposition). Indeed, highly-purified vacuum-deposited single-crystalline pentacene and rubrene 
have hole mobilities typically around 10 (but as high as 40) cm2V-1s-137-39 and provide the upper 
limit of intrinsic mobilities because of the large electronic coupling present in the material (~100 
meV) due to the π-π intermolecular interactions.37,38,40-44 The best solution-processed crystals of 





Computational approaches can often be employed to screen materials for specific criteria such as 
energy level-alignment to facilitate a charge-transfer. However, having a reliable method capable 
of accurately modeling the (de)localization of the charge carrier in organic semiconductors is 
beyond standard computational approaches. Therefore, these methods have little use in 
elucidating the (still unclear) fundamental aspects of charge transfer mechanisms in organic 
semiconductors. The focus of this dissertation is on developing a methodology capable of 
investigating intermolecular and intramolecular charge transfer, which requires describing the 
(de)localization of the charge carrier in small-molecule organic semiconductors and a reliable 
quantum-mechanical approach to evaluate the transfer integrals and the related electronic band 
structures. Therefore, it is helpful to briefly describe the main models of charge transfer in 
organic semiconductors. 
 
1.2. Charge Transport Models 
1.2.1. Band Model 
 
The development of charge transfer models for organic semiconductors stems from the 
investigation of simple (e.g., solution-based) inter- and intramolecular charge-transfer reactions 
or through the application of the charge-transfer models developed for solid-state inorganic 
systems. For solid-state organic semiconductors, a limited delocalization of the electronic 
wavefunction is expected because the intermolecular forces are these relatively weak van der 
Waals interactions (as opposed to covalently-bound systems), with the wavefunction localized to 




volume of the organic solid (i.e., band model, which is the case for many inorganic solids). 
Although the actual charge-transport mechanism in organic semiconductors is still under debate, 
a band model is usually applied only to highly-ordered organic single crystals that have 
measured high mobilities such as purified crystalline acenes39 and rubrene.42 Angle-resolved 
photoelectron spectroscopy has also recently revealed a band-like dispersion in the highest-
occupied state of pentacene and rubrene.46-48 One diagnostic indicator of a delocalized electronic 
wavefunction is an observed decrease in mobility with an increase in temperature (i.e., power 
law dependence of 𝜇 𝑇 ∝   𝑇!!) shown in Figure 1.1. Starting from 300K, the mobility begins 
to increase with a decrease in temperature as a result of a reduction in the number of charges 
stuck in deep trap-states within in the crystal that leads to an increased mobility. However, at T < 
150 K, the mobility rapidly decreases with decreasing temperature because there is no longer 
enough thermal energy to move a charge carrier out of shallow traps, which now dominates the 
mobility. The anisotropy between the two peaks labeled b-axis and a-axis correspond to the 
mobility along different axes in the crystal structure with differences in the electronic coupling, 
with the b-direction having a large electronic coupling of ~100 meV.  These examples are clear 







Figure 1.1. Field-effect mobility and threshold voltage with increasing temperature; measured 
along the a and b axes of rubrene crystal. Adapted from Ref. 42. 
  
 
1.2.2. Hopping Model 
 
With the exception of these few limited number of cases with particularly high molecular order, 
the mobility of a charge migrating through the organic semiconductor at room temperature is 
typically approximated as strongly localized charge hopping events between adjacent molecules 
under the influence of an applied electric field and is expected to be thermally activated (i.e., the 
mobility increases with increasing temperature). In this so-called weak electronic-coupling limit 
(where the majority of organic materials are assumed to operate), the charge-transport process is 
generally described by Marcus electron transfer theory49-54 for a one-electron transfer between 
two molecules (A and B): 
stamp does not touch the crystal surface within the area
of the conduction channel; this allows minimization of
the density of surface defects introduced in the process of
FET fabrication. The electrical breakdown strength of
these structures in air is very high (!1:5" 105 V=cm),
which is consistent with Paschen’s law for a micron-
size separation between the gate and the channel (see,
e.g., [9]).
The charge carriers are injected in OFETs through
the Schottky barriers at the metal/organic interface [10].
In order to exclude the contact effects, we have used the
4-probe configuration [5]. Figure 1 shows the dependence
of the sheet conductance !! # $D=W%$ISD=V% on the gate
voltage Vg measured at a constant source-drain voltage
VSD (ISD is the source-drain current, V is the voltage
difference between the voltage probes separated by a
distance D, and W is the channel width). At large Vg,
the dependences !!$Vg% are linear: this regime corre-
sponds to the Vg-independent mobility of carriers " #
!!=en (n is the two-dimensional density of mobile field-
induced carriers). The carrier mobility in the linear re-
gime is proportional to the slope of !!$Vg% dependences,
" # $1=Ci%$d!=dVg% [11], where Ci is the specific ca-
pacitance between the gate and the channel (the gate
dielectric is air or vacuum, depending on the experi-
mental conditions). For the estimate of ", we have used
the capacitance 0:2 nF=cm2 calculated from the device
geometry; this value is consistent with the direct mea-
surements of Ci in the test structures formed by lamina-
tion of the stamp against a metallic surface [7]. This
definition of " assumes that all carriers with the density
n # &Ci$Vg ' V thg %(=e, induced by the transverse electric
field above the threshold, are mobile and their energies
are within the highest occupied molecular orbital
(HOMO) band. A weak dependence "$Vg% observed for
our field-effect structures justifies this assumption. For
comparison, the mobility in organic TFTs [12] and amor-
phous silicon (#-Si:H) FETs [13] are strongly Vg depen-
dent; in the latter case, the density of localized states is so
high that the Fermi level at the surface remains below the
bottom of the conduction band even at largest Vg, and the
conduction is governed by the multiple trap and release
(MTR) mechanism.
Figure 1 shows the evolution of the !!$Vg% depen-
dences measured along the b axis of rubrene with de-
creasing temperature. The mobility, proportional to the
slope d!!=dVg, initially increases, reaches a maxi-
mum at T ) 150 K, and decreases rapidly with further
cooling (see also Fig. 2). The mobility measured along the
a axis is found to be systematically lower by a factor of
2.5–3 at 300 K, in line with our recent study [14]; this
anisotropy is due to a stronger $-$ overlap in the b
direction in rubrene crystals (the molecular packing is
shown in the inset of Fig. 3). The mobility anisotropy
persists with cooling down to T ) 150 K. The increase of
the field-effect threshold with decreasing temperature
(Figs. 1 and 2) precludes measurements of " below
100 K [15].
On the basis of our results, we can qualitatively recon-
struct the energy diagram of the electronic states near the
HOMO level in the studied rubrene crystals (see the inset
of Fig. 2). Within the HOMO-LUMO (lowest unoccupied
molecular orbital) gap, there are localized electronic
states (traps) associated with the crystal defects, such as
chemical impurities, structural disorder, and surface
states. Injection of p-type carriers results in filling the
traps and shifting the Fermi energy at the organic surface,
EF, towards the HOMO level. Below the field-effect
threshold (jVgj< jVthj), the injected charge is trapped
in the localized states with energies separated by more
than a few kBT from the HOMO level (the deep traps).
When the Fermi level reaches the traps with energies
ithin a few kBT from the HOMO l vel (the shallow
traps), the surface conductivity increases dramatically
by many orders of magnitude, owing to the thermal
excitation of the carriers from the shallow traps to the
HOMO level.
With cooling, the borderline between deep and shallow
traps shifts towards HOMO. The concentration of deep
traps with energies ! few kBT above the HOMO level,
Ntr # $CiVth%=e, increases from 0:7" 1010 cm'2 at 300 K
to 2" 1010 cm'2 at 150 K. Interestingly, the quasilinear
FIG. 2. The temperature dependence of the field-effect mo-
bility and the threshold voltage measured along the a and b
axes of rubrene crystals. The inset schematically shows the
electronic states near the HOMO energy.







 A! + B → A+ B!  ( 1.1 ) 
The products and reactants can be depicted as separate charge-localized (diabatic) states 
approximated by harmonic functions. 
 
 
Figure 1.2. Electron transfer reaction represented by two harmonic functions to describe the 
charge-localized (diabatic) states. 
  
The electron transfer process can occur with a vertical (i.e., frozen nuclear coordinate) excitation 
from the reactants potential to the products potential in order to satisfy the Franck-Condon 
principle, with a subsequent relaxation to the nuclear coordinate of the products. The reaction 
can also proceed going through the transition state, where the diabatic states mix (avoided 
crossing) to form adiabatic states and the molecules involved in the reaction have the same 
geometry (for self-exchange reactions). In this context (where the tunneling through the barrier is 
neglected), the rate constant for electron or hole transfer (hopping), kET, can be defined in an 



















 ( 1.2 ) 
where T is temperature, 𝑘!   and ℎ  are the Boltzmann and Planck constants, respectively, ∆𝐺! is 
the Gibbs’ free energy change during electron transfer, t is the electronic coupling (transfer 
integral) and λ is the reorganization energy. From Eq. ( 1.2 ), two requirements have to be 
satisfied for a fast charge transfer: a large t and small λ. Therefore, because of the importance of 
these parameters, we will briefly describe these terms.  
 
1.3. Charge Transport Parameters 
1.3.1. Intermolecular Coupling 
 
The electronic coupling describes the strength of the electronic interaction amongst molecules 
and, to a first approximation, can be estimated quantum mechanically from the molecular 
(localized) representation as half the splitting between the highest occupied molecular orbital 
(HOMO) and HOMO-1 for a dimer configuration compared to the isolated single-molecule 
HOMO, as illustrated in Figure 1.3 (the exact calculation of t is discussed in more detail in 
Chapter 2).57 In general, the so-called “energy splitting in dimer” method is based on the 
understanding that the intersection of the two parabolas in Figure 1.2 represents a transition point 
where the two molecules undergoing the charge transfer are equivalent (i.e., the excess charge is 
equally distributed over both molecules).57 Therefore, the energy difference between the first two 
adiabatic states calculated at that point corresponds to 2t (taken to be the first two occupied 
eigenvalues, shown in Figure 1.3). Of course, this calculation requires the symmetric (transition 
state) geometry of the charged dimer, which can be approximated by simply taking the geometry 




should be noted that this evaluation for the transfer integral fails when the two molecules are not 
perfectly cofacial58 and leads to issues where the difference in site energies results in an 
overestimation of the computed electronic coupling. We also discuss in Chapter 6 the impact that 







Figure 1.3. Illustration of the energy in splitting in dimer method, where half of the energy 
splitting in the two highest occupied orbitals of the dimer is taken to be t. 
 
Because the transfer integral results from wavefunction overlap, the magnitude of the electronic 
coupling is sensitive to the phase and nodes for a particular molecular orbital (e.g., HOMO). This 
additional consideration has dramatic implications for the transfer integral, see Figure 1.4. An 
oscillation is computed for the transfer integral for the HOMO and LUMO in a tetracene dimer. 
As one monomer is displaced from the perfectly cofacial situation, the t decreases and eventually 
goes to zero when the orbitals of one monomer overlaps with the node in the orbital for the other 
monomer. 
 









Figure 1.4. Evolution of ZINDO computed transfer integrals for a perfectly cofacial tetracene 
dimer displaced along the long axis. Adapted from Ref. 59. 
  
1.3.2. Reorganization Energy 
 
As a charge carrier moves through a bulk material, there is an associated relaxation of the 
molecule upon charge addition/removal and its surroundings (reorganization energy). The 
reorganization energy (λ) comprises both an intra-molecular (λ!) component from the geometry 
change of a single molecule upon oxidation/reduction and an inter-molecular (λ!) component 
from the electronic polarization of the surrounding molecules: 
 λ   =   λ! +   λ! ( 1.3 ) 
λ! is evaluated from the theoretical evaluation or experimentally through, for example, gas-phase 
UPS measurements of individual molecules (see Figure 1.5), where the ionization process gives 
half of λ! (i.e., here, only one molecule undergoing the charge addition is considered in the self-
exchange process and the charge removal process  is neglected). The vibrational fine structure 
Here, the !R" terms represent the vibrational amplitudes with
R ) 1 to 3s and " ) 1 to 6; " enumerates the generalized
displacements (translational: " ) 1 to 3; and rotational: "
) 4 to 6); therefore, for " ) 1-3, M" represents the
molecular mass and, for " ) 4 to 6, M" represents the
molecular moment of inertia around the corresponding
principal axis. The lattice phonon frequencies and vibrational
amplitudes are obtained by standard diagonalization of the
related dynamic matrix.135,136
3.2.2. Local Electron−Phonon Coupling
When just keeping the local electron-phonon coupling
(gnm ) 0) in eq 18, the standard Holstein-type polaron model
is obtained.125-128 The physical meaning of the local coupling
constants can be readily understood by considering the
limiting case of weak el ctronic cou ling (tmn ) 0). In this
case, the Hamiltonian for a single charge carrier in the lattice
can be diagonalized exactly with the resulting energy given
by117
The electron (hole) is localized on a single lattice site with
a stabilization energy referred to as the p laron binding
energy, Epol:
The polaron binding energy results from the deformations
in molecular and lattice geometries that occur as the carrier
localizes on a given site. This quantity is thus closely related
to the reorganization energy in electron-transfer theories. The
contribution to the polaron binding energy arising from the
internal degrees of freedom can be obtained by expanding
the site energy !m in powers of molecular normal-mode
coordinates, Qm(j) In the a monic approximation, we obtain
where
Since !m is the energy of a frontier molecular orbital (HOMO
and LUMO for hole and electron transport, respectively),
eq 35 actually represents the adiabatic potential surface of
the charged molecule obtained in the one-electron picture
(Koopmans’ theorem).160 Figure 12 shows the potential
energy surfaces for electronic states 1 and 2, which cor-
Figure 11. Evolution of the INDO-calculated transfer integrals for electron and hole transfer in a tetracene cofacial dimer, as a function
of the degree of translation of one molecule along its long axis (left) and short axis (right); the intermolecular distance is set at 3.74 Å
(which is the intermolecular separation found in the rubrene crystal along the a-direction).176 The HOMO (top) and LUMO (bottom)



















Figure 12. Sketch of the potential energy surfaces for neutral state
1 and charged molecule state 2, showing the vertical transitions
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Figure 1.5. Gas-phase ultraviolet photoelectron spectra of anthracene, tetracene, and pentacene. 
Adapted from Ref. 60. 
 
1.3.3. Electronic Polarization of the Environment 
 
The inter-molecular (λ!) contribution to the reorganization energy results from the polarization 
of the surrounding medium, in other words, the presence of a charge on a given molecule acts as 
15.759 eV was used as an internal calibration lock of the
energy, and the CH3I 2E1=2 ionization at 9.538 eV provided
an external calibration of the energy scale. The instru-
ment resolution (measured as the FWHM of the argon
2P3=2 ionization) was 0.018–0.028 eV during data collec-
tion. The sample cell temperature was monitored with a
K-type thermocouple passed through a vacuum feed
through and attached directly to the ionization cell. The
pentacene sample was provided by Kahn (Princeton) and
used with no additional purification. Samples of anthra-
cene (99!%) and tetracene (98%) were purchased from
Aldrich and used as received. There was no evidence of
decomposition or contamination either in the gas phase or
as a solid residue for any of the samples. The data were
collected at 100" 10 #C for anthracene, 180" 10 #C for
tetracene, and 235" 5 #C for pentacene. The spectra are
intensity corrected according to the analyzer intensity
function.
The gas-phase photoelectron spectra of anthracene,
tetracene, and pentacene are shown in Fig. 1. The spectra
are, in general, similar to those previously reported
[16,17] although the reported first ionization energies
can differ from those measured here by up to 0.2 eV.
The first ionizations are measured to have vertical ener-
gies of 7.421 eV for anthracene, 6.939 eV for tetracene,
and 6.589 eV for pentacene (all vertical ionization ener-
gies are "0:001 eV). For each molecule, several ioniza-
tions, including the first ionization, contain partially
resolved vibrational fine structure. Closeups of the first
ionizations that show this structure in more detail are
given in Fig. 2. The data shown in this figure have been
deconvoluted using a series of asymmetric Gaussians to
allow a quantitative analysis of the vibrational structures
[18]; the information coming from these fits is given
in Table I.
The first ionization of each molecule clearly ex-
hibits a high-frequency progression of about 0.17 eV
($1400 cm%1) which lies in the region expected for
C–C stretching modes. The intensities of this progression





where In is the intensity of the nth vibrational band. There
FIG. 1. Gas-phase He I UPS spectra of anthracene (A), tetra-
cene (B), and pentacene (C).
FIG. 2. High resolution closeups of the first ionizations of
anthracene (A), tetracene (B), and pentacene (C). The Gauss-
ians used for the deconvolution are shown with a thick solid
line. The thin solid lines represent the overall fit, while the dots
correspond to the experimental data.





a perturbation to the electronic structure of the adjacent molecules, which results in an electronic 
polarization and a change in geometry.  
 
The effect of polarization of a charge carrier can be seen with the difference between the energy 
gap of single molecule and that for the crystal (Figure 1.6). The polarization energy for a 
negative charge carrier can be expressed by: 
 𝑃! =   𝐸𝐴! −   𝐸𝐴!  ( 1.4 ) 
where 𝐸𝐴!  and 𝐸𝐴! are electron affinities of the single molecule in the gas-phase and crystalline 
bulk, respectively; the polarization energy for a positive charge carrier can be expressed as: 
 𝑃! =    𝐼𝑃! −   𝐼𝑃! ( 1.5 ) 
where the 𝐼𝑃!  and 𝐼𝑃! are the ionization potentials of the single molecule in the gas-phase and 
the crystalline bulk.  
 
Opposite trends are seen in the polarization energy for a hole and electron when going from a 
single molecule to the bulk that results from the stabilization of the excess charge. For an excess 
electron, the increase in polarization energy with increasing system size leads to an 𝐸𝐴! that is 
larger than that of the single molecule (𝑖. 𝑒. ,𝐸𝐴! <   𝐸𝐴!), whereas for an excess hole, the 
polarization energy stabilizes the excess positive charge and therefore makes it easier to ionize, 
thus 𝐼𝑃! >    𝐼𝑃!. While the polarization energy is dependent to a large degree on the molecular 
polarizability, the arrangement of adjacent molecules also has a large affect.61-65 The effective 
polarization energy consists of charge-induced dipole interactions and charge-quadrupole 




and 𝑃! of naphthalene single crystal have been experimentally measured to be ~ 1.7 and 1.1 eV, 
respectively. 66 
 
Importantly, this understanding of polarization energy is only valid for weakly interacting 
molecules in organic semiconductors with small intermolecular couplings and, thus, a mostly 
localized charge. In Chapter 5, we model the evolution of both the charge carrier delocalization 
and the polarization energy as a function of system size using finite clusters of naphthalene, 
anthracene, tetracene, and pentacene.  
 
 
Figure 1.6. Illustration of the polarization energy present in a finite (cluster) or bulk system and 














1.4. Intramolecular Charge Transport Systems 
 
Thus far, the discussion of electron transfer has been framed in terms intermolecular charge 
transport within bulk organic semiconductors; however, it is important to note that electron 
transfer inter- and intramolecular reactions are found throughout biology, chemistry, and 
physics.53,56,67-69 A significant fundamental understanding of electron transfer has been gained 
from prototypical intramolecular electron transfer systems, so-called mixed valence (MV) 
complexes. These compounds have two or more charge-bearing redox centers separated by 
bridge that mediates electron transfer process, whereby a charge can localize or delocalize 
depending on the degree of coupling between redox sites (t) relative to the magnitude of the 
Marcus-type reorganization energy (λ). Adopting the Robin-Day classification of MV 
compounds, these systems can be categorized using t and λ into: class I, class II, or class III.70 
For class-I MV systems, the redox centers are decoupled electronically – due to large physical 
separation of the centers, non-conjugated bridge, or selection rules – and leads to a localized 
charge and electronic properties that are similar to the isolated redox units.70 In class-II MV 
systems, the redox centers are weakly coupled, with 2t < λ and therefore, the charge is localized 
with an associated barrier for the charge transfer process. This barrier can be overcome thermally 
or upon opitical absorption.70  Conversely for class-III MV systems, the electronic coupling is 
larger than the reorganization energy (2t > λ) and the reaction is essentially barrierless with the 
charge effectively delocalizing over both centers. 70 Class-II and III MV systems display a broad 
intervalence charge-transfer (IVCT) or charge-resonance (CR) band in the near infrared or 







We briefly introduced Marcus theory in the previous section and the importance of t and λ in 
determining the rate of intermolecular charge transfer. However, a significant breakthrough for 
understanding charge transport is the observation that electronic coupling can be quantified 
experimentally from the seminal work of Noel Hush in developing the two-state model to 
determine t.71,72 In the two-state model, free energy surfaces of MV systems can be constructed 
from harmonic potentials for the diabatic states that represent the charged localized states 
involved in the charge transfer.54,73,74 Electronic coupling of these diabatic states leads to a 
splitting of 2t at the intersection of the two diabatic surfaces, and therefore, t is most often 
calculated at the midpoint on the reaction coordinate (discussed above). The electronic coupling 
can be quantified experimentally through the generalized Mulliken-Hush approach, which allows 
t to be determined for MV systems from the deconvolution of absorbance spectra (i.e., IVCT 




( 1.6 ) 
where 𝜈!"# is the energy of the absorption band maximum, 𝑒 is the electronic charge, and 𝜇!"  is 
the transition dipole moment; R (Å) is the electron transfer distance that is not directly accessible 
and is typically approximated using the redox center separation, though this approximation is 
known to be inaccurate.77 In Chapter 4, we demonstrate a method capable of accurately 
describing MV systems spanning class-II and III and, therefore, has the potential for elucidating 






1.5. Synopsis of Thesis 
 
We begin in Chapter 2 with a brief review of the electronic structure methods that we use and 
then introduce the non-empirically procedure for DFT that allows for a substantial improvement 
over standard DFT methods. We then discuss the main results of this research. In Chapter 3, we 
detail the understanding of the limitations in DFT (currently one of our main tools) and 
improvements that can be achieved through non-empirically tuning a specific DFT method for 
the system of study. We detail the dependence of the range-separation parameter used in long-
range corrected hybrid functionals on both the size and degree of conjugation for a given system. 
We also demonstrate the effect that self-interaction corrections employed through range-
separated hybrid functionals can have in describing thermodynamic and electronic properties for 
large, organic π-conjugated systems. In this study, we chose a property that critically depends on 
the degree of delocalization (i.e., torsion potentials) to correlate the degree of delocalization with 
the choice of a given method in order to understand how the self-interaction errors affects this 
property. These results are published in C. Sutton et al. “Accurate Description of Torsion 
Potentials in Conjugated Polymers using Density Functionals with Reduced Self-interaction 
Error” Journal of Chemical Physics, 140, 054310, 2014. In Chapter 4, we discuss how non-
empirically tuning DFT can be used to rigorously model electron transfer in single-molecule 
systems (i.e., organic mixed-valence systems), where we modeled the symmetry breaking and 
charge (de)localization in charge-transfer complexes compared with high-level methods. The 
results presented in Chapter 4 are published in C. Sutton et al. “Towards a Robust Quantum-
Chemical Description of Organic Mixed-Valence Systems” Journal of Physical Chemistry C, 




spectra in order to elucidate the localized nature of a charge carrier in prototypical organic 
semiconductors; this understanding was then extended to quantify the relaxation energy in finite 
molecular clusters in the presence of an excess charge from a combined multi-layer quantum-
mechanical/molecular-mechanical method. In Chapter 6, we determined the effect of choosing 
various DFT methods on the intermolecular electronic couplings and band structure calculations 
in organic molecules, which are published by C. Sutton et al. in “Understanding the Density 
Functional Dependence of DFT-Calculated Electronic Couplings in Organic Semiconductors” 
Journal of Physical Chemistry Letters, 4, 919, 2013 and have been submitted by A. Fonari et al. 
in “The Impact of Exact Exchange Energy in the Description of the Electronic Structure of 
Organic Charge Transfer Molecular Crystals”. The connection between intermolecular electronic 
couplings and non-covalent interactions are also discussed in Chapter 6. Finally, conclusions and 
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In this section we describe the various methods we have used for understanding the electronic 
structure and charge transport in organic single-molecules and solid materials.  
2.1. Density Functional Theory 
2.1.1. The Hohenberg-Kohn Theorems 
 
The Hohenberg and Kohn theorems are the foundation of DFT.1 The first theorem states that the 
electron density of a ground state uniquely determines the Hamiltonian and thus all properties of 
the system. The second theorem states the total energy density functional delivers its lowest 
energy for the exact ground state density (which is verified through the variational principle).  
 
Central to all DFT approaches is the construction of a model system with the same ground state 
density as the real system and a functional of that density that returns the energy of the real 
system. The ground state density is defined as the probability density (𝜌) of finding an electron at 
position r and time t: 
 𝜌 𝑟, 𝑡 = 𝑁 𝑑!𝑟!   …    𝑑!𝑟!   φ(𝑟!, 𝑟!, 𝑟!,… , 𝑟! , 𝑡) !, ( 2.1 ) 
where N is the total number of electrons. The one-to-one correspondence was summarized by 
Bright-Wilson as:2 1) the integral of the density gives the number of electrons; 2) the cusp of the 
density gives the position of the nuclei; 3) the height of the cusps gives the magnitude of the 





2.1.2. The Kohn-Sham and Generalized Kohn-Sham Equations 
 
In the Kohn-Sham (KS)3 approximation to DFT, the solution of the ground-state density is 
obtained from the following independent-particle Schrödinger equation (i.e., based on a 




! + V r;R + V! r + V!" r ϕ! = ε!ϕ! , ( 2.2 ) 
where the first term is the kinetic energy operator, where ∇! (Laplacian operator) is a second 
partial derivative with respect to spatial coordinates, V r;R  is the external potential,  
 V r;R =   − 𝜌 r
Z!
𝑟 −   R!!
dr 
( 2.3 ) 






𝜌 r 𝜌 r!
r− r! drdr
!, 
  ( 2.4 ) 
where 𝜌 r  is the electron density: 𝜌 r =       ϕ!(r) !! . 
 
The development of DFT functionals involves the approximation of the exchange-correlation 




. Thus, in DFT, the focus is on finding a suitable exchange-correlation functional 
that uses the electron density to describe the intricate many-body effects within a single particle 




the publication of the Hohenberg and Kohn theorems; therefore, we will now detail the various 
choices for approximate exchange-correlation functionals. 
 
2.1.3. Functionals for Exchange and Correlation  
 
2.1.3.1. The local density approximation  
 
Numerous approximations have been developed for E!"!". For the simplest DFT functional, the 
local density approximation (LDA) for exchange-correlation (e.g., SVWN1,3-5) is a basic model 
in that the exchange-correlation potential depends only on the local, homogenous values of the 
electron density of the system 𝜌 r : 
 𝐸!" 𝜌 = 𝜌 r 𝜀!"   𝜌(r)   dr. 
( 2.5 ) 
The exchange-correlation functional can be separated, with the exchange for LDA derived for a 
uniform electron gas in the 1930s by Dirac6: 
 







𝜌! !   dr ( 2.6 ) 
And the correlation function being derived by Monte Carlo simulations of the uniform gas.7  
 
2.1.3.2. The generalized gradient approximation  
 
The generalized gradient approximation (GGA) for the exchange-correlation functional improves 
on LDA, not just by integrating at a point (as in LDA), but also integrating the gradient of that 
point ∇𝜌 r . That is, the electron density of the system is supplemented with information from 




 𝐸!" 𝜌 = 𝜌 r 𝜀!"!!"   𝜌(r),∇!𝜌(r)   𝑑𝑟. ( 2.7 ) 
These functionals can be described as semilocal because they are no longer strictly local (i.e., 
𝜌(r)). Standard pure GGA functionals include PBE8,9 and BP86.10,11 
 
The meta-GGA functionals comprise another category of DFT functionals that improve on LDA 
and GAA methods to implement second-order derivatives such as the Laplacian of the electron 
density ∇!𝜌 r , and the electron kinetic energy density 𝜏 = !
!
∇ϕ! !! . 
  
2.1.3.3. Hybrid functionals  
 
A major advance in the performance of approximate DFT functionals arose with the 
development of hybrid functionals that employ the adiabatic connection to smoothly connect the 
non-interacting KS system to the physical interacting system,11,12 giving rise to the generalized 
KS (GKS) equations. This can be seen by re-writing the KS Hamiltonian, to using a sum of the 
KS potential stemming from the semilocal portion of the functional and a fraction of the orbital-




! + V r;R + 𝑉! r + α r 𝑉!!"   +   𝑉!"
! ! r ϕ! = ε!ϕ! ( 2.8 ) 
where 𝑉!"
! ! r  is the exchange-correlation potential, which now depends on the fraction of 
nonlocal exchange included in the model, 𝛼 r  and 𝑉!!" is the exact nonlocal exchange from 
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( 2.9 ) 
The definition of a hybrid functional thus requires, in addition to the definition of the exchange-
correlation potential, the designation of 𝛼 r . The standard global hybrid (GH) functionals 
include a static fraction of the coupling, i.e., 𝛼 r =   𝛼. 
 
Meta-GGA and GGA methods can include a mixture of non-local HF exchange with DFT 
exchange-correlation to form hybrid DFT functionals. One example for a pure meta-GGA 
functional is M06-L.13 Meta-GGA and GGA methods can include a mixture of nonlocal HF 
exchange with DFT exchange-correlation to form hybrid DFT functionals. The hybrid-GGA 
functionals B3LYP14,15 and PBE016 were used in this study, which contain 20% and 25% HF-
exchange, respectively. Hybrid meta-GGA functionals analyzed herein were BMK,17 and the 
family of functionals from Truhlar: M06,18 M06-2X,18 and M06-HF.19 For M06-L, BMK, M06, 
M06-2X, and M06-HF there is 0%, 42%, 27%, 54% and 100% HF exchange, respectively. 
 
Most of the developments of DFT focused on describing simple chemical observables such as 
the ability to have functionals that could give a reasonable description of both the geometries and 
dissociation energies of molecules and numerous approximate functionals of this type have been 
developed with great success.20-23 Subsequently, approximate functionals focused on accurately 
predicting reaction barrier heights that would allow for the determination of the kinetics for 
chemical reactions and then several advances in incorporating van der Waals interactions within 
a given functional. However, these approximate exchange-correlation potentials within global 




to the incomplete cancellation of the long-range Coulomb self-interactions in 𝑉! r .
24,25 The 
Coulomb self-interactions are exactly cancelled by HF exchange; thus, in principle, a GH 
approximation that completely incorporates the interacting system (α = 1) can overcome the 
spurious long-range self-repulsion; however, this leads to localization errors26 and poor results in 
combination with standard (local) correlation functionals.27  
 
2.1.3.4. Long-range corrected functionals  
 
Recent developments to overcome these issues in molecular compounds include long-range 
corrected (LRC) functionals that introduce a partitioning of the electron-electron Coulomb 
operator into short-range description (e.g., DFT) and long-range description (e.g., HF) using, for 











 ( 2.10 ) 
where ω is the Coulomb attenuation parameter. LRC functionals include: ωPBE, ωPBEh,32 
ωB97,33 ωB97X,33 ωB97X-D,34 BOP35, and BNL.29,36 The LRC approaches have proven very 
successful for many applications of interest for organic electronics given the appropriate choice 
of the range-separation parameter ω that has been recently reviewed.31,37  
 
The advantage of LRC DFT methods is the asymptotic decay of the exchange-correlation 
potential is strictly enforced and overcomes the issues of standard DFT functionals decaying too 






Figure 2.1. Three DFT potentials plotted explicitly including the standard local density 
approximation (LDA) and two long-range corrected DFT BNL potentials with a different 
Coulomb attenuation parameter compared with the explicitly shown −1/r Coulomb potential tail. 
Adapted from Ref. 31. 
 
  












































(a) The Kohn-Sham local density approximation (KS LDA) potential tail and two average generalized
Kohn-Sham/Baer-Neuhauser-Livshits (GKS/BNL) potential tails for the Ar atom (located at r = 0). The
!1/r Coulomb potential tail is also shown. (b) The KS LDA potential and average GKS/BNL potentials of a
F. . .H syste (14a0 apart) along the internuclear axis.
Scaled hybrid (SH):
a certain type of
correction built into





The scaled-hybrid (SH) approach (81–83) helps to mitigate the spurious self-repulsion appearing





















We can think of the last three terms in Equation 24 as a kind of correlation energy and again find
that it has the wrong asymptotic energy gradient at large r , namely the self-repulsive !r potential.
A benefit of the SH approach over LDA is that this repulsive potential is reduced by the scaling
factor ! . Obviously, a similar treatment applies using semilocal functionals.
The scaling parameter ! is determined semiempirically, by calibrating to known molecular
atomization energies, IPs, proton affinities, and total atomic energies. The semiempirical pro-
cedure places the recommended value of ! between 0.5 and 0.8 (81, 84). Some applications of
this approach determine ! from theoretical arguments (82, 85). The SH approach spawned sev-
eral successful functionals (83, 85–87), especially for the prediction of the ground-state potential
surface near its minima (bond lengths, atomization energies, vibrational frequencies). We note,
however, that the residual self-repulsion still leads to well-known failures of this method, as shown
in several examples below.
Range-Separated Hybrids
Another way to mitigate the spurious long-range behavior of LDA (and other semilocal XC-
energy functionals) is to damp the long-range orbital exchange energy term appearing in the
square brackets of the LDA XC energy (Equation 23) complementing it with a matching local











































































2.1.4. Many Electron Self interaction Error 
 
It is helpful at this stage to consider the many-electron self-interaction error (MESIE) that has 
been discussed extensively in the literature on density functional approximations. Following 
Refs. 38,39, an approximation to the exchange-correlation functional is called free from MESIE 
if it obeys a property required of the exact exchange-correlation functional in the case of 
fractional particle numbers, which is that the total energy as a function of fractional occupation 
must correspond to a series of straight lines with kinks at integer occupations.40 The rigorous 
derivation of the change in energy with fractional orbital occupation comes from Janak’s 
Theorem.41 In this context, neither HF (which is free from one-electron self-interaction errors) 
nor any of the commonly used density functional approximations are free from MESIE. 
However, the deviations from the straight-line behavior are different for HF and DFT. Standard 
DFT functionals yield convex curves for energy vs. fractional occupation, which is consistent 
with the fact that they favor delocalized over localized charges; in contrast, curves obtained from 
HF theory are concave, i.e., consistent with HF spuriously favoring charge localization (the 
MESIEs in HF and DFT are frequently referred to as localization and delocalization errors, 
respectively).27,26 
 
The manifestation of this error can be seen in Figure 2.2, adapted from Ref. 42, where Yang and 
co-workers, demonstrated for H!! separated along the inter-atomic distance to the infinite limit 
could lead to two very different descriptions. For the exact solution, the ΔE went to zero as the 
two nuclei became separated by ~ 4 Å and plateaued at around that separation until the infinite 
limit. For two standard DFT approaches, LDA and B3LYP, the energy actually decreased with 




even when separated by infinity. Also note that there is a difference in the energy between LDA 
and B3LYP, which is slightly close to the exact solution for B3LYP and primarily comes from 
the difference of the amount of HF exchange included in the functional: 0% HF exchange in 
LDA and 20% HF exchange in B3LYP. Therefore, an additional important consequence is 
realized: HF exchange corrects the SIE in standard DFT approaches.  
 
When the two atoms are separated by infinity, there is essentially a half of an electron on each 
nucleus and therefore, with standard DFT dramatically underestimating the energy for fractional 
charges (i.e., at the infinite limit). The energy difference at this infinite limit gives a definition 
for the magnitude of the self-interaction error, which is ~ 50 – 60 kcal mol-1 for this system. In 
order to understand the error in a given functional, we can use fractional charges as a way to 






Figure 2.2. Change in energy for 𝐇𝟐! as a function of intermolecular separation computed with 
the Exact solution (black), and DFT methods LDA (red) and B3LYP (blue). Adapted from Ref. 
42. 
 
The localization/delocalization errors of HF and LDA can be quantified based on the total energy 
curve for fractional particle numbers when going from H to H+ (Figure 2.3) (i.e., upon 
ionization), where the fractional particle numbers are computed based on number of electrons per 
H atom. The linear trend with energy for fractional particle numbers is shown computed exactly 
from Ref. 42 on the left panel, whereas deviation from linearity of the total energy is shown as an 
illustration superimposed on the right panel. For standard semilocal functionals such as LDA, a 
convex curve is obtained, as situations with fractional particle numbers are spuriously favored 
over situations with integer particle numbers (i.e., a delocalized density). The opposite occurs for 
methods such as HF where a concave curve results when integer particle numbers are spuriously 






Figure 2.3. Change in energy with fractional occupation numbers computed from the exact 
solution (left), with a cartoon of what is expected using LDA and HF (right). Adapted from Ref. 
42. 
 
2.1.5. Nonempirically Tuning  
 
Recently, long-range corrected (LRC) functionals have been introduced as a way to reduce the 
MESIE and provide a better balance between localization and delocalization effects.43-45 The 
optimal, i.e., MESIE minimizing, range-separation parameter ω is determined following the “IP-
tuning” procedure using the DFT analogue of Koopman’s theorem,46 where the difference 
between the HOMO eigenvalue of the ground state and ionization potential (i.e., the difference 
between the energy of the neutral and cation) is minimized:31 
 𝐽 𝜔 = −𝜀!"#"! − 𝐸!" 𝜔,𝑁 − 𝐸!" 𝜔,𝑁 − 1 . ( 2.11 ) 
Typically, to establish consistency between the geometries and the IP-tuned ω-values, the 
geometry relaxation and the IP-tuning procedure were iterated in a self-consistent way. The IP-
tuning guarantees that the HOMO of the ground state (𝜀!"#") is equivalent to the slope of the 
line between 𝐸!" 𝑁   and 𝐸!" 𝑁 − 1  (i.e., the IP). This tuning procedure can be extended for the 
electron affinity (EA) by minimizing the difference between the EA and the HOMO of the anion 





As discussed in the previous section, the main effect of the ω parameter is to control the length 
scale for range separation of the 1/r operator in the Hamiltonian. Typically, this parameter is 
empirically fit for a set of test molecules that leads to a typical ω values between 0.2 and 0.5 
bohr-1 in standard LRC functionals. A demonstration of how the 1/r operator changes between 
short-range and long-range functions is seen in Figure 2.4 (Adapted from Ref. 43).  
 
 
Figure 2.4. Plot of erf(ωr) (solid lines) and erfc(ωr) (dashed lines) where ω equal to 1.0 bohr−1 
(red), 0.25 bohr−1 (blue), and 0.125 bohr−1 (green). Adapted from Ref. 43. 
 
A systems dependent parameter (e.g., range-separation parameter) should also reflect the 
electron-electron correlation present in the molecular system. Indeed in previous work, we found 
that the tuning the ω is strongly dependent on the length-scales for electron correlation of the 
system, which was seen to play a major role in π-conjugated systems such as polyacetylene 
compared to saturated chains of the same length scale (Figure 2.5).43 For polyacetylene, the IP-
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FIG. 1. Plot of erf(!r) (solid lines) and erfc(!r) (dashed lines) for ! equal
to 1.0 bohr!1 (red), 0.25 bohr!1 (blue), and 0.125 bohr!1 (green).
nonlocal and orbital-dependent effective particle potentials.
This implementation can substantially impact the obtained
eigenvalues.19 In particular and in contrast to standard KS
theory, it becomes possible for the HOMO-LUMO gap
obtained within an exact GKS treatment to equal the funda-
mental gap of the studied system when a suitable fraction of
HF exchange is treated explicitly.20, 21 The LRC functionals
incorporate a complete de c iption of HF xchange at
long range (and effectively on average incorporate a large
percentage of the full HF exchange). As a consequence, GKS
eigenvalues from LRC functionals can indeed satisfy the gap
criterion when using the appropriate !.20, 21
As pointed out above, the main effect of the ! pa-
rameter is to control the length scale for range separa-
tion, i.e., for the screening of the Coulomb interaction, in
the particular system of interest. It has been argued that
the unknown “exact” ! is a functional of the density.2 In
practice, however, most LRC-hybrids employ a single con-
stant value for !, which is typically determined (semi-)
empirically by fitting to a particular training set.22 As a
function of the optimization procedures and training sets
employed as well as the underlying semilocal exchange-
correlation functionals, typical ! values vary between 0.2 and
0.5 bohr!1, thus covering characteristic separation lengths
between 2 and 5 bohrs. However, since the optimal range-
separation parameter has to reflect the Coulomb screening
in the system of interest, it can be expected to be sensi-
tive to the size and electronic structure of the system under
study.
More recently, a number of different approaches have
been developed to address this problem. Examples include
LRC functionals with multiple ranges23, 24 as well as the
so-called “local range-separated hybrids.”25–28 An alterna-
tive strategy has been considered in a number of recent
investigations,2, 15–17, 20, 21, 29 in which the range-separation pa-
rameter is optimized for each system of interest.
As for the latter, a frequently used approach is to deter-
mine ! by enforcing the DFT analog to Koopmans’ theorem,
i.e., by tuning ! such that the HOMO eigenvalue of the neu-
tral system equals the ionization potential (IP), with the latter
being determined as the difference in ground-state energies
of the neutral (Egs(!,N)) and cationic (Egs(!,N-1)) sys-
tems. Consequently, the IP-optimized ! can be obtained by
minimizing
"IP (!) =
!!#!H ! (Egs(!, N) ! Egs(!, N ! 1))
!!. (2)
Satisfying Eq. (2) defines a unique ! value that depends
strongly on the electronic structure of the particular system
and (to a lesser extent) on the choice of the semilocal
functional. This “tuning” of ! is nonempirical and can be
seen to impose a condition on the obtained functional to be
satisfied in the limit of an exact KS (and GKS) approach.2
A different interpretation of Eq. (2) is that, by minimizing
"IP(!), the so-called many-electron self-interaction error
(MESIE) in the underlying density functionals is minimized
as well.2 The MESIE has been identified as responsible
for many of the most severe failures of conventional den-
sity functionals.30–32 Hence, it can be expected that the
IP-optimization of LRC-hybrids not only improves those
properties directly related to the IP, but also helps to solve
other issues associated to the MESIE. However, the IP-fitting
approach also comes with a severe drawback since, in a
system formed by two molecules of a different nature, it is
possible to optimize the IP of only one of them. This is due to
the current limitation to a single global range-separation pa-
rameter. In principle, a balanced treatment could be restored
by adopting a more flexible ange-separation procedure,
although in practice such a procedure could be difficult to
implement.33
Earlier work has shown that the IP-optimized ! value
(i) can differ substantially from the one determined by
semi-empirical fitting and (ii) indeed displays a distinct de-
pendency on system size.15, 16 Here, in order to better under-
stand the size dependency of the optimized !, we investigate
how the IP-optimized ! values evolve with the number of re-
peat units in a series of molecular chains and how this evolu-
tion depends on conjugation.
II. METHODOLOGY
All the computations presented in this work on alkane,
polyene, oligoacene, and oligothiophene chains were carried
out with the QCHEM program package.34 Ground-state ge-
ometries were optimized at the B3LYP/cc-pVTZ (Ref. 35)
level. The IP-optimized ! values were obtained according to
Eq. (2) in a series of calculations on the neutral and cationic
molecules by varying the range-separation parameter in steps
of 0.001 bohr!1. A cc-pVDZ basis was employed for all
the !-optimizations presented here. For some of the smaller
molecules we also employed a cc-pVTZ basis to check for
basis-set convergence; in all cases, the basis-set dependence
of the optimized ! was found to be inferior to 0.005 bohr!1.
Three LRC-hybrid functionals were considered: the long-
range corrected Baer, Neuhauser, and Livshits functional (LC-
BNL),36 the LRC-version of the screened Perdew, Burke, and
Ernzerhof functional (LC-!PBE),10 and the corresponding
hybrid version, LC-!PBEh, that – in contrast to LC-!PBE
– contains 20% of SR HF-exchange in addition to the full LR
HF exchange.37 This choice of functionals allows us to study
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tuned ω grew with system size n in almost an linear fashion for the lengths scales examined (n = 
1 – 25); whereas, the tuned ω saturated after a few repeat units for an alkane chain. 
 
 
Figure 2.5. Evolution of the range separation parameter (ω) for three different tuned LRC 
functionals with number of repeat units for linear alkene (C2nH2n+2) and alkane (C2nH4n+2) chains. 
Adapted from Ref. 43. 
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the differences arising from various semilocal approximations
for exchange and correlation as well as those due to using a
hybrid instead of a purely semilocal functional in the SR part.
To make sure that our conclusions can be carried forward to
other LRC hybrids, we also checked some of our results with
other LRC-hybrids such as LC-BOP (Refs. 38 and 39) and the
LC-!B97-series.22, 40
III. RESULTS
A. Polyenes and alkane chains
Polyene chains represent prototypical " -conjugated sys-
tems and we begin our analysis by discussing the IP-
optimized range-separation parameters for C2nH2n+2 chains
with n = 1 to 25. As expected from previous results on op-
timally tuned LRC hybrids,16, 20, 21 the IP-optimized ! values
decrease with increasing chain length whatever the nature of
the functional. This decrease is very significant since, in go-
ing from ethylene (n = 1) to the longest chain examined here
(n = 25), the optimal ! value changes by a factor of 4. In an
attempt to gain insight into the size dependence of !, we have
plotted the characteristic length of the SR/LR separation, i.e.,
1/!, as a function of the number of repeat units in Fig. 2. We
find a very strong dependence of 1/! on chain length for all
three functionals. While the optimized ! values for LC-!PBE
and LC-BNL only differ by a small constant shift, the curve
for the LC-!PBEh shows a much larger shift and also presents
a different slope than that observed in the other functionals.
As a general trend, the LC-!PBEh IP-optimization results in
larger values for 1/!, i.e., smaller values for ! as compared
to the two other LRC-hybrids. This finding can be rational-
ized by the fact that LC-!PBEh already includes 25% HF ex-
change in the SR part, thus increasing the characteristic length
of the SR/LR transition. The results for the linear polyene
chains point out that: (i) the optimal range-separation parame-
ter strongly depends on the system size, and (ii) in such highly
conjugated systems, the characteristic length scale for range
separation has not converged even after 25 double bonds.
In order to explore to what extent conjugation plays a
role in this evoluti n for the polyenes, we have examined
the progression of the IP-optimized ! with chain length in
linear alkane chains C2nH4n+2 (where we have defined the
repeat unit to be consistent with that from the polyene chains).
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FIG. 2. IP-optimized SR/LR separation (1/!) for linear polyene chains
C2nH2n+2 as a function of n.
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FIG. 3. IP-optimized SR/LR separation (1/!) for linear alkane chains
C2nH4n+2 as a function of n.
The calculated characteristic lengths 1/! are plotted as a
function of n in Fig. 3. For short chains (n!1-3), the evo-
lution is nearly linear and similar to that observed for polyene
chains. However, in contrast to what is observerd in polyene
chains, the 1/! value saturates quickly and reaches a con-
stant value (!3.75 bohrs) for n!7. This value is significantly
smaller than those calculated for the polyene chains. Thus,
not only the size but also the extent of conjugation plays an
important role in determining the characteristic lengths.
To gain further insight, we have considered another ex-
ample where conjugation is expected to play a dominant role
in the modulation of ! and evaluated the impact of a tor-
sion around the central C–C single bond in a long polyene
chain, namely, C24H26. It is anticipated that conjugation will
reduce as the conformation proceeds from planar to perpen-
dicular and effectively cuts the molecule into two C12-long
conjugated segments. As can be observed from Fig. 4, the
optimal separation distance 1/! decreases as " -conjugation
along the polyene chain diminishes. The smallest 1/! is ob-
tained at around a torsion angle of 90" and lies between the
IP-optimized 1/! for the coplanar C14H16 and C16H18 chains,
thus only slightly larger than the value found for the C12H14
chain. Interestingly, we find a small but noticable increase in
1/! between torsion angles of 85" and 90", thus indicating an
unexptected increase of conjugation. We conclude that this ef-
fect is triggered by an increase in the overlap of perpendicular
p-orbitals at a torsion angle of exactly 90".






















FIG. 4. IP-optimized SR/LR separation (1/!) for the torsion of C24H26
around the central C–C bond as a function of the torsion angle (filled blue
squares). The red boxes along the left axis show the IP-optimized SR/LR
lengths (1/!) for smaller polyenes with zero torsion angle for comparison.
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the differences arising from various semilocal approximations
for exchange and correlation as well as those due to using a
hybrid instead of a purely semilocal functional in the SR part.
To make sure that our conclusions can be carried forward to
other LRC hybrids, we also checked some of our results with
other LRC-hybrids such as LC-BOP (Refs. 38 and 39) and the
LC-!B97-series.22, 40
III. RESULTS
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optimized range-separation parameters for C2nH2n+2 chains
with n = 1 to 25. As expected from previous results on op-
timally tuned LRC hybrids,16, 20, 21 the IP-optimized ! values
decrease with increasing chain length whatever the nature of
the functional. This decrease is very significant since, in go-
ing from ethylene (n = 1) to the longest chain examined here
(n = 25), the optimal ! value changes by a factor of 4. In an
attempt to gain insight into the size dependence of !, we have
plotted the characteristic length of the SR/LR separation, i.e.,
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find a very strong dependence of 1/! on chain length for all
three functionals. While the optimized ! values for LC-!PBE
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for the LC-!PBEh shows a much larger shift and also presents
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ized by the fact that LC-!PBEh already includes 25% HF ex-
change in the SR part, thus increasing the characteristic length
of the SR/LR transition. The results for the linear polyene
chains point out that: (i) the optimal range-separation parame-
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chains. However, in contrast to what is observerd in polyene
chains, the 1/! value saturates quickly and reaches a con-
stant value (!3.75 bohrs) for n!7. This value is significantly
smaller than those calculated for the polyene chains. Thus,
not only the size but also the extent of conjugation plays an
important role in determining the characteristic lengths.
To gain further insight, we have considered another ex-
ample where conjugation is expected to play a dominant role
in the modulation of ! and evaluated the impact of a tor-
sion around the central C–C single bond in a long polyene
chain, namely, C24H26. It is anticipated that conjugation will
reduce as the conformation proceeds from planar to perpen-
dicular and effectively cuts the molecule into two C12-long
conjugated segments. As can be observed from Fig. 4, the
optimal separation distance 1/! decreases as " -conjugation
along the polyene chain diminishes. The smallest 1/! is ob-
tained at around a torsion angle of 90" and lies between the
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FIG. 4. IP-optimized SR/LR separation (1/!) for the torsion of C24H26
around the central C–C bond as a function of the torsion angle (filled blue
squares). The red boxes along the left axis show the IP-optimized SR/LR
lengths (1/!) for smaller polyenes with zero torsion angle for comparison.
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2.2. Tight-Binding Hamiltonian 
 
In the solid-state, the electrons are treated as a free-electron gas where the particles move freely 
in a high-ordered crystalline lattice. This allows for the wavefunction to be constructed in order 
to take advantage of the translational symmetry present in these periodic systems:  
 𝜓 𝑟 =   𝐴𝑒!"# ( 2.12 ) 
where k represents the electron wavevector and is related to the wavenumber for “waves” along 
the reciprocal lattice coming from a free electron having a velocity and momentum; the 
relationship between k and momentum comes from the de Broglie relationship 𝑝 = λℎ.  
 
The wavefunction for each periodic lattice site can be generated from Bloch’s Theorem to give: 
 𝜓! 𝑟 + 𝑎 =   𝑒!"#𝜓!(𝑟) ( 2.13 ) 
In a tight-binding Hamiltonian defined for a molecular crystal, a set of orbitals are constructed 
from the isolated molecules with one set of orbitals for each molecule (or site) in the elementary 
cell. For the set of these localized one-electron wave functions (of equal electron density at each 
lattice point), the translational symmetry for the set of basis functions can be employed to 
represent the wavefunction as a set of Bloch orbitals: 
 𝜓!! =   
1
𝑁
𝜙! 𝑟 − 𝑇 𝑒!"#
!
 ( 2.14 ) 
where 𝑇 is an element of the direct lattice with unit vectors   𝑎  ,   𝑏  , 𝑐   through integers 𝑛: 
 𝑇 =   𝑛!  𝑎   +   𝑛!  𝑏   +   𝑛!𝑐   ( 2.15 ) 




 𝑒! =    𝜓!! 𝐻 𝜓!!  ( 2.16 ) 
and off diagonal energies, which are the coupling elements between sites: 
 𝑡!" =    𝜓!! 𝐻 𝜓!!  ( 2.17 ) 
both terms can be rewritten as:  
 𝑒! =   𝐴 𝑒!!!!! +   𝑒!!!!!!  
 
( 2.18 ) 
 𝑡!" =   𝐵 1+   𝑒!!!(!!  !  !!  ) + 𝐶 𝑒!!!!! +   𝑒!!!!!!  ( 2.19 ) 
where the Hamiltonian eigenvalues are computed as: 
 𝐸!/!!  = 𝑒! ±   𝑡!"  ( 2.20 ) 
In a perfect crystal with the absences of any perturbations to the on-site energies, all 𝑒!   terms can 
be set to zero. Therefore, a relationship between the change in energy and the electronic coupling 
between sites is realized. 
 
2.3. Band Structure 
 
The evolution of energy with the reciprocal-space vector k gives the band structure (i.e., band 
dispersion), where the bandwidth (W) of the material (particularly important for charge transport) 
is given by the change in energy at the band maximum (e.g., k = 0) and minimum (k = !
!
). 
Typically, band structures are computed along various high symmetry directions in the first 
Brillouin zone. The bandwidth (𝑊) is related to the electronic coupling between sites; in the 
tight-binding approximation, 𝑊 = 2𝑧𝑡, where 𝑧 is number of nearest neighbors. For a 1-D 





Energies obtained by diagonalizing the tight-binding Hamiltonian are used to construct the 
density of states (DOS), which gives information about the number of states available for 
particles at specific energy range.  
 
 
Figure 2.6. Illustration of a simple bandstructure and corresponding density of states (DOS). 
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2.4. Effective Mass 
 










( 2.21 ) 
where indices i and j denote reciprocal components, and En(k) is dispersion relation for the n-th 
band and m* is the effective mass of the carrier in the units of electron mass (m0). The dispersion 
relation at the band minimum (or maximum) can be approximated to a parabola: 
 𝐸! 𝑘 = 𝑎!𝑘!! +   𝑎!𝑘!!   +   𝑎!𝑘!!  . ( 2.22 ) 
Therefore, the components of the effective mass tensor are just the inverse of the coefficients in 




   ;   𝑚!!∗ =
ℏ
2𝑎!
;   𝑚!!∗ =
ℏ
2𝑎!
.   ( 2.23 ) 
However, in case of organic semiconductors, it is not always possible to fit dispersion to a 
quadratic polynomial. In this case, derivatives can be evaluated numerically, using the finite 























  , ( 2.24 ) 
where second and mixed derivatives are evaluated on five-point stencil to give the effective mass 






2.5. Transfer Integrals (Electronic Coupling) 
 
For interacting molecules, MA and MB, the HOMO and LUMO levels of the single molecule are 
split by twice the intermolecular transfer integral (i.e., 2𝑡!") in the dimer.48-51 In the context of 
Koopman’s theorem,46 i.e., the one-electron approximation, this can be written as: 
 𝑡 = (𝐸𝐻(𝐿+1)−𝐸𝐻−1(𝐿))2 , 
( 2.25 ) 
where E is the orbital energy of the HOMO (LUMO+1) and HOMO-1 (LUMO) levels from the 
neutral closed shell configuration of the dimer MA-MB, assuming the HOMO and HOMO-1 of 
the dimer comes only from the HOMO orbitals of the monomers; that is, within this context 
dimer states can be expressed in terms of localized monomer orbital (i.e., diabatic states, 𝜑! and 
𝜑!) and 𝑡!" can be approximated from the localized molecular orbitals for the closed shell 
configuration of the neutral ground state geometry of MA (𝜑!) and MB (𝜑!). 48,52 
 𝑡!" =    𝜑! 𝐻 𝜑! ,  ( 2.26 ) 
where the diabatic states (𝜑! and 𝜑!) are the monomer HOMO (LUMO) orbitals for hole 
(electron) transport. The electronic Hamiltonian in the basis of monomer orbitals can be 
expressed as the matrix: 
 𝐻 =   
𝑒! 𝑡!"
𝑡!" 𝑒!
,  ( 2.27 ) 
where the diagonal terms of this matrix are the site energies, expressed as: 
 𝑒!/! =    𝜑!/! 𝐻 𝜑!/! ,  ( 2.28 ) 




 𝐇𝐂− E𝐒𝐂 = 0, ( 2.29 ) 
where S is the overlap matrix containing off-diagonal terms corresponding to the spatial overlap 
integral between the HOMO/LUMO of the two monomers. 
 
It is worth pointing out that, while this new basis of monomer HOMOs/LUMOs is convenient for 
QM calculations, it can give rise to orthogonality issues, which has been discussed in detail 
previously.48,49 Therefore, to generate an orthonormal basis that maintains the initial local 
character of the monomer orbitals, Löwdin’s symmetric transformation53 is applied to 𝜑!" so 
that the interaction energy for monomer HOMOs/LUMOs is: 
 
∆𝐸!" = (𝑒!
!"" −   𝑒!
!"")! + (2𝑡!"
!"")!, 







𝑒! + 𝑒! − 2𝑡!"𝑆!" ± (𝑒! − 𝑒!) 1− 𝑆!"!
1− 𝑆!"!
 
( 2.31 ) 
 
𝑡!"
!"" =   
𝑡!" −   
1
2 (𝑒! + 𝑒!)𝑆!"
1− 𝑆!"!
 ( 2.32 ) 
Thereby making  𝑡!!"
!"" /  𝑡!!"
!"" identical to t in the Marcus expression (discussed in Chapter 1). 
 
Also, t invoked here is based on a two state model, which can be extended for systems where the 
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Chapter 3 Accurate Description of Torsion Potentials in Conjugated 






The electronic properties of π-conjugated systems are closely linked to their structural 
(geometric) properties.1-3 One example for this close relationship is provided by the torsional 
flexibility of π-conjugated molecular chains, such as polyacetylene and polydiacetylene (Figure 
3.1).4-6 This flexibility can lead to a reduction in the effective conjugation length, thereby 
affecting important electronic properties such as band gaps,7 ionization potentials/electron 
affinities,8 and polarizabilities.9 Also the rotational and torsional motions along the backbone 
play an important role in the photochromic and thermochromic properties.10-12 Therefore, being 
able to predict accurate torsional barriers (as a way of quantifying the molecular flexibility) is 
useful for understanding many of the intrinsic properties of conjugated polymers; however, 
accurately describing these structural properties poses a fundamental challenge to current 
electronic-structure methods.   
 
Density functional theory (DFT) is widely used for electronic-structure calculations on organic 
materials and many other systems of chemical interest because of its usually good compromise 
between computational cost and accuracy. However, inherent deficiencies in approximate Kohn–
Sham exchange-correlation functionals can materialize as systematic errors in computed 
properties, and therefore, turn out to be problematic for describing certain electronic and 




of electron delocalization by standard exchange-correlation functionals, which is typically 
related to spurious Coulombic self-repulsion, i.e., the self-interaction error.13-21 In line with what 
has been discussed by Yang and co-workers,16,17,22 the delocalization error describes the physical 
consequence of poor density functional approximations (i.e., the delocalization of the electronic 
structure to reduce the unphysical interactions of electrons with themselves). This effect is due to 
spuriously low energies for delocalized electrons, which results from the many-electron self-
interaction error (MESIE);18,2017,22,23 it is responsible for failures seen for DFT methods such as 
underestimation of reaction barriers,24 band gaps of materials,25,26 or charge-transfer excitation 
energies,27-29 and overestimation of binding energies of charge-transfer complexes.30 However, 
errors within various DFT methods can be due to the underlying approximations in the given 
functional and not just the MESIE. Here, we investigate a quantitative connection between the 
MESIE (computed through fractional particle curves as discussed in Refs. 16,23) and the 
overestimation of torsion barriers.  
 
Previous studies have shown that even in the case of small, model conjugated systems such as 
1,3-butadiene, a variety of DFT functionals lead to an overestimation of the torsional barrier.31-37 
For example, Karpfen et al. calculated that SVWN and B3LYP functionals overestimate the 
barriers for torsion along the central single bond of 1,3-butadiene by 1.5 – 2.7 kcal mol-1 when 
compared to MP2/6-31G(d).38 Systematic self-interaction errors in the semilocal Perdew-Burke-
Ernzerhof (PBE)39,40 functional were previously seen to overestimate the computed barriers for 
oligodiacetyelenes.41 Furthermore, and of particular interest to this study, it is not well 
understood how the functional-specific errors in the torsion barriers evolve with system size. 




still need to be investigated to effectively elucidate the ability of DFT for describing π-
conjugated systems at different length scales (i.e., small molecule, oligomer, and polymer). We 
note that such a study proves to be challenging for most wave function-based methods due to 
their unfavorable scaling. However, in the context of torsional barriers, it was demonstrated that 
dual-basis density-fitting MP2 (DB-DFMP2) provides for a good trade-off between accuracy and 
computational cost, allowing for application to much larger oligomers compared to other, more 
accurate wave-function based methods.41,42 Hence, although the DB-DFMP2 calculations do not 
provide a definitive benchmark for the torsion barriers, they do provide for a qualitatively and 
semi-quantitatively correct description at a computational cost that is still bearable for the large 
systems necessary for this study. As a criterion to categorize the reliability of different exchange-
correlation functionals, we compare here the DFT results to DB-DFMP2 torsion barriers for a 
wide range of polyenes and oligodiacetylenes. 
 
Our choice of functionals allows for the analysis of different semilocal approximations for 
exchange-correlation as well as the impact of the amount of HF exchange employed in the 
functional in the reduction of the MESIE. The magnitude of the delocalization error is then 
associated with the deviation of the DFT-calculated torsion barriers from the DB-DFMP2 results. 
We also analyze the dependency of the delocalization error on system size by evaluating the 
MESIE of each DFT method. We can thereby establish a quantitative relationship between the 






         
Figure 3.1. Molecular structure of the linear π-conjugated oligomers of polyacetylene and 
polydiacetylene considered in this study. 
 
3.2. Methodology 
All calculations were performed with the QChem 3.2/3.2.2/4.0.1/4.1 suite of computational 
chemistry packages.43 For all DFT calculations, the Dunning correlation-consistent basis set aug-
cc-pVDZ was used.44 The basis set dependence of the torsion potentials for the n = 1 - 5 
polyenes were also calculated using DB-DFMP2 at the cc-pVTZ level and showed a difference 
of at most ~ 0.1 kcal mol-1; thus, in agreement with what has been previously discussed, no 
significant differences were found for the larger basis set.41,42 For the (n = 1 – 14) polyenes, the 
potential energy surface was scanned by constraining the dihedral angle between the two center-
most carbon–carbon double bonds while fully optimizing all other coordinates for each 
conformation. The dihedral angle (θ) was rotated stepwise in 12 increments from 0 – 180° (the 
cis- and trans-conformers correspond to 0 and 180°, respectively). Note that the 12 incremental 
changes in the dihedral angle were separated into two step sizes: six steps of 30° taken from 0 – 
180° to map out the entire potential energy surface and six more steps of 5° from 90 – 120° to 
identify the torsion barrier. For all methods, the maximum is found to be between 95 – 105° and 



















The potential energy surfaces in the (n = 1 – 10) oligodiacetylenes were evaluated in 30° 
increments from 0 – 180° around the central-most carbon-carbon triple and double bonds. The 
cis conformation (θ = 0°) was determined to be the global minimum; however, the trans 
conformation is nearly degenerate (θ = 180°) as it is destabilized by as little as 0.01 kcal mol-1 in 
some cases. For all methods used in this work, the maximum occurred at θ = 90°. 
 
The torsion barriers for each value of n were extrapolated to the infinite polymer using the 
effective conjugation length model, which provides a measure for the length over which the π-
electrons are delocalized:45 
 𝐸 𝑛 = 𝐸!   + 𝐸!   −   𝐸! 𝑒!  ! !!! , ( 3.1 ) 
where 𝐸! is the torsion barrier for the infinite polymer, 𝐸! is the energy of the barrier for the 
smallest system, n is the number of monomer units as defined in Figure 3.1, and A is a fitting 
parameter describing the progression from n = 1 to the polymer limit. While the effective 
conjugation length model had originally been constructed from experimental results to quantify 
the saturation of the optical absorption energies with oligomer length, it was later also employed 
to describe the saturation point of torsional barriers with oligomer length.41 The correlation 
between the computed barriers and the fitted values from Eq. ( 3.1 ) for the DB-DFMP2 results is 







Table 3.1. DB-DFMP2/aug-cc-pVDZ computed torsional energy barrier for polyenes (left) and 
oligodiacetylenes (right) with the effective conjugation length (ECL) extrapolated fit, as a 





n Computed Barrier 
ECL Fit 
Values 
1 6.39 6.31 
2 7.20 7.42 
3 8.38 8.25 
4 8.87 8.87 
5 9.44 9.34 
6 9.71 9.69 
7 9.96 9.95 
8 10.02 10.15 
9 10.29 10.30 
10 10.38 10.41 
11 10.47 10.49 
12 10.54 10.55 
13 10.65 10.60 
14 10.68 10.64 
15 10.70 -- 
16 10.67 -- 
17 10.69 -- 
18 10.70 -- 
19 10.71 -- 
∞ -- 10.74 
n Computed Barrier 
ECL Fit 
Values 
1 0.63 0.58 
2 0.96 1.11 
3 1.50 1.41 
4 1.60 1.58 
5 1.72 1.68 
6 1.75 1.74 
7 1.77 1.78 
8 1.78 1.79 
9 1.79 1.81 
10 1.79 1.81 
11 1.79 -- 






Table 3.2. Computed effective conjugation length from the saturation of the torsion barrier in 



















Effective Conjugation Length (n) 
polyenes oligodiacetylenes 
DB-DFMP2 14 6 
SVWN 19 11 
BP86 19 10 
PBE 19 10 
PBE0 14 7 
B3LYP 14 7 
BMK 11-12 5 
M06-L 19 9 
M06 13 6 
M06-2X 10 4-5 
M06-HF 9 3 
ωPBE 9 3 
ωPBEh 8 4 
ωB97 7 4 
BNL 6 3 




DB-DFMP2 geometry optimizations for all dihedral angles were performed with the restricted 
aug-cc-pVDZ (raug-cc-pVDZ) and auxiliary basis sets were used as recommended by the 
QChem authors.43,46 The consideration of dual basis-set approaches combined with density 
fitting for the two-electron integrals has been shown to reduce the computational expense by 
50% while maintaining the accuracy of the MP2 approach.42,47-49 DB-DFMP2/aug-cc-pVDZ has 
provided reasonable accuracy at larger system sizes for π-conjugated systems such as 
oligodiacetylenes when compared to higher-level wave-function methods and basis sets (see 
discussion below).41 
 
We have employed a set of exchange-correlation functionals representing the most commonly 
used classes of DFT functionals: The (semi)local functionals include the local density 
approximation (LDA) using the parameterization of Vosko, Wilk and Nusair (VWN),50-53 the 
generalized gradient approximations (GGAs) by Perdew, Burke, and Ernzerhof (PBE)39,40 and 
Becke and Perdew (BP86),54,55 and a pure meta-GGA functional from the set of Minnesota-
functionals (M06-L).56 In an attempt to understand the influence of HF exchange on the 
calculated torsion barriers, we also considered a carefully chosen set of hybrid functionals. The 
standard hybrid-GGA functionals B3LYP57,58 and PBE059 contain 20% and 25% HF-exchange, 
respectively. The hybrid meta-GGA functionals analyzed here were BMK60 and the family of 
Minnesota-functionals: M06,61 M06-2X,61 and M06-HF.62 We note that M06-L, M06, BMK, 
M06-2X, and M06-HF have 0%, 27%, 42%, 54%, and 100% HF exchange, respectively. Finally, 
we studied a set of long-range-corrected (LRC) functionals, i.e., ωPBE, ωPBEh,63 ωB97,64 




at each n chain length of the polyenes and oligodiacetylenes are provided in Table 3.3 − Table 
3.8. 
 
Table 3.3. Computed torsional energy barrier in polyenes for various (semi)local or hybrid DFT 
functionals as a function of repeat unit, n. All values in kcal mol-1. 
 
  
n SVWN BP86 PBE PBE0 B3LYP BMK M06-L M06 M06-2X M06-HF 
1 7.97 7.67 7.69 7.17 7.32 6.96 7.86 7.03 6.54 5.65 
2 9.19 8.88 8.90 8.15 8.31 7.70 9.15 7.96 7.23 6.01 
3 10.99 10.63 10.67 9.52 9.70 8.76 10.97 9.22 8.17 6.55 
4 11.77 11.37 11.43 10.04 10.23 9.13 11.73 9.71 8.52 6.74 
5 12.71 12.25 12.32 10.66 10.91 9.58 12.63 10.26 8.90 6.93 
6 13.21 12.70 12.79 10.95 11.16 9.76 13.09 10.52 9.05 7.00 
7 13.74 13.21 13.30 11.26 11.49 9.96 13.58 10.77 9.20 7.04 
8 14.07 13.49 13.59 11.43 11.66 10.04 13.88 10.92 9.26 7.06 
9 14.40 13.82 13.92 11.60 11.84 10.14 14.18 11.06 9.32 7.07 
10 14.62 14.01 14.17 11.69 11.93 10.17 14.38 11.15 9.36 7.08 
11 14.85 14.25 14.39 11.79 12.05 10.22 14.56 11.21 9.39 7.08 
12 15.02 14.39 14.55 11.90 12.10 10.23 14.71 11.29 9.41 7.10 
13 15.22 14.68 14.72 11.97 12.19 10.26 14.86 11.35 9.44 7.12 




Table 3.4. Computed torsional energy barriers in polyenes for various long-range corrected DFT 















1 5.56 5.95 5.71 5.57 5.64 
2 6.04 6.49 6.15 5.99 6.15 
3 6.69 7.24 6.78 6.57 6.81 
4 6.88 7.46 6.96 6.73 7.00 
5 7.10 7.72 7.16 6.91 7.21 
6 7.16 7.81 7.21 6.96 7.27 
7 7.22 7.92 7.27 7.01 7.34 
8 7.24 7.94 7.27 7.01 7.35 
9 7.26 7.98 7.28 7.03 7.33 
10 7.26 7.99 7.27 7.03 7.33 
11 7.26 8.00 7.28 7.03 7.33 
12 7.27 7.99 7.28 7.03 7.33 
13 7.28 7.98 7.30 7.02 7.34 





Table 3.5. Computed torsional energy barriers in polyenes for IP-tuned long-range corrected 
hybrid DFT functionals as a function of repeat unit, n. Torsional barriers (T.B.) in kcal mol-1 and 







n ωPBE ωPBEh ωB97 BNL BOP 
 T.B. ω T.B. ω T.B. ω T.B. ω T.B. ω 
1 5.63 0.320 5.91 0.267 5.71 0.323 5.54 0.358 5.76 0.341 
2 6.28 0.281 6.64 0.231 6.28 0.283 6.09 0.311 6.38 0.297 
3 7.20 0.253 7.63 0.205 7.12 0.254 6.89 0.277 7.27 0.265 
4 7.64 0.231 8.10 0.185 7.51 0.232 7.29 0.252 7.70 0.241 
5 8.15 0.213 8.63 0.169 7.97 0.215 7.77 0.232 8.19 0.223 
6 8.47 0.199 8.96 0.156 8.23 0.200 8.06 0.216 8.50 0.207 
7 8.80 0.187 9.29 0.145 8.50 0.188 8.36 0.203 8.81 0.195 
8 9.05 0.177 9.52 0.136 8.68 0.179 8.61 0.191 9.06 0.184 
9 9.28 0.169 9.75 0.128 8.87 0.17 8.83 0.182 9.30 0.175 
10 9.49 0.161 9.94 0.121 8.93 0.163 9.01 0.174 9.48 0.167 
11 9.65 0.155 10.11 0.115 9.35 0.156 9.21 0.166 9.64 0.161 
12 9.82 0.149 10.26 0.110 9.38 0.150 9.38 0.160 9.79 0.155 
13 10.01 0.144 10.41 0.105 9.53 0.143 9.52 0.155 9.99 0.149 




Table 3.6. Computed torsional energy barriers in oligodiacetylenes for various (semi)local and 
hybrid DFT functionals as a function of repeat unit, n. All values in kcal mol-1. 
 
 
n SVWN BP86 PBE PBE0 B3LYP BMK M06-L M06 M06-2X M06-HF 
1 1.06 1.07 1.06 0.89 0.89 0.71 0.99 0.73 0.66 0.48 
2 1.75 1.71 1.73 1.35 1.36 1.03 1.60 1.10 0.94 0.63 
3 3.02 2.90 2.92 2.10 2.14 1.60 2.68 1.71 1.36 0.81 
4 3.38 3.22 3.24 2.25 2.31 1.67 2.95 1.83 1.41 0.83 
5 3.81 3.60 3.63 2.43 2.50 1.75 3.22 1.96 1.49 0.84 
6 3.98 3.73 3.78 2.48 2.56 1.78 3.33 1.99 1.50 0.84 
7 4.15 3.88 3.95 2.53 2.61 1.81 3.50 2.01 1.51 0.84 
8 4.25 3.93 4.03 2.53 2.62 1.81 3.56 1.97 1.50 0.84 
9 4.35 3.99 4.06 2.54 2.62 1.88 3.60 2.02 1.50 0.84 






Table 3.7. Computed torsional energy barrier in kcal mol-1 in oligodiacetylene for various long-
















1 0.45 0.59 0.48 0.42 0.43 
2 0.61 0.83 0.63 0.56 0.59 
3 0.83 1.18 0.88 0.75 0.81 
4 0.86 1.23 0.90 0.77 0.82 
5 0.86 1.27 0.93 0.78 0.83 
6 0.86 1.28 0.93 0.78 0.84 
7 0.86 1.29 0.95 0.78 0.83 
8 0.86 1.29 0.95 0.77 0.82 
9 0.86 1.28 0.95 0.78 0.80 





Table 3.8. Computed torsional energy barriers in oligodiacetylenes for IP-optimized long-range 
corrected hybrid DFT functionals as a function of repeat unit, n. Torsional barriers (T.B.) in kcal 












n ωPBE ωPBEh ωB97 BNL BOP 
 T.B. ω T.B. ω T.B. ω T.B. ω T.B.  ω 
1 0.49 0.292 0.54 0.245 0.53 0.299 0.46 0.326 0.47 0.312 
2 0.75 0.248 0.78 0.198 0.79 0.247 0.71 0.268 0.73 0.257 
3 1.41 0.205 1.38 0.170 1.21 0.222 1.13 0.232 1.18 0.223 
4 1.46 0.181 1.45 0.150 1.38 0.194 1.28 0.208 1.31 0.200 
5 1.56 0.172 1.61 0.137 1.53 0.179 1.44 0.191 1.45 0.185 
6 1.58 0.169 1.69 0.127 1.62 0.168 1.54 0.178 1.55 0.173 
7 1.66 0.161 1.77 0.120 1.71 0.160 1.63 0.169 1.62 0.165 
8 1.72 0.155 1.85 0.115 1.76 0.155 1.69 0.162 1.68 0.158 
9 1.76 0.151 1.85 0.112 1.82 0.150 1.70 0.157 1.72 0.154 




Following the work of Savin and Flad,69 LRC functionals partition the electron-electron 
Coulomb operator into a short-range domain and a long-range domain through the use of Eq. ( 
2.10 ). In a recent work, we found that the optimal range-separation parameter ω in molecular 
chains, determined by non-empirical tuning to match the IP (ionization potential)-theorem,70 
strongly depends on the conjugation length of the molecules under study.71 Furthermore, earlier 
studies showed that the MESIE is typically reduced by several orders of magnitude compared to 
standard DFT methods when combining the LRC-hybrids with the IP-tuning procedure.72-77 
These results indicate that the range-separation parameter has a decisive influence on the 
delocalization error and, presumably, on the calculated torsion barriers. Therefore, we have not 
only employed the LRC-hybrids with their standard range-separation parameter values but also 
with the tuned ω values. We recall that the IP-tuning procedure78 minimizes the difference 
between the HOMO eigenvalue of the ground state and the ionization potential (i.e., the 
difference between the energies of the neutral and cation states), thereby leading to a significant 
reduction in delocalization error.72-77 The tuning procedure was done prior to optimization for the 
trans (θ = 180°) geometry and that ω value was then used for the optimization of the entire 
potential energy surface. Although a change in the tuned ω value with the torsion angle was 
noted in a previous study, here, we fix the ω value to its tuned value for the trans geometry. This 
is necessary to make a consistent comparison of the energies for the various torsion barriers. 
Changing ω along the torsion would change the underlying functional and, thus, eliminate the 
ability for a relative comparison of the energies at each torsion angle. 
 
To understand the origin of the failures of standard DFT approaches in computing the torsion 




relates the delocalization error with a property of the exact exchange-correlation functional: The 
exact total energy as a function of fractional occupation must correspond to a series of straight 
lines with kinks at integer occupations as demonstrated in a seminal work by Perdew and co-
workers.79 Hence, any deviation of the energy for fractional charges from the exact linear 
condition is due to an error in the approximation to the exchange-correlation functional, referred 
to as the MESIE. Semilocal DFT functionals yield a convex curve for energy vs. fractional 
occupation, which means that they spuriously favor delocalized over localized charges. On the 
other hand, HF theory shows a concave total energy curve, related to a localization error. Hence, 
the amount of HF exchange in a given hybrid functional is crucial for its treatment of electron 
delocalization.  
 
Here, we quantify the MESIE by calculating the total energy curve for fractional particle 
numbers when going from the neutral molecule to the cation in the optimized neutral geometries 
(discussed in detail below). Fractional particle curves for the evaluation of the MESIE were 
performed in a local developers’ version of PSI480 using the geometries obtained from SVWN, 
PBE, PBE0, and standard and IP-tuned ωPBE and ωPBEh; the cc-pVDZ basis set was used in 
the MESIE analysis. A comparison with jun-cc-pVDZ was also made and the calculated MESIE 






3.3. Results and Discussion 
3.3.1. Results for DB-DFMP2-Computed Torsion Potentials 
 
In order to assess the quality of our benchmark data, we start with an analysis of the DB-DFMP2 
results compared with experimental results obtained with Raman spectroscopy and high-level 
calculations performed on polyenes for the smallest n values. The DB-DFMP2 barrier changes 
by 4.25 kcal mol-1 from n = 1 to 14 (see Figure 3.2). The largest increase in the torsion barrier 
(0.81 kcal mol-1) is seen between n = 3 – 4. For oligomers longer than n = 8, the barrier slowly 
converges to its final value, showing steps of ca. 0.1 kcal mol-1 and decreasing between n = 9 
and 14. Note that only for n = 1 – 3 was a cis-gauche–barrier–trans motif seen in previously 
published results (see Ref. 81).  
 
For the smallest polyenes (n = 1, i.e., butadiene, see Table 3.9), the accuracy of DB-DFMP2/aug-
cc-pVDZ for energies and geometries can be compared to other high-level wave-function 
methods used previously in the literature. Recent state-of-the-art wave-function calculations 
benchmarked the transition barrier to be 6.12 kcal mol-1 (θ = 101°)82 at the [MP2(FC)/cc-pV5Z + 
CCSD(T)(FC)/cc-pVTZ] level and 6.40 kcal mol-1 (θ	  = 101.7°)81 at the [CCSD(T)(FC)/CBS + 
CCSD(T)(CV)/cc-pwCVQZ + SR correction + CCSDT(Q)(FC)/cc-pVDZ correction] level. 
These results compare well with the torsional barrier identified by our constrained optimization 
procedure, where we fixed the dihedral angle to be θ = 100°. In addition, it should be noted that 
our potential energy surface scan coincides well with the values benchmarked by the high-level 
CCSD(T) calculations and Raman spectroscopy both in terms of angle and computed relative 
energy; the computed energies provide for an adequate comparison within ca. 0.5 kcal mol-1 




CCSDT(Q)(FC)/cc-pVDZ correction] reference for all dihedral angles (i.e., consistently 








Figure 3.2. Evolution of the torsional potential in polyenes (top) and oligodiacetylenes (bottom) 











Table 3.9. Comparison of the calculated total energies for butadiene (n = 1) relative to the trans 
planar conformation with literature values (dihedral angles, θ, are reported in parentheses). 












Trans 0 (180) 0 (180) 0 (180) 0 (180) 
Torsion Barrier 6.40 (101.7) 6.12 (101) 5.97 (103) 6.39 (100) 
90° 6.16 (90) 5.85 (90) 5.52 (90) 6.02 (90) 
Gauche 3.01 (35.5) 2.89 (35) 2.87 (38) 3.12 (30) 
Cis 3.49 (0) 3.47 (0) 3.94 (0) 3.84 (0) 
a) CCSD(T)(FC)/CBS + CCSD(T)(CV)/cc-pwCVQZ + SR correction + CCSDT(Q)(FC)/cc-pVDZ 
correction Ref. 81   
b) MP2(FC)/cc-pV5Z + CCSD(T)(FC)/cc-pVTZ Ref. 82   
c) Gas-phase Raman Ref. 83  
d) DB-DFMP2/aug-cc-pVDZ, this work 
 
The potential energy surfaces for oligodiacetylenes is seen to vary only between 0.5 and 1.8 kcal 
mol-1 over the entire range of n studied (Figure 3.2). The ability of DB-DFMP2/aug-cc-pVDZ to 
produce quantitatively correct torsion potentials for oligodiacetylenes with n = 1, 2 was 
discussed in detail previously.41 It is reasonable to assume that DB-DFMP2 will produce 
qualitatively and at least semi-quantitatively correct torsion barriers also for longer 
oligodiacetylenes. With a reliable and semi-quantitative method available for computing torsion 
barriers for long polyenes and oligodiacetylenes, we can now start analyzing the performance of 






3.3.2. Torsion Potentials Computed with Standard DFT 
The interplay between the various semilocal approximations to exchange and correlation and the 
amount of HF exchange employed in the various functionals used to calculate the torsional 
barriers for polyenes and oligodiacetylenes is illustrated in Figure 3.3 in comparison to the DB-
DFMP2 barriers. The torsion barriers for the individual chain lengths are fitted using the 
effective conjugation length model given in Eq. ( 3.1 ) (lines) and extrapolated to the polymer 
limit. For polyenes, the torsional potentials for all of the functionals agree qualitatively: The 
most stable conformation is the trans form at 180° and the barrier occurs at approximately 100°. 
The relative magnitude of the barrier, however, differs by as much as 0.2 to 5 kcal mol-1 among 
the various methods. Qualitatively similar results are obtained for the oligodiacetylenes, for 
which the relative magnitude of the barrier differs by 0.01 – 2.6 kcal mol-1 among the different 
functionals.  
 
It is expected that with a large self-interaction error, the effective conjugation length would be 
overestimated due to an over-delocalization of the electronic structure, thereby overestimating 
the torsional barrier. Larger oligomers were calculated to ensure that a saturation of the effective 
conjugation length had in fact been reached up to n = 19 for polyenes and n = 11 for 
oligodiacetylenes; see Table 3.1. The effective conjugation length is assigned for each of the 
functionals for polyenes and oligodiacetylenes (defined here as the point at which the torsion 
barrier changes by less than 0.1 kcal mol-1). Using the DB-DFMP2 results, an effective 
conjugation length of n = 14 and n = 6 is obtained for polyenes and oligodiacetylenes, 
respectively. These results are qualitatively consistent with the computed torsional barriers: 




dramatically overestimate the torsional barrier in polyenes by a similar amount of 4.2 – 4.8 kcal 
mol-1 relative to the DB-DFMP2 (10.7 kcal mol-1) result. For oligodiacetylenes, SVWN (4.55 
kcal mol-1), BP86 (4.13 kcal mol-1), and PBE (4.23 kcal mol-1) overestimate the torsional barrier 
by 2.7 – 2.3 kcal mol-1 relative to the DB-DFMP2 (1.82 kcal mol-1) result. These findings are 
consistent with previously published results for these functionals.33 It is worth noting that the 
error in the computed torsion barriers when compared to the DB-DFMP2 results increases with 
system size, leading to a larger n calculated for the effective conjugation length. As a 
consequence of the purely (semi)local treatment of exchange and correlation, the torsional 
barriers calculated from LDA and GGAs actually grow almost linearly with the number of repeat 








Figure 3.3. Evolution of the computed torsional energy barriers in polyenes (top) and 
oligodiacetylene (bottom) for a variety of DFT methods as a function of the inverse number of 
repeat units, n. The results for the torsion barriers are fitted using the effective conjugation length 





In an attempt to quantitatively connect the error in the torsion potentials to the delocalization 
error, we calculated the MESIE for the n = 14 polyene using geometries obtained from various 
functionals. This is illustrated in Figure 3.4, where δ denotes the deviation in fractional number 
of electrons from the neutral molecule. As the non-linearity of the approximate fractional particle 
curves can be hard to gauge with the naked eye, the deviation from linearity of the total energy 
ΔE(δ) is shown in the inset of Figure 3.4. The integral 𝑒!"#$" = ∆E(δ)dδ
!
!!    quantifies the 
MESIE upon ionization of the molecule. A negative [positive] 𝑒!"#$" indicates a delocalization 
[localization] error.17 The delocalization error for both SVWN and PBE is estimated to be -4.2 
kcal mol-1 for the n = 14 polyene and -3.5 kcal mol-1 for the n = 10 oligodiacetylene. It is very 
instructive to note that the MESIEs calculated for different torsional angles of 0°, 100°, and 180° 
are identical within 0.05 kcal mol-1, indicating that with purely semilocal functionals the torsion 
does not break the conjugation. 






Figure 3.4. Change in relative energy for the n = 14 polyene (top) and the n = 10 
oligodiacetylene (bottom) as a function of fractional occupation number when going from the 
neutral molecule (δ = 0) to the cation (δ = -1) for SVWN (grey), PBE (pink), and PBE0 (blue) 
using the respective optimized neutral geometries. The inset shows the deviation of relative 



















Hybrid functionals that incorporate a percentage of HF exchange are seen to improve both the 
computed effective conjugation length and MESIE. The hybrid functionals PBE0 (12.1 kcal mol-
1) and B3LYP (12.3 kcal mol-1) overestimate the torsional barriers by +1.4 and +1.7 kcal mol-1 
relative to the calculated DB-DFMP2, respectively; this corresponds to an error reduction by 2.5 
– 3.2 kcal mol-1 as compared to LDA and GGAs. These results are consistent with a previous 
comparison of MP2/6-31G(d), B3LYP, and SVWN in computing the torsional barrier for 1,3-
butadiene, which showed that SVWN and B3LYP overestimated the barrier by 2.7 and 1.6 kcal 
mol-1, respectively.38 Also, the oligodiacetylene results demonstrate a similar improvement with 
HF exchange, with the error in the calculated torsional potentials decreasing to 2.6 kcal mol-1 and 
2.7 kcal mol-1 for PEB0 and B3LYP, respectively; however, these methods still give barriers that 
are +0.76 and +0.86 kcal mol-1 larger than the DB-DFMP2 barriers, respectively. Importantly, 
the effective conjugation length fit for the hybrid functionals matches the shape of the DB-
DFMP2 trend for both polyenes and oligodiacetylenes with increasing system size, 
demonstrating the important role that HF exchange has in reducing the error over a range of 
system sizes. However, seemingly a too small fraction of HF exchange is included in these 
standard hybrid functionals for an accurate description of the torsion barriers in long polyenes 
and oligodiacetylenes. As demonstrated for the PBE0 functional in Figure 3.4, the improvement 
in the torsion barriers is a manifestation of the reduction in MESIE, which is computed to be -
2.80 kcal mol-1 for the n = 14 polyene and -2.45 kcal mol-1 for the n = 10 oligodiacetylene. 
 
To further understand the improved accuracy seen with the hybrid functionals over the LDA and 
GGA functionals, a mixture of hybrid and nonhybrid meta-GGA functionals were used to 




exchange. In general, the torsion barriers decrease with increasing amount of HF exchange 
employed in the functional, as seen in Figure 3.3. The meta-GGA functionals were the closest to 
reproducing the DB-DFMP2 projected polymer-limit value for polyenes [oligodiacetylenes] with 
BMK, M06, and M06-2X differing by -0.42 [-0.10], +0.68 [+0.25], and -1.27 [-0.29] kcal mol-1; 
however, disparate results were seen in the performance of these functionals based primarily on 
the amount of HF exchange. For polyenes, the BMK functional is found to perform best at larger 
oligomer lengths resulting in the most accurate value relative to DB-DFMP2 at the polymer 
limit; M06-2X almost exactly replicates the DB-DFMP2 values up to n = 4, then starts to diverge 
to about 1 kcal mol-1 at the polymer limit, indicating that the performance of a functional over a 
variety of oligomer lengths is directly dependent on the amount of HF exchange within a given 
method. This effect is also seen in the torsion barrier obtained for the non-hybrid meta-GGA 
functional M06-L (15.1 kcal mol-1), which overestimates the barrier projected to the polymer 
limit by 4.4 kcal mol-1 relative to the DB-DFMP2 result (10.7 kcal mol-1). Similarly to LDA and 
the GGAs, this is attributed to a large delocalization error. Conversely, the lowest barrier for 
polyenes was obtained at the polymer limit using the M06-HF functional (7.1 kcal mol-1), i.e., 
3.6 kcal mol-1 below the DB-DFMP2 result. This indicates a severe localization error that grows 
with system size and becomes increasingly apparent for longer oligomers. With the M06-HF 
functional employing 100% HF exchange, the strong localization error can be anticipated.  
 
In summary of the results shown in Figure 3.3, it is apparent that the HF exchange plays a 
dominant role over any semilocal approximations to exchange-correlation in determining the 
torsional barriers in long oligomers. Of course, in the light of the close connection among 




surprising. Next, we study how the reduction in delocalization error by using non-empirically 
tuned long-range corrected hybrid functionals helps find a reliable description of the torsion 
barriers in molecular chains irrespective of their size and effective conjugation length.    
 
3.3.3. Torsion Potentials Computed with IP-Tuned DFT 
  
A variety of LRC-DFT functionals using default ω values were tested first. They all 
underestimate the calculated torsional barriers by 2.7 – 3.6 kcal mol-1 for the n = 14 polyene and 
0.52 – 1.0 kcal mol-1 for the n = 10 oligodiacetylene (Figure 3.5). This indicates that the 
treatment of electron delocalization is too HF-like in long π-conjugated oligomers. That is, for 
LRC-DFT functionals, the standard pre-defined ω values, which have typically been determined 
empirically for small and medium-sized molecules, intrinsically underestimate the characteristic 
length of range separation in large π-conjugated systems, leading to an underestimation of 
electron delocalization. This finding is in line with earlier results for polyenes and other long π-
conjugated systems.71 The flattened line shapes seen in Figure 3.5 are also indicative of this 
trend: little change in torsional barrier is seen after n = 4. Thus, the effective conjugation length 
is predicted to be too short with these methods. These results can directly be related to the ω 
value in each functional; for ωPBEh (ω = 0.200 bohr-1), ωPBE (ω = 0.400 bohr-1), ωB97 (ω = 
0.400 bohr-1), BOP (ω = 0.400 bohr-1), and BNL (ω = 0.500 bohr-1), we find projected torsion 
potentials at the polymer limit of 8.02 [1.30], 7.32 [0.88], 7.31 [0.96], 7.37 [0.83], and 7.09 
[0.79] kcal mol-1 for polyenes [oligodiacetylenes], respectively. This shows that the fixed ω 
value is the determining factor for the calculated torsion barrier in the polymer limit, consistently 
with what was shown for HF exchange in global hybrid approaches. This is especially evident 




of 0.400 bohr-1 and show computed differences of less than 0.1 kcal mol-1. The calculated 
MESIEs for ωPBEh and ωPBE correspond to a localization error of +1.62 [2.33] and +3.04 
[2.59] kcal mol-1 for the n = 14 polyene [n = 10 oligodiacetylene] (Figure 3.6); the MESIEs at 
different torsional angles are seen to differ by up to 0.6 kcal mol-1.  
 
As has been demonstrated and discussed in more detail in several recent publications,72-77 the 
MESIE can be reduced by several orders of magnitude by tuning the range-separation parameter 
using the non-empirical IP-tuning procedure discussed above. To further understand the 
connection between the MESIE and the error in the torsion potentials, it is useful to directly 
compare the error in the torsion potentials with the MESIE in the used functionals. For this, the 
range-separation parameter was optimized for each n and then employed to calculate the torsion 
barrier for polyenes and oligodiacetylenes. IP-tuned ωPBEh, ωPBE, ωB97, BOP, and BNL give 
errors in the torsion barriers of +0.12 [+0.11], -0.14 [-0.03], -0.77 [+0.11], -0.19 [0.00], and -0.56 
[+0.02] kcal mol-1 relative to DB-DFMP2 at the polymer limit for polyenes [oligodiacetylenes]. 
That is, the agreement of the torsion potentials computed with the IP-tuned LRC functionals 
increases substantially over the barriers computed using the standard ω values. These results 
demonstrate that for long π-conjugated molecular chains, the standard ω values prematurely 
truncate the characteristic length over which the electrons delocalize. Therefore, upon tuning the 
range-separation parameter, we see a growth in the computed torsion barrier similar to that of the 
DB-DFMP2-calculated progression. The calculated MESIE for IP-tuned ωPBE and ωPBEh also 
results in a substantial decrease in the localization error; MESIE values of +0.18 [+0.08] and 
+0.38 [+0.16] kcal mol-1 are calculated for IP-tuned ωPBEh and ωPBE, respectively, for the n = 




for the MESIE computed for the (semi)local functionals, the MESIEs for IP-tuned functionals at 
various θ values for the polyenes change the qualitative picture:71 for example, the computed 
localization error of 0.38 kcal mol-1 computed for  IP-tuned ωPBE at θ = 180° changes to -0.15 
kcal mol-1 at θ = 100°; this is related to the dependence of the actual IP-tuned ω on the torsion 






Figure 3.5. Evolution of the computed torsional barriers in polyenes (top) and oligodiacetylene 
(bottom) for a set of standard and IP-tuned long-range corrected hybrid functionals as a function 
of the inverse number of repeat units, n. The results for the torsion barriers are fitted using the 




















However, our results also reveal an issue with the IP-tuning procedure. Figure 3.5 shows that the 
saturation point reached for DB-DFMP2 and most of the global hybrids (i.e., where the torsion 
potential does no longer increase with size) is not seen in the IP-tuned LRC functionals. Instead, 
the IP-tuned torsion potentials continue to grow with oligomer length. This issue has also been 
observed in the context of earlier studies.71,72,84 For highly conjugated systems, the characteristic 
length of the range separation as determined from the IP-tuning procedure grows almost linearly 
with system size; the IP-tuning procedure then eventually leads to an ω value that approaches 
zero, in which case the LRC functional goes over to a purely semilocal functional in the polymer 
limit.71 This problem has been demonstrated by some of us to have important consequences for 
the calculation of the degree of bond-length alternation in polyenes.72 As in the case of the 
torsion barriers in the present work, the IP-tuning procedure significantly improves bond-length 
alternation for medium-sized oligomers but is not able to predict the correct structural properties 
at the polymer limit. Clearly, improved tuning procedures and/or LRC functionals have to be 
developed to circumvent this intricate problem. It might be that a single ω length-scale parameter 
does not adequately provide for the division of the exchange hole, and that a density-dependent 
ω would be more appropriate, e.g., as in the work of Scuseria and co-workers.85 Alternatively, 
correlation might be the source of the problem, in which case range-separation of the correlation 
hole could provide superior accuracy, e.g., as has been applied by Chabbal et al. for the accurate 







   
 
Figure 3.6. Change in relative energy as a function of fractional occupation number for the n = 
14 polyene (top) and the n = 10 oligodiacetylene (bottom) when going from the neutral molecule 
(δ = 0) to the cation (δ = -1) for ωPBE (red) and IP-tuned ωPBE (purple), using the respective 
optimized neutral geometries. The inset shows the deviation of relative energy from a straight 





















Various DFT functionals were compared with high-level DB-DFMP2/aug-cc-pVDZ calculations 
on polyenes and oligodiacetylenes as a way to demonstrate the disparity in the treatment of π-
conjugated systems using commonly used DFT functionals. To assess the performance and 
reliability of the DFT functionals, the torsion barriers for n = 1 – 14 [n = 1 – 10] repeat units for 
polyenes [oligodiacetylenes] were evaluated. When compared to DB-DFMP2/aug-cc-pVDZ 
results, the computed torsional barriers very strongly depends on the DFT functional used, which 
can be attributed primarily to the fraction of HF exchange used in the respective functionals. 
 
It is found that the meta-GGA functionals BMK and M06 lead to the closest values to the DB-
DFMP2 values. Though it may be an indication of the accuracy of these particular semilocal 
exchange-correlation functionals, the results we have obtained in this work clearly demonstrate 
the overwhelming importance of the amount of HF exchange in accurately describing the torsion 
barriers for these conjugated systems and point to the fact that the success of BMK and M06 can 
be ascribed primarily to the employed fractions of HF exchange. Through an analysis of system 
energy versus fractional electron number, it is shown that various standard DFT methods suffer 
from delocalization or localization errors, depending on the amount of HF exchange in a given 
method. This point was further demonstrated for the LRC functionals that give wide-ranging 
results depending on the pre-defined range-separation parameter (ω) value. However, through 
non-empirically tuning the ω value, all of the IP-optimized LRC functionals significantly 




understood in terms of a marked reduction in MESIE as a consequence of the IP-tuning 
procedure.   
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Mixed valence (MV) systems are compounds that contain two or more redox centers in different 
oxidation states.1 Here, we focus on organic MV systems that contain two redox sites; a charge 
can then either localize on one of the redox centers or delocalize over both. The electronic and 
optical properties of MV systems are defined by the competition between the electronic coupling 
(hereafter denoted as t) among redox centers and the vibronic coupling; in simple models, the 
latter is given by the Marcus reorganization energy (λ). Depending on the relative strengths of 
these two parameters, MV systems are commonly classified into three categories (Robin-Day 
classification):1 class-I (negligible electronic coupling, λ  ≫  2t), class-II (weak electronic 
coupling, λ >  2t), and class-III (strong electronic coupling, λ  ≤  2t) systems. In class-I and class-
II systems, the lowest adiabatic potential energy surface presents two equivalent minima 
corresponding to two broken-symmetry geometry configurations with the charge predominantly 
localized on one of the redox sites. On the other hand, the ground state of class-III MV systems 
is characterized by a symmetric potential energy surface with a single minimum and complete 
charge delocalization. 
 
Experimentally, important information about organic MV systems can be derived by means of 
various techniques such as optical absorption, electron spin resonance, or gas-phase ultraviolet 
photoelectron spectroscopy.2-14 For example, in optical absorption, the assignment of class-II and 




broad and symmetric bands imply a class-II classification while narrower, asymmetric bands are 
indicative of class-III compounds.3,15-17 In practice, however, this classification can be hard to 
assign due to overlapping bands from other transitions and the vibrational details of the CT band 
in class-III systems that can possibly also lead to broad and almost completely symmetric 
bands.10  
 
In general, experimental studies are hindered by complications arising from temperature effects, 
the time scale for charge transfer, and environmental effects (which for some systems can result 
simultaneously in localization and delocalization effects).18 Therefore, for a complete 
understanding of the MV properties, a reliable theoretical description of the geometric and 
electronic structure of these systems is required, which has been the goal of many recent 
studies.19-24 However, even when considering isolated molecules (to avoid the complications 
related to environment effects), a method capable of reliably distinguishing between class-II and 
class-III MV systems is still lacking in the case of large MV systems that cannot be treated with 
highly correlated wave-function methods. 
 
Density functional theory (DFT) is widely used for electronic-structure calculations of organic 
molecules and other systems of chemical interest because of a combination of reasonable 
computational cost and generally sufficient accuracy. However, it is well established that 
standard semilocal and global hybrid exchange-correlation functionals (e.g., B3LYP) do not 
correctly cancel the long-range self-Coulomb interactions, resulting in a spurious self-repulsion 
of charge densities.25,26 As a result, the widely used semilocal and global hybrid approximations 




they consistently delocalize the charge symmetrically over both redox centers, even for MV 
systems with very small electronic couplings (in the absence of solvent).6,7,20 The amount of HF 
exchange employed in global hybrid functionals (but typically only in conjunction with a solvent 
model) was seen earlier to reduce the degree of spurious delocalization in MV systems, which 
demonstrates the importance that Hartree-Fock (HF) exchange has in reducing the error inherent 
to semilocal DFT approaches.20 Renz et al. 20 have shown that too little HF exchange is included 
in standard hybrid DFT functionals for applicability to MV systems and therefore the charge 
delocalization is consistently overestimated; about 35% of HF exchange together with solvent 
consideration was proposed by these authors as a reasonable tradeoff. However, this approach 
essentially benefits from a cancelation of errors between the functional and the solvation method. 
Since in this approach the amount of HF exchange explicitly considered is insensitive to the 
characteristics of a specific system, it becomes very difficult to estimate how this approach will 
perform for a range of different MV systems and solvents. On the other hand, it is well known 
that methods that include too much HF exchange consistently overlocalize the charge,26,27 
leading to spurious symmetry breaking even in the case of systems with large electronic 
couplings.5,27,28 With HF [standard DFT] spuriously localizing [delocalizing] charge densities, 
both HF and standard DFT approaches can happen to yield a correct Robin-Day classification, 
however, possibly for the wrong reasons.  
 
It is helpful at this stage to consider the many-electron self-interaction error (MESIE) that has 
been discussed extensively in the literature on density functional approximations. Following 
Refs. 29,30, an approximation to the exchange-correlation functional is called free from MESIE 




fractional particle numbers, which is that the total energy as a function of fractional occupation 
must correspond to a series of straight lines with kinks at integer occupations.31 In this context, 
neither HF (which is free from one-electron self-interaction errors) nor any of the commonly 
used density functional approximations are free from MESIE. However, the deviations from the 
straight-line behavior are different for HF and DFT. Standard DFT functionals yield convex 
curves for energy vs. fractional occupation, which is consistent with the fact that they favor 
delocalized over localized charges; in contrast, curves obtained from HF theory are concave, i.e., 
consistent with HF spuriously favoring charge localization (the MESIEs in HF and DFT are 
frequently referred to as localization and delocalization errors, respectively).26,27 
 
Recently, long-range corrected (LRC) functionals have been introduced as a way to reduce the 
MESIE and provide a better balance between localization and delocalization effects.32-34 Here 
our main goal is to demonstrate a methodology capable of describing reliably the intrinsic factors 
that determine the nature of the coupling between redox centers in MV systems. We consider an 
LRC functional and nonempirically optimize the range-separation parameter ω via ionization 
potential (IP) tuning. This approach has the distinct advantage over empirically tuning the 
amount of HF exchange in global hybrid functionals as suggested in previous studies20,23,24 that 
no assumption needs to be made about the classification of the MV system a priori.  
 
We first discuss the impact that the MESIE has in determining the extent of over-(de)localization 
of the excess charge in representative organic MV systems. Then, we use a nonempirically tuned 
long-range corrected hybrid functional to minimize the MESIE and the (de)localization error; the 




(HOMO) by several orders of magnitude, thereby practically removing the spurious 
delocalization of the excess charge seen in common functionals.32-34 We demonstrate that this 
approach leads to a reliable DFT methodology capable of correctly assessing charge 
(de)localization in MV systems; this is done for the three organic MV compounds illustrated in 
their neutral ground-state structure in Figure 4.1, which are chosen to represent class-II, class-III, 
and borderline class-II/III cases.  
 
We note that there are two contributions to the reorganization energy related to the electron-
transfer process: an internal (or inner) reorganization due to electron coupling with 
intramolecular vibration modes and external (or outer) reorganization due to the coupling with 
the surrounding medium (solvent). Since a clear distinction between these contributions is 
important in order to avoid any spurious cancellation of errors, we have chosen here to neglect 
the role of solvent by considering isolated molecules and to concentrate our analysis on the 
internal reorganization. While we note that for the borderline class-II/class-III systems studied 
experimentally the choice of solvent influences the reorganization energy and, hence, the Robin-
Day classification, the main goal of our study is to demonstrate a method capable of accurately 
determining the strength of the coupling between redox centers in MV systems. Thus, our 
objective is to provide insight into the many intrinsic factors that affect the charge-transfer 
process in these systems, such as the electronic nature of bridging groups,35,36 orientation of 





Figure 4.1. Chemical structure of the neutral ground state of the mixed-valence systems used in this 
study: 1) 5-methyl-5-((4-methyl-1H-pyrrol-3-yl)methyl)-2,4,5,6-tetrahydrocyclopenta[c]pyrrole; 2) 




Geometry optimizations were performed using Gaussian 09 (Rev. B)43 at the HF, B3LYP,44-46 
and long-range corrected hybrid ωB9747 levels with the cc-pVDZ basis set.48 Molecular 
geometries were optimized using spin-restricted calculations for the neutral ground states and 
spin-unrestricted calculations for the radical-cation states. Larger basis sets were also examined 
to determine the impact on the excitation and reorganization energies for 1+ (Table 4.1); changes 
of only about 0.1 eV in the excitation energies and about 0.01 eV in the thermal barriers was 







Table 4.1. Basis set dependence of IP-tuned ωB97 computed transition energies (ΔE) and 










cc-pVDZ 0.79 0.45 0.077 
aug-cc-pVDZ 0.91 0.58 0.081 
cc-pVTZ 0.92 0.59 0.085 
aug-cc-pVTZ 0.96 --- --- 
a) Calculated as the difference in energy 
between the (X = -1.0) symmetry-broken and 
(X = 0.0) symmetric configurations 
 
For ωB97, the optimal value (i.e., the value minimizing the MESIE) of the range-separation 
parameter ω was determined following the IP (ionization potential)-tuning procedure.49,50 This is 
done by minimizing the difference between the highest occupied orbital eigenvalue and the 
computed ΔSCF ionization potential given by Eq. ( 2.11 ). 
 
To ensure consistency between the geometries and the IP-tuned ω-values, the geometry 
relaxation and IP-tuning procedures were iterated until full convergence was obtained. In order 
to analyze possible starting-point dependencies of the self-consistent geometry optimization/ω-
tuning procedure, we employed both the self-consistent HF and B3LYP geometries of the neutral 
and radical-cation states as geometric starting points. As was shown earlier, the characteristic 
length of the IP-tuned range separation, 1/ω, grows with the degree of conjugation in the 




ω value is determined inherently by the electronic coupling between the redox centers. However, 
it has been demonstrated recently51 that the dependence of the IP-tuned ω value on system size 
introduces problems with size-consistency such as the comparison of energies derived from 
different tuned functionals (i.e., with a different ω value). 
 
For the sake of comparison with previous studies, the broken-symmetry and symmetric (top of 
the tunneling barrier) geometries of compound 1+ were obtained by imposing C2v and D2d 
symmetry constraints, respectively. No symmetry constraints were employed for the amine 
complexes 2+ and 3+. Frequency analyses were performed for all optimized geometries to ensure 
that a minimum had been reached. 
 
The determination of the fractional particle curves for the evaluation of the MSIE were carried 
out with a local developers’ version of PSI4.52 Fractional particle curves were carried out using 
the self-consistent geometries obtained from the methods studied here: ωB97, B3LYP, and HF. 
The cc-pVDZ basis set was employed for all fractional-electron calculations. For the fractional 
particle curves of 3+, the methoxy groups were substituted by hydrogen atoms.  
 
In order to benchmark the LRC-DFT calculations for 1+ and 2+, we have employed the single-
reference equation-of-motion coupled-cluster (EOM-CC) approach, which is among the most 
accurate methods in calculating excitation energies with typical errors of about 0.1 – 0.3 eV.53-55 
For ionized systems, the EOM-IP-CC is capable of describing accurately both the charge-




EOM-IP-CC calculations, a suitable starting reference point is obtained from the neutral HF 
wave function, which does not suffer from the instability problem. The target ionic wave 
functions are derived by removing an electron from the reference within a coupled-cluster 
framework.56-60 The EOM-IP-CCSD calculations were performed using the QChem ab initio 
package.61  
 
4.3. Results and Discussion 
4.3.1. Comparison of Results from IP-Tuned DFT with Standard DFT and HF for Class-II 
Mixed-Valence System  
 
For compound 1+, previous high-level post-HF methods such as charge-renormalization 
equation-of-motion coupled cluster methods with triple corrections (CR-EOM-CCSD(T)),22 
multireference methods (e.g., complete active space SCF with single and double excitations),21 
and multireference methods combined with a perturbative description19 have pointed out that the 
lower potential energy surface corresponds to a double well. Figure 4.2 displays the singly 
occupied molecular orbital (SOMO) of 1+ as obtained from self-consistent HF and B3LYP 
geometry optimizations. B3LYP results in the positive charge being symmetrically delocalized 
over both redox centers (in our experience, the same picture is obtained when using other 
common semilocal or global hybrid functionals incorporating less than roughly 50% HF 
exchange, as discussed below). In contrast, HF leads to a localized charge and, thus, to an 
electronic structure and geometry that, from a qualitative standpoint, are consistent with the 
results of highly correlated post-HF methods. Importantly, however, for the reasons mentioned in 






Figure 4.2. Singly occupied molecular orbital (SOMO) plots for the HF (A) and B3LYP (B) 
cation geometries of 1+ that were subsequently further optimized with IP-tuned ωB97.  
 
The localization/delocalization errors of HF and B3LYP can be quantified based on the total 
energy curves as a function of fractional particle numbers when going from 1 to 1+. This is 
illustrated in Figure 4.3, where δ denotes the deviation in fractional number of electrons from the 
neutral molecule. As the nonlinearity of the approximate fractional particle curves can be hard to 
gauge with the naked eye, the deviation from linearity of the total energy ΔE(δ) is shown in the 
inset of Figure 4.3. The integral 𝑒!"#$" = ∆E(δ)dδ
!
!!   quantifies the MESIE upon ionization of 
the molecule (appearance of a hole in the HOMO). When 𝑒!"#$" is positive, the MESIE is 
referred to as a localization error, as situations with integer particle numbers are spuriously 
favored over situations with fractional particle numbers; conversely, a negative 𝑒!"#$" 
corresponds to a delocalization error.  
 
For 1+, we find a localization error of +0.233 eV for HF and a delocalization error of −0.263 eV 
for B3LYP. This is consistent with the localized and delocalized nature of the charge displayed 
in Figure 4.2 for the HF (Figure 4.2.A) and B3LYP (Figure 4.2.B) geometries, respectively. 
What we learn from these results is that the minimization of the MESIE related to the single 




necessary condition for functional approximations to allow a reliable prediction of the electronic 
structure of organic MV systems. To the best of our knowledge, no study to date has discussed 




Figure 4.3. Change in relative total energy of 1+ as a function of fractional occupation number of 
the HOMO when going from the neutral molecule (δ = 0) to the cation (δ = -1) for the HF 
(black) and B3LYP (grey) geometries; the inset shows the deviation ΔE with respect to the 
straight line connecting the δ = 0 and δ = -1 total-energy values. 
 
As has been demonstrated in several recent publications,33,34,62 the HOMO-MESIE can be 
reduced by several orders of magnitude by tuning the range-separation parameter in long-range 
corrected hybrid functionals on the basis of the nonempirical IP-tuning procedure introduced in 
Eq. ( 2.11 ).This is consistent with the fact that the IP-tuning can be interpreted as a minimization 
of the MESIE at the HOMO level:50 As the HOMO eigenvalue equals the slope of the total 




curve at δ = 0, when going from the neutral state to the cation, equals the vertical ionization 
potential, i.e., the total energy difference between the neutral and cation states.  
 
In this work, we tune the range-separation parameter ω in the long-range corrected hybrid 
functional ωB97; it is useful to note that, as was found as well in several earlier works that 
employed various tuned range-separated hybrid functionals,32,34,63,64 the results are not influenced 
qualitatively by the specifics of the semilocal approximations for exchange and correlation 
underlying the functional. Starting from the (broken-symmetry) HF and (symmetrical) B3LYP 
geometries, we find IP-tuned ω values of 0.139 and 0.161 Å-1, respectively, after the iterative 
procedure (see below). Using these self-consistent geometries and tuned range-separation 
parameters ω, we obtain the fractional particle curves plotted in Figure 4.4. As expected, the IP-
tuning procedure very substantially reduces the HOMO-MESIE, down to +7.38x10-4 and 
+4.86x10-3 eV, i.e., several orders of magnitude smaller than what is obtained from B3LYP and 
HF. These results underline that IP-tuned long-range corrected hybrid functionals can provide a 
practically HOMO-MESIE-free description of organic MV systems. We now proceed to show 
that these functionals have the potential to correctly assess the class to which organic MV 





Figure 4.4. Change in relative total energy of 1+ as a function of fractional occupation number of 
the HOMO when going from the neutral molecule (δ = 0) to the cation (δ = -1) using IP-tuned 
ωB97, and deviation of relative total energy from a straight line (inset). The cation geometries 







4.3.2. Many-Electron Self-Interaction Error-Free Tuned Long-Range Corrected Hybrid 
Functionals 
 
Although the ω-tuning procedure leads to HOMO-MESIE-free results for a given system, a 
drawback is that, by tuning the ω value, the effective Hamiltonian is changed, which removes the 
ability to directly compare relative energies that are obtained with different ω values. Also, the 
IP-tuned ω value itself is system-dependent and evolves during a geometry optimization. 
Specifically for 1+, the initial tuning procedure leads to ω = 0.140 Å-1 for the HF (i.e., broken-
symmetry) geometry and ω = 0.162 Å-1 for the B3LYP (i.e., symmetric) geometry. This first 
round of ω-tuning is then followed by an iterative process of alternating geometry optimization 
and ω-tuning until self-consistency between geometries and ω-values is reached; generally, a 
single full iteration step is sufficient to obtain this self-consistency. For 1+, this procedure leads 
to self-consistent ω values of 0.139 Å-1 and 0.161 Å-1 for the broken-symmetry and symmetric 
geometries, respectively.  
 
It is interesting to note that the wave function initially found at the symmetric geometry is 
unstable. Forcing the stability of the wave function (by using the keyword “stable = opt” in 
Gaussian 09) leads to a symmetry-broken solution (Figure 4.5). In that case, even though the 
geometry remains symmetric (all C=C double-like bond lengths are identical and equal to 1.409 
Å in both pyrrole rings of 1+), the spin density of the unpaired electron is distributed ~ 0.99 over 






Figure 4.5. Orbital plots for unstable wave function (left) and stable=opt wave function (right) 





Table 4.2. Spin density for segments A and B representing half of the spiro molecule 1+  with 
corresponding C-C double bond lengths of each geometry. 
 
 
X Unstable Stable = opt Bond length C=C (Å) 









B A B 
-1 0.01 0.99 0.00 0.99 1.385 1.434 
-0.9 0.01 0.99 0.00 0.99 1.387 1.432 
-0.8 0.01 0.99 0.00 0.99 1.389 1.429 
-0.7 0.01 0.99 0.00 0.99 1.392 1.427 
-0.6 0.01 0.99 0.00 0.99 1.394 1.424 
-0.5 0.01 0.99 0.00 0.99 1.397 1.422 
-0.4 0.01 0.99 0.00 0.99 1.399 1.419 
-0.3 0.60 0.40 0.00 0.99 1.402 1.417 
-0.2 0.55 0.45 0.00 0.99 1.404 1.414 
-0.1 0.50 0.50 0.00 0.98 1.407 1.412 
0.0 0.45 0.55 0.98 0.98 1.409 1.409 
0.1 0.40 0.60 0.98 0.00 1.412 1.407 
0.2 0.99 0.01 0.98 0.00 1.414 1.404 
0.3 0.99 0.01 0.99 0.00 1.417 1.402 
0.4 0.99 0.01 0.99 0.00 1.419 1.399 
0.5 0.99 0.01 0.99 0.00 1.422 1.397 
0.6 0.99 0.01 0.99 0.00 1.424 1.394 
0.7 0.99 0.01 0.99 0.00 1.427 1.392 
0.8 0.99 0.01 0.99 0.00 1.429 1.389 
0.9 0.99 0.01 0.99 0.00 1.432 1.387 
1 0.99 0.01 0.99 0.00 1.434 1.385 
D2d     1.409 1.409 






To facilitate a direct comparison to previous studies,21,22,65 the transition from localized to 
delocalized geometry was examined for compound 1+ by mapping out the double-well potential 
energy surface. This is done by mixing the two symmetry-broken geometries according to the 
equation: 
 𝑄 = 1/2 1− 𝑋 𝑄! + 1+ 𝑋 𝑄! , ( 4.1 ) 
where QA and QB represent the internal coordinates for the symmetry-broken geometries found to 
be the degenerate minima (-1.0 and 1.0 on the nuclear coordinate X, respectively), and represent 
asymmetric distortions from the symmetric geometry at the transition state (0.0 on the nuclear 
coordinate). The transition between the two localized structures was mapped out in steps of ΔX = 
0.1. Note that a relaxed symmetry tolerance is needed to recover the C2v (symmetry-broken) and 
D2d (symmetric) geometries at all points on the potential energy surface. The results are 








Figure 4.6. Potential energy surface as a function of the nuclear coordinate X representing the linear 
combination of the symmetry-broken (X = -1.0, 1.0) configurations, as calculated with IP-tuned ωB97 (ω 
= 0.139 Å-1). Results are given both without inclusion (  ) and with inclusion ( × ) of the “stable = opt” 
keyword ensuring stability of the wave function (see text). EOM-IP-CCSD ( ) and B3LYP (n) results are 
also given for comparison. 
 
Interestingly, the issue of wave-function stability arises not only for the top of the barrier but 
also, as seen from Figure 4.6, for a range of nearby points; as a result, the corresponding 
potential energy surface displays an unphysical discontinuity. Note also that the stability is not 
an issue for ω values that are too low, thus resulting in a delocalized picture (similar to what is 
plotted for B3LYP). For example starting from ω = 0.079 Å-1, 1+ is predicted to be a class-III 
system. If a larger amount of HF exchange is incorporated in the Hamiltonian (about ω = 0.132 
Å-1), then the potential energy surface corresponds to a double-well class-II system, with each 




The choice of the ω value (and therefore the amount of HF exchange incorporated) also changes 
the point along the nuclear coordinate where the spurious step in the potential energy surface 
occurs. The magnitude of the barrier (i.e., the energy difference between the symmetry-broken 
minimum and the symmetric maximum) is consequently altered. For a very low ω value, i.e., ω = 
0.079 Å-1, the symmetric geometry is lower by 0.06 eV, thereby giving a qualitatively similar 
description to B3LYP. The single-well symmetric potential energy surface (i.e., class-III) 
changes to a double well (i.e., class-II) at ω = 0.132 Å-1, resulting in a symmetric geometry that 







In addition to tuning the ω value in ωB97, we also considered a general hybrid GGA functional 
(BαLYP) of the form:  
 𝛼𝐸!!" + (1− 𝛼)𝐸!!! +   𝐸!!"#, ( 4.2 ) 
with variable amounts of HF exchange (𝐸!!") and where the DFT semilocal exchange and 
correlation functionals 𝐸!!! and 𝐸!!"# are defined here to retrieve the standard B3LYP functional 
for α = 0.20. Eq. ( 4.2 ) is considered to highlight the impact of the amount of HF for a direct 
comparison with previous publications that have recommended about 35% HF exchange (with 
implicit consideration of the solvent) in order to improve the description of the MV systems.20 
We note that by tuning the percentage of HF exchange, we can characterize the point when the 
system changes from class-III to class-II for 1+; this critical point was reached at α = 0.50. This 
value is larger than the value recommended in previous reports by the authors of Ref. 20, which 
is likely related to the lack of consideration of solvent in our study; however, it is interesting to 
note that most standard functionals have been parameterized to have far less HF exchange than 
needed to give the correct picture even for such a straightforward class-II MV molecule. 
Importantly, what is seen is that, by varying the amount of HF exchange in a global hybrid, one 
can obtain either the localized or delocalized picture depending on the amount of HF exchange 
used. Hence, such a methodology only allows to reproduce a Robin-Day classification that is 
known a priori, but not to predict it from first principles. In contrast, the range-separation 
parameter in our approach is tuned non-empirically, thus, allowing the prediction of the Robin-
Day classification.  
 
With an understanding of the potential energy surface of 1+ and the effect that the percentage of 




functional performs when compared to high-level methods. For IP-tuned ωB97, the estimated 
energy of the thermal barrier to electron transfer is 0.077 eV, which is obtained as the difference 
in energy between the (X = -1.0) symmetry-broken and (X = 0.0) symmetric configurations. The 
EOM-IP-CCSD-calculated ground-state energies follow almost exactly the IP-tuned ωB97 result 
and leads to a calculated electron transfer barrier of 0.107 eV, thereby giving validation to the 
reliability of our approach both qualitatively and quantitatively. The LRC-DFT result also 
compares well with the range of values previously given in the literature: 0.12 – 0.17 eV22 from 
multireference perturbation theory and 0.14 eV from ESR data on a similar spiro molecule.66 The 
authors or Ref. 22 also reported an electronic coupling between the redox centers of 0.11 eV with 
the CR-EOM-CCSD(T)/cc-pVTZ method. Although this method is a quantitatively accurate 
approach with a triple zeta basis set,67 the authors of Ref. 22 noted that the potential energy 
surface demonstrated a cusp at X = 0.0 on the nuclear coordinate that could only be remedied by 
multireference approaches, which show a delocalized charge. In fact, a multireference 
perturbative (to third order) approach resulted in a better description of the potential energy 
surface leading to a smooth barrier and gave a coupling of 0.14 eV but a significantly smaller 
thermal barrier of 0.039 eV.19 In contrast, several perturbative and multireference methods with 
single and double excitations provide a coupling value around 0.052 eV21 and a thermal barrier 
of 0.06921 and 0.086 eV.19  
 
Here, we calculate the electronic coupling as half the transition energy between the ground state 
and the first excited state of 1+ at the barrier on the potential energy surface. Our estimate of 0.22 
eV, determined with TD-DFT (at the IP-tuned ωB97 level) is in reasonable agreement with the 




also compares similarly with the high-level calculations, B3LYP geometry optimization results 
in a class-III system for 1+, which highlights the unreliability of this method.  
 
Table 4.3. Time-Dependent DFT, charge renormalization (CR)-CCSD(T), EOM-IP-CCSD, ωB97 
ΔSCF, and Koopmans’ theorem lowest vertical excitation energies (ΔE) and electronic couplings (t) for 




Coupling  (t 
= ΔE/2) 
TD-DFT (B3LYP) 0.46 0.23 
TD-DFT (IP-tuned ωB97a) 0.45 0.22 
CR-EOM-CCSD(T)/cc-pVTZb 0.22 0.11 
EOM-IP-CCSD 0.10 0.05 
ΔSCF (IP-tuned ωB97a) 0.14 0.07 
KT (IP-tuned ωB97a) 0.12 0.06 
a) ω = 0.139 Å-1 
b) Ref. 22 
 
Further analysis for t from Koopmans’ theorem using IP-tuned ωB97 (KT, i.e., the HOMO and 
HOMO-1 energy difference at the ground-state neutral geometry) gives a value of 0.062 eV. 
Additionally, a third method used to calculate electronic coupling is based on the energy 
difference of the ground and first excited states of 1+ at the symmetric configuration (ΔSCF 
approach), which results in an energy separation of 2t = 0.136 eV. Therefore, it can be seen that 
the electronic couplings based on KT and ΔSCF have a much lower value than the electronic 





We now turn to a discussion of the reorganization energy (λ). To estimate λ, we perform TD-
DFT at the symmetry-broken structure (X = 0.0, Eq.( 4.1), which results in a value of 0.79 eV. 
Therefore, the criterion of having λ (0.79 eV) > 2t (0.44 eV) for a RD class-II system is satisfied 
for 1+. It should be noted that although HF gives the qualitatively correct picture for 1+, the 
excitation energy (computed through configuration interaction singles [CIS]) results in a much 
overestimated value of 2.48 eV when compared to the IP-tuned ωB97 result, which is indicative 
of too localized an electronic structure for the symmetry-broken configuration. To conclude for 
1+, the classification and the microscopic parameters discussed here are consistent with previous 
studies on this molecule,19,21,22,65,68 indicating that it belongs to class-II. 
 
4.3.3. Comparison of Results for IP-Tuned DFT with Standard DFT and HF for a Class-III 
Mixed-Valence System  
 
We now consider compound 2+ that represents a prototypical class-III MV system. As in the case 
of 1+, 2+ is initially optimized with HF and B3LYP. Both optimizations yield symmetric 
geometries with the charge delocalized over the entire molecule, see Figure 4.7.A and Figure 
4.7.B. The self-consistent geometry-optimization and ω-tuning procedures with ωB97, when 
starting from the HF and B3LYP geometries, give optimal ω values of 0.129 and 0.128 Å-1, 
respectively. The IP-tuned-ωB97 results also lead to a completely delocalized SOMO (Figure 






Figure 4.7. SOMO wave functions for the HF (A), B3LYP (B), and IP-tuned ωB97 (C) 
optimized geometries of 2+.  
 
Thus, taking 2+ to be class-III, the electronic coupling between redox centers is determined as 
half the excitation energy at the minimum of the potential energy surface, using time-dependent 
(TD) DFT or CIS, see Table 4.4. The calculated electronic couplings compare well with 
experiment for IP-tuned-ωB97 (ω = 0.129 Å-1) and B3LYP, and are slightly lower than that 
obtained with CIS. Both the gas-phase UPS and the solution-based UV-Vis experiments confirm 







Table 4.4. TD-DFT, configuration-interaction singles (CIS), and EOM-IP-CCSD vertical excitation 
energies (ΔE) for 2+. The electronic couplings (t) are evaluated as half the transition energies and 




Coupling  (t = 
ΔE/2) 
TD-DFT (B3LYP) 2.33 1.16 
CIS (HF) 2.87 1.43 
TD-DFT (IP-tuned ωB97a) 2.37 1.18 
EOM-IP-CCSD 2.56 1.28 
Exp. UV-Vis 2.00 1.00b 
Exp. UPS --- 0.79c 
a) ω = 0.129 Å-1 
b) Calculated assuming the cation to be a class-III system 
using t = Eopt/2 for data acquired in CH2Cl2 from Ref. 12 







4.3.4. Comparison of IP-tuned DFT with Standard DFT and HF for a Borderline Class-
II/Class-III Mixed-Valence System  
 
With the demonstration that the approach developed here works well for clear-cut class-II and 
class-III examples, we now turn to compound 3+ that represents a borderline class-II/class-III 
MV system in the gas phase. For 3+, HF yields a broken-symmetry ground-state geometry with 
the excess charge localized on one of the triarylamine redox centers, whereas B3LYP gives a 
delocalized picture (Figure 4.8.A and Figure 4.8.B). This trend is also reflected in the optimized 
ω value at the ωB97 level when constraining the system to the HF geometry (0.087 Å-1), which 
is surprisingly close to what is obtained for the B3LYP geometry (0.086 Å-1). The fully IP-tuned 
ωB97 result starting from either the HF or B3LYP geometry gives a completely delocalized 
SOMO (Figure 4.8.C), thereby converting the valence-localized HF geometry to a delocalized 
geometry with an optimal ω value of 0.085 Å-1 while minimizing the MESIE of the HF and 
B3LYP results (Figure 4.9). This evolution is also seen in the bond-length difference between the 
C-N bonds along the backbone, which presents a difference of 0.016 Å for the HF geometry but 








   
 
Figure 4.8. SOMO wave functions for the HF (A), B3LYP (B), and IP-tuned ωB97 (C) 








Figure 4.9. Change in relative energy as a function of fractional occupation number of the 
HOMO when going from the cation (δ = -1) to the neutral molecule (δ = 0) for the HF (black) 
and B3LYP (grey) cation geometries of 3+ (A); these geometries were subsequently further 





In analogy to the fact that the HF results provide at first sight a qualitatively correct description 
of the symmetry-broken compound 1+, B3LYP would appear to give an appropriate qualitative 
picture for the symmetric compound 3+; however, B3LYP still displays a significant HOMO-
MESIE of −0.178 eV while the HF error is +0.264 eV (Figure 4.9.A). The IP-tuning procedure 
reduces the HOMO-MESIE to about +5.2x10-3 eV for both geometries (Figure 4.9.B). These 
results underline that the methodology followed in the present work should provide a reliable 
assessment of charge (de)localization in organic MV systems, even in instances where the 
experimental data are not unambiguous.  
 
As highlighted by the fact that conflicting experimental reports exist for a number of systems, the 
characterization of the degree of charge (de)localization is a complex problem. For example, 
previous experimental UV-Vis results for 3+ show an asymmetric band in the near-IR region,3 
which would be indicative of a class-III system exhibiting strong coupling of the electron-
transfer process to symmetrical vibrations.6 On the other hand, 3+ displays a significant 
solvatochromism as well as the presence of an alkyne stretch in the IR spectrum, indicative of a 
broken symmetry.11,35 
 
To better understand the nature of the electronic coupling between the redox centers, we 
performed TD-DFT calculations on 3+. For the optimized isolated cation, the first transition 
energy is calculated to be 0.77 eV, which is fully consistent with the absorption peak energies in 




conditions, we performed TD-DFT calculations on 3+ with the inclusion of a solvent model. In 
fact, disparate results were obtained depending on the solvent model chosen; a detailed 
discussion of these results clearly goes beyond the scope of this article. However, these results 
demonstrate that even small details in the characteristics of the solvation model can become 
decisive for borderline class-II/class-III MV systems. Therefore, it is important to distinguish 
clearly between the effects of the solvation model and the effects of the underlying electronic-
structure methods. Only by using an electronic-structure method that is free from 
localization/delocalization errors and, as a result, that is capable of distinguishing between class-
II and class-III MV systems in the gas phase, can we avoid a possible fortuitous cancellation (or 
amplification) of errors. This is clearly necessary if we want to analyze the performance of 
different solvation models for MV systems. 
 
Table 4.5. TD-DFT or CIS vertical excitation energies (ΔE) and electronic couplings (t) for 
compound 3+ obtained from various methods. All values in eV. 
  
Method ΔE Electronic Coupling (t = ΔE/2) 
TD-DFT (B3LYP) 0.81 0.40 
CIS (HF) 3.3 ---b 
TD-DFT (IP-tuned ωB97a) 0.77 0.38 
Exp. UV-Vis 0.77 0.38
c
 
a) ω = 0.085 Å-1  
b) Broken-symmetry-structure 
c) Calculated assuming the cation to be class-III systems using t = 









We have developed a reliable methodology for describing the charge localization / delocalization 
character of organic mixed-valence systems by employing an IP-tuned long-range corrected 
functional. Our findings demonstrate that such IP-tuned long-range corrected functionals provide 
a MESIE-free approach that, in contrast to standard DFT functionals and HF, can reliably 
describe both localized and delocalized organic MV systems based on intrinsic factors that 
determine the nature of coupling between redox centers in MV systems. 
 
Importantly, by having in hand a robust method capable of handling static charge-delocalized 
and localized MV compounds, the electronic structure can be predicted in instances where the 
experimental data are ambiguous. We thus believe that the work presented here can have a broad 
applicability in the field of organic MV systems. As a next step, it will be important to address 
the reliability of adding solvation models, since in a number of instances the nature of the solvent 
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Although the actual charge-transport mechanism in organic semiconductors is still under debate, 
for the majority of π-materials a limited delocalization of the electronic wavefunction is expected 
because the intermolecular forces are relatively weak van der Waals interactions, with the 
wavefunction localized to a finite number of molecules (or even a single molecule) instead of 
extending over the entire volume of the organic solid (i.e., a band model in the case of inorganic 
solids). An investigation of molecular clusters, however, allows for new insight into microscopic 
study charge (de)localization phenomena with the evolution of the physical properties from finite 
cluster to the bulk crystal to elucidate the delocalized or localized nature of the charge carrier as 
a function of system size.1  
 
The goal of this work is to investigate the nature of charge-carrier (de)localization and the inter-
molecular contribution to the overall reorganization energy. We note that the reorganization 
energy (λ) comprises both intra-molecular and inter-molecular components. The inter-molecular 
contribution to the reorganization energy results from the polarization of the surrounding 
medium, in other words, from the way the presence of a charge on a given molecule leads 
adjacent molecules to electronically polarize and geometry relax. Previously, a vast amount of 
work has been performed in order to characterize and understand the impact that the molecular 




group has focused on using a combined quantum-mechanics/molecular mechanics (QM/MM) 
approach at the DFT level to quantify the effect of polarization on the energies of hole (electron) 
charge carriers, with deviations of ~ 0.2 – 0.4 eV (~ 0.3 – 0.9 eV)13 when compared to 
experiment. Accounting for the charge–quadrupole interactions,7 with a higher-term multipole 
expansion that acts as a correction to the polarization energy for holes (electrons) improves the 
comparison to within ~ 0.6 eV (~ 0.0 – 0.4 eV) of experiment.14 However, these previous 
calculations were carried out only under the assumption that the charge carriers are in all 
instances localized completely on a single molecule. In contrast, recent experimental data 
collected from ultra-violet photoelectron spectroscopy (UPS) with the goal of understanding the 
role of polarization and relaxation in anionic clusters of oligoacenes demonstrated evidence for a 
charged state that is potentially delocalized over several molecules,10-12 which has not been 
accounted for in theoretical treatments to date. Similar experiments carried out for anthracene 
propose an anionic charge that is shared over two or three molecules and also detailed two 
isomers in the UPS spectra. 11,13,14 
 
We start with a discussion of the charge distribution for a model five-molecule cluster of the 
herringbone configuration seen for the oligoacene series (Figure 5.1). Once a rigorous 
understanding of the model system with CASSCF is obtained, a comparison can then be made to 
the performance of DFT in describing the (de)localization. With a proven method in hand, we 
can then determine information about the delocalization in the crystal structure electronic states 
and compare with the VDE measured from UPS.10-12 To make a direct comparison with 




approach to investigate the interplay between the charge localization/delocalization and the 











The QM/EC calculations were performed with Gaussian 09 (Rev. D)15 using the 6-31+G(d,p)16 
basis set and the DFT functional B3LYP17-19 with the empirical dispersion term (-D) and 
ωB97X-D.20 CASSCF/6-31G(d) [6-31+G(d)] calculations were performed in Gaussian 09 for the 
isolated five-molecule cluster and QM/EC calculations.  
 
To compare accurately with experiment, a robust method capable of describing (de)localization 
that is free of the many-electron self-interaction error (MESIE) free is needed.21,22 Exchange-
correlation functionals, which are approximate, are the main contributors of the MESIE in DFT, 
and can result in spurious delocalization,23 which has been shown for crystalline oligoacenes.24 
The authors of Ref. 24 found that the hole can localize or delocalize based on the amount of 




give a localized hole in a perfect molecular crystal, which most standard DFT functionals (e.g., 
B3LYP has 20% HF exchange) would fail to describe properly. Therefore, we employ a system-
dependent, non-empirically tuned functional that has been shown to dramatically reduce the 
MESIE present in the standard DFT methods. 25-27 For the long-range corrected functional 
ωB97X-D28 employed here, the range-separation parameter ω partitions the Coulomb operator 
into short-range and long-range components as given in Eq. ( 2.10 ). The tuned-ω value was 
chosen such that the difference between the HOMO eigenvalue of the ground state and ionization 
potential (IP) (i.e., the difference between the energy of the neutral and cation, Esp(ω,N) – 
Esp(ω,N-1) is minimized, thus the method is referred to as IP-tuning29-32 [Eq. ( 2.11 )]. 
 
In previous work, we found that tuning the IP-tuning of ω is strongly dependent on the length-
scales for electron conjugation of the system.25 The IP-tuning procedure is anticipated to 
significantly reduce the MESIE in the highest occupied molecular orbital (HOMO), thereby 
removing spurious delocalization.25-27 Here, the single-point ω-optimization calculations were 
performed with the 6-31G(d) basis set. 
 
In order to evaluate the localization of these charge carriers, we employ a self-consistent 
quantum-mechanical/embedded-charge (QM/EC) approach where the charges in the QM region 
are derived from both non-empirically tuned DFT and complete-active space self-consistent field 
(CASSCF), which allows for a rigorous multi-determinate understanding of the charged-state in 
order to accurately model charge (de)localization and polarization arising from the presence of a 
charge. The QM/EC calculations were calculated where the DFT-computed atomic charges are 




the multipole expansions to account for the charge–quadrupole correction under the assumption 
that this correction will be smaller in finite clusters and will depend on the size and the shape of 
the cluster. Geometries of molecules and lattice parameters were taken form crystallographic 
data. The atomic charges of the surrounding molecules in the frozen region were determined by 
iteratively optimizations of the individual molecular electron densities. Each iteration consisted 
of parallel single point embedded charge calculations for each molecule in the cluster charges set 
for the central anion derived by DFT calculations. Once the surrounding molecules are 
optimized, the resulting fitted charges were used for the subsequent iteration. This self-consistent 
procedure is continued until the change in total energy is less than 0.0001 Hartree.8 For this 
study, CM5 was chosen for determine atomic charges.33 An electron-density based charge 
assignments has been shown to accurately describe atomic charges more than an orbital-based 
description.33  
 
In order to compare with experiment, we note that while there are several methods for measuring 
the polarization energy, we will limit our discussion to just a few of these experiments. The 
effect of the polarization energy of a charge carrier can be seen with the difference between the 
energy gap of single molecule and that for the crystal. The polarization energy is discussed in 
Chapter 1; however, we remind the reader that the polarization energy for a negative charge 
carrier (as that will be the focus of this chapter) is expressed by: 
 𝑃! =   𝐸𝐴! −   𝐸𝐴! , ( 5.1 ) 
 
where 𝐸𝐴!  and 𝐸𝐴! are electron affinities of the single molecule in the gas-phase and crystalline 
bulk, respectively. For an excess electron, the increase in polarization energy with increasing 





The EA can be computed as a vertical or adiabatic process depending on the geometry of the 
final state. For example, the vertical (adiabatic) electron affinity defined as the energy difference 
between the neutral species at its optimized geometry and the anion species at the neutral 
(optimized) geometry: 
 𝑣𝐸𝐴 =   𝐸!"#$%&'  ! −   𝐸!"#$%&'! , ( 5.2 ) 
 
 𝑎𝐸𝐴 =   𝐸!"#$%&'  ! − 𝐸!"#$"! , ( 5.3 ) 
 
where 𝐸!"#$%&'  !  is the optimized neutral geometry,  𝐸!"#$%&'  
–  is radical anion energy at the 
optimized neutral geometry, 𝐸!"#$"  
–  is the optimized radical anion energy.  
 
Although, the EA can be measured through a variety of experiments such as inverse 
photoelectron spectroscopy (IPES) or UPS performed for anionic clusters, we will focus only on 
the latter. This experiment is carried out such that a system is first ionized with an excess 
electron that is then subsequently removed vertically (i.e., without geometry relaxation in the 
final state) with a photon of energy. The energy required to remove an electron from this bound 
state is due to both the electron affinity and the reorganization energy. Therefore, we define this 
process to consistent with what is understood in the literature as the vertical detachment energy 
(VDE) for an electron, given by:  
 𝑉𝐷𝐸 =   𝐸!"#$"  ! −   𝐸!"#$"  ! , ( 5.3 ) 
 
that is computed as the difference between the optimized radical anion energy (𝐸!"#$"  ! ) and the 




definition for uses an optimized anion state under the assumption that the electron fills a state 
that allows for a geometry relaxation but is removed vertically and therefore has no associated 
geometry relaxation upon ionization. 
 
Single-molecule naphthalene has been experimentally measured to have a negative aEA of  -0.19 
eV, indicating that an excess electron is not stable.34 On the other hand, the anthracene, tetracene, 
and pentacene have a stable anion form, with an experimentally determined positive VDE of the 
single-molecule of +0.53 – 0.54 eV,11,13,14,35 +1.04 – 1.06 eV,12,36  and +1.35 eV,36 respectively.  
 
Before we begin a discussion of our results, we first will define the important experimental 
observations that we aim to reproduce. According to Ando et al.,10 the UPS spectra of small 
naphthalene clusters exhibited two trends in regards to the VDE that was attributed to two 
structural isomers of same-sized cluster. One isomer was found to have a VDE of 2.12 eV when 
extrapolated to an infinite system size (i.e., for the bulk); while, the second isomer was found to 
have two separate values of 0.86 and 1.1 eV when extrapolated; however, it should be noted that 
the magnitude of the VDE for these structurally distinct clusters did not change in the 
extrapolation as these energies were largely unaffected by the size of the cluster beyond a certain 
point. The structure for these distinct isomers is not known. Therefore, we investigate whether 






5.3. Results and Discussion 
5.3.1. Multireference Calculation of Charge Distributions 
 
To understand the potential delocalization of a hole or electron, we will first start with CASSCF-
computed charge distribution that allows for an understanding of the potentially multi-reference 
nature of the wavefunction (Figure 5.2). However, the cost of CASSCF calculations limits the 
size of the clusters that could be treated; therefore, we start with a discussion of the calculations 
performed on a five-molecule herringbone-model system for naphthalene – pentacene and then 
compare to the IP-tuned ωB97X-D charges. This will allow for an understanding of the ability 
for MESIE-free long range corrected (LRC)-functionals to give an accurate charge 
delocalization. To understand the nature of charged states and to determine the degree of charge 
delocalization, CM5 atomic charges are reported for the five-molecule model system cutout from 
the crystal structure. A summary of the computed charges for naphthalene – pentacene anion are 
shown compared with DFT-computed charge distributions (Tables 5.1-5.2).  
 
 
Figure 5.2. Model structure of naphthalene with each molecule labeled corresponding to Tables 





The active-space for the anion is defined as eleven valence electrons in a total of ten 
HOMO/LUMO orbitals. The calculated CM5 atomic charges show there is a degree of 
delocalization over the five-molecule system for the anion; we compute that ~ 0.7e of the charge 
is localized for anthracene and pentacene, compared with a more delocalized electron of 0.4e for 
tetracene (Table 5.1). This result could be a consequence of the calculation being performed in 
the gas-phase, whereby a charge placed on molecule 1-4 is destabilized with respect to a charge 





Table 5.1. CASSCF(11,10)/6-31G(d) calculated CM5 charge distribution for the lowest energy 
anion state in the five-molecule herringbone configuration.  
 
Molecule Naphthalene Anthracene Tetracene Pentacene 
1 -0.068 -0.075 -0.09 -0.06 
2 -0.072 -0.10 -0.20 -0.10 
3 -0.068 -0.075 -0.09 -0.06 
4 -0.072 -0.10 -0.20 -0.10 
5 -0.72 -0.65 -0.42 -0.67 
Total -1.00 -1.00 -1.00 -1.00 
 
 
5.3.2. DFT Calculation of Charge Distributions 
 
With the CASSCF charges in hand, we can now compare how the IP-tuned ωB97X-D functional 
to determine accurately the charge delocalization. Qualitative agreement between the charge 
(de)localization is seen between the CASSCF and IP-tuned ωB97X-D functionals used here for 
naphthalene, anthracene, and pentacene (Table 5.2). However, CASSCF gives a different degree 
of localization for tetracene: ~0.4e (CASSCF) compared with ~0.7e (IP-tuned ωB97X-D). In 
general, IP-tuned ωB97X-D –computed charges indicate a delocalized charge for naphthalene - 
pentacene in the five-molecule herringbone structure with the molecules along the diagonal 







Table 5.2. IP-tuned ωB97X-D/6-31G(d,p) calculated CM5 charges for lowest anion state in the 
five-molecule herringbone configuration.  
 
 Naphthalene Anthracene Tetracene Pentacene 
1 -0.09 -0.075 -0.07 -0.06 
2 -0.11 -0.10 -0.06 -0.10 
3 -0.09 -0.075 -0.07 -0.06 
4 -0.11 -0.10 -0.06 -0.10 
5 -0.61 -0.65 -0.73 -0.67 
Total -1.00 -1.00 -1.00 -1.00 
 
 
5.3.3. DFT Calculation of Vertical Detachment and Polarization Energies 
 
We now compare the IP-tuned ωB97X-D results to the experiment quantitatively to further 
understand the fate of an excess electron in naphthalene, anthracene, tetracene, and pentacene 
clusters. The computed VDE using IP-tuned ωB97X-D/6-31+G(d,p) for single-molecule 
naphthalene (-0.20 eV), anthracene (+0.53 eV), tetracene (+1.07 eV), and pentacene (1.41 eV) 
are all in very good agreement with experiment:  -0.19,34 +0.53 – 0.54,11,13,14,35 +1.04 – 1.06,12,36  
and +1.35,36 respectively. In order to account for polarization effects of the environment (in this 
case, the surrounding naphthalene molecules in the crystal structure), the surrounding point 
charges are iteratively optimized around the single-molecule system to allow the surrounding 
system to electronically adjust to the excess charge. That is, the iterative charge optimization can 
simulate the instantaneous polarization effects to give a more accurate description of the bulk 





For the optimized point-charge field of the neutral calculation, a 3-D cluster of n = 47 gives a 
vEA (-0.66 eV) similar to that of the isolate single molecule at the crystal geometry (-0.57 eV); 
the difference is due to the small increase in electronic polarization present even in the neutral 
crystal. However, the presence of these surrounding molecules do provide a suitable environment 
to stabilize the excess charge (i.e., the vEA is still negative). Iteratively optimizing atomic 
charges in the presence of the monomeric anion results in stabilization of +0.45 eV (5 Å cluster), 
+0.77 eV (10 Å), and +0.59 eV (12 Å), resulting in an aEA of +0.09, -0.07, and +0.07, 
respectively (Table 5.3). The peculiar change in between 10 Å and 12 Å is a result of the 
difference in packing between these two clusters, where the central charge is completely encased 
for only the 12 Å cluster. Interestingly, when accounting for the anionic relaxation of 0.3 eV 
computed for the single molecule the VDE for the 12 Å cluster (+0.65 eV), is in good agreement 
(~0.15 eV smaller than) the experimentally determined VDE of ~ +0.8 eV for the same number 
of molecules. It is important to note that our results also match the dramatic appearance of a peak 
at a cluster size of n = 40 - 45 by Ando et al.,10 which is understood through our results as only 
occurring at the point when the charged molecules is completely encased. This in turn leads to a 
large polarization energy of the surrounding molecules (P- = -0.57 - 0.14 = -0.71 eV, computed 
for a cluster of n = 47) and accounts for ~ 65 % of the expected bulk value for naphthalene that 
was experimentally determined to be -1.10 eV for the naphthalene single crystal.37  
 
The VDE is computed to remain the same going from a cluster with a radius of 12 Å (47 
molecules) to 19.5 Å (71 molecules). However, experimentally determined VDEs measure a 
shift of 0.2 eV over this range; we note that although no change was computed over that range, a 




which matches previously reported computational results for naphthalene for clusters with radii 
of 10-20 Å.9 Therefore, we attribute the change in the experiment to an indication of that the 
polarization in these systems occurs in a step-wise fashion.  
 
For an amorphous cluster of a similar number of molecules (n = 69), the VDE is computed to be 
0.71 eV, which is 0.32 eV larger than what was computed for the crystalline cluster of the same 
size. This is consistent with an increased molecular rearrangement (i.e., reorganization) that leads 
to larger polarization energy. This difference in the VDEs translates to the computed P-: 1.06 eV 
for an amorphous cluster vs. 0.70 eV, i.e., the amorphous cluster is 0.36 eV larger than what is 
computed for a crystalline cluster at approximately the same size. It is interesting to note that the 
difference in the polarization energy we capture from QM/EC calculations is ~0.3 eV, in close 
agreement with the experiment (~0.4 eV, estimated from the spectrum provided in Ref. 10).  
 
To further understand the size of impact that the shape of these clusters can have in the computed 
VDE, we have also examined a 2-D disc-like cluster configuration (Table 5.3). Interestingly, the 
2-D disc-like cluster gives a similar VDE (+0.19 eV) as was computed for the single molecule, 
indicating that the anion is not stabilized sufficiently by only the in-plane herringbone 
configuration. This conclusion is consistent with the third value computed for a 2-D disc-like 
configuration, however, with an (stack of 3 layers with an anionic naphthalene in the center of 
the central layer) extra layers that fully encase the anionic naphthalene molecule and now gives a 





Table 5.3. Series of QM/EC calculations where the central single molecule represents the QM 
region and the radius of the 3-D cluster removed from the crystal structure.  
 
Radius (Number of 
molecules) 
Optimized point charge field 
vEA (eV) aEA (eV) VDE (eV) 
0 Å (1) --- --- -0.20a (-0.57b) 
5 Å (13) -0.52 +0.07 +0.24 
10 Å (25) -0.60 +0.04 +0.25 
12 Å (47) -0.58 +0.14 +0.39 
19.5 Å (71) -0.62 +0.13 +0.39 
22.5 Å (116) -0.61 +0.20 +0.49 
Amorphous 15 Å 
(69) -0.29 +0.46 +0.71 
2-D 10 Å (13) -0.68  -0.28 -0.19 
2-D 22 Å (63) -0.79 -0.33 -0.19 
2-D/3-D 33 Å (195) -0.38 +0.35 +0.70 
a) Computed at the DFT-optimized anionic geometry 
b) Computed at the crystalline geometry  
 
 
With an understanding of naphthalene in hand, we now extend our study to anthracene, 
tetracene, and pentacene. We find a good agreement using the QM/EC method for anthracene 
and tetracene, and even smaller deviation than naphthalene, when compared with 
experimentally-derived VDEs (Table 5.4). We therefore can quantitatively reproduce the 
available experiments using the crystalline geometry and obtain a P- that is 39 %, 62%, 43% of 
the bulk experimentally measured value.  
 




computed VDE and polarization energy. Taking the 12 Å cluster and now computing the VDE 
for a five-molecule QM region to allow for a delocalization of the charge results in a value that 
changes by 0.03 eV due to the slight delocalization computed at the IP-tuned ωB97X-D level. 
Although a small change is computed in the VDE for a delocalized anion, there is a large 
stabilization in of 0.16 (0.39) eV in the aEA (vEA) indicating that the delocalization of the 
charge is a significantly stabilizing affect. This in turn leads to a 0.16 eV difference in the 









Table 5.4. Series of QM/EC calculations for similarly sized clusters (ranging from 19.5 to 21 Å) 
of naphthalene, anthracene, tetracene, and pentacene, where the single molecule is the QM 
region and the radius of the 3-D cluster removed from the crystal structure. The corrected value 






IP-tuned ωB97X-D Exp. 
vEA aEA VDE (corrected) P




-0.62 +0.13 +0.39 (+0.76) -0.71 +1.0 / 1.4a -1.10 
Anthracene 
(69) 
+0.03 +0.78 +1.03 (+1.21) -0.43 +1.3 / 1.5b -1.09 








-0.19 +0.30 +0.42 (+0.79) -0.87 +0.8 (n = 45)a -1.10 
a) Ref. 10 
b) Ref. 11 
c) Ref. 12 




We investigated the nature of an excess electron in the oligoacene crystal structures and allow 
for a comparison with experimental results. The experimental VDE can be reproduced 
quantitatively with IP-tuned ωB97X-D from the experimental UPS spectrum. Interestingly, we 
found that the peak attributed to crystalline-like structure in experiment is due to a 3-D cluster 
that only appears when a localized charge is encased completely, which occurs at ~ 42 
molecules. Our results show that an excess electron is delocalized slightly over two/three 




detail the size-dependency of charge delocalization and polarization energy in finite clusters. The 
charge delocalization present in the herringbone crystal configuration was seen with CASSCF 
and these delocalized charges were then compared to a localized charge to quantify the effect of 
charge distribution has on the electronic reorganization energy, which we computed a difference 
of ~ 0.2 eV in the polarization energy for an electron. Therefore, we present a bottom-up study of 
the polarization energy for naphthalene and demonstrate that the electronic polarization energy is 
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Chapter 6 Understanding the Density Functional Dependence of 





The electronic coupling (transfer integral) is a key microscopic parameter that plays a critical 
role in the description of the charge transport properties in organic semiconductors; strong 
electronic interactions between π-conjugated molecules (i.e., large inter-molecular wave-function 
overlaps) are necessary to lead to large transfer integrals and large charge-carrier mobilities.1 
Macroscopic properties such as the observed anisotropy of charge transport can also be 
explained via the directional dependence of the transfer integrals. The electronic couplings can 
be evaluated through quantum-mechanical calculations, for instance, at the density functional 
theory (DFT) level; direct comparisons can then be made between experimental data and the 
results of QM calculations of the charge-transport parameters.2-8 However, it has been found that 
the computed transfer integrals are sensitive to the choice of the DFT functional.9 Therefore, it is 
useful to try and understand the origin of the performance of different DFT functionals in 
calculating the electronic couplings for prototypical π-conjugated systems. 
 
The impact of HF exchange on some of the important microscopic properties for charge 
transport, such as the reorganization energy, has been discussed previously.10-12 Variations in the 
calculated transfer integral values were seen for several methods, including HF and DFT;9 in 
fact, the authors of Ref. 9 noted that HF yields the largest electronic couplings for a model 




couplings calculated using HF have been shown to be some 20% larger than those from 
B3LYP.13  
 
Here, we demonstrate that these variations in the transfer integral values are expected to vary in 
an almost linear fashion with the fraction of incorporated HF exchange in a global hybrid 
functional. To that end, we examine the sensitivity of the computed transfer integrals to the 
amount of fractional HF exchange for two prototypical π-conjugated molecular semiconductors, 
pentacene and rubrene (see Figure 6.1). Both exhibit large single-crystal hole mobilities14-16 as a 
result of intrinsically large electronic couplings, which have been calculated previously with 
DFT methods.2,17,18 We report the computed transfer integrals in these two systems when 
employing a broad range of standard hybrid and nonhybrid functionals. We then extend our 
understanding from the dimer calculations to those calculated in the solid state.  
  
 
Figure 6.1. Chemical structures for the single molecule and dimer geometries taken from the a-b plane 













The effective transfer integrals, 𝑡!" =    𝜑! 𝐻 𝜑! ,  (𝜑! is the monomer-localized HOMO 
[LUMO] orbital for hole [electron] transport) were evaluated by using a fragment orbital 
approach in combination with a basis set orthogonalization procedure.21,22 All calculations were 
performed with the Gaussian 09 Rev. B.01 suite of programs.23 The Pople 6-31G* basis set was 
employed in all cases;24-27 previous studies have demonstrated the reliability of this basis for 
intermolecular transfer integral computations, which provides accuracy with low computational 
cost.28 While larger basis sets may impact the absolute magnitudes of the computed couplings 
and proper exponential decay of  𝑡!",22,29 this is not anticipated to affect the analysis presented in 
this work.  
 
The geometries of the dimers were obtained from published crystal structures for rubrene20 and 
pentacene.19 For rubrene, the electronic couplings were calculated for the π-stacked pair in the a 
crystallographic direction of the unit cell (see Figure 6.1); for pentacene, the coupling was 
calculated for the pair of molecules in the diagonal direction of the herringbone-type structure, 
which was previously calculated to be the direction of strongest coupling.2 The transfer integrals 
for both holes (𝑡!"! ) and electrons (𝑡!"! ) were considered. In all cases, the absolute magnitude of 
the electronic coupling is shown.  
 
In order to test the dependence of the calculated electronic coupling with HF exchange, different 
pure (semi)local and hybrid exchange-correlation functionals were considered: as LDA, the 




Ernzerhof (PBE34,35) as well as the Becke exchange functional36 in combination with the 
correlation functional of  Lee, Yang, and Parr37 (BLYP) and with the 1986 correlation functional 
from Perdew38 (BP86); as pure meta-GGA, the Truhlar M06-L39 functional. Hybrid GGA 
functionals were selected to be analogous to the pure GGA functional indicated above: Adamo 
and Baron’s hybrid variant of the PBE functional (PBE040) as well as combinations of the three-
parameter hybrid exchange functional from Becke with the LYP (B3LYP38,41,42) and P8639 
(B3P86) correlation functionals. To include a hybrid-GGA with larger amounts of HF exchange, 
we also tested the BHandHLYP combination that includes 50% Becke exchange and 50% HF 
exchange combined with the LYP correlation functional. Hybrid meta-GGAs include the family 
of functionals from Truhlar: M06,43 M06-2X,43 and M06-HF,44,45 which include 27%, 54%, and 
100% exact HF exchange, respectively, as well as the approximation from Boese and Martin 
(BMK46), which includes 42% HF exchange.  
 
In order to remove the possible dependence on the choice of the exchange-correlation functional, 
we also considered a general hybrid GGA functional (referred to as BαLYP) from Eq. ( 4.2 ), 
with variable amounts of HF exchange (𝐸!!") and where the DFT nonlocal exchange and 
correlation corrections are defined to retrieve the B3LYP functional when 𝛼 is 0.20. The transfer 
integral values evaluated from HF were also included for comparison. In addition, the LRC 
functional ωB9747 was considered to highlight the impact of ω for this important class of 
functionals as well as to conveniently tune the length scale of the transition from DFT exchange 





In order to understand the dependence of the transfer integral on the fraction of HF exchange, it 
is useful to consider the decay of the generalized Kohn-Sham matrix elements with 
intermolecular separation between orbitals on the two monomers for each of the terms in Eq. ( 
2.26 ) (i.e., 𝜑! 𝐻 𝜑! ). The two-center kinetic energy integrals and the two- and three-center 
nuclear attraction integrals arising in the off-diagonal contributions can be expanded as sums of 
two-center overlap integrals; these terms can thus be expected to decay exponentially with the 
separation between molecular sites. The off-diagonal contribution of the electron-electron 
interaction decays as 1/r. The remaining contributions to 𝑡!" will be determined by the specific 
form of the exchange-correlation potential and the coupling (α) of the noninteracting and 
interacting systems.  However, it can be expected that the choice of semilocal functional will 
provide only a small contribution to the transfer integral for large intermolecular distances (vide 
infra) because of the short-range nature of the Kohn-Sham exchange-correlation potential that is 
exponentially decaying.48 Consequently, larger electronic couplings are calculated when the 
amount of nonlocal HF exchange (decaying as 1/r) is increased (α) and therefore, the amount of 
semilocal exchange is decreased proportionally. This will be demonstrated in the results below 
showing that the transfer integral is largely independent of the specific choice of the underlying 
semilocal functional and is linearly proportional to α.  
 
6.3. Results and Discussion 
6.3.1. Evolution of t with %HF Exchange in Standard DFT Functionals 
 
The results for the functionals described above are illustrated in Figure 6.2. For (semi)local 
exchange-correlation without HF exchange, the 𝑡!"!  values for holes in rubrene are obtained with 




inclusion of HF exchange results in a linear increase in magnitude of the electronic coupling; 𝑡!"!  
increases by over 60% when the HF exchange is increased from 0% to 100%. Nearly identical 
linear trends are observed for 𝑡!"!  that increases by ~100% in going from the pure functionals 
(~43 meV) to the HF and M06-HF (~85 meV) values. For pentacene, a similar behavior is 
observed: both 𝑡!"!  and 𝑡!"!   increase by about 60% with full incorporation of nonlocal HF 
exchange. The linear dependence of 𝑡!"  as a function of HF exchange is better demonstrated in 
Figure 6.3 where we plot the BαLYP results with varying amounts of HF exchange; a perfectly 
linear evolution is then seen. This demonstrates that the minor deviations from the linear 
dependence observed on Figure 6.2 are due to the differences in the semilocal exchange-
correlation term. 
 
To further test the influence of HF exchange on the transfer integral, we considered the rubrene 
dimer with the ωB97 long-range corrected functional and varied the range-separation parameter 
ω (we note that the characteristic length 1⁄ω   approximately corresponds to the distance at which 
the exchange transitions from mostly the short-range treatment, i.e., in this case DFT, to mostly 
the long-range treatment, i.e., HF). In Figure 6.4, the magnitudes of 𝑡!"!  and 𝑡!"!  are observed to 








Figure 6.2. Effective electronic coupling for HOMO-HOMO (𝒕𝑨𝑩𝑯 ) (filled symbols) and LUMO-
LUMO (𝒕𝑨𝑩𝑳 ) (empty symbols) of rubrene (black circles) and pentacene (blue squares) with the 
following functionals from left to right (with percentage of HF exchange): SVWN (0%), PBE 
(0%), BP86 (0%), M06-L (0%), B3P86 (20%), B3LYP (20%), PBE0 (25%), M06 (27%), BMK 








Figure 6.3. Evolution of the 𝒕𝑨𝑩𝑯  (filled symbols) and 𝒕𝑨𝑩𝑳  (open symbols) values generated from 
Eq. ( 4.2 ) for rubrene (black) and pentacene (blue) with BαLYP as a function of varying amount 
of HF exchange. 
 
6.3.2. Evolution of t with %HF Exchange in Long-range Corrected DFT Functionals 
 
HF exchange on the magnitude of the transfer integral. At small 1⁄ω values, when the HF 
exchange is being incorporated at a shorter distance relative to the intermolecular separation, the 
HF exchange term increases the magnitude of the transfer integral; for 1⁄ω = 1.06 Å (ω = 0.500 
bohr-1), 𝑡!"!  and 𝑡!"!  amount to 133 and 79 meV, respectively, i.e., values very close (ca. 93%) to 
those calculated with BαLYP using 100% HF exchange. However, at larger 1⁄ω values, 𝑡!"!  and 
𝑡!"!  decrease to values that eventually become very close to the 𝑡!"!  and 𝑡!"!  values calculated 
with BαLYP using 0% HF exchange; this is due to HF exchange being essentially incorporated 
beyond the intermolecular separation, thereby having the dimer effectively treated with only 




namely by using Janak’s theorem,49 where the difference between the HOMO eigenvalue of the 
ground state and the vertical ionization potential is minimized.50 This procedure was performed 
on a single rubrene molecule, using the crystal structure geometry, and resulted in an ω value of 
0.221 bohr-1 (1⁄ω = 2.40 Å) as compared to the default ω value of 0.400 bohr-1 for this functional. 
The calculations based on the IP-optimized-ωB97 functional then yield 𝑡!"!  and 𝑡!"!  values of 111 
and 63 meV, respectively. The IP-tuning procedure is system dependent and, therefore, will 
change the effective amount of HF exchange, leading to a different magnitude for 𝑡!"  . To 
demonstrate this point, the range-separated functionals CAM-B3LYP,51 HSE,52,53 and LC-
ωPBE54-56 were used to calculate 𝑡!"   for rubrene using the default range-separation parameters. 
The computed 𝑡!"!  (𝑡!"! ) values were calculated to be 111 (62) meV for CAM-B3LYP, 96 (51) 
meV for HSE, and 118 (68) meV for LC-ωPBE. Employing the IP-tuning procedure to 
optimized the ω for LC-BLYP (ω = 0.163 bohr-1) and LC-ωPBE (ω = 0.161 bohr-1), the 
electronic couplings of 105 (58) and 97 (54) are obtained, respectively. The deviation of ca. 10% 
between the two IP-tuned functionals is greater than the difference seen for different semilocal 
approximations with identical amounts of HF exchange; however, this is anticipated to be a 






Figure 6.4. Evolution of the 𝒕𝑨𝑩𝑯  (filled symbols) and 𝒕𝑨𝑩𝑳  (empty symbols) values for rubrene 
calculated with ωB97, as a function of 1/ω for ω between 0.500 – 0.050 bohr-1. The distance 
between the molecular planes of the two molecules is 3.70 Å, i.e., 6.98 bohr.  
 
6.3.3. Evolution of Bandwidth, Band Gap, and Effective Masses with %HF Exchange 
 
In order to understand the impact that the percent of the HF exchange in a given functional (Note 
that in this sections, the semilocal exchange-correlation functional PBE was used as opposed to 
BLYP, which we will refer to as αPBE) has on the band structure and effective masses, we have 
investigated the bandstructure computed for pentacene going from 0 to 50% HF exchange. The 
valence [conduction] bandwidth were computed to increase by 0.21 [0.28] eV, i.e. by about 40% 
Figure 6.5. This result is consistent with the increase in t discussed above. The effective masses 
for holes [electrons] were calculated at the (0.375, 0.5, 0.075) [(0.39, 0.5, 0.5)] point in 




approximately along the herringbone direction. The effective masses for holes [electrons] 
decrease almost linearly (R2 = 0.977 [0.97]) from 2.01 to 1.41 [1.95 to 1.36] m0 with an increase 
in %HF exchange. The computed effective masses at 25% HF exchange (i.e., the PBE0 
functional) are in good agreement with previous reported values for pentacene.57 The band gap 
also shows a linear increase (R2 = 0.999) with a factor of 3 from 0.83 to 3.08 eV (Figure 6.5). 
These results show that the DFT-computed band gaps, bandwidths and effective masses are quite 
arbitrary and span in a large range depending on the % HF exchange used in a given functional.  
 
Because such a large spread of values is seen for these two important charge-transport 
parameters, the need arises to tune the amount of %HF exchange to experimentally determined 
bandwidths and bandgaps. However, in this case, we tune the of %HF exchange to match the 
results obtained with the GW approximation,58,59 which have been shown to accurately reproduce 
experimental fundamental gaps and valence [conduction] bandwidths for both inorganic and 
organic semiconductors.58,60 In particular interest to this study, a fundamental gap of 1.9 eV and 
valence [conduction] bandwidth of 0.54 [0.67] eV were reported for pentacene using G0W0.61 
Therefore we examine the optimal value of the %HF exchange in αPBE compared to G0W0 for 
crystalline pentacene. Tuning the %HF exchange to the G0W0 fundamental gap (at E point in the 
Brillouin zone) gives an optimal value of 32% HF in αPBE. Using this tuned functional to then 
compute the bandstructure results in an excellent agreement for the bandwidths at several k-






Figure 6.5. Valence and conduction bands of pentacene obtained using αPBE functional with 
different %HF (left). Comparison of αPBE and G0W0 (crosses) is shown on the right panel. The 
points of high symmetry in the first Brillouin zone are labeled as follows: Γ = (0,0,0), X = 
(0.5,0,0), Y = (0,0.5,0), B = (0,0,0.5), C = (0.5,0.5,0), A = (0.5,0,0.5), E = (0.5,0.5,0.5) and D = 
(0, 0.5, 0.5), all in crystallographic coordinates. The zero of energy is given at the top of the 
valence band, at C point. 
 
Table 6.1. The fundamental gap (Eg) at the E high-symmetry point, the smallest hole and 
electron effective mass (𝑚!""!  and 𝑚!""!  in mass of the electron at rest, 𝑚!), valence (VBW) and 
conduction (CBW) bandwidths at E point. All energies units in eV.  
 
%HF Eg 𝑚!""!  𝑚!""!  VBW CBW 
0 0.83 2.01 1.95 0.50 0.66 
25 1.93 1.64 1.58 0.61 0.81 
32 2.25 1.56 1.51 0.64 0.85 
50 3.08 1.41 1.36 0.71 0.94 
G0W0 2.22 - - 0.65 0.86 
 






























6.3.4. Comparison of t with Exchange-Repulsion  
 
In addition to understanding the impact of the choice of functional in describing the electronic 
coupling in molecular and periodic systems, we now explore the connection between the 
electronic and non-covalent interactions that arise due to the overlap of π-orbitals on neighboring 
molecules, which lead to the intermolecular electronic couplings (or band dispersions) that are 
key parameters of charge-carrier transport. The important result that arises from these 
calculations is that there is a correspondence between the degrees of intermolecular electronic 
coupling and exchange-repulsion. In terms of non-covalent interactions, the exchange-repulsion 
is a destabilizing force that arises as a consequence of the Pauli exclusion principle (i.e., no two 
electrons [fermions] can occupy the same quantum state).62,63 As the molecules are brought 
closer together, the electrons in the molecular orbitals (e.g., the highest-occupied molecular 
orbitals [HOMOs]) on the separate pentacene molecules begin to occupy the same space, and a 
repulsive interaction arises that physically limits the proximity of the two molecules so that the 
electrons coming from the respective molecules avoid possessing the same quantum state. This 
effect is prominent in stacked materials with large intermolecular electronic couplings, as there is 
necessarily a large molecular orbital overlap that results in a large repulsion due to electron 
exchange.  
 
This connection is demonstrated for a model pentacene dimer at an intermolecular separation of 
3.50 Å; starting from a perfectly co-facial configuration (recall that perfect co-facial stacking 




displaced by increments of 0.50 Å along the long axis to determine the structure-property 
relationships (Figure 6.6). For the pentacene dimer, the exchange-repulsion (defined below, red 
line in Figure 6.6, determined using symmetry-adapted perturbation theory [SAPT0]64 with the 
jun-cc-pVDZ basis set) is maximum (35 kcal mol-1) for the perfectly co-facial configuration and 
decreases to 27 kcal mol-1 for the long-axis monomer displacement of 1.5 Å. This trend is 
matched by the (absolute value) intermolecular electronic coupling between the respective 
HOMOs on the two pentacene molecules, which is maximal in the perfectly co-facial 
configuration with a value of 8 kcal mol-1 and decreases to 0 kcal mol-1 at a displacement of 1.5 
Å. Both physical properties show an oscillatory pattern that corresponds with the nodal pattern of 
the pentacene HOMO. The electronic coupling can go to 0 kcal mol-1 with displacement even 
though there remains considerable spatial overlap of the pentacene backbones. The exchange-
repulsion energy in these systems, on the other hand, is determined from the overlap among all 
occupied orbitals and is dominated by the electrons in the σ framework; therefore, the exchange-
repulsion term remains large in magnitude, neither going to zero nor changing sign for the 






Figure 6.6. Exchange-repulsion energy (red line) as determined at the SAPT0/jun-cc-pVDZ 
level of theory and intermolecular electronic coupling (t, black line) as determined from the 
absolute value of the HOMO-HOMO overlap at the B3LYP/cc-pVDZ level of theory for two 




We have demonstrated that the amount of HF exchange substantially affects the intermolecular 
transfer integral in a linear fashion with respect to the fraction of nonlocal HF exchange 
incorporated in a standard hybrid functional. In fact, among different DFT functionals, the 
transfer integrals can vary by nearly a factor of two in the case of pentacene and rubrene. 
Importantly, these variations need to be taken into account when comparing electronic couplings 
obtained with different functionals. While the choice of the exchange-correlation functional also 
affects the computed transfer integrals, this influence is small and much less significant than the 




relationship can thus be established between the magnitude of the electronic couplings and the 
amount of HF exchange incorporated into the DFT methods we considered.  
 
Although previous studies have shown the magnitude of the transfer integrals to be affected by 
the amount of HF exchange, the direct and linear dependence highlighted here is a point that has 
been largely overlooked. We believe that the present analysis will be useful to better assess the 
impact of the DFT functionals in the determination of electronic couplings in organic 
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First, we began with developing an understanding of the limitations in density functional theory 
(DFT, currently one of our main tools) and improvements that can be achieved through non-
empirically tuning a given DFT method for the system of study. We investigated the torsion 
potentials, indicative of the length of wave function delocalization, in two prototypical π-
conjugated polymers, polyacetylene and polydiacetylene, as a function of chain length using 
different flavors of DFT. Our study provided a quantitative analysis of the delocalization error in 
standard semilocal and hybrid density functionals and demonstrated how it can influence 
structural and thermodynamic properties. The delocalization error is quantified by evaluating the 
many-electron self-interaction error (MESIE) for fractional electron numbers, which allowed us 
to establish a direct connection between the MESIE and the error in the torsion barriers: a large 
torsion barrier was computed for methods with a large MESIE because of over-delocalization of 
the wave function. The use of non-empirically tuned long-range corrected hybrid functionals 
resulted in a very significant reduction of the MESIE and leads to an improved description for 
the magnitude of the torsion barrier. In addition, we demonstrated how our analysis allows for 
the determination of the effective conjugation length in polyacetylene and polydiacetylene 
chains. 
 
With a demonstration of the effect that the self-interaction corrections employed through range-




large, organic π-conjugated systems. We then investigated charge transport in single-molecule 
and finite molecular systems. In particular, we modeled the symmetry breaking and charge 
(de)localization in intramolecular charge-transfer complexes (organic mixed-valence systems) 
through nonempirically tuned range-separated DFT and compared the performance of this 
approach with higher-level approaches such as equation-of-motion coupled-cluster methods. 
Many computational studies have focused on describing the extent of electronic coupling 
between redox sites in mixed-valence systems. However, in general, the standard computational 
approaches suffer from intrinsic errors that lead to either an over-localized or an over-delocalized 
electronic structure, thereby preventing accurate depiction of the degree of charge 
(de)localization in the system. We found a robust approach based on a non-empirically tuned 
long-range corrected density functional methodology to characterize organic mixed-valence 
systems and demonstrated the performance of this approach via a study of representative Robin-
Day class-II (localized) and class-III (delocalized) complexes. We then examined a borderline 
class-II/class-III system, which had proven difficult to describe accurately with standard DFT 
and HF methods. Our IP-tuned DFT approach proved capable of describing both charge 
localized and delocalized cases with computed values that compared well with both experiment 
and high-level ab initio methods. This was the first demonstration of a DFT method capable of 
describing both charge-localized and charge-delocalized mixed-valence systems because of the 
significantly reduced self-interaction error in this approach. This method opens up the possibility 
of future investigations to understand the extent of charge (de)localization in a given system, 
which has the implications for describing the distance that charges have to transfer between 




centers, which is known to be inaccurate. Therefore, a further understanding of this value can 
lead to improved description of intramolecular charge transfer processes.  
 
With an understanding of single-molecule intramolecular charge-transfer systems, we were then 
able to examine intermolecular charge transfer; we examined the nature of electron 
delocalization and the associated electronic relaxation (polarization) energy in finite ordered 
(crystalline) and disordered (amorphous) molecular clusters of naphthalene, anthracene, 
tetracene, and pentacene ranging in size from n = 1 - 195. In order to quantify the polarization 
energy in finite clusters in the presence of an excess charge, we employed a combined multi-
layer quantum-mechanical/embedded charge method to interpret experimental photoelectron 
spectroscopy spectra in order to elucidate the localized nature of a charge-carrier in prototypical 
organic semiconductors. Using the nonempirically-tuned DFT (IP-tuned DFT) approach, we 
computed vertical detachment energies that are in great quantitative agreement with experiment. 
The polarization energy for these clusters was found to evolve in a step-wise fashion with 
increasing systems size corresponding to the large inter-layer polarization present in oligoacene 
systems, which was the first time that such an important effect was detailed to the best of our 
knowledge.  
 
 We this understanding in hand, we then set out to understand the nature of charge 
(de)localization in these systems. In order to reliably characterize charge localization, a high-
level complete-active space self-consistent field (CASSCF) method was used first and then 




traditional DFT methods (such as B3LYP) did not recover the quantitative description of the 
charge localization found with CASSCF due to significant many-electron self-interaction error in 
the method, IP-tuned DFT was found to properly describe the charge delocalization when 
compared to CASSCF; these results show approximately 70% of an excess electron in these 
systems is localized, which is the first time that an estimate has been obtained with these reliable 
methods. The effect of this delocalized charge (as opposed to a charge localized entirely on a 
single molecule) on the polarization energy was computed to decrease significantly for the larger 
polaron. Therefore, this study represents a unique bottom-up approach to understanding charge 
(de)localization and the resulting polarization with increasing system size. 
 
In addition to understanding the charge (de)localization in intermolecular and intramolecular 
charge-transfer systems with non-empirically tuned DFT, we also investigated DFT-calculated 
intermolecular electronic couplings (transfer integrals) in organic semiconductors to give insight 
into the impact that the choice of functional has on the value of this parameter, which is 
particularly important in the context of charge transport. We identified the major factor 
determining the magnitude of the calculated transfer integrals is the amount of nonlocal 
Hartree−Fock (HF) exchange within a given functional, with the transfer integrals increasing by 
up to a factor of 2 when going from 0 to 100% HF exchange for a series of conventional 
functionals. We detailed that the computed transfer integrals evolving linearly with the amount 
of HF exchange. We also used a long-range corrected functional to tune the contributions of 
(semi)local and nonlocal HF exchanges and highlight their respective roles as a function of 
intermolecular separation. This study was extended to understand the impact of the amount of 




describing charge transport in high-mobility organic crystals. We found that the band gap 
decreases and the effective masses increase linearly with an increase in the amount of HF 
exchange. Therefore choosing the “right” amount of HF exchange becomes an important 
consideration. To this end, we benchmarked the DFT results with those obtained with G0W0 as a 
way of benchmarking the optimal amount of HF exchange needed in a given functional to 
compute reliable hole (and electron) effective masses and bandgaps for periodic organic 
semiconductors. We then demonstrated that there is a direct link between intermolecular 
electronic coupling (required to be large for efficient charge-carrier transport) and the repulsive 
exchange-repulsion energy that hinders the formation of stacked conjugated materials. 
 
In general, this thesis focused on achieving an electronic structure method capable of describing 
charge transport parameters in organic systems. DFT is typically chosen because it allows for a 
good compromise between computational efficiency and accuracy; however, standard DFT 
approaches fail in describing charge-transport parameters (e.g., the delocalization of a charge in 
an ordered or disordered system) or can vary by nearly 100% in calculating important properties 
(e.g., electronic coupling). Non-empirically tuning DFT reduced the error in standard DFT 
approaches that then allowed for the study of both localized and delocalized 
intramolecular/intermolecular charge-transfer systems; this resulted in a deeper understanding of 
the charge delocalization in mixed valence systems as a function of the inherent coupling 
between redox centers and an estimation of the amount charge delocalization in ordered 
oligoacene systems. 
 
 
