Cohen and Lenstra detailed a heuristic for the distribution of odd p-class groups for imaginary quadratic fields. One such formulation of this distribution is that the expected number of surjections from the class group of an imaginary quadratic field k to a fixed odd abelian group is 1. Class field theory tells us that the class group is also the Galois group of the Hilbert class field, the maximal unramified abelian extension of k, so we could equivalently say the expected number of unramified G-extensions of k is 1/#Aut(G) for a fixed abelian group G. We generalize this to asking for the expected number of unramified G-extensions Galois over Q for a fixed finite group G, with no restrictions placed on G. We review cases where the answer is known or conjectured by Boston-Wood, Boston-Bush-Hajir, and Bhargava, then answer this question in several new cases. In particular, we show when the expected number is zero and give a notrivial family of groups realizing this. Additionally, we prove the expected number for the quaternion group Q8 and dihedral group D4 of order 8 is infinite. Lastly, we discuss the special case of groups generated by elements of order 2 and give an argument for an infinite expected number based on Malle's conjecture.
Introduction
The purpose of this paper is to find Cohen-Lenstra moments for nonabelian groups. Recall the original heuristic propsed in [CL] : the set of finite odd abelian p-groups has a probability distribution given by the probability of A is proportional to 1/#Aut(A). Cohen and Lenstra presented evidence that unramified A-extensions over imaginary quadratic fields ordered by discriminant where distributed in the same way. So far only the C 3 case of this heuristic has been explicitely proven. They provide similar evidence for a probability proportional to 1/(#A#Aut(A)) over real quadratic fields.
There is not a clear choice for a probability distribution on finite nonabelian groups. [BBH] and [BW] provide evidence for a particular distribution on nonabelian p-groups which does not generalize easily. We instead look to the equivalent moments version of CohenLenstra heuristics. Define D ± X = {k quadratic field : 0 ≤ ±d k ≤ X}. The expected number of unramified G-extensions over real/imaginary quadratic fields is given by For an arbitrary group G, even if the group is restricted to be odd order, the above does not necessarily hold [BBH] [BW] [Bh] . Melanie Matchett Wood discusses a generalized conjecture of this form [W] . She conjectures that E ± (G) should be infinite whenever there is more than one conjugacy class of elements of order two in G ⋊ C 2 − G, with the semidirect product given by the action of an inertia group in k, and finite otherwise. The over arching goal of this paper is to determine E ± in several nonabelian cases, confirming Wood's conjecture in those cases.
In the first section, we discuss necessary properties for a group G to have on order for E ± (G) to be nonzero. Namely that G must have a particular extension refered to as a GI-extension. [HM] then can be used to conclude that almost all nonabelian p-groups have E ± (G) = 0. In the following section, we then determine the number of GI-extensions for the group of affine transformations {x → ax + b : a, b ∈ F q with a d = 1}. Notable, infinitely many of these groups have no GI-extensions and so also have E ± (G) = 0. Extending work of Lemmermeyer [L] , in the fourth section we consider the quaternion group Q 8 = i, j, k : i 2 = j 2 = k 2 = ijk = −1 and the dihedral group D 4 = C 4 ⋊ C 2 . For both groups, we use analytic methods to show E ± (G) = ∞. Lastly, we address the case of so called trivial GI-extensions. Namely, when we impose the additional condition that Gal(K/Q) = G × C 2 . When this occurs, we show that we can bypass the questionable parts of Malle's conjecture to provide exceptionally strong evidence that E ± (G) = ∞.
GI-extensions
Given an unramified extension K/Q( √ D) normal over Q, Gal(K/Q) is generated by its inertia subgroups, all of which necessarily have order 1 or 2 and are not contained in Gal (K/Q( √ D) . This motivated Boston to make the following definition [Bo] :
Lemma 2.2.
If
A is an abelian group, then A has a unique GI-extension given by the automorphism σ(a) = −a.
2. G × C 2 is a GI-extension of G iff G is generated by elements of order 2.
3. S n is a GI-extension of A n .
Corollary 2.2. There exist groups G with more than one non-isomorphic GI-extensions This follows from points 2 and 3 in the above lemma, A n being generated by elements of order 2 for n ≥ 5 and S n ∼ = A n × C 2 .
In generalizing Cohen-Lenstra heuristics to nonabelian groups, it is then more useful to divide our cases based on the isomorphism class of the pair (Gal(K/Q( √ D), Gal(K/Q) to account for the differences in action. Consider the following generalization made by Bhargava [Bh] : we find the expected number of times the pair (G,
Define:
Note that this does not alter Cohen-Lenstra for abelian groups, as all abelian groups have a unique GI-extension. When expressed in this form, Bhargava proved the following for n = 3, 4, 5:
Corollary 2.3. For primes p = 2, almost all finite p-groups G do not have a GI-extension. In particular, E ± (G) = 0.
This follows immediately from [HM] stating that almost all p-groups have their automorphism group also a p-group: a GI-automorphism necessarily has order dividing 2, so for p = 2 almost all p-groups have at most one such automorphism, the identity. This is a GI-automorphism iff the group is generated by elements of order 2, which is not the case for p = 2.
In the next section we present another family of groups without GI-extensions.
A family of groups without GI-extensions
Definition 3.1. Let q = p n be a prime power and
is the additive group of F q , and C d ≤ F × q acts on it by multiplication. In particular, the action of G(q, d) on F + q makes it a Frobenius group [Rotman p. 252 
]:
Definition 3.2. A group G is a Frobenius group if there is an action of G on some set X such that every nonidentity element has at most one fixed point. Then the collection of elements with no fixed points together with the identity form a normal subgroup called the Frobenius kernel K and G/K = H is called the Frobenius complement. 
2 : H → K is a crossed homomorphism and α 2 ∈ Aut(H). The proofs of these are a simple exercise in semidirect products and facts about Frobenius groups.
Theorem 3.3. Suppose σ ∈ Aut(K) and γ ∈ Aut(H), then there exists an α ∈ Aut(G)
Solving for α α1(h) concludes this direction.
(⇐) We have the following map contained in Z 1 (H, Inn(K)) (the group of 1-cocycles) under
The quotient map q : K → Inn(K) induces an isomorphism on cohomology q
(easily checked to also be a crossed homomorphism) so that we have equality. Then define
The relationships proven above show α is a homomorphism, σ, γ bijective show α is an automorphism.
By examining the case when Inn(K) = 1, we get a semidirect product identical to the one present in Hol(K), i.e.
Coming back to G(q, d), we then necessarily have Aut (G(q, d) ) embeds in Hol(C n p ). In particular we can phrase this in terms of matrices:
Are groups of block upper triangular matrices, with an n×n and a 1×1 block on the diagonal.
Applying the definition of GI-automorphism to matrix operations then gives the following:
We conclude this section with a complete classification of GI-extensions of members of this family, first separating out those without a GI-extension and then counting the number of GI-extensions for the remaining groups.
Conjugation of matrices is a ring automorphism, so T acts on
by the theory of cyclotomic fields. Let α be the involuting automorphism of F p (x d ), and T the corresponding matrix in
Consider the matrix ( T 0 0 1 ) acting on G(q, d) by conjugation. It suffices to show (by lemma 3.5) that G(q, d) is generated by elements of the form 
To show that these matrices, with
Thus F p is in the span, and consequently so is x k d for any k.
For the case where [F q : does in the first case, and so generates F q by the first case.
Theorem 3.7. G(q, d) has at most one GI-extension.
Retain all notation from the previous theorem
Proof. It suffices to count GI-automorphisms up to inner automorphism and conjugation.
We know that Aut (G(q, d) 
. Fix a basis for F q /F p {w j v i } as in the previous theorem, where {v i } is a basis for F q /F p (x d ) and {w j } is a basis for 
is the block diagonal matrix with blocks given by fixing i in the basis {w Up to inner automorphism, notice that any automorphism
So it suffices to consider automorphisms where a = 0.
Given a GI-automorphism σ = ( T a 0 1 ), we must have
showing these two relations commute (as p is invertible mod d). It then suffices to count equivalence classes of GIautomorphisms under the composite relation. Now consider the set
is inverted by σ If T comes from a GI-automorphism this must contain an F q /F p (x d ) basis, in other words there exists a basis such that T = Bφ l p under the semiproduct decomposition given above with B diagonalizable with eigenvalues −x k d for some values of k. Instead of choose a basis, this is equivalent to choosing a change of basis matrix P , such that T decomposes into T = (BP
−1 is the block diagonal Frobenius map in the new basis. So, in order to classify σ upto inner automorphism and upto conjugation it suffices to count equivalence classes of the sequence {k i } of eigenvalue exponents of B upto the following relations:
The first two relations are clear from computation, and easy to work with. As for the last relation, a generalization of Hilbert's Theorem 90 [S, p.150-151] shows that every matrix U with U by construction. Thus up to equivalence there is only one such sequence {k i }, implying there is exactly one GI-extension.
Unramified Quaternion Extensions
The goal of this section is to take the classification of unramified Q 8 and D 4 extensions [L] of quadratic extensions of Q given by Lemmermeyer and convert it into an asymptotic expected number of such extensions as the discriminant goes to −∞.
Recall Lemmermeyer's main result: D 4 ⊕ Z C 4 is given by the direct product of D 4 and C 4 then identifying the center Z(D 4 ) with the C 2 ≤ C 4 . The factorization given in (b) is called a Q 8 -factorization. Combining Lemermeyer's propositions 5 and 6, we conclude that each extension is given by
where the µ can vary by any multiple of δ | d. After removing redundancies, we see that for each factorization there are exactly (2 ω(d1)−1 )(2 ω(d2)−1 )(2 ω(d3)−1 ) such extensions for d i ≡ 4 mod 8, recalling that ω(n) = the number of prime divisors of n.
We will prove E ± (Q 8 ) = ∞. We will be using ±d as the discriminant of our imaginary quadratic field so we can keep d,
the following equals 1 (and equals 0 otherwise):
Where, without loss of generality, −d 1 is the negative discriminant if we need one and k = Q( √ ±d) is quadratic. We can show that the number of unramified Q 8 extensions of an imaginary quadratic number field k with discriminant ±d is given by
Where the sum is over discriminant factorizations ±d = (±d 1 )d 2 d 3 (With a slight modification for d i ≡ 4 mod 8). δ accounts for symmetry in the factorization, and is equal to 2 if ±d < 0 and 6 if ±d > 0. This is all a rephrasing of the conditions given in Lemmermeyer's paper for a Q 8 -factorization.
Let us consider a particular family of discriminants and factorizations, where d 1 , d 2 are fixed and d 3 = m varies over real quadratic discriminants. From here on p and q will always denote primes, and let us concentrate only on odd values of d.
Our goal is to find the asymptotic behavior of the squence d<X a ±d,d1,d2 as d varies. The following two lemmas are a simple exercise in analytic number theory:
is holomorphic for Re(s) > 1.
The terms outside the summations are holomorphic, and so may essentially be ignored when determining asymptotics. We will deal with each summand on the right as follows:
This is defined so that we have the following:
So when searching for poles of D(s, d 1 , d 2 ) as one does when proving asymptotics for coefficients of a Dirichlet series, it suffices to understand the poles and residues of M + n (s, χ) for various quadratic characters χ.
Lemma 4.3. M ± n (s, χ) satisfyies the following properties:
• It is holomorphic for Re(s) > 1
The proofs of these are clear by computation of their Euler products. We will show that M ± n is both zero and pole free on some domain containing Re(s) ≥ 1 with a possible exception at s = 1, but first we must prove the following lemma:
Lemma 4.4. Consider the series given by Euler product p (1 + aχ(p)p −s ) for a a nonzero integer. This series is meromorphic on the zero-free region of L(s, χ), whose only pole or zero is s = 1 of order a if χ = 1. It is holomorphic otherwise.
Proof.
which is achieved by multiplying top and bottom by (1−sgn(a)χ(p)p −s ) |a| . In particular, the numerator has no term which is linear in p −s . Thus a computation with natural logs shows the numerator is holomorphic on Re(s) > 1 2 .Call this function G(s). We then have
The result is clear from this decompostion. 
Proof. Using the previous lemma, we can conclude that both
are meromorphic on the zero-free region of L s, χ · n , whose only pole lies at s = 1 of order 2 and −2 respectively iff χ · n = 1, and holomorphic otherwise. As in the previous lemma, we let
. Moreover, because of our knowledge of the reciprocal, we know G(s) is zero-free on this region and we have the following:
We handle the reciprocal similarly, implying all the components are holomorphic and zerofree except possibly the L-function.
In addition, we can also use the previous lemma to show M
is meromorphic on the zero-free region of L(s, χ) with a pole of order 2 iff χ = 1, and holomorphic otherwise. Let
2 , similarly shown to be holomorphic and zero-free on the region in question, showing that
where each component is holomorphic and zero-free on the region in question except possibly the L-function.
Multiplying these two together gives:
which is meromorphic in the intersection of the zero-free regions of L(s, χ) and L s, χ · n , whose only pole comes from one of the L-functions. In particular, since every component is zero-free on this region (save a possible pole), we take a branch cut along the negative real axis and square root both sides of this equation. This shows that
where the ± depends on the root chosen for the other functions. This is meromorphic on the region in question, whose only possible pole is at s = 1 coming from an L-function. Calculation of the residues is then straight forward.
Going back to the series in question, we can conclude the following:
is meromorphic on a finite intersection of zero-free regions of L-functions, whose only pole is a simple one at s = 1 of residue
The proof of this is straightforward. The residues only come from two of the terms in the sum expressing D ± (s, d 1 , d 2 ), so we can choose our roots in such a way that the ± can factor out. This being a simple pole is a consequence of the resiude being nonzero. Most of it was concluded nonzero in the preceding proof, and the remaining bits are trivially nonzero.
The standard use of a Tauberian theorem shows that d<X a ±d,d1,d2 ∼ Res s=1 D ± (s, d 1 , d 2 )X. Note, however, that this is a sum of all positive terms, so the residue itself must be positive. We can make the following bounds:
For sufficiently large p. A constant independent of d 1 , d 2 . For small p, it is trivial to bound the absolute value of the factors independent of d 1 , d 2 . Noting the need for everything to be positive, we may also bound the following component:
which is also a constant independent of d 1 , d 2 . So we can conclude:
Lemma 4.5. There exists a constant c independent of
Proof. We only need a lower bound on the expected number to be infinite, so let us only consider odd discriminants. By definition, this expected number is equal to d<X d1,d2 a ±d,d1,d2 . Then we have the following:
For some integer N > 0 where the sum is over discriminants d. Obviously this is a very weak lower bound, given all the information we have dropped, but it is sufficient. Taking N → ∞ gives an infinite lower bound, a result due to [GH] .
Lemmermeyer gives a similar classification of unramified extensions with Galois group D 4 , and the proof in the section can be modified to show that: D 4 has a unique GI-extension D 4 × C 2 , and there exist
We trace though the same steps in this section, defining a ±d,d1,d2 to be the number of such extensions with
We find, in the same vein of lemma 4.2, that for some integer 0 ≤ δ ≤ 6 to account for permutations, 
by Dirichlet's theorem on arithmetic progressions.
Trivial GI-extensions
In one case, we can say something in more generality, and that is when the group G is generated by elements of order 2. In this case it has a trivial GI-extension given by G × C 2 . Any unramified extension of a quadratic field corresponding to this GI-extension is then a compositum of the quadratic field and some field over Galois group G whose inertia groups are all cyclic of order 1 or 2. How much room does this extra freedom give us?
Lemma 5.1. Suppose we already have K/Q with Galois group G such that KQ(
unramified G-extensions of quadratic fields with Galois group G × C 2 over Q which is the compositum of K with a quadratic field.
Proof. Suppose we have a number field K/Q with Galois group G and a quadratic discrim-
For any quadratic discriminant a coprime to d (with Q( √ ad) ≤ K) we have the following field diagram:
where every extension is clearly Galois, normal over Q, and the composite extensions are cross products.
By assumption,
is unramified with Galois group G.
As a consequence, given such a K and odd d, this construction gives asymptotically 27 4|d|π 2 X unramified extensions M of quadratic fields with Galois group G and Galois group G × C 2 over Q such that M C2 = K (we similarly get 3 |d ′ |π 2 X for even d).
Counting unramified extensions of quadratic fields with Galois group G becomes a question of counting pairs of K and d with d minimal.
Lemma 5.2. Suppose K/Q is quadratically ramified with Galois group G and odd discriminant D K . Let d p be the discriminant of a totally ramified quadratic subextension of K p /Q p if p | D K and 1 otherwise. Thend = d p is a quadratic discriminant, and we have
Proof. Clearlyd is squarefree up to a −4, 8, or −8, so it suffices to check the sign in the odd case. But each d p ≡ 1 mod 4 for p odd, and therefore so must their product. We should note that any two totally ramified quadratic subextensions of K p for p odd must have the same discriminant, which is easily seen by examining the fact that they all share a common unramified extension.
It suffices to show the inertia subgroups of G × C 2 are all of order 2, because they are all nontrivial in the C 2 quotient. Notice how Q( d ) ⊗ Q p has discriminant equal to d p , which follows from examining the polynomial x 2 −d over Q p . From facts about extensions of Q p , there are exactly 2 quadratic extensions having discriminant d p , at least one of which is a subextension of K p . If Q( d ) ⊗ Q p is a totally ramified quadratic subextension of K p , then we are done as KQ( d ) ⊗ Q p = K p which is quadratically ramified. Suppose not; then there is another totally ramified quadratic extension L ≤ K p . Consider the following diagram:
where LQ p ( d ) being unramified over each quadratic subfield follows from the fact that,
given the unique unramified quadratic extension
But this implies the remaining unlabeled extension must also be unramified, showing that #I p = 2.
Thus the minimal d is the one ramified at exactly the same primes as any quadratically ramified field of Galois group G. So it follows that counting unramified G-extensions of quadratic fields with Galois group G × C 2 over Q is equivalent to counting quadratically ramified extensions K with Galois group G ordered byd.
This falls immediately into counting problems similar to Malle's conjecture. [M] [EV] Suppose we embed our group G ֒→ S n for some n, then every G-extension K of Q has an associatedétale Q-algebra with a discriminant in the usual sense. Then ordered by this discriminant, we expect the number of G-extensions to be asymptotically a constant multiple of X 1/a log(X) b for certain a and b depending on the group G. If we further restrict K to only be ramified in an admissible conjugacy class c ⊂ G (a conjugacy class which is both rational and generates G) we heuristically expect a similar asymptotic with possibly a different constant. [EV] Our case is for c being the class of elements of order 2.
The discriminant in the usual sense, d K , is related to the discriminant d given by the embedding G ֒→ S n by d K | d by K being a subalgebra of the correspondingétale algebra. For K quadratically ramified, we also have |d K | = |d K | #G/2 . Thus we have |d| ≥ |d K | #G/2 . This implies that, when ordered byd K , their are asymptotically ≫ rX #G/2a log(X) b quadratically ramified G-extensions K/Q for some positive constant r. a is defined by saying n − a is the maximal number of orbits of g ∈ G ⊂ S n . G is generated by elements of order 2, so we must have n − a ≥ n/2 ⇒ a ≤ n/2. So we have #G/2a ≥ #G/n for n ≥ 2. WLOG we can choose n such that #G ≥ n, so that #G/2a ≥ 1. Ordered by |d K |, there are then heuristically ≫ rX log(X) b such fields K for some positive constant r.
We don't need the full strength of this heuristic though:
Corollary 5.1. Let G be a group generated by elements of order 2, and call the conjugacy class of such elements c. Suppose number number of G-extensions of Q ramified only in c is asymptotically ≫ X 2/#G log(X) v for any v ∈ R when ordered by the discriminant of an embedding G ֒→ S n . Then E ± (G, G × C 2 ) = ∞.
Proof. The discriminant in the usual sense, d K , is related to the discriminant d given by the embedding G ֒→ S n by d K | d by K being a subalgebra of the correspondingétale algebra. For K quadratically ramified, we also have |d K | = |d K | #G/2 . Thus we have |d| ≥ |d K | #G/2 . This implies that, when ordered byd K , their are asymptotically ≫ rXlog(X) v quadratically ramified G-extensions K/Q for some positive constant r.
For any quadratically ramifed K/Q there are A standard argument used for the Harmonic series can then be adapted to show that the asymptotic derived above implies this series diverges. The more general case is proved in an analogous way. Althouth we do not do so here, keeping track of the sign of the discriminant only slightly changes the values of a K .
Remark: One could also just use the heuristic in [EV] to count G × C 2 extensions with restricted ramification, and similar bounds would show that asymptotically we have ≫ rX log(X) b G×C 2 -extensions unramified over it's quadratic subfield. Here, knowing b > 0 is enough to conclude an infinite expected number. It is known, however, that in certain cases Malle's Conjecture and related heuristcs are incorrect, notably for b is incorrect [K] . The benefit of the above proof is that it is independent of the actual value for b, and assumes a far weaker asymptotic in general.
Bhargava proves E ± (S n , S n × C 2 ) = ∞ by proving Malle's conjecture for S n , n ≤ 5, by using the above method [Bh] .
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