Packing several characters into one computer word is a simple and natural way to compress the representation of a string and to speed up its processing. Exploiting this idea, we propose an index for a packed string, based on a sparse suffix tree [8] with appropriately defined suffix links. Assuming, under the standard unit-cost RAM model, that a word can store up to log σ n characters (σ the alphabet size), our index takes O(n/ log σ n) space, i.e. the same space as the packed string itself. The resulting pattern matching algorithm runs in time O(m + r 2 + r · occ), where m is the length of the pattern, r is the actual number of characters stored in a word and occ is the number of pattern occurrences.
Introduction
Many application areas, such as genomics or computer security for example, face a sharp growth of volumes of available data. Even with the spectacular development of hardware capacities, data size often remains a bottleneck for its efficient processing, which requires new algorithmic solutions allowing for both a compact representation and efficient querying of data.
With this motivation, research in combinatorial pattern matching recently developed different sophisticated methods for efficient compact representation sequence data, see the survey [9] and references therein. A basic goal of these methods is to index a text (sequence) through a succinct data structure, i.e. one taking O(n log σ) bits of memory (as opposed to O(n log n) bits for classical indexes), where n is the text length and σ the alphabet size. Thus, succinct data structures take asymptotically as muchs pace as the text itself. Still, these indexes can efficiently support queries on the text, and primarily the string matching operation. As a downside, many of these methods, while being mathematically elegant and highly nontrivial, are too complex to be used in practice. However, some of them gave rise to practical implementation and real-life applications (e.g. [6, 11] ).
One simple idea for saving memory for storing sequence data is to pack several characters into one machine word. Under the standard unit-cost RAM computation model, it is assumed that the machine word size w is at least log n bits, and therefore can store as many as log n log σ = log σ n characters. Not only this saves memory, but also allows one to speed up algorithms, as two tuples of characters each stored in one word can then be compared with unit cost. For example, [2] recently proposed a modification of the Knuth-Morris-Pratt (KMP) pattern matching algorithm for packed strings reporting in O(n/ log σ n+ m + occ) time all occ occurrences of a pattern of size m. Like in the regular KMP algorithm, the text is not pre-processed and the speed-up is achieved by designing a special data structure representing the pattern.
In this paper, our goal is complementary: based on the character packing, we want to propose an index data structure for a text which supports pattern matching queries in time linear in m, and at the same time uses O(n/ log σ n) space (i.e. O(n log σ) bits), that is constitutes a succinct index.
The central idea of defining the index is to partition the text into blocks of r characters and to construct a suffix tree which stores only those suffixes that start at the block boundaries. Such a suffix tree, called an evenly spaced sparse suffix tree, has been first studied in [8] (see also [1] ). A suffix tree we use here differs from that of [8] in the definition of suffix links.
A sparse suffix tree allows one to easily search for pattern's occurrences that start at block boundaries. Therefore, the pattern matching procedure splits up into two parts: locating occurrences of the pattern's suffixes P [k +1..m], for k = 0..r − 1, at block boundaries and then selecting from them those locations which are preceded by the corresponding pattern prefix P [1..k]. To solve the second task, we use another data structure: the compacted trie of reversed blocks augmented by additional arrays assigned to its nodes. Selecting all positions corresponding to a given suffix amounts to traversing the trie and recomputing the interval of lexicographically ordered suffixes (see details in Section 5). This is done using a technique inspired from fractional cascading [10] , which is also closely related to wavelet trees [5] , a popular technique in text compression and indexing (see [9] ). As a result, we obtain a pattern matching algorithm working in time O(m + r 2 + r · occ) while using space O(n/ log σ n) for storing both the text in packed form and working data structures.
As far as related papers are concerned, similar ideas appear in papers [3, 7, 4] , although the idea of "character packing" is somewhat implicit there. Compared to those papers, our approach is different in several aspects. First, we use a sparse suffix tree over the alphabet of characters, rather than a suffix tree over the meta-alphabet of r-tuples of characters. Instead of searching for r suffixes of the pattern independently, we locate them in a single traversal of the suffix tree, using appropriately defined suffix links. Second, we don't make use of external orthogonal range queries algorithms (see [3, 7] ), but instead use specially designed algorithms on "classic" data structures (compacted trie). Moreover, we restrict the use of the RAM model to manupulating packed strings (i.e. to unit-cost operations on several letters packed into one machine word) and indexing packed strings following the Four-Russians idea. However, we don't use special data structures (such as the Geometric Burrows-Wheeler transform [3] ) involving numeric computations. Overall, we obtain a fully linear pattern matching algorithm with respect to the pattern length.
Let Σ denote an alphabet, i.e. a set of letters or characters, of cardinality σ. We assume a lexicographic order < on Σ, naturally extended to the set of all strings over Σ. Letters in a string are numbered from 1.
Evenly spaced sparse suffix tree
We consider evenly spaced sparse suffix trees as defined in [8] . Consider a string T [1..n]. Let Suf r be the set of suffixes {T [rj + 1..]|j = 0, 1, . . . , n r − 1} (assume for simplicity that n is a multiple of r). Indexes j will be called ordinals. An ordinal j identifies the boundary between positions rj and rj + 1 in T , and the corresponding suffix T [rj + 1..]. An r-spaced suffix tree of T , denoted ST r , is a compacted trie for the set Suf r . For r = 1, the r-spaced suffix tree is the usual suffix tree. Similarly to the regular suffix trees, edges of an r-spaced suffix tree are labeled by substrings T [i..j] of T , represented by a pair (i, j). We define explicit and implicit nodes of ST r in the same way as for the regular suffix trees. Like in the regular suffix tree, an implicit node will be specified by a pair (v, ), where v is the closest explicit ancestor node and is the offset with reference to v. Note that by definition of the tree, the labels of the outgoing edges of any explicit node have different first letters.
Assuming that the last letter of T is unique, ST r has n r leaves and then no more than n r explicit internal nodes. Therefore, ST r takes O( n r ) space. By default, a node may refer to either an explicit or an implicit node. A string α is represented in ST r if α is a prefix of one of the suffixes of Suf r , i.e. if α is a substring of T starting at a position rj + 1 for some j. In this case, α is the label of some node v of ST r , and we say that α is represented by v, and |α| is the string depth of v.
Similarly to r-spaced suffix trees, we define an r-spaced suffix array. Consider the lexicographic order on suffixes Suf r and define SA r [i] = j iff i is the rank of T [rj + 1..] in the lexicographic order on Suf r . Since SA r is a permutation of the ordinals 0, 1, . . . , If the children of each internal node of ST r are ordered by the lexicographic order of the labels of corresponding edges, then the leaves of ST r (as occurring in the depth-first traversal) become ordered by their ranks. For a node v, we define M inRank(v) and M axRank(v) to be respectively the minimal and the maximal rank of leaves in a subtree of ST r rooted at v. The ranks of all leaves of the subtree rooted at v form the rank interval
If α is a word corresponding to v, then the ranks of suffixes of Suf r starting with α are specified by the interval [M inRank(v), M axRank(v)].
We assume that for each explicit node v of ST r , M inRank(v) and M axRank(v), as well as its string depth d(v) can be recovered in constant time. This can be trivially achieved by post-processing the tree and storing this information explicitly.
We extend the r-spaced suffix tree ST r with suffix links defined differently than in [8] . For each explicit node v representing a string α, a suffix link s(v) maps v to a (not necessarily explicit) node labeled with the longest proper suffix α[i + 1..] of α represented in the tree.
Offset i will be called the type of the suffix link. It follows easily that 1 ≤ i ≤ r. For each explicit node v of ST r , we store the target node s(v) together with the type of the suffix link.
Given a string T , the r-spaced suffix tree ST r including functions s, SA r and SA −1 r can be constructed in time O(n) and space O( n r ). Due to space limitations, the construction is described in Appendix B.
RightSearch
Consider a pattern P [1..m]. Using the sparse suffix tree, we locate all occurrences of pattern suffixes
.] at block boundaries using a procedure RightSearch that we describe in this section. Once an occurrence of P [k + 1..] is found, the rank interval of P [k + 1..] in SA r is submitted to another procedure LeftSearch that selects from it the positions which are preceded by occurrences of P [1..k], thus locating the whole pattern. We will say in this case that P occurs in T with k-offset. LeftSearch will be described in Sections 4-5.
RightSearch proceeds by navigating through ST r trying to locate all nodes representing P [ Assume now that RightSearch riches a mismatch while processing current suffix P [k + 1..] (line 8). Assume that the mismatch occurred when visiting a node (v, ) and processing a prefix P [k + 1..p] of P [k + 1..]. Similarly to the previous case, the algorithm jumps to s(v) and proceeds with the prefix
, where i is the type of suffix link s(v).
Importantly, the described procedure does not miss any occurrences:
occurring at block boundaries of T .
Proof. It is easy to see by induction that once a suffix P [k + 1..] is found (line 11 of Algorithm 1), it is represented in the tree and therefore occurs starting at a block boundary. A key point is that the procedure does not miss any such suffixes. This is due to the definition of suffix links: when following a suffix link (lines 20-22), the algorithm switches from processing the suffix P [k +1..] to the suffix P [k +i+1..], where i is the type of the suffix link. It follows that no suffix P [k + i + 1..] for i < i can be represented in the tree. This is because the suffix link points to the longest suffix represented in the tree.
Let us now turn to the analysis of the running time of RightSearch. The algorithm navigates over the suffix tree ST r by following edges downwards, either by chunks of r letters or letter-by-letter, and by following suffix links. We analyse separately the traversal of two types of edges: completely traversed edges (hereafter traversed edges), and incompletely traversed edges (hereafter dead-end edges), either due to a mismatch or due to a found suffix.
The number of dead-end edges is at most r, as each of them terminates the processing of some suffix P [k +1..]. On each such edge, the algorithms makes no more that m/r block comparisons and r letter-by-letter comparisons. Therefore, the whole time spent on dead-end edges is O(m + r 2 ). The number of all comparisons made along the traversed edges is bounded by m, as these comparisons compare different portions of the pattern. In other words, the sequence of these comparisons can be associated with moving a pointer in the pattern left-to-right, either by blocks of r letters or by single letters. The whole time spent on these comparisons is thus O(m). 
Compacted trie
RightSearch, described in the previous section, computes rank intervals of all pattern suffixes P [k + 1..] occurring at block boundaries of T . For each such suffix, procedure LeftSearch is called, which selects, from this rank interval of SA, those boundary positions which are preceded by P [1.
.k]. LeftSearch is based on another data structure -compacted trie of reversed blocks -which we describe in this section. The data structure, denoted CT r , is based on a compact trie storing all the blocks of T written in reverse order, i.e. all the strings τ j = (T [r(j −1)+1. CT r is used by LeftSearch in a natural way: in order to find occurrences of P [1..k] ending at block boundaries, we look up its reverse P [k]P [k−1]..P [1] in CT r by following the corresponding branch. However, selecting efficiently those occurrences which belong to the rank interval computed by RightSearch is a non-trivial task which can be reduced to some kind of orthogonal range queries problem (see [3, 7] ). We propose a more efficient direct solution inspired by the technique used in [10] for the problem of 3D-dominance reporting. The technique is also somewhat similar to wavelet trees [5] which have become a popular tool in text compression and indexing (see [9] ).
For each node v of CT r , let Ord v =< j 1 , j 2 , . . . , j N (v) > be an ordered set of all ordinals j such that l(v) is a prefix of τ j , that is (l(v)) R occurs in T ending at a position rj. The order of ordinals j 1 , j 2 , . . . , j N (v) is defined by their rank in the lexicographic order on T [rj + 1..] (see Section 2). In other words,
Ord v is not stored explicitly for internal nodes of CT r but is stored explicitly for the leaves. For each leaf v of CT r , Ord v is stored as an array of N (v) entries containing j 1 , j 2 , . . . , j N (v) in order. For each internal node v, we store two arrays, ρ v and c v , that we describe now.
The array ρ v contains letters stored in packed form, i.e. each entry of ρ v is a machine word that stores some fixed number of letters to be defined later. The letter sequence stored in ρ v is defined as follows. If
Array ρ v provides information necessary for choosing an appropriate child when navigating down through CT r . If u 1 , u 2 , . . . , u t are children of v, then
is the first letter of the label of the edge (v, u t ).
We now define the size of ρ v which is determined by the number of letters stored in one entry. Our basic assumption is that machine word is at least log n bits, and therefore can hold at least log n log σ = log σ n letters. Then, assuming r ≤ log σ n insures that a block of r letters can be compared with unit cost, which is our primary condition (see Introduction). Define the number of letters to be stored in one entry of ρ v to be r/2. The size of ρ v is then Lemma 2. The array C takes o( n r ) space. Proof. As each entry of ρ v contains r/2 letters, the number of possible entries is σ r/2 . Therefore, the size of C is σ r/2+1 (r/2). As r ≤ log σ n, the size of C is O(n 1/2 log n) = o( n r ). The following lemma summarizes the space taken by all the data structures. 
where \ denotes the remainder of integer division.
Proof. Let us first analyse how Ord vi+1 is related to Ord vi . It is easily seen that Ord vi+1 ⊆ Ord vi and the order of elements of Ord vi+1 is preserved in Ord vi . Furthermore, j ∈ Ord vi+1 iff j ∈ Ord vi and T [r(j
(Note that since there are no branching nodes between v i and v i+1 , this means that
can be done through counting the number of a's among all the letters stored in ρ vi and within intervals of ρ vi defined by positions LB(v i ), RB(v i ). These counts can be retrieved from auxiliary arrays c vi and C.
Recall from Section 4 that letters are stored in ρ vi in packed form, by r/2 letters in each machine word. The number of a's within several consecutive machine words is provided by arrays c vi , whereas the number of a's within a part of one machine word is provided by the array C. Formulas (1), (2) follow. The computation is illustrated in Figure 1 .
Algorithm 2 in Appendix A shows the pseudo-code of LeftSearch. Based on Lemma 5, LeftSearch recomputes, using formulas (1),(2), the current interval [LB(v i ), RB(v i )] at each node v i along the traversal of the branch of CT r defined by word P [k] . . . P [1] . If at some point the interval [LB(v i ), RB(v i )] gets empty, this implies that there is no occurrence of P with k-offset, and LeftSearch terminates. Once the terminal node v is reached 1 , the algorithm has identified a subtree of CT r such that the leaves of this subtree store the ordinals j corresponding to the occurrences of P [1..k] ending at block boundaries. For each such leaf u, the set Ord u of these ordinals is explicitly stored in an array. However, similar to internal nodes, for each leaf u we have to compute the interval [LB(u), RB(u)] defining the ordinals of interest. This is done in the same way as before, namely by traversing down the branches of CT r and updating the interval using formulas (1), (2) . The only difference is that starting from v we need to explore all branches of CT r , rather than only one branch determined by the word P [k]..P [1] .
Thus, the algorithm proceeds with exploring all the branches of the subtree defined by v and performing the computation of Lemma 5 for all the children of each node, rather than for only one child as before. An obvious optimization here is that once a current interval [LB(v), RB(v)] gets empty for some node v, the algorithm stops exploring the subtree of v, as none of its leaves can contain the desired ordinals. The traversal of the subtree of v is done by an auxiliary procedure Traverse shown in Algorithm 3 in Appendix.
We are left with the analysis of the running time of LeftSearch. Since the computation of Lemma 5 is done in constant time, the traversal of v 0 , v 1 , . . . , v is done in time O(k), that is O(r). Starting from v , the algorithm explores the corresponding subtree but once the current interval [LB(v), RB(v)] gets empty, the subtree of v is pruned out.
Let us call a node v (internal or a leaf) non-empty if the corresponding interval [LB(v), RB(v)] is non-empty. Observe that for a non-empty internal node at least one of its descendants is non-empty. This means that there is no non-empty internal nodes outside the paths leading to non-empty leaves. Processing every non-empty internal node requires O(σ) time, which is the time to examine its ancestors. The whole traversal of the subtree of v takes time O(σr) per non-empty leaf.
Since every non-empty leaf defines at least one k-offset occurrence of P , the total running time of LeftSearch is then O(r + r · occ k ), where occ k is the number of resulting k-offset occurrences. Note for completeness that we have always assumed that the pattern length m is larger than r and therefore must cross at least one block boundary. In case m < r, all occurrences of P located inside blocks can be reported in time O(m + occ) (see [3] ).
Resulting bound

Concluding remarks
In this paper, we proposed a compact indexing scheme supporting linear-time string matching. The guiding idea is the packing of several characters into one machine word and the use of the sparse suffix tree based on partitioning the text string into blocks of equal size r. The core of the algorithm is the procedure RightSearch computing, in a single traversal of the sparse suffix tree, all the suffixes P [k + 1..], 0 ≤ k < r, in time O(m + r 2 ). For each such suffix, procedure LeftSearch is called which selects those occurrences of P [k + 1..] which are preceded by P [1..k]. All resulting occurrences are then reported in time O(m + r 2 + r · occ). One of our goals was to design a simple dedicated algorithm that does not call for complex external subroutines, such as the one supporting orthogonal range queries. The obtained solution, however, remains somewhat complex: in particular, the additional compact trie data structure and the implementation of LeftSearch represent a complex step. We believe that this could be further improved leading to a simpler algorithm possibly using only one data structure. Such a simplification could possibly lead to getting rid of the r factor in the r · occ term of the complexity bound, thus yielding a fully linear solution both on the pattern length and the number of pattern occurrences. This constitutes a challenging problem for future research. update LB, RB using formulas (1), (2) 10: Compute LB(u), RB(u) using formulas (1),(2)
A Pseudocodes
if [LB(u), RB(u)] is not empty and u is not a leaf then
4:
Traverse(u, LB(u), RB(u))
5:
else if u is a leaf then 6: for all i ∈ [LB(u), RB(u)] do end if 10: end for main idea is to maintain a stack of nodes on the path from the root of ST r to v j to compute suffix links of type i for nodes of Q[j]. Note that v j 's are implicit nodes in general, therefore some additional care is needed for this procedure.
In more details, we traverse ST r depth-first and maintain a stack V (implemented as an array, i.e. allowing access to all stored elements) of size O( n r ) storing explicit nodes on the path from the root to the the current node of ST r . Assume that we are in a node v j representing β 
C Construction of CT r
In this section, we describe a construction algorithm for CT r (Section 4). First, note that the trie CT r for a string T without additional arrays that we need can be constructed straightforwardly in time O(n) and space O( n r ). Assume now that the trie has been constructed. We show how to augment it with arrays c v , ρ v and Ord v .
First, we compute the string depth for all nodes of the trie, which can be done in O( n r ) time by a depth-first traversal. The algorithm will proceed by depth levels, computing the auxiliary arrays for all nodes of depth 1, 2, etc. Note that the arrays Ord v are also stored explicitely for each level during the construction procedure, but are erased after processing the level (except for the leaves), for the sake of space economy. For each node of the current level, we store Ord v in lexicographical order and arrays ρ v and c v (c v is computed right after computing ρ v by one pass through ρ v in time N (v)).
It is enough to show that if we have computed arrays c v , ρ v and Ord v for a node v, then we can compute these arrays for each of its children u. Consider Ord v =< j 1 , j 2 , . . . , j N (v) >. By definition, a leave labeled with τ j k is in a subtree of CT r with the root u such that the label of the edge from (v, u) starts with letter ρ v [k]. Therefore, we read ρ v and copy j k to Ord u , where the first letter of the label on the edge from v to u is ρ v [k] (note that u is unique). After that, we write the letter τ j k [d(u) + 1] into ρ u .
To finish, we delete Ord v and compute the array c u . All in all, we spend O( n r ) time for computing arrays of each next level. Since there are no more than r levels, we need O(n) time for computing additional arrays for CT r . Note that arrays Ord v for the leaves will be built automatically. Construction of the array C in time O(n) is trivial.
