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Introduction
Policies aimed at energy conservation and efficiency have broad environmental and economic impacts. Even if these impacts are relatively small, they may be significant compared to the cost of implementing the policy. Methodologies that quantify the marginal impacts of reduced demand for energy have an important role to play in developing accurate measures of both the benefits and costs of a given policy choice. This report presents a methodology for estimating the impacts of reduced demand for electricity on the electric power sector as a whole. The approach uses the National Energy Modeling System (NEMS), a mid-range energy forecast model developed and maintained by the U.S. Department of Energy, Energy Information Administration (EIA) (DOE EIA 2013) . The methods and assumptions implemented in NEMS receive extensive exposure and 4 scrutiny with each publication of EIA's annual forecast, the Annual Energy Outlook (AEO) (DOE EIA 2012a). Lawrence Berkeley National Lab (LBNL) has used NEMS to estimate the utility sector impact of the Department of Energy's (DOE) Appliance and Equipment Standards Program for nearly a decade (DOE EERE 2013) . 1 The goal of the present study is to simplify the methods that have been developed for DOE, without any loss of accuracy, and to make the results available to a broader community.
Each edition of the AEO presents a reference case projection of U.S. energy supply, demand, prices and other quantities. The reference case incorporates all federal and state policies or programs that are active at the time of the AEO publication. To analyze the potential impacts of policies that are under consideration but not yet implemented, EIA also publishes a series of special case studies. For example, AEO2012 includes several scenarios that explore higher penetrations of building and equipment technolgies that reduce energy demand (the Extended Policy, High Demand Technology, and Best Available Building Technology scenarios (DOE EIA 2012a)). In a similar spirit, we wish to model the potential impacts of improved efficiency for products that are covered by DOE rules, with a focus on electricity. Within NEMS this translates to modeling the impact of a reduction, relative to the reference case, in electricity demand for a particular end-use. Figure 1 illustrates how a change in demand flows through to the larger system (the shaded boxes in the figure define the quantities that are reported as the output of our analysis). Demand reductions lead in a straightforward way to a reduction in the required amount of generation (TWh) . If the end-use is peak-coincident, there will also be a reduction in the required total installed capacity (GW). Additional complications arise because the end-use also has a specific pattern in space and time, captured by its load shape, which may vary regionally. The particular time during which electricity is saved affects the dispatch of installed generation units, and may alter the economically optimal mix of generation types (fuel and/or technology) that are constructed over the analysis period. The total reduction in power sector primary energy use and emissions depends on both the magnitude and the composition of the generation reduction, and will therefore be end-use dependent. We refer to the modified version of NEMS run at LBNL to implement the demand reductions as NEMS-BT. The official EIA version that is used to produce the AEO is simply called NEMS. To simplify the NEMS-based methodology, we define a set of test scenarios to be run with NEMS-BT, and use these to develop a set of algebraic response coefficients that estimate the reductions in 5 primary energy, emissions and installed capacity per unit of generation reduction. The test scenarios cover a range of end-uses that capture the full spectrum of load shape types, from flat (represented by refrigeration) to highly peak-coincident (represented by space cooling). This report presents the methodology and preliminary estimates of the coefficients based on the AEO2012 versions of NEMS and NEMS-BT. A second report will investigate alternative NEMS-based approaches, and provide a more thourough discussion of the computational issues that arise in modifying a complex model such as NEMS.
The report is organized as follows: In the rest of this section the traditional NEMS-BT approach is reviewed and an outline of the new reduced form NEMS methodology is presented. Section 2 provides an overview of how the NEMS model works, and describes the set of NEMS-BT runs that are used as input to the reduced form approach. Section 3 presents our NEMS-BT simulation results and post-processing methods. In Section 4 we show how the NEMS-BT output can be generalized to apply to a broader set of end-uses. In Section 5 we disuss the application of this approach to policy analysis, and summarize some of the issues that will be further investigated in Part 2 of this study.
Background
Previous work at LBNL investigated in some detail the way that NEMS-BT responds to demand reductions for end-uses that are strongly coincident with the system peak, specifically residential and commercial air conditioning (Hamachi LaCommare et al. 2002; LaCommare et al. 2004 ). NEMS-BT runs have also been used to estimate the broader economic impacts of reduced natural gas demand (Carnall, Dale, and Lekov 2011) . However, for the majority of DOE equipment standards rulemakings, utility sector impacts are estimated using what we call the simple decrement approach. A time series of annual energy savings for a specific sector (commercial, industrial or residential) and end-use (water-heating, lighting etc.) is assumed to be available from an exogenous analysis.
2 NEMS-BT includes code modifications that apply this decrement to the annual electricity end-use demand calculated internally by NEMS. The code changes are documented in Appendix D to this report.
For any single product the electricity savings resulting from a proposed standard are too small, relative to toal U.S. electricity use, to induce changes to the AEO reference case that are above the noise level. The traditional approach used at LBNL works around this problem as follows:
1. The annual demand for the appropriate end-use and sector in the AEO Reference case is decremented by an amount equal to the exogenously calculated value times an integer factor (multiplier) m>1.
2. NEMS-BT is run with the decremented end-use demand to produce a modified projection. The extrapolateed m=1 results are used to define the utility sector impacts of the proposed policy. As DOE generally considers several different trial standard levels for each rule, a large number of NEMS-BT runs are required to complete this analysis. Strictly speaking, extrapolation of the results as a function of m is only valid if the variable under consideration is a continuous function of electricity demand. This is not the case for generation capacity which is always installed in discrete lumps. Generation dispatch also depends in a complex and sensitive manner on the relative proportions of installed capacity by fuel type. Hence, it is difficult to assess the precision of the estimates obtained by extrapolating from larger to smaller decrements.
With respect to precision, it may be useful to note that there is an inherent uncertainty in the use of AEO for policy analyses that arises from the simple fact that the future is unknown. Programs such as efficiency standards operate over a medium-to long-term time horizon, and typically use the full AEO forecast period in the analysis of potential program impacts. From one year to the next, there can be fairly significant changes to the projections published in AEO. These do not represent errors per se, but reflect the changing economic, social and environmental context within which any hypothesis about the future must be made. This is illustrated in Figure 2 , which shows the magnitude of installed capacity as a function of time as projected by AEO2011 and AEO2012 for coal and natural gas combined cycle. Relative to AEO2011 (solid lines), the AEO2012 projections (dashed lines) show a significant and persistent drop in coal GW, which is partially balanced by an increase in natural gas capacity. The magnitude of these edition-dependent changes is about 7-10%. This represents an intrinsic level of uncertainty for any quantity projected by AEO and provides a useful bound on the level of precision that is really meaningful. 
Overview of Reduced Form Approach
Although the demand reductions for any individual standard may be too small to rise above the noise level in NEMS, the cumulative impact of the program is significant. Rather than develop impact estimates product-by-product, the idea with the reduced-form approach is is to understand the effects of the program as a whole, and define a way to allocate these to each standard individually. This is done here by defining a set of algebraic factors (response coefficients) that relate changes in fuel consumption (quads), installed capacity (GW) and pollutant emissions (tons) to a given change in generation (TWh). As with the simple decrement approach, the site electricity demand reduction is assumed to be given. The change in generation is equal to the site reduction times a factor representing transmission and distribution losses.
For this analysis the demand reduction is introduced in year y b and held constant over the rest of the forecast period. The decrement is applied to a single sector and end-use proportionally across census divisions, and is chosen to be large enough to produce measurable changes to the AEO reference case. Several runs are conducted with varying y b to examine the effect of the change in start date. To capture load shape effects, we perform and analyze NEMS-BT runs for a set of canonical end-uses which cover the range of load-shape types: cooling (peak-coincident), refrigeration (baseload) and lighting (intermediate). Runs have also been conducted for electric space-heating. For other end-uses, we assume that the impacts can be calculated using a weighted sum of the response coefficients for the end-uses cooling (cl), lighting (lt), refrigeration (re) and heating (ht). The weight coefficients are constructed based on load shape data included with the NEMS code. The motivation for this approach is that, as noted above, changes to the mix of generation types are mostly due to the load shape associated with the demand reductions. Logically, all demand reduction scenarios that produce the same decrement load shape should have the same effect on the power sector. It follows that, if a load shape can be constructed as a weighted 8 sum of the load shapes for (cl, ht, lt, re), the corresponding power sector impacts should be well-approximated using the same weighted sum of response coefficients.
The simulation results are presented as differences (or deltas) between the test scenario and the reference case. For comparison, we also construct deltas for some of the EIA high effiency scenarios. As we will show, the output from the NEMS-BT test runs tends to be noisy compared to the EIA published cases. We introduce two averaging methods to help smooth the test scenario results. The first is to construct an ensemble average over runs for a fixed sector and end-use but having different decrement start dates y b . The second is to develop time-averaged response coefficients for five-year sub-periods within the AEO forecast period.
Simulation Methodology
NEMS overview
NEMS consists of a number of independent modules that represent different components of the energy sector such as coal production, liquid fuels production etc. We are primarily interested in electricity demand and the electric power sector, which are handled in the Electricity Market Module (EMM) and the Commercial and Residential Demand Modules (DOE EIA 2011a; DOE EIA 2011c; DOE EIA 2011b). NEMS also has an Integrating Module that manages the interaction between the different sectoral modules, and a Macroeconomic Module that handles supply-demand feedbacks between the energy sector and the rest of the economy. Broadly speaking, the model builds up the supply-side and demand-side separately, and adjusts prices to achieve equilibrium between the two. A single-cycle NEMS run produces a projection of supply and demand variables for the entire forecast period, which for AEO2012 is 2010-2035. Decisions about whether to build new capacity in year y are based on the expected return on investment, which requires an a priori forecast of electricity demand and prices for years beyond y. NEMS uses a multi-cycle algorithm to align these a priori forecasts with the prices that are calculated from the supply-demand equilibrium. This is referred to as perfect foresight (DOE EIA 2012b) .
Generally the variables projected in the AEO may show complicated behavior during the first ten years or so of the forecast period, then settle down to a relatively smooth trend. This can be seen in Figure 2 , which shows that the ups and downs are mostly confined to the first few years. Not suprisingly, the NEMS-BT runs show some sensitivity to the year in which the decrement begins. This may be partly due to the pronouncd drop in coal capacity that occurs in the AEO2012 projection between 2012 and 2015. Any alteration to electricity demand that affects the timing of this drop will result in a substantial difference from the reference case. In reality, although the magnitude of the change illustrated in Figure 2 is credible given current trends away from coal-fired generation, there is considerable uncertainty about the timing. Our approach of averaging over an ensemble of runs with differing start years is intended to smooth over some of the volatility due to the timing of generation additions, and hopefully produce results that are more robust given this uncertainty.
For the electric power sector, supply-side variables are disaggregated onto 22 EMM regions, which are subdivisions of NERC reliability regions (DOE EIA 2011a). On the demand-side, variables are disaggregated by census division. Supply-side projections include annual generation and installed capacity by fuel and technology type, primary energy consumed by the power sector by fuel type, and total emissions of NO x , SO 2 , CO 2 and Hg. Emissions are not regionally disaggregated. A list of the fields used in this analysis and the NEMS Tables from which they were extracted is given in Appendix C. On the demand side, NEMS produces projections of residential and commercial building energy use for an extensive list of end-uses. NEMS also contains load shape information for a more limited set of end-uses. These load shapes, multiplied by the appropriate annual end-use energy consumption, are used to build up an estimate of the hourly system load in each EMM region. The system load is converted to a load duration curve, which is then used to determine whether new generation is required. NEMS also uses the load duration curves to model dispatch of existing generation units, which in turn affects the revenues to generation owners.
Test Run Scenarios
The results presented in this report are based on a set of 40 test runs incorporating fixed decrements to four commercial and residential end-uses as listed in Table 1 . The Table lists both the magnitude of the decrement in absolute terms, and relative to the end-use under investigation. Figure 3 shows the decrement pattern for start year 2016. The figure compares total commercial electricity demand in the reference case and for a commercial refrigeration decrement; relative to total electricity demand these decrements are on the order of 2-3%. The eight sector/end-use combinations are each run five times, with varying start years y b = (2015, 2016, 2017, 2019, 2021) .
We have also examined the results of NEMS runs with varying decrement sizes. The response coefficient approach effectively imposes a linear relationship between the change in primary energy use, emissions and capacity and the change in generation. The first three variables scale directly with generation, so this is reasonable. Capacity is more complicated, and it is important to find a decrement magnitude that is in an approximately linear response regime. Too small and the capacity response is pure noise, too large and the effect on prices and other variables will start to push the solution away from the reference case in ways that might not be appropriate. The decrement sizes listed in Table 1 are all in a regime where they are large enough to produce results above the noise, and where a doubling of the decrement roughly doubles the capacity and other impacts. All the data presented here are taken from from runs conducted at LBNL with the macro-economic module on.All scenarios are run for seven cycles, unless the internal convergence criteria is met and the run terminates earlier. In some cases, runs are not sufficiently converged after seven cycles to provide reliable results; these are excluded from the downstream processing. NEMS uses an internal metric called GPA to track intra-cycle convergence. The convergence criteria are based on prices and quantities demanded; there are many other variables computed in a NEMS run and not all of these will necessarily show the same level of convergence. The noise level in the simulations can be estimated, at least qualitatively, by looking at how the numerical values for a particular set of variables change in cycle n+1 compared to cycle n. By definition, perfect convergence is achieved when solution values remain constant for all n. Realistically, perfect convergence may not be achievable with a complex optimization model like NEMS. * The vertical axis is the percent change relative to the 9-cycle output.
The behavior of the power sector quantities of interest as a function of the cycle index n is illustrated in Figure 4 . The figure compares the output of solutions for cycle n= 6, 7, and 8 relative to a solution with n=9. The vertical axis is the percent difference between the n cycle solution and the 9-cycle solution. Although the official end of the forecast period is 2035, NEMS internal tables output data through 2040. The extra five years are part of the internal a priori forecast used for investment decisions as discussed above. There is significant volitility in the solution behavior for years beyond 2025, with no clear pattern indicating improved convergence for increasing n. This is 
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Analysis of Test Runs
Simulation Output
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Capacity reductions by technology type. Hightech (left) and maccommref30_2016.
Steam and as the reference case. Based convergence in years up to 2035 is about 3-5%. Data ) between the test scenario and the nstruct deltas for some of the EIA high effiency ary output for the years 2016-2035 for these as stacked bar charts. All categories conventional and advanced, with and without CCS. To simplify the plots, some of the NEMS reporting cateogries have been summed into a generation is equal to the sum of Oil & Gas Steam plus Combustion generation type include Pumped Storage, Fuel Cells and Distributed Generation. The rest of the generation types are as reported by NEMS. The NEMS reported in these totals. Figure 5 shows BT run, the commercial refrigeration decrement run with for comparison the same deltas for the EIA High Demand Technology (Hightech) case. For illustrative purposes the data are plotted through 2040. In the BT run there are differences from the reference case even before the start year of the Qualitatively, the two runs show The scale of the reduction in the Hightech include many Capacity reductions by technology type. Hightech (left) and maccommref30_2016. Figure 6 illustrates the effect of differing start years on the generation (i.e. energy, upper plots) and capacity variables. The plots on the right show a run with start year 2016, while on the left the start year is 2021. The difference in the timing of the decrement is clear on the generation plot. There is a small deviation from the reference case before the start year in the TWh plot for 2021. This is due to the perfect foresight method, which will move the entire forecast period away from the reference case in response to any change. The capacity plots show the much more pronounced effect of the a priori forecast that is used in capacity investment decisions, which leads to a substantial change in capacity five years before the start of the decrement. To smooth over some of the volatility associated with varying the start year of the decrement, for each sector and end-use we use a simple average of the simulation output over all the start years. Appendix A shows figures illustrating these average runs for all 8 sector/end-use combinations. 
Response Coefficients
The response coefficients are parameters that measure how a reduction in generation induces a corresponding change in emissions, fuel consumption and capacity build-out. A first approximation is easily obtained simply by taking the appropriate ratios of the deltas. These ratios are defined as follows:
• K is used to label different scenarios; K=R is the label for the reference case.
• y is used to label the year.
• For any quantity X K , the delta ∆X in year y is defined as:
) is the installed capacity for generation type g (GW).
• G K (y,g) is the total generation for generation type g (TWh)
• Q K (y,f) is the total power sector primary fuel consumption for fuel type f in (quads).
• EM K (y,s) is the total power sector emissions of pollutant species s (million short tons).
• h K (y) is the marginal heat rate averaged over all technology and fuel types:
is the marginal emissions intensity averaged over all technology and fuel types: ߝ ሺ‫,ݕ‬ ‫ݏ‬ሻ = ∆EM ሺy, sሻ ∑ ∆G ሺy, gሻ
) is the capacity reduction per unit generation reduction for generation type g:
) is the fraction of generation reduction contributed by generation type g: Figure 7 shows the marginal heat rate h K (y) for a number of scenarios: the NEMS-BT runs for commercial cooling and refrigeration for individual runs with start year 2016, the reference case, and the three EIA high efficiency cases. The figure shows the simulation output through 2040; the increased noise in the last five years is evident. The Extended Policy case is closest to the equipment efficiency NEMS-BT cases in terms of the magnitude of energy savings and the technology focus, and in the heat rates as well. In general all the time series show a similar pattern. The heat rate tends to decrease over time because the demand reduction is off-setting more efficient generation. The decrease levels off and starts to reverse near the end of the period. The plot again illustrates the relative noisiness of the NEMS-BT runs. Other simulations with different start years may show heat rates above the reference case average in the early years case. Appendix A provides plots of the marginal heat rates and pollutant intensities for all the ensemble-averaged sector and end Figure 7 Marginal heat rates (Mbtu per kWh) for a variety of scenarios
Time Averaging Methods
To smooth out the noise in the time series, we define four five 2016-2035. For any variable X, the five
The average of h K , is then
The time-averaged ratios are defined by then taking the ratio. This method gives more stable results than the alternative of taking the first and then averaging. The time generation by fuel type (α) are all defined in the same way as the heat rate. For the capacity to energy time averaged ratio (δ) we use a slightly differe investment decision is sensitive to demand growth as well as demand, we define the response coefficient as the ratio of ∆IC in period years 2011-2015 to define a period 15 may show heat rates above the reference case average in the early years, similar to the Ext es plots of the marginal heat rates and pollutant intensities for all the averaged sector and end-use runs.
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Averaging Methods
To smooth out the noise in the time series, we define four five-year block averages over the period , the five-year average over period p, X'(p), is defined as
defined by first averaging the numerator and denominator separately, then taking the ratio. This method gives more stable results than the alternative of taking the and then averaging. The time-averaged coefficients for emissions, and for the fraction of are all defined in the same way as the heat rate. For the capacity to we use a slightly different definition. Because the capacity investment decision is sensitive to demand growth as well as demand, we define the response in period p to the average of ∆G in periods p and p riod p=0 average of ∆G.
, similar to the Extended es plots of the marginal heat rates and pollutant intensities for all the year block averages over the period , is defined as veraging the numerator and denominator separately, then taking the ratio. This method gives more stable results than the alternative of taking the ratio the fraction of are all defined in the same way as the heat rate. For the capacity to nt definition. Because the capacity investment decision is sensitive to demand growth as well as demand, we define the response p-1. We use the
Results
The results of this analysis are presented in Figure 8 and Figure 9 ; the full set of coefficients is provided in Appendix B. Figure 8 plots the response coefficient values for the percentage generation reduction (α) and the capacity reductions (δ) by fuel type, for the commercial sector all end-uses. The figure also includes the coefficients calculated for the Extended Policy scenario. The coefficients for the residential sector are similar, except that the impact of residential cooling on peaking capacity is less pronounced. Note that some of the capacity coefficients are negative; this means that the scenario shows a net increase in GW relative to the reference case. This happens primarily for the intermediate loads, where the demand reduction may induce a shift of generation from one category to another and result in an increase for some categories. The net effect on capacity is always negative. As expected, the cooling end use is the only one that leads to a signficant overall decrease in total installed capacity. The other capacity reductions are due not to a decrease in system peak load, but to a lower requirement for generation over-all. Although the Extended Policy case incorporates a variety of end-use efficiency improvements, the capacity response coefficients are quite similar to the NEMS-BT cooling run, suggesting that cooling dominates the capacity impacts for this case as well. 
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coal ngcc nuclear other peaking renewable similar for heating, lighting and refrigeration, and larger for cooling. This is consistent with the fact that the composition of the cooling energy decrement includes more single cycle, oil or diesel generation, which would lead to larger sulfur emissions. The Extended policy case does not show a reduction over time in SO 2 intensity, but the coefficients are of similar magnitude. Figure 9 Response Coefficients for SO2 and NOx Emissions
Generalization to All End Uses
In this section we develop the weight coefficients that will be used to relate the simulation results for cooling, heating, lighting and refrigeration to other end-uses. The analysis focuses on end-use load shapes that are explicitly modeled in NEMS. The implicit assumption is that if load shape A is a weighted linear sum of load shapes B and C, then the shape-dependent downstream impacts can also be estimated as a linear sum with the same weights. This is an appoximation, but is consistent with the way load duration curves are constructed within NEMS. The discussion begins with a review of NEMS load shape data and energy consumption projections. We then describe the regression model used to develop the weight coefficients, and present the results.
Methodology
NEMS load shape data
This analysis makes use of two NEMS datasets related to building end-use energy consumption: load shape information, and time series of annual energy consumption (i.e. the commercial and residential electricity demand projections output by NEMS). The weight coefficients that we will derive are based on the reference case demand projections. These are broken down by sector, end-use, and census division. The residential and commercial data are analyzed separately. For a given sector the notation is:
• u is an index used to label the end-use,
• cd is an index defining the census division,
• y is the year of the forecast period,
• e(u,cd,y) is the annual electricity demand in TWh.
NEMS provides annual demand values for an extensive list of end-uses (DOE EIA 2011c; DOE EIA 2011b). Load shapes are explicitly represented for a smaller subset of all end-uses. For the residential sector, these are space heating, cooling, water heating, cooking, refrigeration, freezers, electric clothes dryers, lighting and other. The commercial sector load shapes are space heating, cooling, ventilation, water heating, cooking, lighting, refrigeration, office equipment-personal computer (PC), office equipment non-PC, and other. End-uses without a specific load shape are assigned to the "other" category. For both sectors space heating and cooling load shapes vary by region. Because the load shape information is used to construct load duration curves, which in turn are input to the generation dispatch and new construction decisions, the regional disaggregation is a function of the supply-side EMM regions rather than by census division. Load shapes do not vary with the analysis year y.
The load shape data allocates the annual electricity use for u to a particular month, day type and hour. For space-conditioning loads, regional variation is captured by varying the proportion of energy use assigned to each month. This is illustrated in Figure 10 , which shows the load shape for commercial cooling for a July weekday. The plot shows the 13 EMM regions that were used in AEO2010 (beginning with AEO2011, the EMM module uses 22 EMM regions, however the independent load shape data still maps to the 13 regions used previously). Our notation for the load shape data is:
• r is an index defining the EMM region,
• d is an index defining the day type (weekend, weekday, peak day),
• m is an index defining the month,
• h is an index defining the hour.
• ls (u,r,m,d,h ) is the load shape profile. The actual electricity demand for end-use and sector u in year y is proportional to the product of e(u,cd,y) and the load shape. To construct this product, the two sets of variables need to use the same spatial disaggregation. NEMS uses a constant matrix to transform variables from the demand-side (cd) to the supply-side (r). There is a matrix for the residential sector and one for the commercial sector (MR(r,cd) and MC(r,cd) respectively).
3 . The matrix elements are equal to total sectoral electricity use disaggregated onto both EMM regions and census divisions for a particular year (not specified in the documentation). As we are ultimately interested in the supply-side impacts, so we transform the demand variables to representation by EMM region, and define the annual electricity use as is approximately independent of y. Hence, the model can be simplified by replacing E(u,y) by the its value averaged over the N years of the forecast period:
Another simplification is to work with national average data for the space-conditioning end-uses. Combining the time-averaging over years y and a demand-weighted average over regions r we arrive at a load shape ‫,ݑ‪1ሺ‬ݏ݈‬ ݉, ݀, ℎሻ = ∑ ൫∑ ߳ሺ‫,ݑ‬ ‫,ݎ‬ ‫ݕ‬ሻ ௬ ൯݈‫ݏ‬ሺ‫,ݑ‬ ‫,ݎ‬ ݉, ݀, ℎሻ
‫ܧ‬ ത ሺ‫ݑ‬ሻ
(For non-space-conditioning end uses, ls1 identical to ls). With these approximations, the combination of the magnitude of demand and the load shape for each end-use is given by the product Ē(u) ls1 (u,m,d,h ).
Regression Model
In this section we use the index u to represent all end-use load shapes except cooling, lighting and refrigeration. These three load shapes are indexed by v. The goal of the regression model is to estimate coefficients ߚሺ‫,ݑ‬ ‫ݒ‬ሻ such that ‫,ݑ‪1ሺ‬ݏ݈‬ ݉, ݀, ℎሻ = ߚሺ‫,ݑ‬ ‫,ݒ‪1ሺ‬ݏ݈‪ሻ‬ݒ‬ ݉, ݀, ℎሻ
௩
The coefficients ߚሺ‫,ݑ‬ ‫ݒ‬ሻ are defined independently for each sector, and most generally may depend on the variables m, d and h. Further simplification can be made by reducing the 72 values indexed by hour and day type to a few periods indexed by i=1,…,ni. This approximation is reasonable, given that NEMS constructs the load duration curves in blocks related to time-of-day (weekday afternoon, weekend evening etc.) (DOE EIA 2011a). The definition of these periods is similar to the common usage of peak, off-peak and shoulder hours in utility time-of-use rates (Coughlin et al. 2008) . Table 2 Assignment of weekday/peak day hours to time-of-day periods.
Hour Ending period 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 1 (on) 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 2 (sho) 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 3 (off) 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 The assignment of hours to periods is given in Table 2 . The filter in the table is applied to weekdays and the peak day, and all hours on the week end day are assigned to off-peak. This process produces a periodized load shape variable ‫,ݑ‪2ሺ‬ݏ݈‬ ݉, ݅ሻ = ‫,ݑ‪1ሺ‬ݏ݈‬ ݉, ݀, ℎሻ
An example of this periodized shape information is given in Figure 11 , which shows the data for commercial cooling and water-heating. The month index is plotted on the horizontal axis; the vertical axis is arbitrary as only the relative fractions are important. 
Results
For each of the end uses u which do have load shapes but do not have NEMS-BT decrement runs, we use the equation above to determine the coefficients to determine the coefficients β(u,v). The equation is solved using a standard least-squares regression method. In a preliminary analysis the independent variables v consisted of cooling (cl), lighting (lt) and refrigeration (re) only. This produced reasonable results for all end-uses except heating, so NEMS-BT decrement runs were performed for heating. Hence, heating (ht) may be included as a fourth independent variable in the regression model.
Four variants of the model have been tested: 1. Three independent variables (cl, lt, re) and three period-averaged load shapes, 2. Four independent variables (cl, ht, lt, re) and three period-averaged load shapes, 3. Three independent variables (cl, lt, re) and two period-averaged load shapes, 4. Four independent variables (cl, ht, lt, re) and two period-averaged load shapes.
The two period-averaged data was constructed from ls2 by summing the off-peak and shoulder periods into a single not-on-peak value. The regression coefficients for all four variants are 1 2 3 4 5 6 7 8 9 10 11 12
Month
Commercial Cooling off on sho 1 2 3 4 5 6 7 8 9 10 11 12
Commercial Water Heating off on sho presented in Table 3 . The R-squared measure of goodness of fit is generally excellent. Commercial load shapes appear to be more regular and therefore easier to fit than residential shapes. Adding the heating end-use as an independent variable has little effect on the solution. Commercial water heating (wh) is the least well-fit, with the 3-period model providing significantly better results than the 2-period variant. For the residential load shapes, the 2-period, 4-variable model provides the best results as measured by the R-squared. The somewhat poorer results for residential are presumably due to larger variation in the load shapes, particularly between weekend and weekday. Figure 12 illustrates the deviation between the original end-use load shape and the regression fit for the least well-fit end-uses, commercial water-heating (wh) and residential electric clothes dryers (ed). Even for these cases the fits are quite good. Figure 12 Comparison of original load shape data and model fits.
Discussion
The application of the reduced form NEMS-based model presented here proceeds in several steps:
1. Given a time series of site electricity savings, the corresponding generation reductions are estimated as the site savings times a transmission and distribution loss factor. (The national average T&D loss factor from AEO2012 is 1.0737 and is constant over time.) 2. For end-uses (cl, ht, lt, re) the coefficients presented here can be used to estimate the capacity, primary energy and emissions impacts directly for each year within the forecast period 2016-2035. 3. For other end-uses, first construct the appropriate weighted sum of response coefficients.
For example, to estimate the marginal heat rate for end use u:
In this equation we have replaced the scenario index K with the end-use label u, with the understanding that the response coefficient is based on the ensemble average scenario for a given sector and end-use. These coefficients are presented in Appendix B. We recommend the use of the 3-period 3-variable model for commercial, and the 2-period 4-variable model for residential. 4. To produce a time-series estimate of the reductions in primary energy, the fraction of generation by fuel type, or emissions, multiply the generation savings in year y by the coefficient for the period that contains that year. These projected values can be summed over the analysis period to produce a cumulative total. To extrapolate these variables beyond 2035, we recommend using the response coefficients defined for the period 2031-2035. 5. Time series for capacity changes by fuel type can be obtained using the method outlined in
Step 4. However, because capacity changes are cumulative, the interpretation of the response is somewhat different. The capacity to energy ratios in a given period represent the changes that would occur during that period if a program had started in period 1. For a program which starts in period p, the capacity changes can be estimated as the difference between period p+j and period p for j ≤ 1. Similarly, extrapolation beyond period 4 should be based on difference between the period 4 and period 3 coefficients. While this approach is approximate it should proivide a reasonable order of magnitude for the impacts outside the AEO forecast period. It is effectively a linearization of the capacity impacts; the roughly linear growth in capacity evident in the Hightech case ( Figure 5 ) indicates that it is consistent with the way NEMS extrapolates trends in the later years of the forecast period.
To reiterate, the response coefficients define annualized values for the changes in emissions, primary energy, capacity and composition of the generation reduction by fuel type, relative to a unit reduction in generation. For all quantities except capacity, these can be summed to define cumulative impacts over a given period. Capacity is already a cumulative measure. To use this approach for program start dates between 2012-2016, the period 1 coefficients for all variables except capacity can be used. We expect, based on NEMS internal logic, that period 1 capacity changes from programs which begin between 2012-2016 would be negligible, however for subsequent periods such changes may be estimated from the coefficients. This approach does not provide a method to back-cast impacts before 2012.
The reduced form NEMS-based methodology can be used to estimate electric power sector impacts of electricity demand reductions for any program or policy for which a projection of the demand reduction is known. This provides a relatively simple and transparent way to capture these potentially important impacts that is consistent with the EIA projections of the energy system published in the AEO. It is also straightforward to update the coefficients with each AEO edition.
We have provided a brief discussion of some issues related to convergence and numerical noise in the results. Part 2 of this study will explore an alternative NEMS-based approach that may improve the convergence of the test scenarios. Continuing work will also attempt to estimate the magnitude of non-linear economic feed-backs as modeled by NEMS vs. the direct linear response. Finally, the impact of variation in the spatial pattern of electricity demand reductions will be investigated. Tables   Table 6 List of fields extracted from AEO tables. 
Definition of Variables
In the Consumption modeling subroutine (COMConsumption), insert the following codes at the end of the variable definition section. The annual decrement 32 TWh can also be changed according to experiment settings.
Decrement for Heating Consumption
At the end of the Heating Consumption Subroutine (RHTRCON), insert the following codes:
!---LBNL START !******************************************************************* ! F = FUEL NUMBER FROM RTEKCL FILE ! FCON = FUEL NUMBER FOR CONSUMPTION AND DIAMONDS (AS FOLLOWS) ! 1=NG 2=El 3=DIS 4=LPG 5=Ker 6=Wood 7=GEOTHERMAL !****************************************************************** The annual decrement 30 TWh can also be changed according to experiment settings.
Decrement for Refrigeration Consumption
At the end of the Refrigeration Consumption Subroutine (RREFCON), insert the following codes: The annual decrement 33 TWh can also be changed according to experiment settings.
