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1. INTRODUCTION 
The study of special functions and the analysis related to them has always been an interesting 
investigation field. It is interesting by itself, but it is also very useful for physics and other 
sciences. In particular, many physical theories are related to the calculation of intricated integrals 
and series containing special functions. 
This is the case, for example, of the zeta-function regularization mechanism, commonly used in 
Quantum Field Theory. According to its name, it makes use of the Riemann zeta-function. Zeta- 
function regularizations are powerful tools for giving sense to some divergent physical quantities 
appearing in many interesting Quantum Field Theories (see, for example, [1,2]). These physical 
quantities (eigenvalues of quantum operators, vacuum energies, . .. ) are defined by series whose 
coefficients contain the Riemann zeta-function. 
This is also the case of the statistical physics around critical points. In general, many physical 
quantities (magnetization, specific heat, correlation length, . . .  ) are functions of noninteger pow- 
ers of the temperature. When they are expanded around the critical temperature, they become 
complicated series containing amma and polygamma functions among their coefficients (see, for 
example, [3]). 
The starting point for the calculation of this kind of series is the definition of a generalization 
of the beta function. The integral definition of the beta function B(a, b) is equation (6.2.1) of 
[4, p. 25s]: 
~o I xa b(a,b) -- B(a + 1,1 - b) = (1 - x) b dx, Re(a) > -1,  Re(b) < 1. 
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The integrand, conveniently normalized, for real a and b, is the beta probability density function 
commonly used in mathematical statistics. We can extend this function to the case Re (b) = 1 
by subtracting b(w, b) from b(z, b), and then setting b = 1. Moreover, we can extend the integral 
to n dimensions, 
~ol dXl ~zl dx2 ~= l dx3 ~z I z w In(z, W) =- . . . . . .  Xn -- xn 
X 1 - -  1 I x2  - -  1 2 x3 - 1 .-1 x~---'-I dxn. (1) 
It is easy to show that these multiple integrals are finite for Re (z) + n > 0 and Re (w) + n > 0. 
The first motivation of this paper is the evaluation of some new series and integrals containing 
special functions. For this task, we need first to solve (1). The analytical calculation of (1) 
will provide us with a new method for calculating these series and other kinds of series and 
integrals. Therefore, the main result of this work is the analytical solution of (1), which is given 
in formula (5). 
The organization of the paper is as follows. In Section 2, we derive the main result, the 
analytical calculation of (1). In Section 3, we show some examples of known and new series and 
integrals that can be calculated by this new method. 
2. EVALUATION OF  THE MULT IPLE  INTEGRAL 
In order to calculate (1), it will be necessary to solve before a family of difference quations. 
LEMMA 1. A particular solution of the n th equation of the family of difference quations in the 
variable z, 
1 
yn(Z) - yn(Z -- 1) = - - fn_ l (Z ) ,  n = 1, 2, 3 , . . . ,  z ~ O, (2) z 
where 
Fn(z) - F(z + 1)d--~ , - z  ¢ N, n = 0, 1, 2, . . .  (3) 
is precisely Yn (z) = Fn (z). 
PROOF. It proceeds by induction on n. It is trivial for n = 1 using the recurrence formula of the 
digamma function 
¢(z + x) = ¢(z) + z -1. (4) 
Now, let us suppose that Fn(z) satisfies (2) for a given n > 1. Then, by simply taking the 
derivative of (2) with respect o z and using (4), we find it is true for n + 1. 
REMARK 1. Note that the functions Fn(z) are nothing but algebraic ombinations ofpolygamma 
functions of order _< n. 
COROLLARY 1. Introducing Fn(z) in (2), we find a recurrence for the derivatives of the reciprocM 
of the gamma function 
( , ) ½) ,. 
Zd--~ r (z  + 1) + nd77-1  r (~ = ~ , n = 1,2, 3, . . . .  
LEMMA 2. The functions Fn(z) have the following integral representation: 
F~(z) = F(z + 1) (-1) n [(0+) w-(=+X)e ~ log ~ w dw. 
n! 21ri ,-o¢ 
PROOf. Substitute formula (6.1.4) of [4, p. 255] 
1 = 1 f(O+)w_(Z+t)e~ dw, 
r (z  + 1) 21ri J -oo  
into (3) and interchange the n th derivative with respect o z with the integral. This interchange 
is justified using the dominated convergence theorem because the function 
w-(=+l)eW log n w 
is integrable along the integration path of these integrals Vz E C and V n >_ 0. 
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PROPOSITION. For - z  q~ N and Re(z) + n > 0, the family of multiple integrals In(z, w) defined 
in (1) is calculated by means of the summation 
n 
In(z, w) = E Ck (Fn-k(Z) -- Fn-k(w)), n ---- 1, 2, 3 . . . .  , (5) 
k----O 
where the functions Fn(z) are given in (3) and the coefficients Ck may be recursively obtained 
from 
k-I 
Ck = - E CiFk-i(O), k = 1, 2, 3 , . . . ,  (6) 
i----0 
with Co = -1  (notice that the constants Fk(O) in the definition (6) of the coefficients Ck are just 
the coefficients of the Taylor expansion ofF(z  + 1) -1 in powers of z). 
PROOF. We define Io(z) = -1.  Then, by direct substitution, we may check that the integral 
- In(z,  0) is a particular solution of the n th equation of a family of difference quations imilar 
to (2), 
y ,~(z ) -yn(z -1 )=- - l ( - In - l (Z ) ) ,  n=1,2 ,3 , . . . ,  z#0.  (7) 
z 
Now, we proceed by induction over n to show that (5) is true for w = 0. For n = 1, we find 
that both - I i ( z ,0 )  and Fl(z) are particular solutions of the same difference quation: yn(z)_ 
yn(z - 1) = -1 /z  (for n = 1, -Io(z) = Fo(z) = 1, and then (2) and (7) coincide). But two 
different particular solutions of this difference quation may differ only by a constant which is 
fixed, for example, in z = 0, 
- - I I (Z ,0 )  = E l (Z)  - E l (0) .  
Now, we suppose that (5), for w = 0, is true for a given n > 1. Then, for n + 1, we have that 
-In+l(Z) verifies the difference quation 
n 
Yn+l(Z) -- Yn+l(Z -- 1) = 1 E CkFn_k(z) z k=O 
(note that from (6) we have that ~=o CkFn-k(O) -- 0). According to Lemma 1, a particular 
solution of this equation is 
n 
--ZCkFn-k+l(Z). 
k=O 
Therefore, 
n 
- - /n+l (Z ,  0) = -- E Ckfn-k+l(Z) -- Cn+l' (8) 
k=O 
where Cn+l is fixed, for example, in z = 0, and is given by (6). It can be introduced in the 
summation of (8) extending it up to n + 1 because Fo(z) = 1. Finally, subtracting I~(w, 0) from 
In(z, 0), we find that (5) holds. 
COROLLARY 2. For Re(z) + n > 0 and -z  ~ N, the family of multiple integrals 
/1  dXl /1  dx2 /1  Z logm xn 
Into(z)=- x~---1 , x~ -Z-1 "" , - l  xnxn-1  dxn, re=l ,2 , . . .  (9) 
is given by 
i----0 
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PROOF.  Consider the function 
n 
g(xt, . . . ,  xn) = H (1 - xk) - lh (xn) ( - log(xn) )  m, 
k----I 
with the function h(xn) = 1, if Re(z) > 0 and h(xn) = x~ °, if Re(z) < 0, where Re(z) E 
(yo, yl) and Y0 > -n.  The function g(x l , . . . ,  xn) is integrable and dominates the modulus of the 
integrand in (9). Therefore, taking the mth derivative of both members of the equality (5) with 
respect o z and using the dominated convergence theorem, the proof concludes. 
COROLLARY 3. For Re(z) + n > k - 1, m >_ k = 2, 3, 4 , . . . ,  and -z  ~ N, the family of multiple 
integrals ~01 dXl ~1 dx2 ~1 xZl°gmxn x~k(*) =- . . . .  
• 1 - 1 , ~2 - I o_~ ~-~- - -1~ d~.  01)  
is given by the recurrence 
1 
I~'k(z) = k-  1 
where l~l(Z) = I~(z) is given in (10). 
PROOF. It is just an integration by parts in (11) that needs the condition m > k. In order to 
assure that the above recurrence is well defined, it is also necessary to impose Re(z) + n > k - 1. 
REMARK 2. The n-dimensional multiple integrals (1), (9), and (11) are calculated by means 
of (5), (10), and (12), respectively. But, from the definition (3) of the functions F,~(z), these 
integrals are just polynomials in the polygamma functions. 
3. OTHER INTEGRALS AND SERIES  
From formulas (5), (10), and (12), we may derive an algorithm for calculating several new 
(and known) series and integrals. The procedure is very simple. It consists in handling those 
expressions by taking their derivatives, expanding them into power series of z or w, and so on. 
Some examples of calculation of known and new series and integrals are given by the following 
corollaries. 
COROLLARY 4. For Izl < 1 and n = 1, 2, 3,.. . ,  the following identity holds: 
C,F~k),(0) zk -- ~ C, (F._,(z) - F._,(0)),  (13) 
k=l  i--O i=O 
where F(~k) ( z ) is the k th derivative of F ,  (z). Moreover, this power series is absolutely convergent. 
PROOF. Formula (13) is just the Taylor expansion of In(z, 0), the coefficients of the expansion 
being I~(0) (see (5) and (10)). In order to show it is absolutely convergent for Izl < 1, it is 
enough to show that the series 
c¢ k 
Z F(k)(0)~.W = Fn(z) (14) 
k=0 
is absolutely convergent for Izl < 1. This follows easily showing, by induction on n, that 
F2) (0)  3- < ~(k  + n)!. 
REMARK 3. Equation (13) is the generalization of the known power series with zeta functions 
coefficients [4, equation (6.3.14), p. 259] 
oo 
Z(-l)n+l(~( n + I) zn - 7 = d2(z + I), I*1 < I, 
n----I 
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where 7 is the Euler constant. It is obtained from (13) for n = 1 using F~k)(0) ~ -~(k)(1) = 
(-1)kk!~(k + 1) for k = 1, 2, 3 , . . . ,  [4, equation (6.4.2), p. 260] where ¢(n)(z) is the n th derivative 
of the digamma function. 
REMARK 4. Although formula (13) is a trivial consequence of (14), we want to stress the result 
(13) because it is the starting point for the calculation of many other series and integrals. Some 
examples of series and integrals derived from (13) are given by Corollaries 5-7. Examples of 
series derived directly from (5) and (10) are given by Corollaries 8-11. 
COROLLARY 5. The known result [4, equation (6.4.1), p. 260] 
fO °° xn e zx eX-----S~ dz = (-1)"+l~b(n)(1 - z), Re(z) < 1 (15) 
is obtained from (13) for n = 1. 
PROOF. We insert the integral representation f the zeta-function [4, equation (23.2.7), p. 807] 
1 ~o c¢ x n 
~(n + 1) -- F(n + 1) eZ----S~_l dx
in the left-hand side of (13) for n = 1. Interchanging the sum and the integral, we obtain for 
Izl < 1, 
fo °° e zz - 1 ~-~-_ ~dx = -3' - ~p(1 - z). 
Both members of the above equality are analytic in Re(z) < 1 and the equality holds also in 
Re(z) < 1. Now, we take the n th derivative with respect o z, interchange derivative and integral 
and obtain (15). Once more, it is trivial to show that the dominated convergence theorem can 
be applied here in order to interchange the series or the derivatives with the integral. 
COROLLARY 6. For Izl < m, - z  ¢ N, and n, m = 1, 2, 3 , . . . ,  we have 
~ Frac (x) dx = (-1) n + z) + 1 
-----~)w. ¢(") (1 
(z + x) n+2 (n + n(n + 1)(z + m)" 
m 1 (16) 1 + 
(n + 1-----~ (z + k) -+l  
PROOF. We insert the integral representation f the zeta-function [4, equation (23.2.9), p. 807] 
m 1 1 /m ~ Frac (x) dx 
<(k+l l=E~ +~-(k+l )  xk+2 , m=1,2 ,3 , . . . ,  (17) 
l : l  
in Fl(a)(0) = (-1)kk!~(k + 1) in the left-hand side of (13). Now, it is trivial to show that 
izlk (k + 1)~ac ix) x~+2 dx < oo, for 4zl < m. 
k=l  
Therefore, using the convergence dominated theorem, we may interchange the sum in k and the 
integral of (17). After straightforward algebra, we obtain 
m 
z ( z )  (18) o~ Wac (x) d~ _ i (m)  + ¢(1 + z) - ~ k(z + k-------~  log 1 + ~ , 
(z + z) 2 k=l 
where I (m)  = ~2(m + 1)-In m + % For z in a ball of centre zero and radius r < m, the n th 
derivative with respect o z of the function in the integrand in the left-hand side of (18) can 
be easily bounded by an integrable function. Therefore, applying the convergence dominated 
theorem we obtain (16). 
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COROLLARY 7. For [z[ < 1, 
~-~ ~-~ ~Tknkzn  = log(1-- z) -- 7 -- ¢(1-- Z), 
n=l  k=O 
where 7k are the generalized 7 constants 
7k= aim {~-'~l°g kn l°g k+lm} 
m--.oo n k+l  " 
n=l  
PROOF. We insert the representation f the zeta-function given by equation (23.2.5) of [4, p. 807] 
~(n + 1) = _1 + 7knk '
T/, k=O 
in the left-hand side of (13), for n = 1 and use the identity 
oo n 
n=l  
for Izl < 1. 
COROLLARY 8. For Re(z) + n > 0 and z ~ Z, m = O, 1, 2 , . . . ,  n = 1, 2, 3 , . . . ,  we have 
1 ] 
~ ( -k) -k!  d( -z )m = dzm r ( - z )  Ck (Fn-k(Z) -- Fn-k(0)) • (19) 
k----1 
PROOF. We perform the change of variable x,~ = 1 + t in the xn-integral of (1), for w = 0 and 
expand (1 + t) z in power series of t, to obtain 
r ( - z )  ._1-1 ~__1 ~i z)(_t)  n at. 
The dominated convergence theorem can be applied here in order to interchange this summation 
with all the integrals in (1). After straightforward algebra, we obtain 
~r(k = r ( - z ) I~(z ,  o). Z) 
k=l (-k)nk! 
The modulus of the k th derivative with respect o z of the terms of the above series are trivially 
bounded by z-independent functions which form a convergent series for Re(z) + n > 0. Therefore, 
using (5), differentiating m times with respect o z and applying the convergence dominated 
theorem, we obtain (19). 
COROLLARY 9. For Re(z) + n > 0 and z ¢ Z, n = 1, 2, 3 , . . . ,  we have 
-~ r (k  - z) n 
m (--~-'m~-n k !
k=0 m----1 k=0 
PROOF. We set m = 1 in (9) and (10) and expand In(1 + t) in power series of t in (9). Now, we 
follow the same steps as in the above corollary with every term of the expansion. As before, the 
dominated convergence theorem can be trivially applied here in order to interchange the orders 
of sums and integrals. 
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COROLLARY 10. From (10), for m = 1, we obtain the known formula [4, equation (6.4.2), p. 260] 
¢(n)(1) = ( -1 )n+ln! ( (n+ 1), n = 1 ,2 ,3 , . . . .  
PROOF. We perform the change of variable xn = 1 + t in the Xn-integral of (9) and set z = 0. 
Then, we expand the logarithm in power series of t and interchange the orders of sum and 
integral. Again, the convergence dominated theorem is trivially applied here in order to justify 
this interchange. 
COROLLARY 11. From (10), for m > 1, and following similar steps as in the above corollary, 
many new series can be calculated. Some examples are as follows. 
For n = 1,2, 3 , . . . ,  we have 
,,' ( : ) ]  
~ km(k + m)" = Cmd~z~ L~- - -~ dzn-m ~- 1) z=0' 
k----1 m=l  rn=O 
oo 
n 2 
n=l  
For Re(z) > -1 ,  we have 
-~ (n -  1)! ¢O)(z) 
.=, w(~ : : )  = ~ ' 
oo o~ (n + m-  1)! ,~(~)(z) 
~ nmr(n +mYz) = r(z) ' 
n=l  m=l  
.=1 k=o ( ) 
PROOF. It is similar to the proof of the above corollary. 
REMARK 5. These are only a few examples. Many other series and integrals may be calculated 
by simple manipulation of formulas (5), (10), and (12). They will result, as well as the series and 
integrals calculated in the above corollaries, in algebraic ombinations of gamma and polygamma 
functions. 
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