This paper describes the extension of the system DyALog to compile tabular parsers from Feature Tree Adjoining Grammars. The compilation process uses intermediary 2-stack automata to encode various parsing strategies and a dynamic programming interpretation to break automata derivations into tabulable fragments.
Introduction
This paper describes the extension of the system DyALog in order to produce tabular parsers for Tree Adjoining Grammars [TAGs] and focuses on some practical aspects encountered during the process. By tabulation, we mean that traces of (sub)computations, called items, are tabulated in order to provide computation sharing and loop detection (as done in Chart Parsers). The system DyALog 1 handles logic programs and grammars (DCG). It has two main components, namely an abstract machine that implements a generic fix-point algorithm with subsumption checking on objects, and a bootstrapped compiler. The compilation process first compiles a grammar into a Push-Down Automaton [PDA] that encodes the steps of a parsing strategy. PDAs are then evaluated using a Dynamic Programming [DP] interpretation that specifies how to break the PDA derivations into elementary tabulable fragments, how to represent, in an optimal way, these fragments by items, and how to combine items and transitions to retrieve all PDA derivations. Following this DP interpretation, the transitions of the PDAs are analyzed at compile time to emit application code as well as to build code for the skeletons of items and transitions that may be needed at run-time. Recently, (Villemonte de la Clergerie & Alonso Pardo, 1998) has presented a variant of 2-stack automata [2SA] and presented a DP interpretation for them. These 2SAs allow the encoding of many parsing strategies for TAGs, ranging from pure bottom-up ones to valid-prefix top-down ones. For all strategies, the DP interpretation ensures worst-case complexities in time Ç´Ò µ and space Ç´Ò µ, where Ò denotes the length of the input string.
This theoretical work has been implemented in DyALog with minimum effort. Only a few files have been added to the DyALog compiler and no modification was necessary in the DyALog machine. Several extensions and optimizations were added: handling of Feature TAGs, use of more sophisticated parsing strategies, use of meta-transitions to compact sequences of transitions, use of more efficient items, and possibility to escape to logic predicates.
Tree Adjoining Grammars
We assume the reader to be familiar with TAGs (Joshi, 1987) t r e e top =s ( X) and bot =s ( 0 ) at ++s ( " e " ) . a u x t r e e top =s ( XpI ) at s ( " a " , top =s ( X) and bot =s ( Y) is traversed in a pre-order way (skipping Null Adjunction [NA] internal nodes) and when predicting an adjunction on node , the traversal is suspended and some prediction information Ì relative to the top argument Ì of is pushed on ÅË (step Call) and used to select some auxiliary tree ¬ (step Select). Some information Ò (partially) identifying is also pushed on Ë and propagated to the foot of the auxiliary tree. Then Ò is popped, combined with some information¯ and pushed on ÅË in order to select the traversal of the subtree « rooted at . Once « has been traversed, we pop ÅË and resume the suspended traversal of ¬. We also push propagation information Ò on Ë about the adjunction node. Once ¬ has been traversed, we publish some propagation information about ¬ (step Publish). We then pop both ÅË and Ë and resume the suspended traversal of «, checking with Ò and Ì ¯t hat the adjunction has been correctly handled (step Return). For each kind of suspension that may occur during a tree traversal, we get a pair of Call/Return transitions and a related pair of Select/Publish transitions. For TAGs, we have three kinds of suspension, occurring at substitution, adjunction, and foot nodes. We explicit here the transitions relative to an adjunction on node and to an auxiliary tree of root Ö and foot . A transition of the form´¤ µ ´¢ µ applies on any configuration´ÅË Ëµ ´©¤ resp.¯ ¯) denote computation points during a traversal that are just left and right of including (resp. not including) adjunction. The prediction atoms¯Ì ¯ and propagation atoms Ì ¯ ¯a re built using modulations from the node arguments Ì and completed by position variableś¯È È ¯µ and´¯È È ¯µ used to delimit the span of including or not adjunction. Modulation is useful to tune the top-down prediction of trees and the bottom-up propagation of recognized trees. It allows an uniform description of a wide family of parsing strategies, ranging from pure bottom-up ones to prefix-valid top-down ones and also including mixed strategies such as Earley-like. In practice, a directive tag_mode(s/1,top , +( ),+, ) states that, for a node argument Ì ×´ µ and position variables´¯È È¯µ ´Ä Êµ, we get¯Ì ÐÐ_×_½´Äµ and Ì¯ Ö Ø´Ê µ.
In practice, the transitions built following a Call/Return strategy may be grouped in metatransitions by (a) grouping pairs of related call and return transition and (b) considering dotted nodes as continuations. For instance, figure 3 shows the skeleton of a meta-transition representing the traversal of an auxiliary tree with root Ö and some adjoinable node . 
Preparing the Dynamic Programming evaluation
The next compilation phase unfolds the meta-transitions and identifies which objects (items or transitions) may arise at run-time. This analysis is based on a DP interpretation for 2SAs. Figure 4 shows (some of) the application rules used to combine items and transitions. The antecedent transition and items are (implicitly) correlated using unification with the resulting most general unifier applied to the consequent item. Component that need not be consulted are replaced by holes . Similar items occurring in different rules have been supscripted by Á, Â, Ã and Ä. Note that these rules derive from more abstract ones, independent of any strategy, that we have instantiated, to be more concrete, for the Call/Return strategies.
Projections Time complexity may be reduced by removing from objects the components that are not consulted (marked by ), leading to tabulate one or more projected objects instead of s(2)(0,9) 1 <--2 % Der. of elem tree with adj. s(2)(0,9) * s(0)(4,5) 2 <--3 % Der. of aux. tree with adj. s(1)(1,8) * s(0)(3,6) 3 <--% Der. of aux. tree 
Analysis and conclusion
In the worst case and in the case of TAGs without features, the number of created objects (using subsumption checking) is in Ç´Ò µ and the number of tried applications is in Ç´Ò µ. These complexities come from the number of different instantiated position variables which may occur in objects or be consulted (for applications).
7 These complexities remain polynomial when dealing with DATALOG features (no symbol of functions) and may be exponential otherwise. Time complexity is directly related to the number of tried applications and created objects if objects can be accessed and added in constant time. The indexing scheme of DyALog based on trees of hashed tables ensures this property only for pure and DATALOG TAGs. These different remarks about complexity have been confirmed for small "pathological" grammars. However, some recent experimentations done with a prefix-valid top-down parser compiled from a French XTAG-like non lexicalized grammar of 50 trees (with DATALOG features) have shown a much better behavior (0.5s to 2s for sentences of 3 to 15 words on a Pentium-II 450Mhz). We hope to improve these figures by factorizing tree traversals and using (when possible) specialized left and right adjunctions.
