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RE´SUME´
Depuis quelques de´cennies, la simulation assiste´e par ordinateur de la dynamique des
fluides est un sujet de recherche qui s’est de´marque´ en permettant la re´solution d’une multitude
de proble`mes scientifiques, tant au niveau acade´mique qu’industriel. Dans ce domaine, la
simulation des fluides a` plusieurs phases immiscibles demeure un de´fi en raison de la complexite´
de l’interaction des diffe´rentes interfaces entre les phases. Diffe´rentes me´thodes nume´riques sont
disponibles pour e´tudier ces phe´nome`nes et, ces dernie`res anne´es, la me´thode de Boltzmann
sur re´seau s’est montre´e bien adapte´e pour re´soudre ce type d’e´coulement complexe.
Dans cette the`se, un mode`le de Boltzmann sur re´seau pour la simulation des fluides a` deux
phases immiscibles est e´tudie´. Le principal objectif de cette the`se est de de´velopper davantage
cette me´thode prometteuse afin d’e´tendre son champ de validite´. Pour ce faire, cette recherche
est subdivise´e en cinq the`mes distincts. Les deux premiers se concentrent a` corriger certaines
lacunes du mode`le original. Le troisie`me ge´ne´ralise le mode`le afin de supporter la simulation
des fluides a` N phases immiscibles. Le quatrie`me the`me vise a` modifier le mode`le afin de
permettre la simulation des fluides immiscibles avec variation de densite´ entre les phases.
Avec la classe de mode`le de Boltzmann sur re´seau e´tudie´e dans cette the`se, la variation de
densite´ entre les phases e´tait mode´lise´e inade´quatement et cette proble´matique e´tait non
re´solue depuis une vingtaine d’anne´es. Le cinquie`me the`me, comple´mentaire a` cette the`se, est
un sujet connexe a` la me´thode de Boltzmann sur re´seau. Ce dernier ge´ne´ralise la the´orie des
gradients isotropes 2D et 3D pour un ordre de pre´cision spatial e´leve´.
Chacun de ces the`mes a re´sulte´ en un article scientifique mis en annexe de cette the`se.
En relation avec les objectifs de cette recherche, ce document se re´sume a` une synthe`se qui
explique les liens entre les diffe´rents articles ainsi que les contributions scientifiques. Dans
l’ensemble, plusieurs cas tests qualitatifs et quantitatifs issus de la the´orie des e´coulements a`
plusieurs phases ont permis de mettre en e´vidence des proble´matiques concernant le mode`le
de simulation. Il s’en est suivi diffe´rentes modifications qui ont eu pour effet de re´duire ou
d’e´liminer certains artefacts nume´riques dont souffrait la me´thode. Ces cas tests ont aussi
permis de valider les extensions qui ont e´te´ applique´es au mode`le original.
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ABSTRACT
The computer assisted simulation of the dynamics of fluid flow has been a highly rewarding
topic of research for several decades now, in terms of the number of scientific problems
that have been solved as a result, both in the academic world and in industry. In the fluid
dynamics field, simulating multiphase immiscible fluid flow remains a challenge, because of
the complexity of the interactions at the flow phase interfaces. Various numerical methods
are available to study these phenomena, and, the lattice Boltzmann method has been shown
in recent years to be well adapted to solving this type of complex flow.
In this thesis, a lattice Boltzmann model for the simulation of two-phase immiscible flows
is studied. The main objective of the thesis is to develop this promising method further, with
a view to enhancing its validity. To achieve this objective, the research is divided into five
distinct themes. The first two focus on correcting some of the deficiencies of the original
model. The third generalizes the model to support the simulation of N-phase immiscible
fluid flows. The fourth is aimed at modifying the model itself, to enable the simulation of
immiscible fluid flows in which the density of the phases varies. With the lattice Boltzmann
class of models studied here, this density variation has been inadequately modeled, and, after
20 years, the issue still has not been resolved. The fifth, which complements this thesis, is
connected with the lattice Boltzmann method, in that it generalizes the theory of 2D and 3D
isotropic gradients for a high order of spatial precision.
These themes have each been the subject of a scientific article, as listed in the appendix to
this thesis, and together they constitute a synthesis that explains the links between the articles,
as well as their scientific contributions, and satisfy the main objective of this research. Globally,
a number of qualitative and quantitative test cases based on the theory of multiphase fluid
flows have highlighted issues plaguing the simulation model. These test cases have resulted in
various modifications to the model, which have reduced or eliminated some numerical artifacts
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1.1 Mise en contexte
Au sens large, cette recherche fait partie de celles qui e´tudient l’e´quation de Boltzmann.
Cette e´quation de´veloppe´e par Ludwig Boltzmann est ce´le`bre et a donne´ lieu a` des dizaines
de milliers de recherches. Issue de la the´orie cine´tique des gaz, l’e´quation de Boltzmann est
ge´ne´ralement pre´sente´e comme une e´quation de´crivant le comportement spatio-temporel d’un
gaz dilue´ qui n’est pas dans un e´quilibre thermodynamique. Un survol rapide de cette e´quation
dans le cadre de cette recherche doctorale est pre´sente´ dans cette introduction.
De manie`re plus spe´cifique, un mode`le de Boltzmann sur re´seau pour la simulation assiste´e
par ordinateur des fluides a` plusieurs phases immiscibles a e´te´ e´tudie´, de´veloppe´ et ame´liore´
durant cette recherche. Tout d’abord, il convient de de´finir ce qui est sous-entendu par
l’expression « fluides a` plusieurs phases immiscibles ».
Un syste`me a` une phase est de´fini comme un syste`me homoge`ne a` un ou plusieurs
composants chimiques. Par exemple, l’air est un syste`me a` une phase homoge`ne, mais compose´
principalement d’azote, d’oxyge`ne et de dioxyde de carbone. Similairement, tel qu’indique´
par Zemansky [1], un syste`me a` plusieurs phases se de´finit comme un syste`me compose´ d’un
ou de plusieurs composants chimiques homoge`nes et se´pare´ par une frontie`re bien de´finie.
Un exemple de syste`me a` deux phases et avec un seul compose´ chimique serait un syste`me
avec de l’eau liquide et de la vapeur d’eau. L’eau et l’huile forment un syste`me a` deux phases
avec deux composants chimiques. Dans cette optique, l’air et l’eau peuvent eˆtre vus comme
un syste`me a` deux phases compose´ principalement de quatre composants chimiques. L’ajout
du terme immiscible implique que les diffe´rentes phases ne se me´langent pas. Autrement dit,
l’e´tat de la matie`re ne se modifie pas en passant d’une phase a` une autre ou pour former une
nouvelle phase comme c’est le cas lors de la dissolution de l’encre dans de l’eau. Par exemple,
dans le cas ou` les phases sont de l’eau liquide avec de la vapeur d’eau, l’immiscibilite´ implique
qu’il n’y a pas de passage de la phase liquide vers la phase gazeuse et vice-versa.
La de´finition d’un syste`me a` plusieurs phases immiscibles ou non, propose´e dans le
paragraphe pre´ce´dent, me`ne a` beaucoup de syste`mes possibles. Une liste est illustre´e sous
forme de diagramme dans le livre de Kolev [2]. Ce diagramme expose 28 diffe´rents sche´mas
d’e´coulements allant de gaz, de liquide, de solide, de solide-liquide, etc. Les combinaisons sont
nombreuses dans l’e´tude de ce type d’e´coulement et, comme pre´cise´ par Brennen [3], il n’existe
2pas de formulation unique et bien e´tablie permettant de de´crire toutes les possibilite´s. Par
bien e´tablie, Brennen [3] sous-entend que les mode`les utilise´s pour repre´senter les e´coulements
a` phases multiples sont encore sujets a` des de´bats scientifiques.
La simulation des fluides a` plusieurs phases est un domaine de recherche en pleine e´volution
et connait aussi plusieurs applications pratiques. L’industrie pe´trolie`re en est un bon exemple,
les simulations faites par Ingrain [4] sont utilise´es pour mieux pre´dire l’extraction du pe´trole
ou des gaz naturels des sols. D’autre part, l’industrie pharmaceutique s’inte´resse au domaine
de la microfluidique [5], ou` l’on essaie de pre´dire le comportement du de´poˆt de gouttes sur
des substrats a` une e´chelle microscopique. De plus, l’industrie nucle´aire est aussi concerne´e
par le transfert de chaleur au niveau des e´coulements a` bulles [5] ainsi que par les vibrations
ge´ne´re´es par ces e´coulements qui se produisent dans les syste`mes de conduites [6, 7]. La the`se
de doctorat de Chiappini [8] e´nume`re plusieurs autres champs d’applications pratiques de la
simulation des fluides a` plusieurs phases.
La communaute´ scientifique s’inte´resse aussi a` la mode´lisation du transport des conta-
minants dans les sols [9]. Pour mettre en contexte, il existe une classe de contaminants tre`s
dangereux pour la sante´ soit les DNAPL (Dense, Non-Aqueous Phase Liquid). Les DNAPL
sont des liquides plus denses que l’eau et ge´ne´ralement immiscibles avec l’eau. E´tant plus
denses que l’eau, ces contaminants ont tendance a` descendre par gravite´ dans les sols profonds
et contaminent ainsi les eaux souterraines.
La me´thode de Boltzmann sur re´seau tente de se de´marquer en ce qui concerne le calcul
du coefficient de perme´abilite´ pour les e´coulements a` une phase [10] et des coefficients de
perme´abilite´ relatifs pour les e´coulements a` phases multiples [11]. En milieu poreux, la loi
de Darcy pre´dit que la vitesse moyenne de l’e´coulement dans la direction d’une force, par
exemple un gradient de pression, est proportionnelle au coefficient de perme´abilite´ [12]. Ce
dernier est seulement en fonction de la ge´ome´trie intrinse`que du mate´riau. Par contre, pour
les e´coulements a` plusieurs phases, il est possible que la phase mouillante qui adhe`re plus
facilement a` la paroi solide, couvre la surface solide et se de´place le long de celle-ci. La
phase non mouillante, quant a` elle, circule dans l’espace restant tout en e´tant enrobe´e de la
phase mouillante. Par conse´quent, il y a un fort couplage visqueux a` l’interface entre le fluide
mouillant et le non mouillant. Pour tenir compte de ce couplage visqueux, il faut introduire les
coefficients de perme´abilite´ relatifs dans la loi de Darcy ge´ne´ralise´e pour calculer la perme´abilite´
effective des e´coulements a` plusieurs phases [13]. Base´s sur des donne´es expe´rimentales, ces
coefficients peuvent eˆtre obtenus a` l’aide de mode`les simplifie´s. Par contre, ce processus
est tre`s dispendieux et difficile a` de´terminer en raison de l’anisotropie des milieux poreux.
Conceptuellement, l’ide´e est d’utiliser les me´thodes de Boltzmann sur re´seau pour calculer
ces coefficients a` un niveau microscopique et d’ensuite les utiliser comme re´fe´rence dans des
3mode`les macroscopiques hydroge´ologiques de transport de contaminants. Les me´thodes de
Boltzmann sur re´seau pourraient re´duire les couˆts associe´s a` des expe´riences en laboratoire
faites par des e´quipes spe´cialise´es, et ce, en utilisant la distribution ge´ome´trique des mate´riaux
pour en de´duire par simulation la valeur de ces coefficients. Il y a pre´sentement un effort fait
par la communaute´ scientifique de Boltzmann sur re´seau pour de´velopper un mode`le capable
de calculer ces coefficients correctement, avec fiabilite´ et robustesse [13,14].
Bien qu’il soit approprie´ d’avoir mentionne´ divers champs d’applications de la me´thode
de´veloppe´e dans cette recherche, les de´veloppements et les contributions effectue´s dans cette
the`se se concentrent sur l’ame´lioration de l’aspect the´orique et nume´rique d’un
mode`le de simulation et non pas sur l’application de celui-ci a` des situations complexes
comme pour le calcul des coefficients de perme´abilite´. Comme toutes les autres me´thodes,
celle de Boltzmann sur re´seau s’ame´liore de jour en jour, mais elle est encore en phase de
de´veloppement en ce qui concerne la simulation des e´coulements a` plusieurs phases. La vision
a` long terme de cette the`se est qu’il est possible de de´velopper un mode`le de Boltzmann sur
re´seau permettant d’appuyer concre`tement et de manie`re syste´matique les recherches ou les
e´tudes qui s’inte´ressent a` la dispersion des contaminants dans les sols.
1.2 Hypothe`ses de mode´lisation
Il est important de mentionner les hypothe`ses de mode´lisation sous lesquelles les mode`les de
simulation e´tudie´s dans cette the`se sont valides. Au prochain chapitre, la revue de litte´rature
pre´sente certains aspects ou hypothe`ses, par rapport a` ceux pre´sente´s ci-dessous, qui peuvent
eˆtre diffe´rents de´pendamment du type de mode`le de Boltzmann sur re´seau conside´re´. D’abord,
les hypothe`ses de mode´lisation pour un syste`me a` une seule phase sont e´voque´es et pour ce
cas simplifie´, ce sont celles couramment utilise´es pour les mode`les de Boltzmann sur re´seau de
base. Par la suite, certaines hypothe`ses supple´mentaires sont ajoute´es pour obtenir un mode`le
d’un syste`me a` plusieurs phases.
1.2.1 Hypothe`ses de mode´lisation pour un syste`me a` une phase
D’un point de vue macroscopique, il est d’abord conside´re´ que :
H1a) Le re´gime d’e´volution du syste`me est isotherme, c’est-a`-dire a` tempe´rature constante.
Cette hypothe`se permet de ne pas avoir a` conside´rer l’e´nergie interne du fluide comme une
inconnue du syste`me. Les re´gimes de simulation thermodynamique ne peuvent donc pas eˆtre
simule´s. Les re´gimes possibles de simulation sont limite´s a` l’hydrodynamique ce qui implique
alors que :
H2a) Les inconnues d’un syste`me a` re´gime hydrodynamique sont :
4– la masse volumique ρk ;
– la quantite´ de mouvement ρk~uk ;
– et la pression pk dans le fluide.
Bien que seulement les syste`mes a` une phase soient traite´s dans cette sous-section, l’indice k
fait re´fe´rence a` un fluide « de couleur k ». Cela permet de faire une diffe´rence avec la notation
de´finie dans la prochaine section qui traite des syste`mes avec plusieurs phases. Avec cks la











a` tempe´rature constante et non pas a` entropie constante comme c’est usuellement le cas [15].
H4a) La viscosite´ cine´matique νk du fluide est conside´re´e constante.
Comme la viscosite´ cine´matique de´pend ge´ne´ralement de la tempe´rature, cette dernie`re
hypothe`se est raisonnable e´tant donne´ que le syste`me est suppose´ isotherme.
H5a) Le fluide est newtonien.
La viscosite´ dynamique est note´e µk = ρkνk. Le tenseur des contraintes de´viatoriques est alors
donne´ par Tk = µk[~∇~uk + (~∇~uk)T ]− 2/3(~∇ · ~uk)I. Dans la limite d’un faible nombre de Mach,
la divergence du champ de vitesses ~∇ · ~uk est pratiquement nulle ainsi que la variation de la
densite´ ρk. Par conse´quent, le tenseur des contraintes de cisaillement Sk = ~∇ ·Tk se simplifie
a` sa forme incompressible Sk = µk ~∇2~uk.
Un syste`me, qui respecte les hypothe`ses pre´ce´dentes, peut eˆtre mode´lise´ par deux e´quations
au niveau macroscopique. La conservation de la masse me`ne a` l’e´quation de continuite´ et la
conservation de la quantite´ de mouvement me`ne aux e´quations de la quantite´ de mouvement :





+ ~uk · ~∇~uk
)
= −~∇pk + µk ~∇2~uk (1.2)
Une me´thode de Boltzmann sur re´seau de base est e´quivalente a` ce syste`me d’e´quations
seulement dans la limite d’un faible nombre de Mach et de Knudsen. La me´thode est dite
quasi-incompressible, car il y a toujours une faible variation de la densite´ dans un mode`le de
Boltzmann sur re´seau de base. Dans ce cas, l’utilisation de l’e´quation d’e´tat isotherme permet
de ne plus avoir a` conside´rer la pression comme une inconnue :




5La pression pk ne varie alors que le´ge`rement en raison de l’hypothe`se d’un faible nombre de
Mach. L’ensemble de ces hypothe`ses sous-entend que la me´thode de Boltzmann sur re´seau de
base est seulement une solution approche´e des e´quations de Navier-Stokes incompressibles.
1.2.2 Hypothe`ses de mode´lisation pour un syste`me a` plusieurs phases immis-
cibles
Dans un mode`le a` plusieurs phases immiscibles, diffe´rentes hypothe`ses de mode´lisations
sont possibles. Un choix doit eˆtre fait quant a` la nature de l’interface entre chacun des fluides.
Les premie`res hypothe`ses sont que :
H1b) L’interface est diffuse.
H2b) La tension de surface entre chacune des paires d’interfaces est prise en compte, mais
l’interaction par tension de surface entre deux fluides a` une interface ne de´pend pas de
la pre´sence des autres fluides.
Tel que propose´ par Lafaurie et al. [16], lorsque l’interface est diffuse et que seulement deux
phases sont pre´sentes, le tenseur des contraintes capillaires responsable de l’introduction de la
tension de surface entre deux fluides k et l a la forme suivante : Ckl = σkl (I− ~nkl ⊗ ~nkl) δkl.
L’expression σkl est associe´e a` l’intensite´ de la tension de surface, le vecteur ~nkl est un vecteur
normal a` l’interface et l’expression δkl est une fonction delta concentre´e a` l’interface. Le
symbole ⊗ indique le produit tensoriel. Il est inte´ressant de noter que Lafaurie et al. [16]
ont de´montre´ que la divergence de ce tenseur est proportionnelle a` la courbure de l’interface.
L’approche propose´e par Reis et Phillips [17] sugge`re d’e´crire :
H3b) Ckl = σkl
(∣∣∣~Fkl∣∣∣2 I− ~Fkl ⊗ ~Fkl)
ou` ~Fkl est le gradient d’un parame`tre d’ordre mesurant la composition du fluide. Le vecteur
~Fkl est en fait une mesure de la fonction delta δkl et oriente´ dans la direction ~nkl normale a`
l’interface. Avec cette approche, plusieurs choix sont possibles pour ~Fkl et selon le choix, il faut
de´terminer une expression pour σkl qui fera en sorte que la tension de surface du syste`me dans
la simulation soit la meˆme que celle pre´dite par la the´orie. Intuitivement, plus l’expression
pour σkl est grande, plus la tension de surface entre les fluides est grande. Selon la forme de
l’expression σkl, il est alors possible de controˆler la tension de surface entre deux fluides k et l.
Pour mode´liser un syste`me a` plusieurs phases, l’approche la plus ge´ne´rale est de conside´rer
chacune des phases se´pare´ment et de les repre´senter par plusieurs e´quations individuelles
couple´es. L’approche adopte´e ici consiste plutoˆt a` de´finir un fluide « sans couleur » repre´sentant
le plus simplement et le plus fide`lement possible la dynamique globale de l’ensemble des fluides
individuels k.
6H4b) Le fluide sans couleur est la somme des proprie´te´s individuelles de chacun des fluides k.
















Cette dernie`re hypothe`se peut sembler injustifie´e, mais elle fait en sorte de donner un poids plus
important aux fluides qui sont pre´ponde´rants a` une position donne´e. A` cause de l’hypothe`se
d’incompressibilite´, il semble logique de donner, a` une certaine position, plus d’importance aux
particules de fluides pre´sentes en plus grande quantite´. L’effet local d’un fluide de couleur k
a` un endroit donne´ est donc proportionnel a` la quantite´ de celui-ci pre´sent a` cette position.
Cet argument justifie la de´finition de la densite´ du fluide sans couleur et de sa quantite´ de
mouvement. Pour la viscosite´, cette hypothe`se correspond en fait a` une interpolation de la
viscosite´ cine´matique ponde´re´e par la densite´. Cela est une approximation standard dans les
me´thodes nume´riques pour la simulation de plusieurs phases immiscibles [16]. D’autres types
d’interpolations sont possibles [18]. Pour la pression du fluide sans couleur, son effet se traduit
dans les e´quations par une force par unite´ de volume, ~∇p, il est donc normal que la somme
des pressions soit choisie pour repre´senter la pression du fluide sans couleur.
Il est aussi suppose´ que les contraintes capillaires dans le fluide sans couleur sont e´gales
a` la somme des contraintes capillaires ge´ne´re´es individuellement par chacune des paires
d’interfaces :




Similairement a` la pression, les contraintes capillaires se traduisent par des forces par unite´ de
volume, ~∇ ·C, dans les e´quations. Il est donc normal de faire une sommation des contraintes
pour repre´senter le tenseur des contraintes capillaires du fluide sans couleur.
Pour simplifier la dynamique du syste`me, une hypothe`se supple´mentaire est ajoute´e :
H6b) Chacun des fluides k se de´place avec la meˆme vitesse que le fluide sans couleur.
Cette dernie`re hypothe`se fait en sorte qu’il y a seulement le champ de vitesse ~u du fluide sans
couleur qui est inconnu. Par conse´quent, une partie de l’information concernant la dynamique
comple`te d’un syste`me re´el a` plusieurs phases est perdue. Par contre, cela permet de simplifier
conside´rablement la proce´dure de re´solution nume´rique du mode`le. En proce´dant ainsi, un
syste`me a` plusieurs phases distinctes est en fait mode´lise´ par une seule phase, le fluide sans
7couleur, dont les proprie´te´s, ρ et µ, ou les forces par unite´ de volume, −~∇p et ~∇ ·C, agissant
sur celui-ci varient spatialement et temporellement en fonction du de´tail et de l’e´volution
des champs de densite´ ρk de chacun des fluides k. En fait, puisque chacun des fluides k est
immiscible l’un avec l’autre, c’est seulement a` l’interface entre les fluides ou` l’information
est perdue concernant les vitesses individuelles de chacun des fluides. Cette hypothe`se de
simplification est donc probablement acceptable pour plusieurs situations pratiques.
Les e´quations conside´re´es issues de la conservation de la masse et de la conservation de la
quantite´ de mouvement du fluide sans couleur sont :





+ ~u · ~∇~u
)
= −~∇p+ µ~∇2~u+ ~∇ ·C (1.4)
Au niveau macroscopique, ce mode`le est incomplet puisque rien ne garantit l’immiscibilite´
des fluides, ou encore l’immiscibilite´ des champs de densite´ ρk. A` ce stade, il n’est pas du
tout e´vident de garantir l’immiscibilite´ des fluides. Pour garantir cette proprie´te´ des fluides a`
l’interface, l’approche utilise´e dans cette the`se exige de modifier l’e´tat des champs de couleur
au niveau microscopique. Ainsi, un « ope´rateur de recoloriage » est applique´ dans les e´quations
discre`tes de l’e´quation de Boltzmann sur re´seau. Le terme « ope´rateur de recoloriage » peut
sembler non physique de par son nom, mais il est choisi judicieusement pour conserver, au
minimum, la masse et la quantite´ de mouvement du fluide sans couleur ainsi que la masse
de chacun des fluides individuels k. Seulement alors, le re´gime hydrodynamique du fluide
sans couleur peut eˆtre conserve´. La quantite´ de mouvement des fluides individuels k n’a pas
besoin d’eˆtre conserve´e puisque de toute manie`re cette dynamique est efface´e du syste`me par
l’hypothe`se que chacun des fluides k se de´place avec la vitesse du fluide sans couleur. Un tel
ope´rateur peut eˆtre construit avec les me´thodes de Boltzmann sur re´seau puisque certains
degre´s de liberte´ sont libres au niveau de l’e´quation de Boltzmann sur re´seau et peuvent
eˆtre ainsi ajuste´s sans perturber le re´gime hydrodynamique du fluide sans couleur. Dans la
prochaine section, les bases de la me´thode de Boltzmann sur re´seau sont e´tablies et d’autres
de´tails concernant cet ope´rateur sont donne´s.
Maintenant que le mode`le a e´te´ pre´sente´ d’un point de vue macroscopique, la prochaine
section aborde quelques aspects the´oriques des me´thodes de Boltzmann sur re´seau e´tudie´es
dans cette the`se.
81.3 Cadre the´orique de cette recherche doctorale
Cette section discute de l’e´quation de transport de Boltzmann ainsi que sa discre´tisation
pour obtenir un mode`le de Boltzmann sur re´seau. L’objectif de cette section est d’e´tablir
le plus brie`vement et succinctement possible les bases ne´cessaires a` la compre´hension des
contributions scientifiques de cette the`se. Le but n’est pas de faire une description de´taille´e de
la the´orie de Boltzmann sur re´seau qui ne ferait qu’alourdir le chemin vers la compre´hension des
contributions scientifiques. Par contre, lorsque des de´tails ne sont pas discute´s, des citations
vers des re´fe´rences approprie´es sont indique´es. La description sommaire de l’e´quation de
Boltzmann effectue´e dans cette the`se est commune et a souvent fait l’objet de discussions
similaires dans des me´moires, des the`ses, des livres ainsi que des articles scientifiques [19–24].
Cette section se termine par la pre´sentation du mode`le de Boltzmann sur re´seau a` deux
phases de Reis et Phillips [17]. Ce mode`le est en fait le point de de´part de cette recherche
scientifique. Dans la prochaine section, la proble´matique concernant ce mode`le est aborde´e.
Notez que l’indice k pour la notation d’un fluide de couleur k est ge´ne´ralement omis
dans cette section pour e´viter d’alourdir le texte et, a` moins d’indication contraire, il est
sous-entendu qu’on ne discute pas du fluide sans couleur, mais plutoˆt d’un syste`me simplifie´ a`
une phase.
1.3.1 Description de l’e´quation de Boltzmann
L’e´quation de Boltzmann de´crit au niveau microscopique le comportement d’un ensemble
ou d’un groupe de particules a` l’aide d’une fonction f de densite´ de probabilite´ [19]. Cette
fonction f est commune´ment appelle´e la fonction de distribution et est de´finie dans l’espace
des phases {(~x, ~ξ) ∈ R3 × R3} ou` ~ξ est la vitesse microscopique caracte´ristique d’un groupe
de particules a` la position ~x. D’un point de vue mathe´matique, la fonction f est une variable
ale´atoire continue de´crivant la probabilite´ relative que cette variable prenne une certaine
valeur. L’expression f(~x, ~ξ)d~xd~ξ repre´sente alors le nombre de particules probable dans le
cube ~x± d~x/2 avec une vitesse microscopique situe´e dans le cube ξ ± d~ξ/2.
Au niveau macroscopique, l’e´quation de Boltzmann de´crivant la dynamique d’un syste`me
de particules identiques est donne´e par :
∂f
∂t
+ ~ξ · ~∇~xf + ~Fe · ~∇~ξf = C(f) (1.5)







] est le gradient par rapport aux vitesses microscopiques ~ξ ou`, par exemple, ξx est
la composante dans la direction x de la vitesse microscopique ~ξ.
9L’expression ~Fe est une force externe par unite´ de masse agissant sur les particules. Pour
mode´liser les forces externes dans les mode`les de Boltzmann sur re´seau, diffe´rentes approches
ont e´te´ propose´es par plusieurs auteurs [17,25–27]. Tel que mentionne´ par He et al. [26], cela est
duˆ au fait que l’inte´gration de l’expression ~∇~ξf me`ne a` un terme qui ne peut pas eˆtre calcule´e
aise´ment. Bien que certaines approches procurent des avantages par rapport a` d’autres,
les avantages sont la plupart du temps relie´s a` l’ajout d’une complexite´ supple´mentaire,
comme par exemple : des me´thodes nume´riques temporellement implicites [25]. Le traitement
nume´rique des termes sources est sans doute l’un des plus grands de´fis auquel les me´thodes
de Boltzmann sur re´seau ont e´te´, et sont encore, confronte´es ces dernie`res anne´es. Le sujet
des termes sources dans le cadre des me´thodes de Boltzmann sur re´seau est encore relie´ a`
des re´flexions scientifiques et ceux-ci ne sont pas le sujet de cette the`se. Ils ne sont alors plus
discute´s dans cette section.
Les conditions aux frontie`res pour l’e´quation de Boltzmann repre´sentent aussi tout un de´fi.
En effet, il n’est pas e´vident a` priori de transposer les variables macroscopiques que l’on de´sire
imposer aux frontie`res, telles que la pression ou la vitesse, avec les fonctions de distributions
au niveau microscopique. Le proble`me se complique aussi lorsque la ge´ome´trie des frontie`res
est courbe. Diffe´rentes strate´gies existent dans la litte´rature scientifique, par exemple, les
me´thodes de Guo et al. [28] et de Bouzidi et al. [29], pour ne nommer que celles-ci. Re´cemment,
il y a une approche inte´ressante et tre`s ge´ne´rale pour obtenir les variables microscopiques a`
partir des variables macroscopiques qui a e´te´ de´veloppe´e par Vanderhoydonc et Vanroose [30].
Pour le pre´sent ouvrage, l’interaction avec les frontie`res a e´te´ minimise´e afin d’e´tudier et
d’analyser le coeur meˆme du comportement de la me´thode de Boltzmann sur re´seau.
Le membre de droite C(f) de l’E´q. (1.5) est la collision mode´lisant uniquement les collisions
binaires entre les particules. Cette dernie`re hypothe`se, a` propos des collisions binaires, sugge`re
que l’e´quation de Boltzmann est valide que pour un gaz dilue´. En effet, c’est sous cette
dernie`re hypothe`se que Boltzmann a initialement de´veloppe´ son e´quation. Dans un gaz dilue´,
il y a moins de chance que des collisions a` plusieurs particules surviennent. En re´alite´, tel
que re´alise´ plus tard par Knudsen [31], ce n’est pas vraiment la densite´ du gaz qui compte,
mais plutoˆt le nombre de Knudsen, Kn, qui exprime le nombre moyen de collisions que subit
une particule d’un certain rayon par unite´ de temps. Suivant la relation de von Ka´rma´n, le








ou` α est une constante de proportionnalite´. Les expressions Ma et Re sont respectivement
le nombre de Mach et de Reynolds. Le nombre de Knudsen est aussi e´gal au ratio entre
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la distance moyenne λ parcourue par une particule entre les collisions et la longueur L de
re´fe´rence caracte´ristique de l’e´coulement a` l’e´tude. Lorsque le nombre de Knudsen est faible,
la formulation de l’e´quation de Boltzmann tel que pre´sente´e dans cette the`se est valide.
Des explications supple´mentaires concernant la physique derrie`re les collisions binaires sont
donne´es dans les re´fe´rences qui suivent [19,20].
Bhatnagar et al. [32] ont simplifie´ conside´rablement cet ope´rateur et ont e´te´ en mesure
d’obtenir un mode`le de la collision C(f) mathe´matiquement simple et capable de mode´liser
suffisamment bien la physique de base. En effet, le mode`le de collision de Bhatnagar, Gross
et Krook (BGK) a e´te´ utilise´ dans le cadre de plusieurs centaines de recherches utilisant les
me´thodes de Boltzmann sur re´seau et les re´sultats de recherche semblent cohe´rents avec la
physique mode´lise´e dans ces recherches. La collision BGK s’exprime par l’expression :




Cette collision est donc une relaxation de la fonction de distribution f vers un e´tat
d’e´quilibre repre´sente´ par une fonction de distribution e´quilibre f (e) ou` τ est le temps de
relaxation relatif entre les collisions de particules. La fonction d’e´quilibre f (e) est la fonction











Les quantite´s ρ, ~u et T repre´sentent respectivement, au niveau macroscopique, la masse
par unite´ de volume, la vitesse et la tempe´rature en Kelvin du fluide. Les constantes R et
D sont respectivement la constante universelle des gaz parfaits et la dimension spatiale. Il
est important de noter que la constante des gaz parfaits R = NAkB est en relation avec le
nombre d’Avogadro NA et la constante de Boltzmann kB. La relation entre les proprie´te´s
macroscopiques du fluide et microscopiques des particules est donne´e par les moments successifs













f |~ξ − ~u|2d~ξ =
∫
f (e)|~ξ − ~u|2d~ξ (1.11)
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1.3.2 Discre´tisation de l’e´quation de Boltzmann
Pour eˆtre en mesure de faire des simulations assiste´es par ordinateur avec l’e´quation de
Boltzmann, il faut discre´tiser temporellement et spatialement les e´quations sur un re´seau et
aussi discre´tiser l’espace des phases.
Discre´tisation spatio-temporelle de l’e´quation de Boltzmann
La me´thode sugge´re´e par Dellar [15] illustre comment discre´tiser temporellement l’E´q. (1.5)












En inte´grant l’e´quation pre´ce´dente sur un intervalle de temps ∆t, l’e´quation se transforme
en :





f(~x+ s~ξ, t+ s)− f (e)(~x+ s~ξ, t+ s))
]
ds (1.13)
L’inte´grale est approxime´e avec une me´thode trape´zo¨ıdale :




f(~x+ ∆t~ξ, t+ ∆t)− f (e)(~x+ ∆t~ξ, t+ ∆t)) + f(~x, t)− f (e)(~x, t)
]
(1.14)
Pre´sente´e ainsi, la discre´tisation spatio-temporelle suivant les caracte´ristiques ~ξ est d’ordre 2
et implicite, mais le stratage`me initialement propose´ par He et al. [26] permet de re´cupe´rer
une formulation explicite en effectuant les changements de variables suivants [15] :









Une approximation de l’E´q. (1.5) suivant les caracte´ristiques ~ξ est alors donne´e par :
g(~x+ ~ξ∆t, t+ ∆t)− g(~x, t) = −ω (g(~x, t)− g(e)(~x, t)) (1.18)
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Bien que la discre´tisation soit d’ordre 2 en temps, il a e´te´ de´montre´ par La¨tt [33] que la
me´thode de Boltzmann sur re´seau pour la simulation des e´coulements incompressibles se
comporte en fait comme un sche´ma d’ordre 1 en temps a` cause des erreurs relie´es aux effets
de compressibilite´.
D’autre part, il est possible de remarquer qu’avec le changement de variable (1.15) et
(1.16), les fonctions de distribution g et g(e) respectent aussi les e´quations (1.9) a` (1.11).
Discre´tisation de l’espace des vitesses microscopiques
Physiquement, les particules sont libres de se de´placer dans n’importe quelle direction. Par
contre, dans le cadre des me´thodes de Boltzmann sur re´seau, la discre´tisation de l’espace sur un
re´seau discret ne´cessite de conside´rer uniquement un sous-ensemble de vitesses microscopiques
discre`tes ~ci pour repre´senter l’ensemble des vitesses microscopiques ~ξ. Ici, la notation pour
les vitesses microscopiques est diffe´rente selon que l’espace conside´re´ soit continu, avec ~ξ, ou
discret, avec ~ci. Le choix des vitesses microscopiques discre`tes ~ci n’est pas fait au hasard. Tel
que mentionne´ par La¨tt [33], les vitesses ~ci doivent respecter une certaine syme´trie pour que
l’e´quation de Boltzmann sur re´seau soit en mesure de reproduire des e´quations aux de´rive´es
partielles au niveau macroscopique. Pour la simulation hydrodynamique incompressible de
Navier-Stokes, il est suffisant de conside´rer des re´seaux ou` les vitesses microscopiques ~ci



























ou` Wi est une liste de poids a` de´terminer e´tant donne´ le choix du sous-ensemble de vitesses
microscopiques ~ci et, λ
(2) et λ(4), sont aussi des coefficients a` de´terminer qui de´pendent du
re´seau [24]. Dans les expressions ci-dessus, δ est le symbole de Kronecker. Il est assez e´vident
que ce n’est pas n’importe quel sous-ensemble de vitesses microscopiques ~ci qui permet de
satisfaire un tel syste`me d’e´quations. La the`se de La¨tt [33] et l’article de Nourgaliev et al. [24]
pre´sentent quelques exemples de re´seaux en 2 et 3 dimensions.
13
He et al. [23] ont propose´ de discre´tiser les inte´grales (1.9) a` (1.11) en utilisant une
quadrature Gaussienne d’un ordre approprie´ :∫







ou` p(·) est un polynoˆme en ~ξ ou ~ci qui de´pend de l’inte´grale a` discre´tiser. Il doit eˆtre note´ que
les vitesses ~ci agissent comme point de quadrature et que les wi sont les poids correspondants
de la quadrature. Le nombre de points et de poids pour la quadrature de´pend du degre´
maximum du polynoˆme p(·) et de la dimension (2D ou 3D ge´ne´ralement) de l’espace des
vitesses ~ξ [15]. La fonction de distribution continue est note´e g tandis que les fonctions
de distribution discre`tes sont note´es Ni et sont de´finies par Ni ≡ Ni(~x, t) ≡ wig(~x,~ci, t).
La fonction de distribution d’e´quilibre g(e) doit aussi respecter l’E´q. (1.19) pour chacune
des inte´grales (1.9) a` (1.11). En suivant cette proce´dure, les inte´grales (1.9) et (1.10) sont



















Comme seulement les e´coulements isothermes sont conside´re´s, l’E´q. (1.11) relative a` l’e´nergie
n’est pas tenue en compte.
En proce´dant a` un de´veloppement en se´rie de Taylor autour de 0 de la fonction d’e´quilibre
par rapport a` la vitesse macroscopique ~u, l’E´q. (1.8) devient :




















Cette dernie`re expression est valide pour les e´coulements dans la limite d’un faible nombre
de Mach. Il est possible de conside´rer plus de termes dans le de´veloppement pour re´cupe´rer
le moment (1.11) concernant l’e´nergie [34]. Si le carre´ de la vitesse du son isothermale du
















Cette dernie`re e´quation pour la fonction d’e´quilibre est la plus courante dans la litte´rature
scientifique des me´thodes de Boltzmann sur re´seau. Le lien entre les poids de la quadrature wi
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et les poids du re´seau Wi est donne´ par la relation :







En utilisant la formulation (1.18) de l’e´quation de Boltzmann discre`te dans le temps
suivant les caracte´risques ~ξ, l’e´quation de Boltzmann discre`te dans le temps et dans l’espace
des phases se re´sume a` la formulation suivante :
Ni(~x+ ~ci∆t, t+ ∆t)−Ni(~x, t) = −ω
(
Ni(~x, t)−N (e)i (~x, t)
)
(1.25)
avec i = 1..n et n est le nombre de vitesses microscopiques discre`tes ~ci conside´re´es dans la
discre´tisation de l’espace des phases.
1.3.3 Mode`le de Boltzmann sur re´seau de base a` une phase
Pour de´crire un mode`le de Boltzmann sur re´seau, il faut d’abord choisir un re´seau. En
deux dimensions, le re´seau le plus commun est D2Q9 illustre´ a` la figure (1.1). Le pas de
temps ∆t et le pas ge´ome´trique ∆x sont relie´s par l’expression c = ∆x/∆t. Dans les me´thodes
de Boltzmann sur re´seau, c’est une proce´dure commune d’adimensionnaliser le re´seau en
fixant c = ∆x = ∆t = 1 et ensuite, d’adimensionnaliser les parame`tres restant de la simulation
suivant ce re´seau adimensionnel. A` partir de ce point, cette convention est utilise´e dans cette
the`se ainsi que dans les articles scientifiques, soumis et publie´s, en annexe.
 
 
    
        
    
            
    
    
















   
 
 




Figure 1.1 Re´seau D2Q9.
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Pour le re´seau D2Q9, les valeurs les plus communes sont :
W1 = 4/9 (1.26)
Worth = 1/9 (1.27)
Wdiag = 1/36 (1.28)
~c1 = [0, 0] (1.29)
~corth = [±1, 0] et [0,±1] (1.30)
~cdiag = [±1,±1] (1.31)
λ(2) = c2s = 1/3 (1.32)
λ(4) = c4s = 1/9 (1.33)
Tel que de´montre´ par Nourgaliev et al. [24], pour eˆtre en mesure de re´cupe´rer au niveau
macroscopique les E´qs. (1.1) et (1.2) de Navier-Stokes incompressibles dans la limite d’un

















i ciαciβciγ = M(uαδβγ + uβδαγ + uγδαγ) (1.37)
ou` Pαβ = ρc
2
sδαβ est le tenseur de pression et M = ρ
λ(4)
λ(2)
= ρ/3 est un coefficient relie´ a` la
viscosite´ du fluide.
En utilisant la formulation (1.25), l’e´quation de Boltzmann sur re´seau prend la forme
adimensionnelle suivante dans le cas simplifie´ du re´seau D2Q9 :
Ni(~x+ ~ci, t+ 1)−Ni(~x, t) = −ω
(




























1 + 3(~ci · ~u) + 9
2















En utilisant pre´cise´ment les E´qs. (1.38) a` (1.43) , les auteurs Hou et al. [35] ont de´montre´ avec
de´tails que dans la limite d’un faible nombre de Mach, cette formulation de Boltzmann sur
re´seau est e´quivalente aux e´quations de Navier-Stokes incompressibles. Cette de´monstration,
a` elle seule, occupe une douzaine de pages dans leur article.
1.3.4 Mode`le de Boltzmann sur re´seau plus ge´ne´ral
Une analyse plus approfondie faite par Nourgaliev et al. [24] re´ve`le en fait un degre´ de liberte´
supple´mentaire dans l’e´quation de Boltzmann sur re´seau permettant d’obtenir une fonction
d’e´quilibre plus ge´ne´rale. En the´orie, cette ge´ne´ralisation au niveau des e´quations de Boltzmann
sur re´seau ne change pas le comportement asymptotique des e´quations macroscopiques.
Pour un re´seau D2Q9 plus ge´ne´ral, le poids W1 ∈]0, 1[ et :














































La fonction d’e´quilibre donne´e par l’E´q. (1.42) est en fait un cas parculier lorsque W1 = 4/9.
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1.3.5 Mode`le de Boltzmann sur re´seau a` deux phases de Reis et Phillips
Le point de de´part de cette the`se est le mode`le de Boltzmann sur re´seau a` deux phases de
Reis et Phillips [17]. Leur mode`le est donc e´nonce´ dans cette section. La description de leur
mode`le est issue de la Ref. [36], qui est la premie`re contribution scientifique de cette recherche
doctorale. Tel qu’il sera de´crit plus loin dans la revue de litte´rature, ce mode`le de Boltzmann
sur re´seau posse`de divers avantages par rapport a` d’autres mode`les de Boltzmann sur re´seau.
Il fait aussi partie d’une cate´gorie de mode`les issue et du meˆme type que le premier mode`le
de Boltzmann sur re´seau pour la simulation des fluides a` plusieurs phases immiscibles [37].
La litte´rature scientifique concernant ce type de mode`le est donc assez varie´e par rapport a`
d’autres types de mode`les disponibles. Comme le mode`le de Reis et Phillips est aussi tre`s
bien explique´ dans leur article, la compre´hension pour les non-initie´s des mode`les a` plusieurs
phases de Boltzmann sur re´seau a donc e´te´ facilite´e. Leur mode`le a ainsi e´te´ se´lectionne´ pour
eˆtre e´tudie´ et analyse´ davantage. Cette the`se est donc, d’une certaine manie`re une extension
du travail de Reis et Phillips. Apre`s avoir pre´sente´ le mode`le en de´tail, il s’en suivra une
discussion sur les proble´matiques qu’engendre l’utilisation de ce mode`le pour la simulation
des fluides a` deux phases.
Dans ce mode`le a` deux dimensions, il y a deux ensembles de fonctions de distribution, une




(4− i) les vitesses microscopiques sont de´finies par :
~ci =

(0, 0), i = 1
[sin(θi), cos(θi)] , i = 2, 4, 6, 8
[sin(θi), cos(θi)]
√
2, i = 3, 5, 7, 9
(1.50)
Les fonctions de distribution pour un fluide de couleur k (avec k = r pour rouge et k = b pour
bleu) sont note´es Nki (~x, t), alors que Ni(~x, t) est utilise´ pour la somme N
r
i (~x, t) +N
b
i (~x, t). La
fonction de distribution Ni(~x, t) repre´sente celle du fluide sans couleur. L’algorithme suit alors
l’e´quation d’e´volution suivante :
Nki (~x+ ~ci, t+ 1) = N
k




i (~x, t)) (1.51)
ou` l’ope´rateur de collision Ωki est le re´sultat de la combinaison de trois sous-ope´rateurs











Dans l’algorithme, l’e´quation d’e´volution est re´solue en quatre e´tapes par se´paration des
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ope´rateurs de la fac¸on suivante :
1. Ope´rateur de collision a` une phase :




2. Ope´rateur de collision a` deux phases (perturbation) :




3. Ope´rateur de collision a` deux phases (recoloriage) :




4. Ope´rateur de propagation :
Nki (~x+ ~ci, t+ 1) = N
k
i (~x, t∗∗∗)
Ope´rateur de collision a` une phase
Le premier sous-ope´rateur (Ωki )
(1) est l’ope´rateur BGK standard de la me´thode de Boltz-
mann sur re´seau a` une phase, ou` les fonctions de distribution relaxent vers un e´quilibre local
avec ωk de´signant le facteur de relaxation :
(Ωki )







Voici quelques de´tails concernant cet ope´rateur : la densite´ du fluide k est donne´e par le










ou` l’exposant (e) de´note l’e´quilibre. La densite´ totale du fluide (sans couleur) est donne´e par
ρ = ρr + ρb, tandis que la quantite´ de mouvement du fluide (sans couleur) est de´finie comme














ou` ~u est la vitesse macroscopique du fluide (sans couleur). Les fonctions de distribution







3~ci · ~u+ 9
2






Les poids Wi sont ceux du re´seau D2Q9 standard :
Wi =

4/9, i = 1
1/9, i = 2, 4, 6, 8





αk, i = 1
(1− αk)/5, i = 2, 4, 6, 8
(1− αk)/20, i = 3, 5, 7, 9
(1.58)
Avec quelques manipulations, il est possible de remarquer que l’expression (1.56) est la
meˆme que la fonction d’e´quilibre plus ge´ne´rale de´finie par les E´qs. (1.48) et (1.49). Ces deux
expressions pour la fonction d’e´quilibre ont un degre´ de liberte´.
Tel qu’introduit par Grunau et al. [39], pour obtenir un interface stable, le ratio de densite´ γ







ou` l’indice supe´rieur « 0 » au-dessus de ρ0k indique la valeur initiale de ρk au de´but de la
simulation.









ou`, dans l’expression pre´ce´dente, soit αr ou αb est un parame`tre libre, et c
k
s est la vitesse du
son dans le fluide de couleur k [17,40]. The´oriquement, la contrainte αk ≤ 1 doit eˆtre respecte´e
pour e´viter des pressions ne´gatives. Il est aussi possible de de´montrer que 0 ≤ αb ≤ αr ≤ 1
est toujours vrai lorsque ρr ≥ ρb et 0 ≤ αb ≤ 1. En pratique, la valeur de αb est choisie
entre 0 et 1. Ainsi, la valeur de αr est calcule´e a` partir du ratio de densite´ γ et de αb.
Le parame`tre de relaxation ωk est choisi de manie`re a` ce que l’e´quation d’e´volution (1.51)
respecte les e´quations macroscopiques des e´coulements a` une phase dans les re´gions ou` une
seule phase est pre´sente [17]. Ce parame`tre est une fonction de la viscosite´ cine´matique du
fluide νk, donne´ par ωk = 1/(3νk +
1
2
). Aussi introduit par Grunau et al. [39], lorsque les
viscosite´s des fluides sont diffe´rentes, une interpolation est applique´e pour de´finir le parame`tre
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Le champ de couleur ψ est une fonction avec son image entre −1 et 1. Cette fonction prend la
valeur 1 ou −1, selon qu’elle est e´value´e a` une position qui contient seulement du fluide rouge
ou seulement du fluide bleu. A` l’interface, le champ de couleur est e´videmment entre −1 et 1.




ωr, ψ > δ
fr(ψ), δ ≥ ψ > 0
fb(ψ), 0 ≥ ψ ≥ −δ
ωb, ψ < −δ
(1.62)
ou` δ est un parame`tre libre et
fr(ψ) = χ+ ηψ + κψ
2




χ = 2ωrωb/(ωr + ωb)
η = 2(ωr − χ)/δ
κ = −η/(2δ)
λ = 2(χ− ωb)/δ
υ = λ/(2δ)
(1.64)
Le parametre libre δ est requis pour calculer ωeff, il est ge´ne´ralement choisi e´gal a` 0.1 [17].
C’est un parametre qui influence l’e´paisseur de l’interface lorsque la viscosite´ des fluides est
diffe´rente. Le plus grand est δ, le plus large est l’interface entre les fluides. Si la viscosite´
des fluides est la meˆme, le parame`tre δ n’a pas d’impact sur la solution parce que, dans ce
cas, ωeff = ωr = ωb.
Ope´rateur de perturbation
Dans ce type de mode`le de Boltzmann sur re´seau, la tension de surface est mode´lise´e
a` l’aide de l’ope´rateur de perturbation [17,41,42]. Premie`rement, le gradient de couleur en
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~ci (ρr(~x+ ~ci)− ρb(~x+ ~ci)) (1.65)
Le gradient de couleur est une approximation de la perpendiculaire a` l’interface entre les
fluides. Cet ope´rateur est de´fini par l’expression suivante :
(Ωki )















−4/27, i = 1
2/27, i = 2, 4, 6, 8
5/108, i = 3, 5, 7, 9
(1.67)
Sous les hypothe`ses de conservation de la masse et de la conservation de la quantite´
de mouvement, Reis et Phillips [17] ont de´montre´ que cet ope´rateur concorde au niveau
macroscopique avec la forme du tenseur des contraintes capillaires, c’est-a`-dire que l’E´q. (1.66)
au niveau macroscopique est proportionnelle a` l’expression σ(|~F |2I− ~F ⊗ ~F ). Cet ope´rateur
ge`re le couplage entre les deux fluides avec le parame`tre libre Ak choisi pour mode´liser la
tension de surface. La valeur de la tension de surface the´orique σth en fonction des parame`tres









(Ar + Ab) (1.68)
Bien que cet ope´rateur ge´ne`re la tension de surface, il ne garantit pas l’immiscibilite´ des




Ce dernier ope´rateur a l’objectif de maximiser la quantite´ de fluide rouge envoye´e dans
la re´gion du fluide rouge et la quantite´ de fluide bleu envoye´e dans la re´gion du fluide bleu,
tout en respectant la conservation de la masse et de la quantite´ de mouvement totale. Au







N ri = ρr
(1.69)
La proce´dure algorithmique est heuristique et dans le mode`le de Reis et Phillips [17], elle
est re´alise´e comme suit. Premie`rement, les vecteurs ~ci sont re´ordonne´s en ordre croissant
relativement a` leur angle avec le gradient de couleur ~F . Le vecteur ~c1 = [0, 0] est place´ au
centre des neufs directions. Il est a` noter que le gradient de couleur ~F pointe dans la direction
du fluide rouge. La deuxie`me e´tape consiste a` envoyer un maximum de fluide rouge dans la
direction la plus proche de ~F , toujours sous les contraintes (1.69). En utilisant la quantite´
de fluide rouge restant, une quantite´ maximum de fluide rouge est envoye´e dans la deuxie`me
direction la plus pre`s de ~F , toujours en respectant les contraintes (1.69). Ce processus est
re´pe´te´ jusqu’a` ce que tout le fluide rouge ait e´te´ redistribue´. A` la fin de la redistribution du
fluide rouge, le fluide bleu occupe l’espace restant.
La prochaine section traite des proble´matiques rencontre´es avec cette me´thode de Boltz-
mann sur re´seau lorsqu’elle est utilise´e pour la simulation des fluides a` plusieurs phases
immiscibles.
1.4 Proble´matique
Dans les lignes qui suivent, une liste des proble´matiques rencontre´es avec ce mode`le est
dresse´e. Bien que la liste peut sembler longue, elle n’est peut-eˆtre pas exhaustive. Elle ne
comprend que les e´le´ments aperc¸us durant le cadre de cette recherche doctorale. Il est a` noter
que certains e´le´ments ont e´te´ identifie´s de`s le de´but de la recherche tandis que d’autre ont e´te´
identifie´s beaucoup plus tard. Certains proble`mes ne sont donc pas aborde´s et analyse´s dans
cette the`se, mais il est quand meˆme important de les mentionner.
1. Par rapport a` l’algorithme dans son ensemble, l’ope´rateur de recoloriage (Ωki )
(3), de
l’E´q. (1.52), est difficile a` programmer.
2. L’interface souffre du « lattice pinning ». Ce proble`me peut se produire a` l’interface de
deux fluides lorsque la convection dans l’e´coulement est faible. Dans la pratique, cela
signifie que l’interface peut ne pas bouger et devient « e´pingle´e » au re´seau, et ce, aussi
longtemps que la convection n’est pas assez importante.
3. Le mode`le est affecte´ par des « courants parasites » artificiels aux interfaces entre les
fluides. Ces courants parasites devraient eˆtre the´oriquement nuls, mais ils perturbent le
champ de vitesse ~u de manie`re non physique. Les courants parasites sont ge´ne´ralement
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faibles, mais diminuent ne´anmoins la stabilite´ et la pre´cision du sche´ma nume´rique.
4. L’interface est tre`s mince et l’e´paisseur de l’interface n’est pas ajustable. Le fait que
l’interface soit tre`s mince, deux a` trois unite´s de re´seau, engendre certaines difficulte´s
e´tant donne´ que la the´orie concernant le tenseur des contraintes capillaires est de´veloppe´e
en supposant une interface diffuse. E´tant donne´ les quasi-discontinuite´s dans les champs
de densite´s des fluides aux interfaces, le calcul du vecteur normal ~F a` l’interface a` l’aide
de me´thode nume´rique est donc peu pre´cis.
5. Dans le cas d’e´coulements the´oriquement stationnaires, la convergence de la solution
nume´rique de l’algorithme vers un e´tat stationnaire nume´rique n’est ge´ne´ralement pas
atteinte. Il y a donc un « bruit » dans l’algorithme dont la cause exacte est difficilement
identifiable.
6. Le mode`le n’est pas en mesure de simuler des ratios de densite´ e´leve´s, et ce, meˆme pour
des cas tests the´oriquement stationnaires.
7. Dans ce mode`le, des bulles initialement circulaires ont tendance a` se de´former et a`
adopter une forme anisotrope a` l’e´tat stationnaire.
8. Le mode`le est impre´cis lorsque la tension de surface est faible.
9. Le comportement du mode`le dans le cas mixte de variation de densite´ et de viscosite´
est pratiquement inconnu.
10. Le mode`le est limite´ a` la simulation d’e´coulements a` deux phases. La ge´ne´ralisation du
mode`le pour simuler trois phases immiscibles et plus n’est pas directe.
11. Lorsqu’il y a un ratio de densite´ non unitaire entre les fluides, le mode`le n’est pas
en mesure de simuler correctement l’e´coulement de Couette a` plusieurs phases. Il y a
une discontinuite´ dans le champ de la quantite´ de mouvement the´orique qui n’est pas
capture´e par le sche´ma nume´rique.
A` partir de ce point, les proble´matiques suivantes ne sont pas traite´es dans cette the`se.
12. Le mode`le n’est pas en mesure de simuler des ratios de viscosite´ tre`s e´leve´s, c’est-a`-dire
> O(100), meˆme pour des cas tests the´oriquement stationnaires.
13. Le mode`le a e´te´ initialement formule´ pour deux dimensions spatiales. La ge´ne´ralisation
a` trois dimensions n’est pas directe.
14. La condition d’e´coulement a` faible nombre de Mach est de plus en plus difficile a`
respecter lorsque le ratio de densite´ entre les fluides augmente. Effectivement, selon la
condition (1.59) concernant les e´coulements avec ratio de densite´ non unitaire, la vitesse
du son dans le fluide dense peut eˆtre tre`s petite limitant ainsi la vitesse maximale que
peut atteindre le fluide pour respecter un faible nombre de Mach.
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Avec l’ensemble des proble`mes pre´ce´demment mentionne´s, il est normal de se demander
pourquoi de´velopper et examiner ce mode`le davantage. En fait, ce mode`le posse`de aussi des
points positifs tre`s appre´ciables. Il est facilement paralle´lisable. A` l’exception de l’ope´rateur
de recoloriage, il est aussi tre`s simple a` programmer. De plus, cette me´thode est tre`s bien
adapte´e pour simuler des e´coulements dans des ge´ome´tries complexes, tels que les milieux
poreux. Le mode`le est en mesure de simuler le changement de la topologie des interfaces,
comme la coalescence ou la se´paration des bulles, de manie`re tre`s naturelle et sans difficulte´.
1.5 Objectifs
Cette dernie`re section de l’introduction de´crit les objectifs de la the`se. L’objectif de la
recherche a e´te´ de faire a` la fois des progre`s touchant la mode´lisation the´orique et nume´rique
du mode`le de Reis et Phillips [17]. Voici les objectifs principaux :
1er objectif Modifier l’ope´rateur de recoloriage (Ωki )
(3), de l’E´q. (1.52), afin de
re´duire l’impact sur le mode`le des proble´matiques 1, 2, 3, 4, 5, 6 et 8
donne´es a` la page 22.
2e objectif Employer une discre´tisation isotrope pour calculer le gradient de cou-
leur ~F , de l’E´q. (1.65), afin re´duire l’impact sur le mode`le des proble´-
matiques 3, 4, 6, 7 et 8 donne´es a` la page 22.
3e objectif Ge´ne´raliser le mode`le afin de simuler des e´coulements avec plus de
deux phases. Le but est d’ame´liorer le mode`le concernant les proble´-
matiques 6, 9 et 10 donne´es a` la page 23.
4e objectif Capturer la discontinuite´ du champ de la quantite´ de mouvement
pre´sent dans l’e´coulement de Couette a` plusieurs phases avec ratio de
densite´ non unitaire. Le but est d’ame´liorer le mode`le concernant les
proble´matiques 6, 9 et 11 donne´es a` la page 23.
Le chapitre concernant la synthe`se des contributions montre en quoi chacun des changements
e´nume´re´s ci-dessus contribuent a` ame´liorer un ou plusieurs e´le´ments de la proble´matique
ayant trait avec le mode`le de Reis et Phillips [17]. Un objectif comple´mentaire de cette
the`se est de :
5e objectif Ge´ne´raliser la the´orie des gradients pour des ordres spatiaux et iso-
tropes e´leve´s.
Avant de faire la synthe`se des contributions, une revue de la litte´rature scientifique se
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REVUE CRITIQUE DE LA LITTE´RATURE
Depuis maintenant deux de´cennies, une nouvelle me´thode nume´rique pour la simulation
des e´coulements des fluides a e´te´ de´veloppe´e et utilise´e. Cette approche, connue sous le nom de
la LBM (a` lire comme « me´thode de Boltzmann sur re´seau » de l’anglais « Lattice Boltzmann
Method »), utilise des fonctions de distribution [43] et a e´te´ initialement construite comme
une extension des automates cellulaires [44]. Ce n’est que plus tard, qu’il a e´te´ de´couvert, que
la me´thode peut e´galement eˆtre conside´re´e comme une troncature syste´matique de l’e´quation
de Boltzmann dans l’espace des phases [23].
Un des avantages de la LBM re´side dans la fac¸on dont elle est en mesure de traiter les
proble`mes de calcul dans les ge´ome´tries complexes. Meˆme dans ces situations, la LBM est
bien adapte´e pour le calcul sur des architectures paralle`les [45–47]. De plus, e´tant donne´
la line´arite´ de l’ope´rateur de propagation, cette me´thode est simple d’application. L’une
des caracte´ristiques de la LBM est sa grande souplesse dans le traitement additionnel de
physiques complexes, parfois moins e´vident pour les me´thodes CFD traditionnelles base´es sur
les e´quations de Navier-Stokes.
Les e´coulements a` phases multiples sont un exemple typique de physiques complexes
ou` la LBM s’est re´ve´le´e eˆtre bien adapte´e [17, 39, 41, 42, 48–50]. Cela inclut, par exemple,
la formation et la coalescence des gouttes [51, 52], le de´placement de bulles [53–55], les
e´coulements de fluides en milieu poreux [38,56–58], les e´coulements sanguins [59], la dissolution
de gouttelettes de liquide dans un autre liquide [40], et la transition solide/liquide des
phases [60, 61]. Dans ces travaux, des comparaisons avec la physique expe´rimentale ont
e´galement e´te´ effectue´es [38,51,53].
Les mode`les de la LBM pour la simulation des fluides a` phases multiples peuvent ge´ne´-
ralement eˆtre classifie´s en cinq cate´gories. Ces dernie`res, nomme´es en ordre chronologique,
sont les me´thodes de : Rothman-Keller (RK) [17, 38, 39, 41, 42, 48, 49, 51, 59, 62–64], Shan-
Chen (SC) [40,50,65–68], « free energy » (FE) [53,55,56,58,69–72], « mean-field » (MF) [26,
73,74] et « field mediator » (FM) [75]. Il est a` noter que cette classification n’est pas universelle
et qu’il y a d’autres me´thodes non aborde´es dans ce travail.
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Note
Cette revue de litte´rature est en fait une unification des diffe´rentes revues de litte´rature
contenues dans les articles en annexe de la the`se. Elle est re´organise´e de la manie`re suivante.
Tout d’abord, une bre`ve pre´sentation des diffe´rents mode`les de Boltzmann sur re´seau de type
SC, FE, MF, FM est donne´e. Puisque le mode`le de simulation de´veloppe´ dans cette the`se
est de type RK, une discussion plus de´taille´e traitant de ces mode`les est aborde´e. Dans la
section concernant les mode`les RK, la revue de litte´rature discute aussi de quatre the`mes
se rapportant aux quatre premiers objectifs de la the`se. La dernie`re section discute de la
the´matique comple´mentaire concernant le cinquie`me et dernier objectif de la the`se. A` la fin
de chacune des diffe´rentes the´matiques, chacun des objectifs de la the`se est rappele´.
2.1 Les mode`les de type SC, FE, MF et FM
Le mode`le de´veloppe´ par Shan et Chen [50] utilise une force d’interaction entre les fonctions
de distribution pour simuler les interactions microscopiques et ainsi se´parer automatiquement
la phase concentre´e de la phase dilue´e. Cette se´gre´gation spontane´e des phases est une
fonctionnalite´ qui a attire´ les praticiens de la LBM et a contribue´ a` la popularite´ du mode`le
SC. La cate´gorie SC permet l’utilisation des e´quations d’e´tats non ide´aux en abandonnant
la conservation de la quantite´ de mouvement locale pour ne respecter que la conservation
de la quantite´ de mouvement dans un sens global [76]. Les mode`les SC ont e´galement
l’avantage d’eˆtre facile a` mettre en oeuvre et sont capables de simuler des fluides avec un
ratio de densite´ e´leve´, mais les diffe´rents parame`tres du mode`le ne peuvent pas eˆtre choisis
inde´pendamment [63]. Il y a quelques anne´es, Hou et al. [77] ont compare´ les mode`les RK
et SC. L’une des conclusions de leur e´tude pre´liminaire e´tait que le mode`le SC fournit de
meilleurs re´sultats, car cette me´thode produisait des courants parasites moins intenses a`
l’interface.
La me´thode FE de Swift et al. [69] de´crit une approche qui, a` l’e´quilibre, conduit a` un
e´tat pouvant eˆtre associe´ a` une fonctionnelle concernant une e´nergie libre. La me´thode utilise
des re`gles de collision qui assurent l’e´volution du syste`me vers le minimum de la fonctionnelle
d’e´nergie libre. Cette fonctionnelle posse`de a` la fois une composante d’e´nergie associe´e au
fluide pur et une autre a` l’interface. La premie`re composante veut de´crire le comportement de
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l’e´quilibre des phases pures, tandis que la tension de surface concerne la seconde composante.
Comme le mode`le SC, cette formulation est e´galement capable de re´aliser automatiquement
la se´paration des phases. Les me´thodes de type FE font face a` d’autres types de proble`mes.
Par exemple, ils ne respectent pas l’invariance galile´enne [63]. Ne´anmoins, les me´thodes FE
ont deux avantages : elles peuvent produire des interfaces aussi minces que deux unite´s de
re´seau et elles permettent l’utilisation de l’e´quation d’e´tat de Van der Waals [58] a` la place de
l’e´quation d’e´tat isothermale [70].
Les trois approches RK, SC, et FE sont the´oriquement capables de simuler un nombre
arbitraire de phases immiscibles [50,59,72].
Les me´thodes MF simulent l’attraction entre les fonctions de distribution de la meˆme
fac¸on que l’interaction de Coulomb est traite´e dans l’e´quation de Vlasov [26]. Ces mode`les,
contrairement aux mode`les SC, peuvent simuler les syste`mes liquide-vapeur de manie`re
thermodynamiquement conforme.
La me´thode FM utilise des fonctions de distribution de masse nulle, dont l’unique roˆle est
d’inverser la quantite´ de mouvement des fonctions de distribution du re´seau dans la couche
de transition pour ainsi se´parer les diffe´rents fluides [75]. Elle pre´sente l’avantage d’eˆtre apte
a` inte´grer la diffusivite´ binaire et, par conse´quent, elle est e´galement adapte´e pour simuler les
fluides miscibles.
Un autre de´fi, auquel est confronte´e la LBM applique´e aux e´coulements a` plusieurs phases,
est la simulation des ratios de densite´ e´leve´s entre les phases. Des ratios de O(160) ont e´te´
simule´s par Kuzmin et Mohamad [67] a` l’aide d’un mode`le a` interaction e´tendue et MRT (multi-
relaxation time). Cependant, cette me´thode SC ame´liore´e est toujours incapable de simuler
un rapport de densite´ air-eau O(1000). Les travaux re´cents de Bao and Schaefer [68] ont
permis la simulation d’e´coulements a` plusieurs phases avec de hauts ratios de densite´ en
utilisant l’approche SC. Une me´thode de projection base´e sur un sche´ma FE mis au point
par Inamuro et al. [54,78] a permis de simuler des ratios de densite´ allant jusqu’a` O(1000).
Malheureusement, cette me´thode requiert, a` chaque pas de temps, la re´solution d’une e´quation
de Poisson qui est couˆteuse d’un point de vue de l’effort de calcul. Sur la base des me´thodes
MF et d’une discre´tisation stable de l’e´quation de Boltzmann sur re´seau, un mode`le re´cent
de Lee et al. [74] a e´te´ introduit et a montre´ des re´sultats prometteurs. Bien que cette
discre´tisation semble assez complexe, elle fonctionne bien, selon les auteurs. Ces derniers ont
e´te´ capables de simuler des syste`mes liquide-vapeur non ide´aux avec une stabilite´ nume´rique
accrue, et ce, pour un grand ratio de densite´ O(1000). Une autre approche prometteuse a e´te´
de´veloppe´e par Zheng et al. [79], qui peut e´galement atteindre des ratios de densite´ O(1000)
et ne ne´cessite pas la solution d’une e´quation de Poisson ou la mise en oeuvre de traitements
complexes de de´rive´es nume´riques. Une me´thode ne pouvant pas eˆtre classifie´e dans l’une des
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cinq cate´gories est celle de Becker et al. [80]. Ils ont re´ussi a` simuler des ratios de densite´
aussi e´leve´s que O(1000) en utilisant la LBM ainsi que la me´thode « level set ». Cependant,
le couplage de la LBM avec la me´thode « level set » n’est pas simple, car cela ne´cessite la
connaissance de deux domaines de recherche diffe´rents. Une revue de la litte´rature re´cente et
plus comple`te est pre´sente´e par Gokaltun et McDaniel [81] concernant la LBM conc¸ue pour
simuler les e´coulements avec, simultane´ment, des ratios de densite´ et de viscosite´ e´leve´s.
D’autre part, les discre´tisations isotropes ont e´te´ initialement introduites dans les me´thodes
SC par Shan lui-meˆme [82], et ce, pour le gradient de la fonction effective de masse repre´sentant
les interactions entre les fonctions de distribution. Il est de´montre´ que plus il y a d’isotropie dans
la discre´tisation du gradient, plus l’intensite´ des courants parasites diminue. Une description
de´taille´e des gradients isotropes, comme les points et les poids ne´cessaires a` la discre´tisation,
est donne´e dans le travail de Sbragaglia et al. [83] pour les espaces 2D et 3D.
2.2 Les mode`les de type RK
Ces mode`les de Boltzmann sur re´seau pour la simulation des fluides a` plusieurs phases sont
issus du mode`le d’automate cellulaire de Rothman et Keller [84]. Quelques anne´es plus tard,
Gunstensen et al. [41] ont de´veloppe´ une version « Boltzmann sur re´seau » du mode`le RK. Il
doit eˆtre note´ que toutes les re´fe´rences a` propos des mode`les RK sont en effet base´es sur la
the`se de doctorat de Gunstensen [48].
Le mode`le RK d’origine conside`re deux types de fluides, rouge et bleu, chacun d’entre
eux avec des fonctions de distribution suivant sa propre e´quation de Boltzmann sur re´seau.
Parce qu’il y a deux fluides implique´s, l’e´tape de collision, intrinse`que a` toute formulation de
Botlzmann sur re´seau, prend en compte les interactions entre les fonctions de distribution
de la meˆme couleur ainsi que les interactions croise´es entre les fonctions de distribution de
couleurs diffe´rentes. Cette dernie`re interaction est lie´e a` la tension de surface entre les deux
phases, ce qui ne´cessite le gradient de la fonction de couleur. La se´paration des phases est
obtenue par une e´tape supple´mentaire en utilisant un ope´rateur de recoloriage. L’avantage
de cette approche est dans la souplesse avec laquelle les parame`tres du mode`le peuvent eˆtre
choisis. Les mode`les RK permettent le controˆle inde´pendant de la tension de surface, le ratio
de densite´ et le ratio de viscosite´ des diffe´rents fluides de part et d’autre de l’interface ainsi
que le controˆle de l’angle de contact concernant le comportement du mouillage aux phases
solides [41].
Un proble`me majeur commun aux mode`les de la LBM pour la simulation des e´coulements
a` plusieurs phases est qu’ils semblent tous souffrir de la pre´sence de courants parasites a`
l’interface entre les fluides. Ces courants parasites perturbent le champ de vitesse des fluides.
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Ils affectent e´galement la stabilite´ nume´rique, limitent les ratios de densite´ maximaux et
re´duisent la pre´cision du mode`le.
Les courants parasites a` l’interface dans la me´thode RK ont e´te´ e´tudie´s par Ginzbourg et
Adler [62]. Ils ont note´ qu’un choix approprie´ des valeurs propres de la matrice de collision
conduit a` l’e´limination de ces courants dans certaines circonstances. Malheureusement, les
auteurs concluent que ces courants non physiques ne peuvent pas eˆtre e´limine´s ou re´duits
uniquement avec le choix des valeurs propres. Le phe´nome`ne des courants parasites a` proximite´
d’une interface a e´galement e´te´ mentionne´ par Halliday et al. [42], ou` il a e´te´ constate´ que ces
courants sont plus forts au centre de l’interface entre les fluides. Pour les re´duire, Dupin et
al. [59] ont propose´ d’ajuster la tension de surface entre les fluides en perturbant les fonctions
de distribution en conformite´ avec les orientations du re´seau. Cette ide´e semblait prometteuse,
mais n’a pas e´te´ plus explore´e.
La capacite´ a` simuler des e´coulements avec un ratio de densite´ variable a e´te´ introduite par
Grunau et al. [39], qui ont pre´sente´ des simulations instationnaires avec des ratios de densite´
allant jusqu’a` O(10). Depuis lors, la capacite´ de la famille RK pour simuler les e´coulements
avec un ratio de densite´ variable a e´te´ peu e´tudie´e. To¨lke et al. [38] rapportent un ratio
de densite´ O(30) pour une simulation d’un e´coulement permanent et un rapport de densite´
de O(4) pour une simulation d’e´coulement instationnaire. Re´cemment, Reis et Phillips [17]
ont apporte´ une contribution importante au mode`le RK, qui a e´te´ d’adapter le mode`le de
Grunau et al. [39] pour le populaire re´seau D2Q9. Plus important encore, ils ont re´ussi a`
construire un ope´rateur de perturbation qui introduit la tension de surface d’une manie`re
qui est compatible, dans la limite macroscopique, avec la forme du tenseur des contraintes
capillaires. Pour certains cas tests et avec la formulation de Reis et Phillips [17], des ratios de
densite´ plus e´leve´s que ceux des autres mode`les RK peuvent eˆtre aborde´s. Un ratio de densite´
allant jusqu’a` O(18) a e´te´ rapporte´ pour une simulation instationnaire. D’autre part, Liu et
al. [85,86] ont de´veloppe´ une version 3D de l’ope´rateur de perturbation de Reis et Phillips
pour le re´seau D3Q19.
2.2.1 The`me 1 : Ope´rateur de recoloriage
Une ame´lioration majeure a e´te´ la rede´finition de l’ope´rateur recoloriage qui est inte´gre´
dans le mode`le pour conserver l’immiscibilite´ des fluides.
To¨lke et al. [38] ont constate´ que l’e´tape de recoloriage du mode`le d’origine rendait les
simulations instables dans certaines situations. Une de leurs conclusions est que le principal
proble`me re´side dans le fait que le mode`le d’origine ge´ne`re une interface trop mince entre les
fluides. Avec le nouvel ope´rateur de recoloriage de To¨lke et al. [38], l’e´paisseur de l’interface
est un peu plus large que dans le mode`le d’origine. Cependant, le controˆle pre´cis de l’e´paisseur
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de l’interface n’est pas disponible. To¨lke et al. sont parvenus tout de meˆme a` obtenir des
simulations pre´liminaires qui sont en accord avec certaines donne´es expe´rimentales [38].
D’Ortona et al. [87] ont rapporte´ que les courants parasites ont e´te´ significativement
re´duits avec leur nouvel ope´rateur de recoloriage destine´ pour un mode`le d’automate cellulaire
a` deux phases. Plus tard, Latva-Kokko et Rothman [49] ont modifie´ l’ope´rateur de recoloriage
de D’Ortona et al. [87] pour e´viter des fonctions de distribution ne´gative dans le contexte
de la LBM. Pour les mode`les RK d’origines, l’e´tape de recoloriage est e´galement conside´re´e
comme difficile a` programmer. Toutefois, les ide´es de Latva-Kokko et Rothman [49] ont permis
de construire un ope´rateur de recoloriage qui est tre`s simple a` mettre en oeuvre avec la
possibilite´ supple´mentaire de controˆler l’e´paisseur de l’interface.
Leur nouvel ope´rateur de recoloriage re´duit aussi conside´rablement le proble`me de « lat-
tice pinning » du mode`le d’origine [49]. Ce proble`me peut se produire a` l’interface de deux
fluides lorsque la convection est faible. Dans la pratique, cela signifie que l’interface ne peut
pas bouger et devient « e´pingle´e » au re´seau, aussi longtemps que la convection n’est pas
assez forte. Le proble`me du « lattice pinning » a e´te´ reconnu par plusieurs auteurs : Reis et
Dellar [88], Latva-Kokko et Rothman [49], Dupin et al. [89], et Halliday et al. [90,91]. Il est
inconnu si ce proble`me est e´galement pre´sent dans les autres types de mode`le de Boltzmann sur
re´seau. Il est important de noter que le mode`le de Reis et Phillips n’utilise pas ces nouveaux
ope´rateurs de recoloriage et que ces auteurs ont indique´ que leur mode`le pourrait aussi souffrir
du « lattice pinning ».
Le premier objectif de cette the`se est d’adapter l’ope´rateur de recoloriage de Latva-Kokko
et Rothman [49] pour fonctionner avec le mode`le de Reis et Phillips ainsi que pour des ratios
de densite´ non unitaire. Cette modification permettra d’ame´liorer la stabilite´ et la pre´cision
du mode`le. Plus de de´tails sont donne´s dans le prochain chapitre concernant la synthe`se des
contributions.
2.2.2 The`me 2 : La discre´tisation du gradient de couleur
Une caracte´ristique, qui distingue les mode`les RK des autres mode`les, est la pre´sence
d’un gradient de couleur. Pour les e´coulements a` deux phases de Boltzmann sur re´seau, le
gradient de couleur a e´te´ introduit par Rothman et Keller [84] avec leur mode`le base´ sur les
automates cellulaires. C’est en utilisant le gradient de couleur que l’interface entre les fluides
est maintenue. L’e´valuation du gradient de couleur est une e´tape cle´ dans la discre´tisation des
diffe´rents e´le´ments du mode`le.
Lors de l’application de la me´thode RK, des gradients de type non isotropes sont principa-
lement utilise´s [38,39,42,49,51,59,62,77]. En fait, les gradients isotropes, c’est-a`-dire avec une
erreur de discre´tisation qui est invariante par rapport a` la rotation [92], sont rarement utilise´s
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et ont seulement e´te´ trouve´s dans [63,93]. Malheureusement, dans ces e´tudes, ni l’avantage
d’utiliser une telle discre´tisation pour le gradient, ni la raison de le faire ne sont explique´s. A`
notre connaissance, il n’existe aucune e´tude syste´matique montrant que la mise en oeuvre d’un
gradient isotrope dans les mode`les RK offre une re´duction significative des courants parasites,
e´largit la gamme d’applications de la tension superficielle ou augmente conside´rablement le
ratio de densite´ maximal traite´ entre les deux phases.
Plus pre´cise´ment, le deuxie`me objectif de cette the`se est de montrer que l’utilisation
d’une discre´tisation isotrope du gradient de couleur dans la formulation de Reis et Phillips
devrait augmenter la robustesse de la me´thode. Ceci est d’une importance primordiale, car
cela minimise l’accumulation des erreurs de discre´tisations directionnelles. Une conse´quence
be´ne´fique est la re´duction des courants parasites. Cela signifie qu’il sera possible de re´soudre
des proble`mes avec un ratio de densite´ plus e´leve´ et/ou avec une gamme de tension superficielle
plus large que pre´ce´demment obtenue avec d’autres mode`les de type RK. Plus de de´tails sont
donne´s dans le prochain chapitre concernant la synthe`se des contributions.
2.2.3 The`me 3 : Les mode`les de type RK a` plusieurs phases
Beaucoup moins d’attention a e´te´ accorde´e a` la simulation des e´coulements avec trois
phases ou plus. La premie`re e´tude sur ce sujet a e´te´ pre´sente´e dans la the`se de doctorat de
Gunstensen [37].
Son mode`le a toutefois ses limites, car la me´thode pour prolonger le mode`le a` deux phases
vers son homologue a` trois phases ne peut pas eˆtre ge´ne´ralise´e a` un mode`le a` N-phases ou,
du moins, il n’est pas e´vident de savoir comment faire. L’approche fonctionne bien pour
trois phases, mais seulement parce qu’il y a exactement trois interfaces fluide-fluide ce qui
correspond au nombre de phases. Parce que ce mode`le a e´te´ introduit il y a 20 ans, il ne
contient aussi aucune des ame´liorations subse´quentes apporte´es au mode`le RK.
Un autre mode`le RK pour la simulation d’e´coulements a` plusieurs phases est celui de
Dupin et al. [59]. Par la de´finition d’un gradient de couleur pour chacune des interfaces
fluide-fluide, ils ont e´vite´ le proble`me de la ge´ne´ralisation du mode`le a` plus de trois phases de
Gunstensen [37]. Une approche similaire est offerte par Halliday et al. [94], dans lequel une
ge´ne´ralisation possible de l’ope´rateur de recoloriage est pre´sente´e pour N phases. Une version
plus re´cente, similaire au mode`le de Halliday et al. [94], est de´crite par Spencer et al. [95].
Malheureusement, aucun de ces mode`les a` plusieurs phases a e´te´ construit pour simuler des
ratios de densite´ variables. Il est avantageux d’envisager un mode`le a` N phases qui le permet
tout en consolidant l’applicabilite´ et les avantages des mode`les RK pre´ce´dents. Il s’agit du
troisie`me objectif de cette the`se.
Afin d’ame´liorer la capacite´ du mode`le a` simuler des ratios de densite´ e´leve´s, nous avons
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inte´gre´ les discre´tisations isotropes d’ordre e´leve´ pour le gradient de couleur qui doivent
eˆtre calcule´es a` chaque pas de temps. Comme indique´ pre´ce´demment par Leclaire et al. [96],
ce type de discre´tisation augmente la pre´cision du mode`le. En raison du couˆt en temps
de calculs associe´s a` l’e´valuation du gradient, l’un des objectifs est de re´duire le nombre
d’approximations de gradients diffe´rents a` calculer. Halliday et al. [94] ont affirme´ que
l’e´valuation des gradients est une source importante de calcul supple´mentaire. Ces auteurs ont
d’ailleurs de´cide´ d’examiner la possibilite´ d’approximer le gradient avec une me´thode locale
lorsque la courbure de l’interface est faible. Lors de la ge´ne´ralisation du mode`le a` N phases,
une attention particulie`re doit eˆtre apporte´e pour minimiser le nombre d’approximations
diffe´rentes de gradient. Plus de de´tails sont donne´s dans le prochain chapitre concernant la
synthe`se des contributions.
2.2.4 The`me 4 : Le proble`me de discontinuite´ des mode`les RK
Tel que dans d’autres e´tudes [97–99], l’auteur du pre´sent document a re´alise´ que les mode`les
RK ne sont pas en mesure de simuler l’e´coulement de Poiseuille ou de Couette a` plusieurs
phases avec une variation de densite´. En effet, la quantite´ de mouvement the´orique de cet
e´coulement n’est pas bien re´solue.
Apre`s une e´tude approfondie de la litte´rature scientifique, nous avons trouve´ quelques
travaux dans lesquels les auteurs ont de´montre´ que leur mode`le est en mesure de simuler
correctement l’e´coulement de Couette ou de Poiseuille a` plusieurs phases. L’e´coulement de
Couette est plus simple a` re´soudre que celui de Poiseuille puisqu’aucun terme source simulant
un gradient de pression n’est requis.
Lishchuk et al. [100] ont de´veloppe´ un mode`le a` plusieurs phases pour les fluides avec
variation de densite´. Ils ont de´montre´ que l’e´coulement de Couette est bien re´solu avec
leur mode`le. Cependant, il n’est pas clair comment leurs ide´es pourraient eˆtre utilise´es
pour appliquer une correction simple aux mode`les RK pre´ce´dents qui ne fonctionnent pas
bien [17, 18, 36, 38, 39, 85, 96, 97]. Dans l’article de Knutson et Noble [101], l’e´coulement de
Couette est aussi simule´ avec succe`s. Ne´anmoins, les auteurs indiquent clairement que leur
me´thode, telle que pre´sente´e, ne convient pas pour des configurations d’e´coulements plus
complexes. Beaucoup d’efforts sont encore ne´cessaires pour ge´ne´raliser leur me´thode afin de
re´soudre des e´coulements ge´ne´raux plus complexes. En outre, pour utiliser cette me´thode,
il sera peut eˆtre ne´cessaire de la combiner avec un re´soluteur de type « level set » [101], ce
qui signifierait que l’e´le´gance de la LBM serait perdue. Yiotis et al. [58] ont montre´ que leur
mode`le est capable de simuler correctement l’e´coulement de Poiseuille a` plusieurs phases avec
variation de densite´. Il faudrait beaucoup d’efforts pour adapter leurs ide´es a` la formulation
RK actuelle puisque leur mode`le utilise une nouvelle formulation de fonctions de distribution
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pour la pression.
Holdych et al. [102] ont modifie´ le tenseur des contraintes d’e´quilibre du mode`le FE
de Swift et al. [69] afin de re´cupe´rer la solution analytique de l’e´coulement de Couette a`
plusieurs phases avec des ratios de densite´ variable. Le quatrie`me objectif de cette the`se est
de montrer que leur approche peut eˆtre adapte´e au mode`le RK afin de re´cupe´rer correctement
les e´quations de Navier-Stokes dans les re´gions a` phases pures, et ce, dans la limite d’un petit
nombre de Knudsen et d’un faible gradient de pression. Plus de de´tails sont donne´s dans le
prochain chapitre concernant la synthe`se des contributions.
2.3 The`me 5 comple´mentaire : Les diffe´rences finies isotropes
Les me´thodes de diffe´rences finies pour calculer les gradients de fonctions sont largement
utilise´es dans la communaute´ scientifique. Lors du calcul du gradient d’une fonction de
plusieurs variables, une diffe´rence finie 1D est ge´ne´ralement utilise´e pour chacune des directions.
Cependant, ces dernie`res anne´es, il a e´te´ de´montre´ que cette proce´dure peut introduire un
certain degre´ d’anisotropie dans les re´sultats nume´riques [92].
Pour surmonter ce proble`me, Kumar a introduit le concept de la diffe´rence finie isotrope qui
garantit que le terme d’erreur principal de la discre´tisation par diffe´rences finies est isotrope et
donc invariant par rapport a` la rotation [92]. Cela assure que le sche´ma n’ajoute pas sa propre
anisotropie a` la simulation nume´rique [92]. Dans les travaux de Kumar, la simulation de la
solidification syme´trique dendritique est plus pre´cise si des diffe´rences finies isotropes sont
utilise´es plutoˆt que des diffe´rences finies classiques. Dans la premie`re approche, originalement
propose´e par Kumar, seulement des approximations 2D et 3D a` l’aide des diffe´rences finies
d’un ordre spatial et isotrope peu e´leve´ ont e´te´ pre´sente´es.
Peu de temps apre`s, Xiao et al. [103] ont utilise´ des diffe´rences finies 3D isotropes pour
discre´tiser un cas particulier de l’e´quation de Maxwell et ont ame´liore´ les re´sultats nume´riques.
Des discre´tisations isotropes ont e´galement ame´liore´ les re´sultats de Shen et al. [104], qui
simulent la propagation d’une onde e´lectromagne´tique transitoire en 2D.
Suite a` l’ide´e de Shan [82], pour la simulation nume´rique des e´coulements a` plusieurs
phases en utilisant la me´thode de Boltzmann sur re´seau, Sbragaglia et al. [83] ont ge´ne´ralise´
les gradients 2D et 3D isotropes a` des ordres supe´rieurs. Bien que n’e´tant pas explicitement
mentionne´ dans leur travail [83], l’approche qu’ils ont de´veloppe´e conduit a` une approximation
du gradient qui est pre´cise au second ordre en espace. Pour leur mode`le, l’utilisation de
discre´tisation isotrope pour le calcul des gradients a permis de re´duire les courants parasites
de leur mode`le. Leur technique de gradient isotrope a e´galement e´te´ utilise´e par Leclaire et
al. [96] et a permis la simulation de ratios de densite´ jusqu’a` O(10000) pour une bulle circulaire
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et stationnaire. La discre´tisation isotrope re´duit l’anisotropie dans le sche´ma nume´rique et
e´vite la de´formation non physique de la bulle en plus de re´duire les courants parasites.
Pour permettre la discre´tisation 3D de gradients pseudo-isotropes sur maillage irre´gulier,
Grogger [105] a utilise´ un processus d’optimisation qui minimise l’erreur associe´e a` l’anisotropie,
tout en assurant une approximation non dissipative, qui est une proprie´te´ importante dans la
solution des e´quations aux de´rive´es partielles hyperboliques. Dans l’investigation faite par
Grogger [105], il est a` noter que pour un ordre donne´ de la discre´tisation spatiale, l’erreur
d’isotropie me`ne probablement a` un ordre isotrope approximativement e´gal a` l’ordre spatial.
Le but e´tant d’augmenter la limite de stabilite´ de son sche´ma nume´rique, cela signifie que
la me´thode de Grogger est un compromis entre l’isotropie et la limite de la stabilite´. Selon
l’application pre´vue, la limite de stabilite´ n’est pas un parame`tre requis et une meilleure
isotropie peut eˆtre souhaitable.
Dans le cadre de la de´tection de contours sur les images nume´riques, Sayed et al. [106] ont
de´veloppe´ un filtre omnidirectionnel ou isotrope. Les auteurs soutiennent que leur technique
pourrait conduire a` des filtres se´parables qui permettent la de´tection tre`s rapide des bords
dans une image. Toutefois, e´tant donne´ que leur approche a e´mis l’hypothe`se de la continuite´
du filtre et que le filtre re´el est en fait discret, il y a une perte de pre´cision due a` un processus
d’interpolation. Dans le contexte spe´cifique de la de´tection des contours, cette perte de
pre´cision n’est peut-eˆtre pas importante, mais dans d’autres applications scientifiques, ou`
le filtre peut eˆtre applique´ fre´quemment, cette perte de pre´cision pourrait eˆtre importante,
puisque la proprie´te´ d’isotropie de´croˆıt en qualite´ a` cause du processus d’interpolation. En
outre, la pre´cision spatiale de leur me´thode de discre´tisation n’est pas connue.
D’autres ope´rateurs diffe´rentiels discrets isotropes peuvent eˆtre de´veloppe´s. Par exemple,
Thampi et al. [107] ont montre´ que l’ope´rateur de Laplace peut eˆtre obtenu a` partir des poids
de la fonction d’e´quilibre discre`te de Maxwell-Boltzmann, qui est largement utilise´e dans la
communaute´ de Boltzmann sur re´seau. Patra et al. [108] ont e´galement de´veloppe´ des poids
isotropes pour le Laplacien, le bi-Laplacien (ou bi-harmonique) et le gradient du Laplacien.
Dans toutes les recherches pre´ce´dentes, la conclusion est la meˆme : les discre´tisations
isotropes des ope´rateurs diffe´rentiels sont plus pre´cises que les diffe´rences finies classiques.
Partant de ce constat, les chercheurs devraient tester les discre´tisations isotropes.
Le cinquie`me et dernier objectif de cette the`se est de ge´ne´raliser les diffe´rences finies
isotropes pour l’approximation des gradients d’ordre e´leve´ spatialement, tout en assurant en
meˆme temps que l’ordre d’isotropie est strictement plus grand que l’ordre spatial. Il s’agit
d’une extension et d’une ge´ne´ralisation du travail de Sbragaglia et al. [83] pour les gradients
d’un ordre spatial supe´rieur. Plus de de´tails sont donne´s dans le prochain chapitre concernant
la synthe`se des contributions.
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CHAPITRE 3
SYNTHE`SE DE L’ENSEMBLE DU TRAVAIL
Ce chapitre fait la synthe`se des contributions de cette the`se. Il est organise´ en cinq the`mes
correspondants a` ceux pre´sente´s dans la revue de la litte´rature. Pour les quatre premiers
the`mes, les objectifs associe´s sont rappele´s et dans chaque cas, deux types de contributions
sont discute´es :
– Contribution d’un apport the´orique concernant le mode`le de simulation.
– Contribution d’un apport applique´ concernant l’ame´lioration des re´sultats nume´riques.
Le cinquie`me the`me, e´tant comple´mentaire, pre´sente aussi des contributions d’un apport
the´orique et applique´, mais il ne concerne pas le mode`le de simulation de Boltzmann sur
re´seau de´veloppe´ dans cette the`se. Les de´tails pre´cis concernant la me´thodologie a` suivre
pour produire les re´sultats nume´riques ne sont pas donne´s dans ce chapitre. Pour plus de
de´tails, le lecteur est invite´ a` consulter les articles en annexe de la the`se. Afin de mieux
illustrer les contributions, les sections des articles correspondants sont indique´es en gras et
entre parenthe`ses.
3.1 The`me 1 : Ope´rateur de recoloriage
1er objectif Modifier l’ope´rateur de recoloriage (Ωki )
(3), de l’E´q. (1.52), afin de
re´duire l’impact sur le mode`le des proble´matiques 1, 2, 3, 4, 5, 6 et 8
donne´es a` la page 22.
L’article suivant re´pond a` ce premier objectif :
Se´bastien Leclaire, Marcelo Reggio and Jean-Yves Tre´panier, “Numerical evaluation of two
recoloring operators for an immiscible two-phase flow lattice Boltzmann model”, Applied
Mathematical Modelling, vol. 36, n. 5, pp. 2237–2252, 2012.
Une version de cet article soumise au journal Applied Mathematical Modelling est donne´e a` la
page 76 de cette the`se.
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3.1.1 Contribution the´orique
Tout d’abord, l’ope´rateur de recoloriage d’origine des mode`les RK est rappele´ pour mieux
saisir les changements entre le mode`le de Reis et Phillips d’origine et le mode`le obtenu apre`s
les modifications.
Ope´rateur de recoloriage d’origine des mode`les RK
Cet ope´rateur a l’objectif de maximiser la quantite´ de fluide rouge envoye´e dans la re´gion
du fluide rouge et la quantite´ de fluide bleu envoye´e dans la re´gion du fluide bleu, tout en
respectant la conservation de la masse et de la quantite´ de mouvement totale. Au niveau






N ri = ρr
(3.1)
La proce´dure algorithmique est heuristique et est re´alise´e comme suit. Premie`rement, les
vecteurs ~ci sont re´ordonne´s en ordre croissant relativement a` leur angle avec le gradient de
couleur ~F . Le vecteur ~c1 = [0, 0] est place´ au centre des neufs directions. Il est a` noter que le
gradient de couleur ~F pointe dans la direction du fluide rouge. La deuxie`me e´tape consiste a`
envoyer un maximum de fluide rouge dans la direction la plus proche de ~F , toujours sous les
contraintes (3.1). En utilisant la quantite´ de fluide rouge restante, une quantite´ maximale de
fluide rouge est envoye´e dans la deuxie`me direction la plus pre`s de ~F , toujours en respectant les
contraintes (3.1). Ce processus est re´pe´te´ jusqu’a` ce que tout le fluide rouge ait e´te´ redistribue´.
A` la fin de la redistribution du fluide rouge, le fluide bleu occupe l’espace restant. De manie`re
ge´ne´rale et d’un point de vue informatique, cet algorithme n’est pas simple a` comprendre et a`
mettre en oeuvre.
Ope´rateur de Latva-Kokko et Rothman ainsi que l’ope´rateur modifie´
Issu du mode`le de D’Ortona et al. [87], le mode`le de Latva-Kokko et Rothman [49] propose
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de de´finir l’ope´rateur de recoloriage comme suit :
(Ωri )








i (ρ, 0) (3.2)
(Ωbi)







i (ρ, 0) (3.3)
ou` les fonctions de distribution du fluide sans couleur sont N
(e)
i . D’origine, cet ope´rateur
de Latva-Kokko et Rothman est de´fini pour une valeur constante de αr et αb. Alors, pour
combiner cet algorithme avec celui de Reis et Phillips, il est important de tenir compte que
la vitesse du son isotherme est un parame`tre libre dans le mode`le de Reis et Phillips. A` cet
e´gard, une contribution the´orique de cette the`se est l’adaptation de l’ope´rateur de recoloriage
de Latva-Kokko pour une vitesse du son variable. Le nouvel ope´rateur de recoloriage prend
alors la forme suivante :
(Ωri )











i (ρk, 0, αk) (3.4)
(Ωbi)










i (ρk, 0, αk) (3.5)
ou` β est un parame`tre libre et cos(ϕi) est le cosinus de l’angle entre le gradient de couleur ~F
et la vitesse ~ci. Les fonctions de distribution d’e´quilibre N
(e)
i dans les E´qs. (3.2) et (3.3) sont
remplace´es par la somme des fonctions d’e´quilibre de chacun des fluides N
k(e)
i et sont e´value´es
en utilisant une vitesse nulle et la valeur respective de αk. La valeur de cos(ϕ1) doit eˆtre nulle
pour conserver la masse dans le syste`me. De plus, le parame`tre β doit eˆtre choisi entre 0 et 1
pour assurer une valeur positive des fonctions de distribution [49]. Le parame`tre β influence
l’e´paisseur de l’interface : le plus petit est cette valeur, le plus large est l’interface.
3.1.2 Contribution applique´e
Pour facilement diffe´rencier l’ope´rateur de recoloriage original de l’ope´rateur de recolo-
riage modifie´, ils sont respectivement note´s ope´rateur de recoloriage I et II. En passant de
l’ope´rateur I a` II, les re´sultats nume´riques du mode`le de Reis et Phillips sont grandement
ame´liore´s, et ce, pour plusieurs cas tests. En re´sume´ :
• L’interface planaire (p. 79, section 3.1)
L’interface planaire correspond a` la simulation de deux fluides de diffe´rentes couleurs de
part et d’autre d’une interface immobile. Comme l’interface et les fluides sont immobiles,
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cet e´coulement est en the´orie stationnaire. Mathe´matiquement, la convergence vers un
e´tat stationnaire du syste`me discre´tise´ est atteinte lorsque l’expression suivante est
nulle :
max
Toutes les fonctions de distribution
{|(Nki )(n) − (Nki )(n−1)|} (3.6)
ou` n de´note le nombre de pas de temps. Plusieurs re´sultats nume´riques indiquent que
l’ope´rateur de recoloriage I empeˆche le pre´ce´dent crite`re de converger vers 0, tandis
qu’avec l’ope´rateur de recoloriage II, cette proble´matique est re´solue. Un graphique
de´crivant cette expression en fonction du temps de´montre la meilleure convergence
obtenue avec l’ope´rateur de recoloriage II, et ce, pour plusieurs parame`tres diffe´rents
lors de la simulation d’une interface planaire (p. 86, Fig. 1).
D’autre part, le but principal de cette expe´rience nume´rique est d’attester la capacite´
du mode`le a` cre´er une tension de surface entre les fluides conforme avec la de´finition
me´canique [17,41,42,62]. Ide´alement, il faut que le mode`le soit en mesure d’obtenir la
tension de surface de´sire´e seulement en ajustant les parame`tres libres Ak du mode`le.
Plusieurs simulations corroborent que la tension de surface pre´dite par le mode`le est la
meˆme que celle pre´dite par la tension de surface me´canique lorsque le ratio de densite´
est unitaire, et ce, pour les deux ope´rateurs de recoloriage. Par contre, lorsque le ratio
de densite´ n’est pas unitaire, l’ope´rateur de recoloriage I introduit une erreur nume´rique
significative par rapport a` la tension de surface pre´dite. En revanche, l’ope´rateur de
recoloriage II ge´ne`re de meilleurs re´sultats en terme d’exactitude (p. 80, Tab. 2).
• Bulle stable circulaire (p. 80, section 3.2)
Cette expe´rience nume´rique implique une bulle rouge d’un certain rayon immerge´e
dans un fluide bleu. En trois dimensions, cela correspond plutoˆt a` un cylindre immerge´.
Le but consiste a` ve´rifier si oui ou non la tension de surface du mode`le est conforme
avec la tension de surface pre´dite par l’e´quation de Laplace [17, 41]. Les expe´riences
nume´riques de´montrent que les deux ope´rateurs de recoloriage produisent des re´sultats
d’une pre´cision comparable lorsque la densite´ des deux fluides est e´gale. Par contre, une
erreur importante est obtenue par l’ope´rateur de recoloriage I lorsque le ratio de densite´
est non unitaire et que la tension de surface est faible. L’ope´rateur de recoloriage II
donne des re´sultats valables pour les meˆmes parame`tres et cela indique que le mode`le
modifie´ est valide pour un e´ventail plus large de parame`tres (p. 86, Tab. 3).
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De plus, l’effet des deux ope´rateurs de recoloriage sur les courants parasites, phe´nome`ne
dont l’origine est me´connue, a e´galement e´te´ compare´. Ces courants, se trouvant a`
l’interface entre les fluides, devraient eˆtre absents. Dans la litte´rature des mode`les
d’automates cellulaires [87], il a e´te´ mentionne´ qu’un ope´rateur de recoloriage similaire
a` l’ope´rateur II peut re´duire les courants parasites. Ces re´sultats sont confirme´s pour
ce mode`le de Boltzmann sur re´seau. En effet, l’ope´rateur II re´duit jusqu’a` 2 ordres de
grandeur ces courants parasites lorsque le ratio de densite´ est non unitaire et lorsque la
tension de surface est faible (p. 86, Tab. 3).
D’autre part, tout comme pour l’interface planaire, l’ope´rateur de recoloriage I ne
permet pas la convergence de la solution vers un e´tat stationnaire nume´rique, tandis
que pour l’ope´rateur II, la convergence est graduelle en fonction du temps.
• E´coulement de Poiseuille a` deux phases (p. 80, section 3.3)
Cet e´coulement se compose de deux couches de fluide, avec des viscosite´s dynamiques
diffe´rentes, entre deux plaques immobiles. Les fluides subissent aussi un gradient de
pression dans la meˆme direction que la tangente des plaques. Le but de cette expe´rience
nume´rique est de comparer les profils de la quantite´ de mouvement analytiques a` ceux
nume´riques. Dans les faits, le changement de l’ope´rateur de recoloriage de I vers II ne
contribue pas a` ame´liorer les re´sultats nume´riques. Les erreurs sont du meˆme ordre de
grandeur pour les deux ope´rateurs. L’e´coulement de Poiseuille a` deux phases est tout de
meˆme un cas test important a` effectuer puisque celui-ci permet de de´montrer que ce
mode`le de Boltzmann sur re´seau n’est pas en mesure d’obtenir la solution analytique
pour le cas avec variation de densite´ entre les fluides. La cause de ce phe´nome`ne non
physique est aborde´ au quatrie`me the`me de ce chapitre.
• Coalescence des bulles (p. 81, section 3.4)
Cette expe´rience nume´rique simule la coalescence de deux bulles de densite´ e´gale ou
diffe´rente. En trois dimensions, cela e´quivaut a` une collision de deux cylindres tre`s rap-
proche´s et de longueur infinie. Ce test est utilise´ pour e´valuer la capacite´ des ope´rateurs
de recoloriage a` effectuer une simulation d’un e´coulement instationnaire ou` une solution
finale stationnaire existe sur laquelle il est possible de mesurer et de pre´dire la tension de
surface finale. L’algorithme est suffisamment stable pour que l’ope´rateur de recoloriage I
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puisse simuler un ratio de densite´ pouvant aller jusqu’a` O(45). Par contre, pour les
meˆmes conditions, l’ope´rateur de recoloriage II procure une simulation stable jusqu’a`
un ratio O(85). En ce qui a trait a` l’exactitude entre la tension de surface du mode`le et
celle pre´dite the´oriquement, l’ope´rateur II est plus pre´cis puisqu’il peut atteindre des
niveaux d’exactitude jusqu’a` un ordre de grandeur plus e´leve´ (p. 82, Tab. 5).
Encore une fois, un autre avantage de l’ope´rateur de recoloriage II est l’e´conomie qu’il
ge´ne`re en terme de temps de calcul qui est lie´ au nombre de pas de temps ne´cessaire
pour arriver a` un e´tat stationnaire nume´rique.
• « Lattice pinning » (p. 82, section 3.5)
Cette section de l’article propose une nouvelle configuration originale permettant de
mesurer la pre´sence et l’intensite´ du « lattice pinning ». Cette expe´rience consiste a`
acce´le´rer horizontalement une particule tre`s petite de fluide rouge initialement immobile
et immerge´e dans le fluide bleu. L’acce´le´ration est constante pendant un certain temps,
puis devient nulle par la suite. Aucune tension de surface, ratio de densite´ ou de visco-
site´ cine´matique n’est conside´re´. Cette particule doit alors suivre le comportement du
fluide environnant. Dans ce cas, il existe une solution analytique qui exprime la vitesse
moyenne et la position de la particule en fonction du temps. Pour les deux ope´rateurs
de recoloriage, les re´sultats nume´riques indiquent que les vitesses moyennes horizontales
des particules de fluides rouges sont en accord avec la vitesse d’e´coulement du fluide
local. Par contre, la position des particules n’est pas en accord avec la the´orie. Avec
ces simulations, il est possible de conclure que l’ope´rateur de recoloriage I re´ve`le un
phe´nome`ne physique inexistant puisque la particule ne se de´place pas malgre´ une vitesse
non nulle, tandis que l’ope´rateur de recoloriage II se comporte beaucoup mieux dans un
tel cas (p. 89, Fig. 4). A` cet e´gard, avec l’ope´rateur II, une re´duction du parame`tre β
peut re´duire le « lattice pinning » davantage, mais l’interface devient plus large.
L’ensemble de ces contributions the´oriques et applique´es re´pond au premier objectif de la
the`se et montre une ame´lioration du mode`le de Reis et Phillips concernant les proble´matiques
1, 2, 3, 4, 5, 6 et 8 donne´es a` la page 22 de cette the`se.
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3.2 The`me 2 : La discre´tisation du gradient de couleur
2e objectif Employer une discre´tisation isotrope pour calculer le gradient de cou-
leur ~F , de l’E´q. (1.65), afin re´duire l’impact sur le mode`le des proble´-
matiques 3, 4, 6, 7 et 8 donne´es a` la page 22.
L’article suivant re´pond a` ce deuxie`me objectif :
Se´bastien Leclaire, Marcelo Reggio and Jean-Yves Tre´panier, “Isotropic color gradient for
simulating very high-density ratios with a two-phase flow lattice Boltzmann model”, Computers
& Fluids, vol. 48, n. 1, pp. 98–112, 2011.
Une version de cet article soumise au journal Computers & Fluids est donne´e a` la page 91 de
cette the`se.
3.2.1 Contribution the´orique
Le gradient de couleur ~F est un e´le´ment important des mode`les RK. Il de´finit la direction
normale a` l’interface et permet aussi de controˆler la tension de surface entre deux fluides.
L’e´valuation de ~F correspond a` calculer le gradient de la fonction repre´sentant la diffe´rence de
densite´ ∆ ≡ ρr − ρb entre les fluides. Dans le mode`le original, une discre´tisation non isotrope
est utilise´e pour e´valuer ce gradient nume´riquement.
Les gradients isotropes ont l’avantage de permettre, dans certaines situations, le calcul tre`s
pre´cis de la direction normale a` l’interface et ainsi d’ame´liorer le comportement des interfaces
entre les phases. Les sections suivantes de´crivent en de´tail la diffe´rence mathe´matique entre une
discre´tisation non isotrope et une discre´tisation isotrope du gradient (p. 94, section 2.2.1
et 2.2.2).
Bref, pour mettre en application les discre´tisations isotropes, il suffit de modifier la












Ces deux dernie`res expressions correspondent a` une sommation ponde´re´e des valeurs discre`tes
de la fonction a` diffe´rent points du re´seau. Selon l’ordre d’isotropie de la discre´tisation,
diffe´rents choix sont possibles pour les poids ξi et les points ~di (p. 95 et 96, Tab. 1 et 2).
En changeant la discre´tisation du gradient de couleur pour une discre´tisation isotrope, la
tension de surface dans le mode`le est ajuste´e diffe´remment. Au lieu d’utiliser l’E´q. (1.68),











Pour e´valuer l’isotropie du sche´ma nume´rique, le meilleur cas test en deux dimensions est
celui d’une bulle rouge cylindrique circulaire immerge´e dans un fluide bleu. Plusieurs centaines
de simulations ont e´te´ se´lectionne´es pour e´tudier l’influence des diffe´rents parame`tres du
mode`le sur l’exactitude des re´sultats. C’est seulement lorsque les re´sultats sont regarde´s en
moyenne qu’une tendance globale se pre´sente concernant certaines caracte´ristiques du mode`le.
En particulier, le choix de la discre´tisation du gradient de couleur influence la pre´cision de la
loi de Laplace, la forme des bulles, les courants parasites ainsi que le ratio de densite´ maximal
que peut simuler le mode`le.
• Bulle stable circulaire : Loi de Laplace (p. 97, section 3.1)
Comme pour le premier the`me, le but de ce cas test est de ve´rifier si oui ou non la
tension de surface pre´dite par le mode`le est conforme avec la loi de Laplace. Cette loi
ce´le`bre pre´dit le saut de pression a` travers une interface en fonction de la courbure de
l’interface et de la tension de surface entre les fluides. Dans les faits, selon les re´sultats
obtenus, il y a une tendance tre`s claire de´montrant que la loi de Laplace est beaucoup
plus pre´cise avec un gradient de couleur isotrope qu’avec un gradient de couleur non
isotrope. Par rapport aux diffe´rents parame`tres des simulations, la tendance peut eˆtre
re´sume´e comme suit. Lorsque la tension de surface de´croit, l’erreur avec la loi de La-
place diminue seulement lorsque l’e´paisseur de l’interface augmente ou lorsque l’ordre
d’isotropie du gradient de couleur augmente. Ce comportement devient de plus en plus
e´vident lorsque le ratio de densite´ entre les fluides augmente. L’e´paisseur de l’interface
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et l’isotropie du gradient de couleur sont deux facteurs cle´s ne´cessaires pour simuler
avec pre´cision des ratios de densite´ importants, et ce, pour une large gamme de tensions
de surface (p. 98-101, Fig. 3 a` 6).
• Bulle stable circulaire : De´formation (p. 99, section 3.2)
Pour ce cas test, quatre simulations ont e´te´ effectue´es avec un ratio de densite´ moyen et
une faible tension de surface. La forme des bulles a` l’e´tat stationnaire nume´rique est
observe´e et, selon le choix de la discre´tisation pour le gradient, la forme initiale circulaire
de la bulle n’est pas ne´cessairement conserve´e. Il est e´vident que plus l’ordre d’isotropie
du gradient est e´leve´, plus la forme circulaire de la bulle est conserve´e (p. 106, Fig. 7).
• Bulle stable circulaire : Courants parasites (p. 100, section 3.3)
Les courants parasites peuvent eˆtre re´pre´sente´s par la vitesse maximale ~u de l’ensemble
du domaine de calcul du fluide sans couleur. The´oriquement, la quantite´ ~u devrait eˆtre
nulle sur l’ensemble du domaine de calcul pour ces simulations. Encore une fois, la
tendance est tre`s marque´e : plus l’isotropie du gradient augmente, plus ces courants
parasites sont diminue´s (p. 103-105, Fig. 9 a` 11).
D’autre part, les courants parasites peuvent eˆtre re´duits, de deux ordres de grandeur
en choisissant β = 0.7 au lieu de β = 0.99, et re´duits davantage lorsque l’e´paisseur de
l’interface augmente (p. 106, Fig. 12). Deux avenues sont propose´es pour re´duire les
courants parasites : augmenter l’isotropie de la discre´tisation du gradient de couleur
ou augmenter l’e´paisseur de l’interface, ce qui a pour effet de re´duire les erreurs de
discre´tisation relie´es au calcul du gradient et ainsi re´duire les courants parasites.
• Bulle stable circulaire : Ratio de densite´ tre`s e´leve´ (p. 102, section 3.4)
Ce dernier cas test a pour but d’explorer la limite du mode`le. En fait, tout en conservant
une interface de 5 a` 6 unite´s de re´seau d’e´paisseur, il a e´te´ possible pour certains
parame`tres de simuler un ratio de densite´ a` O(10000) avec une pre´cision de 0.5 %
concernant la loi de Laplace (p. 102, Tab. 7). Cet exemple ne fonctionne pas sans une
discre´tisation isotrope du gradient et il illustre bien que l’isotropie du gradient peut
augmenter significativement la pre´cision et la stabilite´ des simulations de la loi Laplace
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combine´e a` un tre`s grand ratio de densite´ entre les phases.
L’ensemble de ces contributions the´oriques et applique´es re´pond au deuxie`me objectif
de la the`se et montre une nette ame´lioration du mode`le de Reis et Phillips concernant les
proble´matiques 3, 4, 6, 7 et 8 donne´es a` la page 22 de cette the`se.
3.3 The`me 3 : Mode`le RK a` plusieurs phases
3e objectif Ge´ne´raliser le mode`le afin de simuler des e´coulements avec plus de
deux phases. Le but est d’ame´liorer le mode`le concernant les proble´-
matiques 6, 9 et 10 donne´es a` la page 23.
L’article suivant re´pond a` ce troisie`me objectif :
Se´bastien Leclaire, Marcelo Reggio and Jean-Yves Tre´panier, “Progress and investigation on
lattice Boltzmann modeling of multiple immiscible fluids or components with variable density
and viscosity ratios”, Journal of Computational Physics, vol. 246, n. 1, pp. 318-342, 2013.
Une version de cet article soumise au Journal of Computational Physics est donne´e a` la page
108 de cette the`se.
3.3.1 Contribution the´orique
Plusieurs modifications doivent eˆtre apporte´es au mode`le afin de pouvoir simuler plusieurs
phases immiscibles. Les composantes des ope´rateurs doivent eˆtre rede´finies pour tenir compte
de chacun des fluides et de chacune des paires d’interfaces. Le de´tail complet des modifications
est donne´ a` la section 2 de la page 109. Par contre, ces modifications sont re´sume´es dans les
lignes qui suivent.
Tout d’abord, la me´thode d’interpolation a` deux fluides pour le facteur de relaxation ωeff,
de l’E´q. (1.62), est complexe et il est difficile de l’adapter pour la simulation de trois phases ou
plus. Effectivement, il convient d’opter pour une approche plus simple telle que des moyennes
ponde´re´es par les densite´s ρk de chacun des fluides. Pour ce faire, la fonctionnelle barre est
introduite et elle est de´finie par la moyenne-q ponde´re´e par la densite´. Par exemple, pour une
variable Xk de´finie pour chacun des fluides k, la moyenne-q ponde´re´e par la densite´ de cette
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, q = 0
(3.11)
Si νk est la viscosite´ cine´matique du fluide k, alors, selon la moyenne-q, un choix possible pour










Le choix de de´finir ωeff de cette manie`re n’est pas la seule option et diffe´rentes possibilite´s
sont examine´es, soit les moyennes-q avec q = −1, 0, 1 et 2.
Plusieurs phases de diffe´rentes densite´s peuvent se pre´senter simultane´ment. Il faut donc
de´finir les diffe´rents ratios de densite´ de la fac¸on suivante pour obtenir des interfaces stables







Dans ces expressions, un seul des αk est un parame`tre libre. On note par κ l’indice du fluide
le moins dense. Ge´ne´ralement, au de´but d’une simulation, la valeur de ακ est impose´e, il
est alors garanti que la relation 0 < ακ ≤ αk < 1 est vraie pour chacun des fluides k. Cette
dernie`re relation doit obligatoirement eˆtre respecte´e pour e´viter des pressions ne´gatives.
Un autre de´tail important concerne l’e´valuation du gradient de couleur. Dans le mode`le
original de Reis et Phillips, ce dernier est de´fini comme le gradient de la diffe´rence de densite´ des
deux fluides, c’est-a`-dire ~F = ~∇(ρr − ρb). Malheureusement, cette approche ne fonctionne pas
bien en pratique lorsque plus de deux phases sont en contact. Pour la pre´sente ge´ne´ralisation

















Ce type de vecteur de´finissant la normale d’une interface est issue d’un mode`le de simulation
des interfaces et des jonctions de fluides a` plusieurs phases [109]. Il est inte´ressant de noter
que l’ordre de complexite´ par rapport au nombre d’approximation de gradient diffe´rent est
O(N) ou` N est le nombre de phases. En d’autres mots, lors de l’e´valuation des gradients,
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l’information contenue aux sites voisins est utilise´e seulement avec une complexite´ a` O(N). Il
s’agit d’une nette ame´lioration par rapport a` d’autres mode`les [94,95] ou` l’ordre de complexite´
est a` O(N2).
L’ope´rateur de perturbation doit eˆtre modifie´ pour prendre en compte la tension de surface
entre chacune des combinaisons possibles deux a` deux d’interfaces :
(Ωki )
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avec η1, un parame`tre libre. Des tests avec η1 = 10
6 donnent de bons re´sultats. La fonction Ckl
est un facteur de concentration qui limite l’activation de la tension de surface a` une interface k-l
seulement lorsque les deux fluides k et l sont pre´sents.
Afin d’ajuster la tension de surface entre deux fluides k et l, l’E´q. (3.10) est modifie´e.







Dans cette dernie`re relation, la diffe´rence principale entre ce mode`le et le mode`le a` deux
phases provient de la normalisation du gradient de couleur par la densite´ totale ρ du fluide
sans couleur.
L’ope´rateur de recoloriage doit aussi eˆtre modifie´ pour assurer l’immiscibilite´ des diffe´rents
fluides a` travers chacune des paires possibles d’interfaces, et ce, tout en conservant la masse
de chacun des fluides k et la quantite´ de mouvement totale du fluide sans couleur. Adapte´
pour permettre la variation de densite´ entre les phases, cet ope´rateur est une combinaison des














i (ρ, 0, α|q=1) (3.19)
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ou` βkl est un parame`tre libre controˆlant l’e´paisseur des interfaces k-l. La variable ϕ
kl
i correspond
a` l’angle entre le gradient de couleur ~Fkl et la direction du re´seau ~ci. La fonction d’e´quilibre du
fluide sans couleur N
(e)
i est e´value´e avec une vitesse nulle et la moyenne α|q=1. Il est important
de prendre la moyenne avec q = 1, sinon le mode`le n’est pas stable. De plus, il faut noter que
βkl = βlk pour conserver la masse et la quantite´ de mouvement totale.
La prochaine et dernie`re modification est optionnelle et valide seulement pour trois phases.
Elle ame´liore le comportement du mode`le au point triple de contact des fluides. En effet, il
existe un possible e´quilibre statique des angles de contacts θkl entre les fluides lorsque les
tensions de surface forment un triangle de Neumann (p. 112, Fig. 1). En suivant les ide´es
de Spencer et al. [95], ces angles de contact statiques sont seulement respecte´s lorsqu’une
relation spe´ciale pour βkl est utilise´e. Elle est donne´e par :
βkl =
{
β0, kl avec θmax
β0 (1 + ctriple (sin(pi − θmax − θkl)− 1)) , autrement
(3.20)









est une fonction qui varie aussi entre 0 et 1. Le parame`tre η2 est un parame`tre libre. Des tests
avec η2 = 35 donnent de bons re´sultats.
3.3.2 Contribution applique´e
Diffe´rents cas tests ont e´te´ e´tudie´s et de´veloppe´s pour e´valuer a` la fois certaines proprie´te´s
qualitatives et quantitaves de ce mode`le de simulation a` plusieurs phases.
• De´composition spinodale a` plusieurs phases (p. 112, section 3.1)
La de´composition spinodale peut eˆtre vue comme le processus physique de la se´para-
tion des phases d’une e´mulsion. Ce cas test e´tudie le comportement d’une mixture de
plusieurs phases initialement place´es de manie`re ale´atoire dans un domaine de calcul.
C’est une expe´rience nume´rique servant a` analyser la stabilite´ du pre´sent mode`le de
Boltzmann sur re´seau. Tous les mode`les construits pour la simulation de plusieurs phases
immiscibles doivent eˆtre en mesure de re´ussir la de´composition spinodale. Bien que
les re´sultats sont qualitatifs, ils permettent de tester la robustesse du code nume´rique
et de voir l’agre´gation des diffe´rents fluides. Dans les faits, les re´sultats montrent que
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l’algorithme est stable et que la de´composition spinodale a effectivement lieu, et ce,
meˆme pour des ratios de densite´ et de viscosite´ cine´matique e´leve´es a` O(1000) et O(100)
respectivement (p. 113, Fig. 2 a` 5).
• Interfaces planaires a` plusieurs phases (p. 113, section 3.2)
Le but de ce cas test est de ve´rifier si le mode`le est en mesure de simuler avec pre´cision
la tension de surface entre plusieurs fluides de diffe´rentes proprie´te´s situe´s de part et
d’autre d’interfaces planaires. En the´orie, la tension de surface est inde´pendante de
la viscosite´ du fluide. Toutefois, dans ce mode`le, pour de´finir une tension de surface
spe´cifique entre deux fluides au moyen de l’E´q. (3.18), la viscosite´ cine´matique du fluide
doit eˆtre pris en compte parce que le facteur de relaxation ωeff de´pend de ce parame`tre.
Dans les e´tudes ante´rieures [17,36,96], l’exactitude de la tension de surface du mode`le
a e´te´ ve´rifie´e uniquement pour des ratios de viscosite´ cine´matique unitaire et n’a pas
e´te´ ve´rifie´e pour des ratios de viscosite´ cine´matique variables entre les phases. Cette
question est adresse´e et il est montre´ que le mode`le simule avec pre´cision la tension de
surface, c’est-a`-dire que l’E´q. (3.18) fonctionne correctement quand il y a simultane´ment
des ratios de densite´ et de viscosite´ cine´matique entre des interfaces planaires. Des
ratios de densite´ jusqu’a` O(900) et des ratios de viscosite´ cine´matique jusqu’a` O(50)
ont e´te´ simule´s. Dans ces simulations, le parame`tre βkl = 1. Cependant, il peut eˆtre
abaisse´ afin d’obtenir une interface plus large, ce qui conduit a` une meilleure stabilite´
et augmente encore plus les ratios de densite´ et de viscosite´ cine´matique possibles.
Les diffe´rentes moyennes-q pour les me´thodes d’interpolations ont e´te´ teste´es et il
a e´te´ conclu que c’est en utilisant q = 1 et q = 2 que les meilleurs re´sultats sont
obtenus (p. 125, Tab. 3 et 4).
D’autre part, une nouvelle me´thode pour initialiser les e´coulements a` plusieurs phases
utilisant un mode`le de type RK a e´te´ propose´e. En effet, la condition initiale usuelle est
la fonction d’e´quilibre qui, pour ce type de proble`me, peut entraˆıner une instabilite´, car
les champs de la fonction de distribution du fluide sans couleur N1 et/ou les densite´s des
fluides ρk sont initialement discontinus. Il est alors pre´fe´rable d’initialiser ces champs
avec des fonctions plus continues. Une possibilite´ est de´crite par Mei et al. [110]. Cette
approche est adapte´e pour le contexte des e´coulements a` plusieurs phases. Elle consiste
donc a` re´soudre les e´quations du mode`le pour un certain nombre de pas de temps avec
Akl = 0 tout en imposant ~u = 0 dans les fonctions de distribution d’e´quilibre.
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• Loi de Laplace a` plusieurs phases (p. 115, section 3.3)
Cette expe´rience nume´rique implique l’e´volution d’un e´coulement a` trois phases ou` la
solution a` l’e´tat d’e´quilibre correspond a` une configuration analogue a` celle de la loi de
Laplace a` deux phases. Ce cas test a e´te´ spe´cialement de´veloppe´ pour ve´rifier le respect
de la loi de Laplace lors de la ge´ne´ralisation du mode`le de deux a` trois phases. En effet,
cette expe´rience est utilise´e pour e´valuer la capacite´ du mode`le a` re´aliser une simulation
instationnaire, ou` le comportement qualitatif de l’e´volution de l’e´coulement peut eˆtre
pre´dit. Un e´tat stable et final existe pour cet e´coulement sur lequel il est possible de
mesurer et de pre´dire la tension de surface (p. 115, Fig. 7). Pour le mode`le de´veloppe´
ici, les erreurs relatives avec la loi de Laplace a` trois phases sont faibles, meˆme pour un
ratio de densite´ O(1000) et un ratio de viscosite´ cine´matique O(100) (p. 116, Tab. 6).
De plus, il a e´te´ de´montre´ que le choix du gradient de couleur lors du passage d’un
mode`le a` deux phases a` un mode`le a` plusieurs phases est tre`s important. Effectivement,
si un gradient de couleur de la meˆme forme que le mode`le original est utilise´, c’est-a`-
dire ~Fkl = ~∇(ρk − ρl), il y a des e´coulements non physiques de fluides dans les directions
tangentielles aux interfaces. Ce phe´nome`ne est e´videmment faux et inde´sirable, et, en fonc-
tion du type simulation, peut facilement compromettre les re´sultats (p. 116, Fig. 8).
Avec le gradient de couleur ~Fkl tel que de´fini dans l’E´q. (3.14), ce comportement non
physique est e´vite´.
• Loi de Laplace-Young (p. 116, section 3.4)
Le but de ce cas test est de ve´rifier l’aptitude du mode`le a` simuler correctement les angles
de contact statiques a` la jonction triple des fluides en fonction des tensions de surface
pour un e´coulement a` trois phases. Ce test nume´rique est le seul qui ve´rifie de manie`re
quantitative le comportement du mode`le pour un e´coulement a` trois phases. Un objectif
comple´mentaire est de de´finir un indice de qualite´ simple et robuste pour mesurer la
pre´cision par rapport aux angles de contact statiques d’un mode`le de simulation a`
plusieurs phases. A` partir des re´sultats, il est possible de de´duire que ce mode`le de
Boltzmann sur re´seau est compatible avec la solution analytique de la loi de Laplace-
Young parce que l’ordre de convergence de l’indice de qualite´ est d’environ 1, meˆme
pour des ratios de densite´ et de viscosite´ cine´matique allant jusqu’a` O(1000) et O(100)
respectivement (p. 125, Tab. 7 a` 9). Il a e´te´ conclu que la loi de Laplace-Young est
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correctement inte´gre´e dans ce mode`le, autrement dit, l’ajustement des tensions de
surface du mode`le suffit a` atteindre les angles de contact the´oriques entre les fluides a`
l’e´tat stationnaire.
Il est important de souligner que les mode`les de Boltzmann sur re´seau sont ge´ne´rale-
ment conside´re´s comme pre´cis au second ordre [33], mais cela n’est vrai que pour un
e´coulement a` une phase et ne l’est pas ne´cessairement pour les e´coulements a` plusieurs
phases. De plus, il convient de noter que la me´thode de Boltzmann sur re´seau de base
se comporte comme une me´thode de premier ordre en temps a` cause des erreurs de
compressibilite´ [33]. Il n’est pas surprenant que le sche´ma soit du premier ordre en terme
de l’indice de qualite´ puisque cet indice n’est pas une variable primitive du re´soluteur.
• E´coulement de Couette a` plusieurs phases (p. 118, section 3.5)
Le but de ce test nume´rique est d’e´tudier la capacite´ du mode`le a` simuler un e´coulement
avec des viscosite´s dynamiques variables. L’e´coulement de Couette a` plusieurs phases
consiste en plusieurs couches de fluide entre deux plaques infinies et mobiles. Une
contribution a e´te´ d’obtenir une solution analytique pour cet e´coulement a` N phases.
Aussi, il a e´te´ de´montre´ que le choix de la moyenne-q pour la me´thode d’interpolation
des viscosite´s cine´matiques des fluides peut avoir un impact positif sur l’exactitude de la
solution nume´rique. Clairement, les re´sultats indiquent que la moyenne-q avec q = −1
procure de meilleurs re´sultats que les autres moyennes. Par la suite, l’exactitude diminue
a` mesure que q augmente (p. 126, Tab. 10). Cela est intrigant puisque les simulations
avec les interfaces planaires donnent de meilleurs re´sultats avec q = 2. Il existe encore
de nombreux facteurs qui ne sont pas pris en compte et la pre´cision du sche´ma en
fonction de la me´thode d’interpolation pour la viscosite´ cine´matique semble de´pendre
beaucoup du type d’e´coulement. Ainsi, il est possible de conclure que d’autres choix
pour la me´thode d’interpolation pourraient eˆtre mieux adapte´s pour d’autres situations
donne´es.
Il a e´te´ de´montre´ pre´ce´demment que les mode`les RK ne sont pas en mesure de capturer
la discontinuite´ dans le profil de la quantite´ de mouvement (ou le profil de vitesse) de
l’e´coulement de Poiseuille a` plusieurs phases avec variation de densite´ [97]. Puisque
l’e´coulement de Poiseuille est ge´ne´ralement simule´ en utilisant des termes sources
pour simuler un gradient de pression, cela complique l’analyse des re´sultats par rap-
port a` un e´coulement de Couette conventionnel. Le mode`le propose´ dans cet article
n’est pas plus en mesure de capturer la discontinuite´ dans le profil de la quantite´ de
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mouvement de l’e´coulement de Couette a` plusieurs phases (p. 122, Fig. 16). Capturer
cette discontinuite´ avec ce sche´ma nume´rique constitue le prochain objectif de cette the`se.
• Re´duction du nombre de fonctions de distribution (p. 122, section 4)
Ce mode`le de Boltzmann sur re´seau a` plusieurs phases tel que pre´sente´ sugge`re d’utiliser
un ensemble de fonctions de distribution pour chacun des fluides. Par contre, il n’est pas
ne´cessaire de proce´der ainsi. En effet, il est possible de re´duire le nombre d’ensembles de
fonctions de distribution ne´cessaire. Conceptuellement, seulement la fonction de distribu-
tion du fluide sans couleur ainsi que les champs de densite´ de chacun des fluides k sont
ne´cessaires. Cela permet de re´duire conside´rablement la quantite´ de me´moire requise
pour simuler un syste`me a` plusieurs phases.
L’ensemble de ces contributions the´oriques et applique´es re´pond au troisie`me objectif de
la the`se et constitue une ge´ne´ralisation ou une ame´lioration du mode`le de Reis et Phillips
concernant les proble´matiques 6, 9 et 10 donne´es a` la page 23 de cette the`se.
3.4 The`me 4 : Le proble`me de discontinuite´
4e objectif Capturer la discontinuite´ du champ de la quantite´ de mouvement
pre´sent dans l’e´coulement de Couette a` plusieurs phases avec ratio de
densite´ non unitaire. Le but est d’ame´liorer le mode`le concernant les
proble´matiques 6, 9 et 11 donne´es a` la page 23.
L’article suivant, a` la page 128 de cette the`se, re´pond a` ce quatrie`me objectif :
Se´bastien Leclaire, Nicolas Pellerin, Marcelo Reggio and Jean-Yves Tre´panier, “Enhanced
equilibrium distribution functions for simulating immiscible multiphase flows with variable
density ratios in a class of lattice Boltzmann models”, manuscript submitted to International
Journal of Multiphase Flow in February 2013.
3.4.1 Contribution the´orique
Il y a e´te´ de´montre´ pre´ce´demment que les mode`les RK ne sont pas en mesure de capturer
la discontinuite´ dans le profil de la quantite´ de mouvement pre´sent dans l’e´coulement de
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Couette a` plusieurs phases. Ide´alement, une simple modification devrait eˆtre mise au point
pour permettre aux mode`les RK de capturer cette discontinuite´. Pour atteindre cet objectif,
il est propose´ de modifier la fonction d’e´quilibre du mode`le original de la manie`re suivante :
N
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(3.23)
ou` ⊗ est le produit tensoriel et le symbole « : » repre´sente la contraction tensorielle. Le










Cette proce´dure est issue du mode`le « Free Energy » de Holdych et al. [102]. Elle est
adapte´e ici pour ce mode`le RK. En effet, Holdych et al. ont remarque´ qu’en changeant les
fonctions de distribution d’e´quilibre de leur mode`le, l’e´quation de Boltzmann sur re´seau
devient alors compatible avec les e´quations Navier-Stokes sous l’hypothe`se d’un faible gradient
de pression et dans la limite des petits nombres de Mach et de Knudsen, et ce, meˆme avec un
large gradient de densite´. Ils ont aussi de´montre´ que sans le terme additif Φki , un gradient
de densite´ non nul fait en sorte de diverger, dans la limite macroscopique, les e´quations de
Boltzmann sur re´seau des e´quations de Navier-Stokes. Les fonctions d’e´quilibre n’ont pas
e´te´ donne´es explicitement dans l’article de Holdych et al. [102]. D’autres auteurs [111] ont
explicitement pre´sente´ les fonctions d’e´quilibres a` utiliser dans le cas d’un fluide a` un seul
composant avec variation de densite´ et avec une e´quation d’e´tat « non ide´ale ».
En bref, pour adapter ces ide´es au mode`le RK, les expressions Φki sont de´finies de manie`re
a` ce que la fonction d’e´quilibre du fluide sans couleur soit la meˆme, dans les re´gions de phase
pure, que celle dans le mode`le de Holdych et al. [102]. La seule diffe´rence concerne le tenseur
de pression, ou` dans ce mode`le RK, une e´quation d’e´tat isothermale diffe´rente est utilise´e
dans chacune des re´gions de phase pure. Ces modifications visent a` corriger le proble`me de
discontinuite´ dans l’e´coulement de Couette et cette approche n’a jamais e´te´ teste´e auparavant
pour les mode`les RK.
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3.4.2 Contribution applique´e
• E´coulement de Couette a` deux phases (p. 132, section 3)
Les profils de la quantite´ de mouvement analytique et nume´rique sont compare´s en utili-
sant le mode`le original (Φki = 0) et le mode`le modifie´ (Φ
k
i 6= 0). Les re´sultats indiquent
sans e´quivoque que le mode`le modifie´ est en mesure de capturer la discontinuite´ tandis
que le mode`le original ne capture pas cette discontinuite´ lorsqu’il y a une variation
de densite´ entre les phases (p. 135-137, Tab. 3 a` 5). Les tests montrent aussi que le
sche´ma est stable et pre´cis, meˆme avec un ratio simultane´ de densite´ et de viscosite´
cine´matique de O(1000) et de O(100) respectivement.
De plus, pour tous les tests, l’erreur en norme L2 se rapportant a` la quantite´ de mouve-
ment diminue en fonction du nombre de sites dans le re´seau. La pre´cision du sche´ma en
espace concernant la quantite´ de mouvement est d’ordre 2 sans variation de densite´ et
d’ordre 1 lorsqu’il y a une discontinuite´ avec variation de densite´ entre les phases. Il est
clair que le mode`le propose´ est compatible avec la solution analytique de l’e´coulement
de Couette a` plusieurs phases en pre´sence de ratios de densite´.
Dans l’ensemble, l’approche pre´sente´e e´largit la validite´ de ce mode`le RK. De plus, il y a tout
lieu de s’attendre a` ce que cette technique fonctionne e´galement pour les autres mode`les RK [17,
36,38,39,85,96,97], qui souffrent e´galement du proble`me de discontinuite´.
L’ensemble de ces contributions the´oriques et applique´es re´pond au quatrie`me objectif de la
the`se et procure une ame´lioration du mode`le de Reis et Phillips concernant les proble´matiques
6, 9 et 11 donne´es a` la page 23 de cette the`se.
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3.5 The`me 5 comple´mentaire : Les gradients isotropes d’ordre spatial e´leve´
5e objectif Ge´ne´raliser la the´orie des gradients pour des ordres spatiaux et iso-
tropes e´leve´s.
L’article suivant, a` la page 140 de cette the`se, re´pond a` ce cinquie`me objectif :
Se´bastien Leclaire, Maud El-Hachem, Marcelo Reggio and Jean-Yves Tre´panier, “High order
spatial generalization of 2D and 3D isotropic discrete gradient operators with fast evaluation
on GPUs”, manuscript submitted to Journal of Scientific Computing in September 2012.
3.5.1 Contribution the´orique
Base´ sur le concept des diffe´rences finies centre´es et isotropes, ce travail ge´ne´ralise a` un
ordre spatial supe´rieur, en 2D et en 3D, l’ope´rateur gradient isotrope. Une me´thode est utilise´e
pour obtenir un ensemble d’e´quations a` partir duquel il est possible de de´duire les poids et les
points ne´cessaires afin d’obtenir une approximation nume´rique du gradient d’un ordre spatial
et isotrope e´leve´ (p. 141, section 2).
L’ordre spatial (S) controˆle l’ordre de pre´cision spatial de la norme et de la direction du
gradient, tandis que l’ordre d’isotropie (I) controˆle l’ordre de pre´cision spatial de la direction
du gradient. Une liste utile des poids et des points ne´cessaires a` la construction de diffe´rents
gradients d’un ordre spatial et isotrope e´leve´ est donne´e (p. 144 et 145, Tab. 1 et 2).
D’autre part, diffe´rents algorithmes de convolution sont utilise´s pour calculer efficacement
des gradients de fonctions ou d’images. Aussi, diffe´rentes plates-formes sur CPU et GPU sont
e´tudie´es, tel que : MATLAB de base, le plug-in Jacket [112] pour MATLAB et CUDA. Il est
important de noter que cette partie de l’article, concernant les algorithmes de convolution,
n’est pas discute´e dans cette the`se puisqu’il s’agit d’une contribution issue majoritairement
d’un travail de collaboration et non pas d’une contribution de´veloppe´e a` majorite´ significative
par l’auteur de cette the`se.
3.5.2 Contribution applique´e
• Ordre de pre´cision (p. 148, section 3.1)
Trois tests nume´riques sont de´veloppe´s afin de de´montrer que les discre´tisations des
gradients propose´es permettent d’obtenir l’ordre spatial et isotrope pre´dit par la the´orie.
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Le premier test e´value l’ordre de pre´cision spatial (S) des gradients lors de l’e´valuation
du gradient d’un polynoˆme de haut degre´ et a` plusieurs variables ; le second test implique
l’e´valuation d’une fonction sinuso¨ıdale a` plusieurs variables pour mesurer l’ordre de
pre´cision spatial (S) et le troisie`me test valide simultane´ment l’ordre spatial (S) et
isotrope (I) des gradients a` l’aide d’une fonction unidimentionelle qui a subit une rotation.
C’est ce dernier cas test qui est le plus inte´ressant. Effectivement, il permet de de´montrer
qu’a` mesure que l’espacement entre les points de la discre´tisation diminue, l’erreur
associe´e a` la norme du gradient peut seulement eˆtre re´duite a` un taux plus e´leve´ si
l’ordre spatial (S) du gradient est augmente´. Par contre, l’erreur par rapport a` la
direction du gradient peut eˆtre re´duite a` un taux plus e´leve´ si l’ordre spatial (S) est
augmente´, ou bien, si l’ordre isotrope (I) est augmente´.
Tous les tests nume´riques de´montrent que l’ordre de pre´cision spatial et isotrope des
gradients nume´riques sont les meˆmes que ceux pre´dits par la the´orie (p. 149-151, Tab.
6 a` 11). Cela confirme que les poids et les points des diffe´rentes discre´tisations sont
ade´quatement de´finis.
L’ensemble de ces contributions the´oriques et applique´es re´pond au cinquie`me et dernier




Ce chapitre remet en perspective les contributions des quatres premiers the`mes apporte´es au
mode`le de Reis et Phillips. Les proble´matiques sont rappele´es et les solutions apporte´es y sont
explique´es au sens de comment elles ame´liorent le pre´sent mode`le. De plus, les proble´matiques
non re´solues sont aussi de´taille´es. L’ordre de pre´sentation est le meˆme que celui utilise´ dans
les chapitres pre´ce´dents. Pour le cinquie`me the`me, il s’agit d’une contribution comple´mentaire
et il ne concerne pas les me´thodes de Boltzmann sur re´seau. Il n’est donc pas discute´ dans ce
chapitre.
4.1 Discussion des proble´matiques re´solues et ame´liore´es
1. Par rapport a` l’algorithme dans son ensemble, l’ope´rateur de recoloriage (Ωki )
(3), de
l’E´q. (1.52), est difficile a` programmer.
Cette proble´matique est e´tudie´e au the`me 1. Effectivement, la proce´dure algorith-
mique originale de l’ope´rateur de recoloriage exige tout d’abord la programmation d’un
algorithme de tri. Ensuite, la redistribution des fluides est effectue´e selon les contraintes
de conservation de la masse et de la quantite´ de mouvement. Ces caracte´ristiques contri-
buent a` la complexite´ de l’algorithme dans son ensemble. En adaptant l’ope´rateur de
Latva-Kokko et Rothman [49] pour le mode`le de Reis et Phillips, cette proble´matique est
re´solue puisque la programmation des E´qs. (3.4) et (3.5) est simplifie´e et les contraintes
de conservation de la masse et de la quantite´ de mouvement sont automatiquement
respecte´es.
2. L’interface souffre du « lattice pinning ». Ce proble`me peut se produire a` l’interface de
deux fluides lorsque la convection dans l’e´coulement est faible. Dans la pratique, cela
signifie que l’interface peut ne pas bouger et devient « e´pingle´e » au re´seau, et ce, aussi
longtemps que la convection n’est pas assez importante.
Cette proble´matique est e´tudie´e au the`me 1. Tel que conjecture´ par les auteurs Reis et
Phillips [17], il a e´te´ de´montre´ que ce mode`le souffre de ce proble`me lorsque l’interface
est simule´e avec l’ope´rateur de recoloriage original. L’adaptation de l’ope´rateur de
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Latva-Kokko et Rothman a conside´rablement re´duit le « lattice pinning » et peut eˆtre
re´duit davantage en augmentant l’e´paisseur de l’interface entre les fluides. Cela ajoute
une nouvelle caracte´ristique du mode`le puisqu’il n’est pas possible d’ajuster l’e´paisseur
de l’interface avec l’ope´rateur de recoloriage original.
3. Le mode`le est affecte´ par des « courants parasites » artificiels aux interfaces entre les
fluides. Ces courants parasites devraient eˆtre the´oriquement nuls, mais ils perturbent le
champ de vitesse ~u de manie`re non physique. Les courants parasites sont ge´ne´ralement
faibles, mais diminuent ne´anmoins la stabilite´ et la pre´cision du sche´ma nume´rique.
Cette proble´matique est e´tudie´e aux the`mes 1 et 2. Dans le cas d’une bulle circu-
laire avec tension de surface non nulle, l’adaptation de l’ope´rateur de Latva-Kokko et
Rothman pour le mode`le de Reis et Phillips a permis de re´duire ces courants parasites.
En fait, l’intensite´ de ces courants peut eˆtre controˆle´e en ajustant l’e´paisseur de l’inter-
face entre les fluides. Plus l’e´paisseur de l’interface augmente, plus les courants parasites
diminuent. De plus, il a e´te´ montre´ que l’augmentation de l’isotropie de la discre´tisation
du gradient de couleur re´duit e´galement ces courants parasites.
4. L’interface est tre`s mince et l’e´paisseur de l’interface n’est pas ajustable. Le fait que
l’interface soit tre`s mince, deux a` trois unite´s de re´seau, engendre certaines difficulte´s
e´tant donne´ que la the´orie concernant le tenseur des contraintes capillaires est de´veloppe´e
en supposant une interface diffuse. E´tant donne´ les quasi-discontinuite´s dans les champs
de densite´s des fluides aux interfaces, le calcul du vecteur normal ~F a` l’interface a` l’aide
de me´thode nume´rique est donc peu pre´cis.
Cette proble´matique est e´tudie´e aux the`mes 1 et 2. La possibilite´ d’ajuster l’e´paisseur de
l’interface avec l’ope´rateur de recoloriage modifie´ re´concilie ce sche´ma de Boltzmann sur
re´seau avec la the´orie. En effet, le de´veloppement du tenseur des contraintes capillaires
e´met l’hypothe`se d’une interface diffuse. Cette dernie`re est mieux respecte´e avec le nouvel
ope´rateur de recoloriage. D’autre part, le calcul de la direction normale a` l’interface est
plus pre´cis avec les discre´tisations isotropes du gradient.
5. Dans le cas d’e´coulements the´oriquement stationnaires, la convergence de la solution
nume´rique de l’algorithme vers un e´tat stationnaire nume´rique n’est ge´ne´ralement pas
atteinte. Il y a donc un « bruit » dans l’algorithme dont la cause exacte est difficilement
identifiable.
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Cette proble´matique est e´tudie´e au the`me 1. L’ope´rateur de recoloriage modifie´ pour
le mode`le de Reis et Phillips re´duit ou e´limine certains bruits nume´riques du mode`le
original. Effectivement, lorsqu’une solution the´orique stationnaire existe, comme pour les
interfaces planaires ou les bulles immobiles, l’algorithme modifie´ converge ge´ne´ralement
vers un e´tat stationnaire nume´rique a` la pre´cision machine, et ce, pour un e´ventail
beaucoup plus large de parame`tres.
6. Le mode`le n’est pas en mesure de simuler des ratios de densite´ e´leve´s, et ce, meˆme pour
des cas tests the´oriquement stationnaires.
Cette proble´matique est e´tudie´e aux the`mes 1, 2, 3 et 4. Le changement de l’ope´-
rateur de recoloriage a permis d’augmenter la stabilite´ du mode`le puisque des ratios de
densite´ plus e´leve´s peuvent eˆtre simule´s avec le cas test de la loi de Laplace. Aussi, les
gradients isotropes permettent de re´duire les courants parasites et cela augmente alors
la stabilite´ du mode`le et permet la simulation de ratios de densite´ plus e´leve´s pour la loi
de Laplace. Pour le mode`le a` trois phases et certains parame`tres, le sche´ma nume´rique
est compatible avec la loi de Laplace-Young meˆme pour des ratios de densite´ e´leve´s.
Avec la fonction d’e´quilibre modifie´e, l’e´coulement de Couette a` plusieurs phases peut
eˆtre simule´ meˆme avec des ratios de densite´ e´leve´s. Ces cas tests peuvent eˆtre simule´s
pour des ratios de densite´ jusqu’a` O(1000).
7. Dans ce mode`le, des bulles initialement circulaires ont tendance a` se de´former et a`
adopter une forme anisotrope a` l’e´tat stationnaire.
Cette proble´matique est e´tudie´e dans le the`me 2. En effet, pour re´duire ou corri-
ger ce comportement non physique du mode`le, l’utilisation d’une discre´tisation isotrope
pour le gradient de couleur est ne´cessaire. Ce type de discre´tisation permet un calcul
beaucoup plus pre´cis de la direction normale a` l’interface et cela permet d’e´liminer le
proble`me de de´formation des bulles.
8. Le mode`le est impre´cis lorsque la tension de surface est faible.
Cette proble´matique est e´tudie´e aux the`mes 1 et 2. Deux hypothe`ses sont avance´es
pour expliquer ce phe´nome`ne. Sans l’ope´rateur de recoloriage modifie´, l’interface est tre`s
mince entre les fluides et il devient alors difficile de calculer pre´cise´ment la norme du
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gradient de couleur. Lorsque la tension de surface est faible, la perturbation re´sultante
a` l’interface est e´galement faible tandis que les erreurs de calcul relie´es au gradient de
couleur sont constantes. A` une certaine limite, les erreurs de calcul deviennent pre´domi-
nantes. Avec l’ope´rateur de recoloriage modifie´ l’interface est plus large, ce qui permet
ainsi de diminuer les erreurs de calcul relie´ au gradient de couleur. Similairement, avec
la discre´tisation isotrope, c’est le calcul de la direction du gradient qui est plus pre´cis et
cela e´vite la de´formation des bulles. Par conse´quent, la loi de Laplace est plus exacte
avec une bulle circulaire qu’avec une bulle de´forme´e.
9. Le comportement du mode`le dans le cas mixte de variation de densite´ et de viscosite´
est pratiquement inconnu.
Cette proble´matique est e´tudie´e aux the`mes 3 et 4. Les cas tests suivants ont de´-
montre´ qualitativement et quantitativement que le mode`le est adapte´ pour simuler
plusieurs phases avec variation mixte de densite´ et viscosite´ : la de´composition spinodale,
les interfaces planaires, la loi de Laplace, la loi de Laplace-Young et l’e´coulement de
Couette a` plusieurs phases.
10. Le mode`le est limite´ a` la simulation d’e´coulements a` deux phases. La ge´ne´ralisation du
mode`le pour simuler trois phases immiscibles et plus n’est pas directe.
Cette proble´matique est e´tudie´e au the`me 3. Effectivement, pour ge´ne´raliser le mode`le a`
plusieurs phases, il faut changer la me´thode d’interpolation de la viscosite´, les ope´rateurs
de perturbation et de recoloriage ainsi que la de´finition du gradient de couleur. Ce
dernier changement exige une nouvelle expression pour la tension de surface du mode`le.
De plus, afin d’inte´grer la loi de Laplace-Young a` trois phases, il faut ajuster l’e´paisseur
des interfaces avec une relation spe´ciale.
11. Lorsqu’il y a un ratio de densite´ non unitaire entre les fluides, le mode`le n’est pas
en mesure de simuler correctement l’e´coulement de Couette a` plusieurs phases. Il y a
une discontinuite´ dans le champ de la quantite´ de mouvement the´orique qui n’est pas
capture´e par le sche´ma nume´rique.
Cette proble´matique est e´tudie´e au the`me 4. Avec la modification de la fonction
d’e´quilibre, il est possible de rendre compatible ce sche´ma de Boltzmann sur re´seau avec
la solution analytique de l’e´coulement de Couette en de´pit d’une variation de densite´
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entre les phases.
4.2 Discussion des proble´matiques non re´solues
12. Le mode`le n’est pas en mesure de simuler des ratios de viscosite´ tre`s e´leve´s, c’est-a`-
dire > O(100), meˆme pour des cas tests the´oriquement stationnaires.
Avec toutes les modifications, les aptitudes de ce mode`le de Boltzmann sur re´seau
concernant la simulation de ratios de viscosite´ e´leve´s sont similaires au mode`le de Reis
et Phillips original. Il est difficile d’obtenir des ratios de viscosite´ tre`s e´leve´s entre
les phases. A` l’exception de l’e´coulement de Poiseuille ou de Couette, tous les autres
cas tests effectue´s dans cette recherche sont limite´s a` des ratios de viscosite´ infe´rieurs
a` O(100).
13. Le mode`le a e´te´ initialement formule´ pour deux dimensions spatiales. La ge´ne´ralisation
a` trois dimensions n’est pas directe.
En effet, la ge´ne´ralisation a` trois dimensions de ce mode`le n’est pas comple`te. Liu
et al. [85] sugge`rent une approche pour obtenir l’ope´rateur de perturbation sur le re´seau
D3Q19. Ce n’est pas explicitement mentionne´ dans leur article, mais ce mode`le souffre
du proble`me de discontinuite´. Il faut donc trouver une ge´ne´ralisation pour les re´seaux
3D de la fonction d’e´quilibre corrige´e de´veloppe´e au the`me 4 de cette the`se.
14. La condition d’e´coulement a` faible nombre de Mach est de plus en plus difficile a`
respecter lorsque le ratio de densite´ entre les fluides augmente. Effectivement, selon l’E´q.
(1.59) concernant les e´coulements avec ratio de densite´ non unitaire, la vitesse du son
dans le fluide dense peut eˆtre tre`s petite limitant ainsi la vitesse maximale que peut
atteindre le fluide pour respecter un faible nombre de Mach.
Cette proble´matique est sans doute la plus limitante pour ce mode`le. Ce dernier
exploite la possibilite´ d’utiliser diffe´rentes vitesses du son isothermale pour chaque
phase. Dans la LBM, il est connu que la valeur
√
1/3 pour la vitesse du son isothermale
est seulement une possibilite´ et que c’est la valeur la plus commune [33]. La vitesse
du son isothermale est ajuste´e avec le poids αk du re´seau qui est celui associe´ a` la
vitesse microscopique nulle [24]. Diffe´rentes vitesses du son isothermale signifient que les
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e´quations de Navier-Stokes sont re´cupe´re´es dans chacune des phases avec leur propre
vitesse du son isothermale. En fait, ces vitesses du son isothermale ne servent que de
parame`tres « pseudo-compressible » pour relaxer la solution du syste`me de la LBM vers
la solution incompressible et visqueuse de Navier-Stokes [24]. Examinons la condition
d’incompressibilite´ de la LBM dans le contexte de ce mode`le. Puisque la vitesse du son
isothermale dans la phase dense (fluide rouge) est plus petite que celle dans la phase
le´ge`re (fluide bleu), le nombre de Mach a` chaque position du domaine de calcul de




Pour ve´rifier la limite incompressible, il faut alors conserver un faible nombre de Mach
dans l’e´coulement, par exemple plus petit que Ma = 0.1. Cette condition me`ne a` la
contrainte suivante :
|~u| ≤ (0.1)crs = (0.1)
√





Il est possible de remarquer que dans le syste`me d’unite´ de la LBM, la vitesse maximale
que le fluide peut atteindre est inversement proportionnelle a` la racine carre´e du ratio
de densite´. Il est important de toujours respecter cette dernie`re contrainte pour obtenir




Les sche´mas nume´riques ont pour but de re´soudre les e´quations the´oriques de mode`les
simplifie´s cense´s repre´senter la re´alite´. Chaque mode`le ou sche´ma nume´rique a des avantages
et des inconve´nients par rapport aux autres. Le choix d’un mode`le plutoˆt qu’un autre de´pend
ge´ne´ralement du proble`me a` re´soudre. Tout au long de cette recherche doctorale, le mode`le de
Reis et Phillips [17] a e´te´ e´tudie´ a` l’aide de plusieurs cas tests qualitatifs et surtout analytiques
et quantitatifs. En re´sume´, les contributions the´oriques et applique´es des quatre the`mes
principaux de cette the`se ont permis d’e´tendre la validite´ de ce mode`le de Boltzmann sur
re´seau.
Le premier the`me a de´montre´ que l’adaptation de l’ope´rateur de recoloriage de Latva-Kokko
et Rothman permet de converger les solutions nume´riques vers l’e´tat stationnaire the´orique
lorsqu’elles existent, d’ame´liorer la stabilite´ nume´rique et la pre´cision des solutions pour un
e´ventail de parame`tres plus large, de re´duire de fac¸on significative l’intensite´ des courants
parasites et de diminer le proble`me du « lattice pinning ». Le deuxie`me the`me a introduit la
discre´tisation isotrope du gradient de couleur permettant la re´duction des courants parasites,
la conservation de la forme circulaire des bulles et, pour la loi de Laplace, d’e´largir la feneˆtre
d’application de la tension de surface et des ratios de densite´. Les avantages de l’ope´rateur de
recoloriage modifie´, et des gradients isotropes, peuvent eˆtre e´tendus a` tous les mode`les de
Boltzmann sur re´seau de type RK.
Le troisie`me the`me a ge´ne´ralise´ le mode`le pour simuler N phases immiscibles tout en
e´tant en mesure de reproduire la physique essentielle. En effet, cette ge´ne´ralisation re´ussit la
simulation de plusieurs cas tests tels que : la de´composition spinodale ; les interfaces planaires ;
la loi de Laplace et la loi de Laplace-Young. Les cas tests ont de´montre´ certains accords
avec des points qualitatifs et quantitatifs de la the´orie des e´coulements a` plusieurs phases
immiscibles. L’e´tude approfondie de ces trois premiers the`mes a permis de re´ve´ler que le
mode`le original n’est pas en mesure de capturer la discontinuite´ de la quantite´ de mouvement
dans l’e´coulement de Couette a` plusieurs phases en pre´sence de variation de densite´. Le
quatrie`me the`me de cette the`se a apporte´ une modification a` la fonction d’e´quilibre du mode`le
de Boltzmann sur re´seau permettant a` l’e´coulement de Couette d’eˆtre correctement simule´
meˆme dans le cas simultane´ de grands ratios de densite´ O(1000) et de viscosite´ O(100). En
fait, en pre´sence d’un faible gradient de pression et dans la limite d’un faible nombre de Mach
et de Knudsen, le nouveau mode`le est e´quivalent a` une formulation de Navier-Stokes au niveau
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macroscopique. De plus, cette solution simple peut e´galement s’appliquer directement aux
mode`les RK suivants : [17, 18, 36, 38, 39, 85, 96, 97] et peut eˆtre e´galement applique´e a` d’autres
types de mode`le de Boltzmann sur re´seau avec des proble´matiques similaires [97].
Il est important de reconnaˆıtre que la plupart des cas tests examine´s dans les the`mes
ante´rieurs sont toujours valables avec cette nouvelle fonction d’e´quilibre corrige´e. Ceci s’ex-
plique par le fait que le mode`le original et le nouveau mode`le co¨ıncident dans la limite d’un
gradient de densite´ nul ou d’une quantite´ de mouvement nulle. Pour la majorite´ des cas tests
pre´ce´demment effectue´s, l’une de ces deux conditions est satisfaite.
D’autre part, le cinquie`me the`me, comple´mentaire a` cette the`se, a pre´sente´ une ge´ne´rali-
sation de la discre´tisation des gradients d’un ordre spatial et isotrope e´leve´. Sur la base des
de´rivations the´oriques, il est maintenant possible de calculer les poids et les points ne´cessaires
pour ajuster librement l’ordre spatial et/ou isotrope de l’ope´rateur gradient discret 2D et 3D.
La me´thode pre´sente´e dans cette the`se peut eˆtre ge´ne´ralise´e a` d’autres types d’ope´rateurs
diffe´rentiels, tels que l’ope´rateur de Laplace ou d’autres ope´rateurs avec des de´rive´es mixtes
d’ordres supe´rieurs.
5.1 Recommandations
Ce travail se termine avec quelques recommandations ou ide´es qui pourraient eˆtre utiles
pour re´soudre ou ame´liorer les proble´matiques non re´solues du mode`le de´veloppe´.
Tout d’abord, la simulation de ratios de viscosite´ e´leve´s avec ce mode`le reste un de´fi. Pour
e´viter une tre`s grande surrelaxation du parame`tre effectif de relaxation, une des viscosite´s du
fluide doit eˆtre tre`s petite, ce qui cause des instabilite´s. L’ope´rateur BGK original est connu
pour eˆtre instable lorsque la viscosite´ est faible. D’autres ope´rateurs de collision tels que le «
two-relaxation time (TRT) operator » [113] ou le « multi-relaxation time (MRT) operator
» [114] se comportent mieux avec de faibles viscosite´s et pourraient re´soudre ce proble`me.
L’introduction de la condition de stabilite´ de Brownlee et al. [115] pourrait aussi aider ce
mode`le. Une des conse´quences de l’utilisation de la condition de stabilite´ Brownlee et al. est
l’introduction de dissipation artificielle jusqu’a` un ordre donne´ et cela permet de stabiliser
les me´thodes de Boltzmann sur re´seau. Les mode`les de Boltzmann sur re´seau entropiques
pourraient aussi eˆtre envisage´s comme autre alternative [116].
En ce qui concerne la ge´ne´ralisation du mode`le en trois dimensions, les poids Bi pre´sents
dans l’ope´rateur de perturbation ne sont connus que pour le re´seau D2Q9 et D3Q19. Il serait
inte´ressant de trouver les poids pour les re´seaux D3Q15 et D3Q27 qui sont aussi des re´seaux
populaires pour la simulation en trois dimensions avec LBM. Par contre, il est important
de noter que la fonction d’e´quilibre corrige´e pour les re´seaux 3D est inconnue. En effet, le
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de´veloppement de ces poids requiert e´norme´ment de manipulations alge´briques. L’utilisation
de logiciels symboliques tels que Maple [117] ou Mathematica [118] pourrait rendre cette
taˆche beaucoup plus facile et permettre la ge´ne´ralisation de ce mode`le pour trois dimensions
spatiales.
La principale raison pour laquelle la limite incompressible du mode`le est difficile a` respecter
avec des ratios de densite´ e´leve´s provient du fait que la vitesse du son isothermale du mode`le
est variable. D’autre part, c’est en exploitant une vitesse du son variable que le mode`le est
en mesure de simuler des interfaces planaires immobiles en pre´sence de variation de densite´
entre les phases. Pour e´viter alors cette proble´matique, il faudrait e´viter une vitesse du son
isothermale variable, mais cela requiert de changer le tenseur de pression de manie`re a` ce
qu’une interface planaire a` vitesse nulle reste immobile, malgre´ une variation de densite´ entre
les phases et une pression e´gale de chaque coˆte´ de l’interface. Une analyse approfondie des
diffe´rents tenseurs de pression utilise´s par les diffe´rents mode`les de Boltzmann sur re´seau
pour la simulation des fluides a` plusieurs phases permettrait une meilleur compre´hension de
la situation et e´ventuellement de de´mystifier cette proble´matique.
Pour l’instant, un point important a` re´gler est la ge´ne´ralisation en trois dimensions.
Par la suite, l’e´tat du mode`le serait assez avance´ pour re´soudre des proble`mes beaucoup
plus pratiques que les cas tests e´tudie´s dans cette the`se. En effet, l’application d’inge´nierie
e´ventuelle, qui est cible´e par le travail effectue´ dans cette the`se, est le calcul des coefficients
de perme´abilite´ relatifs des e´coulements a` plusieurs phases immiscibles en milieux poreux.
Cette application ne´cessite un mode`le en trois dimensions et des ressources informatiques
de grande envergure. E´ventuellement, il est envisage´ que ces coefficients pourraient eˆtre
pre´calcule´s par des ordinateurs pour ensuite eˆtre utilise´s dans des logiciels mode´lisant le
transport macroscopique des contaminants. C’est dans cette optique que s’est inscrite la vision
a` plus long terme de ce projet doctoral.
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Abstract
The lattice Boltzmann method is applied to the study of immiscible
two-phase ﬂows using a Rothman-Keller-type (RK) model. The focus
is on the algorithm proposed by Latva-Kokko and Rothman, which
has been modiﬁed and integrated into the Reis and Phillips model,
which belongs to the RK family. A key element of the RK model is
the recoloring step applied at the interface of two ﬂuids, at which the
ﬂuids are separated and sent to their own region. When convection is
weak, the interface in the Reis and Phillips model suﬀers from “lattice
pinning”, which is a problem that may prevent the interface from
moving. While the recoloring algorithm proposed by Latva-Kokko
and Rothman diminishes this problem, it was not used in the work of
Reis and Phillips. This is the framework in which the present study
has been conducted. Its scope is twofold : ﬁrst, to integrate and adapt
the Latva-Kokko and Rothman recoloring algorithms for reducing
the lattice pinning problem found in the Reis and Phillips model ;
and second, to conduct a set of numerical tests to show that the
combination of the two algorithms leads to an improvement in the
quality of the results, along with a better convergence. The context
of the work is two-dimensional, with the D2Q9 lattice used as the
basic computational element.
1 Introduction
The recently devised lattice Boltzmann method (LBM), histori-
cally derived from cellular automata [6, 32], has been shown to be
well suited to simulating complex ﬂows, including immiscible multi-
phase ﬂows [12, 13, 14, 17, 26, 31, 34]. These include the formation
and coalescence of drops [39, 40], rising bubbles [9, 25, 35], ﬂows of
immiscible ﬂuids in porous media [19, 36, 41, 42], blood ﬂow [7], and
the dissolution of liquid droplets in another liquid [4], among others.
Comparisons with experiments have also been performed [9, 36, 39].
Models for lattice Boltzmann immiscible multiphase ﬂows can ge-
nerally be classiﬁed in ﬁve categories : the Rothman-Keller (RK) [7,
10, 13, 14, 12, 17, 26, 31, 37, 36, 39, 43], Shan-Chen (SC) [4, 5, 24, 34],
free energy (FE) [9, 18, 19, 35], mean-ﬁeld (MF) [22, 20], and ﬁeld me-
diator (FM) methods [33]. In this study, the Reis and Phillips model
[31], which belongs to the RK family and is based on color gradients
to maintain sharp interfaces, has been adopted. The advantage of this
approach is the ﬂexibility with which the model’s parameters can be
chosen. It allows independent control of the surface tension, density
ratio, and viscosity ratio of the various ﬂuids on either side of an
interface, as well as control of the contact angle and the wetting be-
havior of the solid phases [14]. With the representation of Reis and
Phillips [31], higher density ratios can be tackled than with other RK
models.
Some years ago, Hou et al. [23] compared the RK and SC models.
One of the conclusions of their study was that the SC model provides
better results, as it produces less intense spurious currents at the in-
terface. In our current work, we will show that, when Latva-Kokko’s
recoloring operator is adapted to the Reis and Phillips RK model, a
signiﬁcant reduction in the spurious currents is achieved. Ginzbourg
and Adler [10] also showed that, with an RK model, these currents
can be removed completely with a particular choice of eigenvalues in
the collision operator. However, these authors only demonstrate that
the improvement is valid for a simple test case. The above-referenced
RK-based models follow Gunstensen’s [13] Ph.D. thesis, which men-
tions that the lattice Boltzmann representation recovers Galilean in-
variance with a proper assignment of the rest equilibrium particles.
The ability to simulate ﬂow with a variable density ratio was intro-
duced by Grunau et al. [12], who presented unsteady ﬂow simulations
with density ratios up to 10. Since then, the ability of the RK family
to simulate ﬂows with a variable density ratio has been investigated
very little. In one study [36], Tölke et al. reported a density ratio of
30 for a steady ﬂow simulation, and a density ratio of 4 for an uns-
teady ﬂow simulation. With the Reis and Phillips representation [31],
higher density ratios can be tackled than with other RK models, i.e.
a density ratio of up to 18.5 has been reported for an unsteady simu-
lation. In addition, their approach has been shown to be compatible
with the macroscopic equations for two-phase ﬂows.
The models in the SC family also have the advantage of being easy
to implement and capable of readily simulating ﬂuids with a high-
density ratio, but the various parameters of the model cannot be
chosen independently [37]. The SC family allows the use of non-ideal
equations of state by abandoning the conservation of local momentum
and respecting only the conservation of momentum in a global sense
[2]. Methods such as the FE type face other kinds of problems ; for
example, they do not respect Galilean invariance [37]. Nevertheless,
the FE methods have two advantages : they can produce interfaces
as thin as two lattice units [42], and they allow the use of a van der
Waals equation of state for gas ﬂows, instead of the ideal gas law [28].
The three families, RK, SC, and FE, are theoretically able to simulate
an arbitrary number of ﬂuid components [7, 34, 44]. The MF methods
simulate interparticle attraction in the same way as the Coulomb in-
teraction is treated in the Vlasov equation [22]. These models can
simulate thermodynamically consistent liquid-vapour systems, where
the SC models fail [21]. Based on the MF methods and stable discre-
tization of the lattice Boltzmann equation, a recent model from Lee
et al. [27] was introduced and shows promising results. They were
able to simulate non-ideal gaseous systems with increased numerical
stability for a large density ratio O(1000). The FM methods use null-
mass particles, the only role of which is to invert the momentum of
lattice particles in the transition layer to segregate ﬂuids of diﬀerent
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colors [33]. They have the advantage of being able to incorporate bi-
nary diﬀusivity, and this method can also, therefore, be adapted to
simulate miscible ﬂuids.
In our study here, numerical experiments were conducted, closely
following the work of Reis and Phillips, to validate the integration
of the recoloring algorithm of Ref. [26] into the model of Ref. [31].
These include the surface tension predicted for a planar interface,
the Laplace equation for surface tension, and the Poiseuille equation
for a layered immiscible ﬂuid with diﬀerent viscosities. All three test
cases are compared with theoretical results. As a fourth test case,
the coalescence of two circular bubbles of the same density immersed
in a ﬂuid of a higher/lower density is discussed. Finally, a numerical
experiment to test the problem of lattice pinning is proposed and
investigated. We should mention that another recoloring algorithm
has been presented in Ref. [36], but is not studied in this work.
2 Lattice Boltzmann immiscible two-
phase model
For the Reis and Phillips model [31] in two dimensions, there are
two sets of distribution functions, one for each ﬂuid, moving on a
D2Q9 grid with the velocity vectors ~ci. With θi = π4 (4 − i), the
velocity vectors are deﬁned as :
~ci =
⎧⎨⎩
(0, 0), i = 1
[sin(θi), cos(θi)] , i = 2, 4, 6, 8
[sin(θi), cos(θi)]
√
2, i = 3, 5, 7, 9
(1)
The distribution functions for a ﬂuid of color k (with k = r for red
and k = b for blue) are noted Nki (~x, t), while Ni(~x, t) is used for the
sum Nri (~x, t) + N bi (~x, t). If the time step is Δt = 1, the algorithm
from [31] uses the following evolution equation :
Nki (~x+ ~ci, t+ 1) = N
k




i (~x, t)) (2)
where the collision operator Ωki is the result of the combination of











In the algorithm, the evolution equation is solved in four steps with
operator splitting, as follows :
1. Single-phase collision operator :




2. Two-phase collision operator (perturbation) :




3. Two-phase collision operator (recoloring) :




4. Streaming operator :
Nki (~x+ ~ci, t+ 1) = N
k
i (~x, t∗∗∗)
2.1 Single-phase collision operator
The ﬁrst sub-operator (Ωki )(1) is the standard BGK operator of
the single-phase LBM, where the distribution functions are relaxed
towards a local equilibrium in which ωk denotes the relaxation factor :
(Ωki )







A few details concerning this operator are the following : The den-











where the superscript (e) denotes equilibrium. The total ﬂuid density
is given by ρ = ρr + ρb, while the total momentum is deﬁned as the














in which ~u is the total and local velocity of the ﬂuid. The equilibrium







3~ci · ~u+ 9
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These equilibrium distribution functions, Nk(e)i , are chosen to res-
pect the conservation of mass and momentum [31]. The weights Wi
are those of a standard D2Q9 lattice :
Wi =
⎧⎨⎩ 4/9, i = 11/9, i = 2, 4, 6, 8




⎧⎨⎩ αk, i = 1(1− αk)/5, i = 2, 4, 6, 8
(1− αk)/20, i = 3, 5, 7, 9
(9)
As introduced in [12], to obtain a stable interface, the density ratio







Without loss of generality, in this paper ρr ≥ ρb. The pressure of








where, in the above expressions, either αr or αb represents a free
parameter, and cks is the sound speed in the ﬂuid of color k [4, 31].
These parameters are important when the density ratio γ is large
[31]. Theoretically, the constraint αb ≤ 1 must be respected in order
to avoid negative pressures. It is also possible to show that 0 ≤ αb ≤
αr ≤ 1 is always true when ρr ≥ ρb and 0 ≤ αb ≤ 1.
The relaxation parameters ωk are chosen so that the evolution
equation (2) respects the macroscopic equations for single-phase ﬂow
in the single-phase regions [31]. This parameter is a function of the
ﬂuid kinematic viscosity νk, given by ωk = 1/(3νk+ 12 ). As introduced
in [12], when the viscosities of the ﬂuids are diﬀerent, an interpolation
is applied to deﬁne the parameter ωk at the interface. To do this, it







The color ﬁeld ψ is a function with its image between −1 and 1. It
takes the value 1 or −1, depending on whether it is evaluated at a
position that contains only red ﬂuid or only blue ﬂuid. In an interface,
the color ﬁeld is obviously between −1 and 1. The relaxation factor
ωk in Eq. 4 is replaced by ω :
ω =
⎧⎪⎪⎨⎪⎪⎩
ωr, ψ > δ
fr(ψ), δ ≥ ψ > 0
fb(ψ), 0 ≥ ψ ≥ −δ
ωb, ψ < −δ
(13)
in which δ is a free parameter and
fr(ψ) = χ+ ηψ + κψ
2
fb(ψ) = χ+ λψ + υψ
2 (14)
with
χ = 2ωrωb/(ωr + ωb)
η = 2(ωr − χ)/δ
κ = −η/(2δ)
λ = 2(χ− ωb)/δ
υ = λ/(2δ)
(15)
The free parameter δ is required to calculate ω, and is chosen to
be 0.1 for all the simulations in this paper. It is a parameter that
inﬂuences the thickness of the interface when the ﬂuid viscosities are
diﬀerent [31]. The larger δ, the thicker the ﬂuid interface. If the ﬂuid
viscosities are the same, the parameter δ does not have an impact on
the solution, because, in this case, ω = ωr = ωb.
2.2 Perturbation operator
In the RK model, surface tension is modeled by means of the per-
turbation operator [14, 17, 31]. First, the color gradient in terms of












The color gradient direction is an approximation of the perpendi-
cular to the interface between the ﬂuids. This perturbation operator
is deﬁned by :
(Ωki )


















⎧⎨⎩ −4/27, i = 12/27, i = 2, 4, 6, 8
5/108, i = 3, 5, 7, 9
(18)
Reis and Phillips [31] have shown that this operator complies with
the macroscopic equations for two-phase ﬂows. It handles the coupling
between the two ﬂuids, with the free parameters Ak chosen to mo-
del the surface tension. Although this operator generates the surface
tension, it does not guarantee the ﬂuid’s immiscibility. To minimize
the mixing of the two ﬂuids, the recoloring operator (Ωki )(3) must be
introduced.
2.3 Recoloring operator
2.3.1 Original Reis recoloring algorithm
This last operator is used to maximize the amount of red ﬂuid at
the interface sent to the red ﬂuid region, and the amount of blue
ﬂuid sent to the blue ﬂuid region, while respecting the conservation
of mass and total momentum. Reis’ model uses a recoloring method
that produces a very thin interface, but, as recognized by the authors,






(Nri −N bi )
ci, (19)
the recoloring operator is used to maximize the work W performed










Nri = ρr (21)
The standard optimization techniques, such as Lagrange multipliers,
cannot be used to solve this problem [31]. Instead, the usual RK
model method is used, which consists of maximizing the number of red
particles sent in the direction of the color gradient 
F , while respecting
the constraints given in Eq. 21. This is achieved as follows.
First, the 
ci directions are reordered, with the ﬁrst one pointing in
the direction closest to 
F , then the second closest is placed, and so on.
The vector 
c1 is located at the center of the nine directions. Then,
a maximum mass of red ﬂuid is sent in the direction closest to 
F ,
always within the constraints imposed by Eq. 21. Using the amount
of red ﬂuid remaining, the maximum quantity of red ﬂuid is sent
in the second direction closest to 
F , still respecting the constraints
required by Eq. 21. This process is repeated until all the red ﬂuid has
been redistributed. In this paper, this operator is called recoloring
operator I.
2.3.2 Original Latva-Kokko and modiﬁed recoloring algo-
rithm
In the model proposed by Latva-Kokko and Rothman [26], the re-










i (ρ, 0) (22)
(Ωbi )
(3)(N bi ) =
ρb
ρ




i (ρ, 0) (23)
where the color-blind equilibrium function is N (e)i , and therefore the
recoloring operator is deﬁned for a constant value of αr and αb. Thus,
when combining the Latva-Kokko and Rothman [26] recoloring ope-
rator with the Reis and Phillips model [31], it is important to take
into account that the sound speed is a free parameter in the Reis
and Phillips model. In this respect, a contribution of this paper is
the adaptation of the Latva-Kokko recoloring operator for a variable













i (ρk, 0, αk) (24)
(Ωbi )
(3)(N bi ) =
ρb
ρ







i (ρk, 0, αk) (25)
where β is a free parameter and cos(ϕi) is the cosine of the angle
between the color gradient 
F and the direction 
ci. The color-blind
equilibrium distributions N (e)i in Eqs. 22 and 23 are replaced with
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the sum of the equilibrium distributions of each ﬂuid Nk(e)i in Eqs.
24 and 25, and are evaluated using the respective value of αk and a
zero velocity. The value of cos(ϕ1) must equal 0 in order to conserve
mass. Also, the parameter β must be between 0 and 1 to ensure
that the distribution functions remain positive [26]. It is important
to mention that other factors in a simulation could lead to negative
distribution functions. Parameter β inﬂuences the thickness of the
interface : the smaller its value, the thicker the interface. The value
of β used in this paper is 0.99, unless otherwise stated. The recoloring
operator deﬁned by Eqs. 24 and 25 is called recoloring operator II in
this paper.
3 Numerical Results
The simulations were performed with a single-threaded MATLAB
program running on a desktop equipped with an Intel core i7 970
CPU. In our setting, this processor can compute, on average, ap-
proximately 70 and 90 time steps per second for recoloring operators
I and II respectively, for a lattice with 100x100 sites and periodic
boundary conditions. It should be noted that the code was not in-
tended to be particularly eﬃcient. With it, we can nevertheless show
that one advantage of the current recoloring operator (II) over the
former operator (I) is the smaller computational cost per time step.
3.1 Planar interface
In a similar way to that shown in Ref. [31], we consider a planar
interface parallel to the standard y-axis with a stationary ﬂuid of a
diﬀerent color on each side of the interface. In such a case, and for the
current model, it was shown by [31] that the surface tension is given
by the following equation when measured from any line of integration







Equation 26 relates the surface tension in the model as a function of
the color gradient and other parameters [31].




(PN (z)− PT (z)) dz (27)
where PN and PT are the normal and tangential components of the
pressure tensor. The z-axis is a line of integration perpendicular to
the interface. By setting θz to be the angle of the z-axis with respect
to the standard x-axis, and θi to be the relative angle between the









Ni (|ci| sin(θi − θz))2
(28)
To perform numerical simulations on the planar interface, a com-
putational domain of 64 × 64 sites is deﬁned. Initially, all sites on
the left-hand side of the computational domain are initialized with
a red ﬂuid using zero velocity equilibrium functions. The remaining
sites are initialized in a same way, but with blue ﬂuid. Periodic boun-
dary conditions are used at each end of the computational domain.
The viscosity of both ﬂuids is νr = νb = 1/6. A value of αb = 0.2
is used. By directly applying Eqs. 26 and 27 on a horizontal line of
integration, the surface tension measured is twice the desired value,
as the line of integration passes through an interface twice. This is
a consequence of the ﬁnite computational domain and the periodic
boundary conditions.
The goal of this numerical experiment is to attest to the model’s
ability to create a surface tension between the ﬂuids that is consistent
with the mechanical deﬁnition. An additional goal is to show that it
is possible to arrive at a desired surface tension by setting only the
free parameters Ak of the model.
A total of 54 numerical simulations were conducted to study how
the various parameters in the current model inﬂuence the surface
tension. The total number of all possible combinations of input para-
meters is 54 (2× 3× 3× 3), as summarized in Table 1.
Recoloring Operator Ar = Ab ρr γ
I 0.01 1 1
II 0.002 4 4
0.0004 6 6
Table 1: Combination of parameters for the planar interface case.





|(Nki )(n) − (Nki )(n−1)|
}
≤  (29)
with  = 10−10 and n denoting the iteration number. If the criterion
was not met within a maximum of 20000 iterations, the simulations
were stopped. The results after all 54 simulations showed that reco-
loring operator I failed to converge under the imposed convergence
criterion. In contrast, operator II converges without diﬃculty. In fact,
the maximum number of iterations required for all 54 simulations with
operator II was 6000. Therefore, the limit of 20000 iterations to al-
low convergence was appropriate for the planar interface problem. To
demonstrate the better convergence of recoloring operator II over re-
coloring operator I, a plot showing the left-hand side of Eq. 29 versus
the time step is presented in Fig. 1.
It was already known that the surface tension can be set in an RK
model using only the free parameters. Work has been done by [31]
and their predecessors to obtain the surface tension as a function of
ρ, ω, Ar, and Ab. The expression obtained varies from one model to
another, but they are always very similar. For the current model, by
analyzing the simulation results of the previous setting, the value for
the surface tension as a function of the various model parameters is















Equation 30 can therefore be used to approximately set the surface
tension between the ﬂuids.
Let us deﬁne the error corresponding to the ith simulation as fol-
lows :
Emi =








and compare the accuracy of recoloring operators I and II. Table 2
reports some relative errors for various simulation groups and norms.
The ﬁrst line compares the maximum surface tension errors obtained
for all simulations when the density ratio γ between the two ﬂuids
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is unity. The next three lines are similar, except that the simulations
with γ 6= 1 are considered to calculate the norms. Note that the
integral in Eq. 27 is numerically evaluated with a simple midpoint
method, with the lattice sites taken as the integration node. The
symbol 〈.〉 stands for the average.
Recoloring I Recoloring II
Em (%) Ep (%) Em (%) Ep (%)
max {Ei|γ = 1} 0 0 0 0
max {Ei|γ 6= 1} 93.456 93.467 0 0.0095
min {Ei|γ 6= 1} 7.5198 7.5524 0 0.0053
〈{Ei|γ 6= 1}〉 51.222 51.261 0 0.0074
Table 2: Error comparison based on diﬀerent norms for the planar
interface problem.
Regarding Table 2, it is important to note that, when γ = 1, the
surface tension predicted by Eqs. 26 and 30 is the same as the me-
chanical surface tension, regardless of the recoloring operator. It has
already been mentioned that it is the perturbation operator that in-
troduces the surface tension in the numerical model. This means that,
for the 18 simulations with γ = 1, neither recoloring operator intro-
duces numerical errors into the surface tension generated by the per-
turbation operator. With γ 6= 1, recoloring operator I introduces a
signiﬁcant error in the surface tension produced by the perturbation
operator. In contrast, with γ 6= 1, recoloring operator II performs bet-
ter, in terms of both accuracy and the number of iterations required
to reach convergence.
3.2 Steady bubble
The next numerical experiment involves a steady red bubble of
radius R immersed in a blue ﬂuid. The aim of this second numerical
experiment is to verify whether or not the surface tension predicted
by Eq. 30 is consistent with the Laplace equation [14, 31] :
σlaplace = RΔp (32)
where Δp = pin − pout is the pressure jump between the inside and
outside of the bubble. For these simulations, the computational do-
main is discretized with a lattice size of 128 × 128. Initially, the red
ﬂuid is placed at a distance of at most R from the center of the
computational domain. The ﬂuid is initialized with the zero velocity
equilibrium distribution functions. The ﬁeld is initialized in the same
way for the blue ﬂuid. Periodic boundary conditions are used at the
four ends of the computational domain. A value of αb = 0.6 is used for
all the steady bubble simulations. The pressures inside and outside









ρin = 〈{ρr|ψ ≥ ξ}〉
ρout = 〈{ρb|ψ ≤ −ξ}〉 (34)
For example, ρin is the average of the density ρr for all sites, such
that the color ﬁeld ψ is greater than or equal to ξ. The variable ξ is
the nearest value to 1 in the following set : {1− 0.1n|n ≤ 10}, such
that there exists at least one site with ψ ≥ ξ.
Let us denote by EI the relative error between the surface tension
σlaplace and σpredict, with σpredict as a reference when a simulation
was performed with recoloring operator I and by EII if a simulation
was performed with recoloring operator II. Table 3 illustrates the
parameters and the errors resulting from the various simulations of
the steady bubble.
Simulations not shown here revealed that, for γ = 6 and low surface
tension, the Laplace equation leads to a negative surface tension when
using recoloring operator I and αb = 0.2. It is important to note that
recoloring operator II gives accurate results for αb = 0.2 and αb = 0.6.
Table 3 shows that the two recoloring operators produce results
of similar accuracy when the density of the two ﬂuids is equal. This
result indicates the same behavior as in the simulation of the planar
interface. In contrast, a large error is obtained by recoloring operator
I when the density ratio is high and the surface tension is small. This
indicates that recoloring operator II gives valid results for a wider
range of parameters.
For the steady bubble experiment, we also looked at the eﬀect of
recoloring operators I and II on the spurious currents. These currents,
found at the interface between two ﬂuids, should be absent, and their
origin is poorly understood. In the cellular automata literature [6],
it has been mentioned that a recoloring operator of the form of re-
coloring operator II can reduce spurious currents. These results are
conﬁrmed for the current lattice Botlzmann model. Table 3 shows
that recoloring operator II greatly reduces these spurious currents
(max ‖u‖), by up to 2 orders of magnitude when the density ratio is
high and the surface tension is small. This could explain why there is
a large error in the measured surface tension obtained with recoloring
operator I.
To obtain convergence with recoloring operator II, the average
number of iterations under the stopping criterion with 	 = 10−10
in Eq. 29 is 73875. Note that all simulations with recoloring operator
I were stopped after 200000 iterations.
3.3 Layered Poiseuille ﬂow
In the same manner as in Ref. [31], a simulation of a Poiseuille
ﬂow between two inﬁnite plates is performed to study the model’s
ability to simulate two ﬂuids of diﬀerent viscosity. The simulation is
conducted on a lattice containing 1×32 sites (the analytical solution is
1D). The ﬂow is centered at y = 0 and is initialized with the red ﬂuid
using the zero velocity equilibrium distribution functions for the 16
sites with y < 0, and similarly with the blue ﬂuid for y > 0. Periodic
boundary conditions are used in the x-direction. The ﬁrst and last
sites are used to implement the standard “bounce back” boundary
condition. With this condition, the walls are located at y = −15 and
y = 15, which correspond to a channel half height of h = 15. When
implementing the wall boundary condition for the current model, the
“density” of the wall must be known in order to calculate the color
gradient. For the current simulation, the top wall is set to be red
wet, so ρr = 1 and ρb = 0 on the last site. Similarly, the bottom
wall is set to be blue wet, with ρr = 0 and ρb = 1. The parameters
of the simulation are : ρr = 1, γ = 1, Ar = Ab = 0, αb = 0.2,
νr = 1/6, and viscosity ratio ν = νrνb . For this case, only recoloring
operator II converges the solution to steady state, with 	 = 10−11.
The convergence of recoloring operator I is unsatisfactory, because it
is similar to the planar interface simulations. For this particular ﬂow,
with the “shear viscosities” μr and μb, and when the compressibility
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− ( yh)2 + yh (μr−μbμr+μb)+ 2μbμr+μb ] , 0 ≤ y ≤ h (35)
where G is the pressure gradient between the two ends of the channel.
That pressure gradient is simulated using an equivalent body force,
which is implemented by adding G/ω to the horizontal component
of the total velocity when computing the equilibrium distribution
function Nk(e)i in the operator (Ω
k
i )
(1). Note that the pressure gra-
dient G is chosen to achieve a speed at the center of the channel of
uc = 0.000045 :
G =
uc (μr + μb)
h2
(36)
As with the stationary bubble, EI and EII denote the relative error
between the theoretical total velocity and the numerical total velocity
when a simulation is performed with recoloring operators I and II
respectively. For the numerical simulations considered here, it should
be noted that the errors obtained are practically the same with both
recoloring operators, i.e. EI ≈ EII. Errors at four diﬀerent positions
in the channel are listed in Table 4 for diﬀerent viscosity ratios.
ν y = −7.5 y = −0.5 y = 0.5 y = 7.5
10 0.0439 0.0343 0.5776 0.3635
100 0.0485 0.0418 2.2146 0.4848
1000 0.0521 0.0464 3.3110 0.5133
10000 0.0502 0.0442 3.4807 0.5094
Table 4: Relative errors (%) in the velocity proﬁle at diﬀerent po-
sitions in the channel for the layered Poiseuille ﬂow and diﬀerent
viscosity ratio, ν.
Figure 2 shows the numerical solution and the analytical solution
when using recoloring operator II and for diﬀerent viscosity ratios.
The solution with recoloring operator I (not shown) is almost the
same as the solution with recoloring operator II.
For the chosen parameters, the current model can accurately simu-
late a high viscosity ratio for the layered Poiseuille ﬂow without any
velocity discontinuity at the interface. As in Ref. [29], velocity dis-
continuity does arise in the current model if the kinematic viscosity
of one of the ﬂuids is too high. To solve such a discontinuity in the
velocity proﬁle, a two-relaxation-time (TRT) collision operator can
be used instead of a simpler BGK operator [11, 29].
Based on the results obtained, it can be concluded, for this nume-
rical experiment, that the two recoloring operators behave similarly
and lead to a satisfactory solution. The similarity of the results for
both recoloring operators is not surprising, since, for the planar inter-
face and steady bubble, the results are also similar when the density
ratio is unitary.
3.3.1 Layered Poiseuille ﬂow with density ratios larger
than unity
An analytical solution for a layered Poiseuille ﬂow with larger den-
sity ratios can be found in the section above, or in Refs. [38, 31, 29].
In a similar manner as for a unit density ratio, we tried to simulate
the ﬂow by adding a body force Gρω to the equilibrium velocity. The
simulation results in a large discrepancy between the numerical and
analytical solutions when the density ratio is larger than unity, i.e.
a discontinuity arises in the velocity proﬁle at the interface between
the ﬂuids. This behavior has also been found in Ref. [29].
The artiﬁce of adding a body force to mimic a pressure gradient
may be one cause of the inaccuracy. As pointed out by Buick and
Greated [3], adding Gρω to the equilibrium velocity is less valid in
the presence of a density gradient. It is not yet clear to us how to
implement a consistent body force with a variable density ratio. Ano-
ther possible cause of the inaccuracy, mentioned by Rannou [29], may
be the inability of the LB model to guarantee a simultaneous conti-
nuity of the shear stress and velocity when the density ratio is larger
than one. This problem clearly deserves more attention and further
research.
In fact, the ability of the current LB model to simulate ﬂow with a
density ratio larger than unity is questionable. As shown by Rannou
[29], this comment can be made for at least four types of LB model
(RK, SC, FE, and MF), for which a discontinuity arises in the velocity
proﬁle. We note that this problem has only recently been identiﬁed,
and, as stated by Aidun and Clausen, it is known as the "discontinuity
problem" [1].
Nevertheless, it appears that recoloring operator II corrects the
inaccuracy found with recoloring operator I when density ratio is not
unity, at least for the planar interface and steady bubble case. In this
respect, the multiphase LB community should attempt to successfully
simulate layered Poiseuille ﬂow with density ratios larger than unity.
3.4 Bubble coalescence
The next numerical experiment involves the coalescence of two
bubbles of equal density in a ﬂuid with an equal, lower, or higher den-
sity, which is equivalent to a 3D collision of two cylinders of inﬁnite
length. This test is used to assess the ability of recoloring operator
II to perform an unsteady simulation where a ﬁnal steady solution
exists on which we can measure and predict the ﬁnal surface tension.
A lattice of 100× 100 sites is used, with periodic boundary condi-
tions at the four ends. The computational domain then measures 99
lattice units in both height and width. The corner at the bottom left
of the domain is located at the origin (0,0). Using zero velocity equi-
librium distribution functions, two red/blue ﬂuid bubbles of radius
R = 18, with density ρr = 1 or ρb = 1γ , are initialized at the following
respective positions :
(x− 49.5)2 + (y − 49.5± 18)2 ≤ 182 (37)
The remaining sites are similarly initialized with the blue/red ﬂuid,
and respecting a certain density ratio γ. The simulation parameters
are set with αb = 0.6, Ar = Ab, σpredict = 6 ·10−3, and νr = νb = 1/6.
“Snapshots” of the color ﬁeld ψ showing the collision of two dense red
bubbles for density ratio γ = 35 and with recoloring operator II are
presented in Fig. 3 for diﬀerent times. The results shown in Fig. 3
are very similar to those obtained by Reis and Phillips [31]. The
reason why they diﬀer qualitatively is that the surface tension in our
simulation is about half that in the simulation presented by Reis and
Phillips [31].
The ﬂuids are immiscible and a surface tension exists between
them. Because of this, at steady state, the surface contact “area”
between the two ﬂuids is minimal, and only one big red bubble re-
mains. It is stated in [31] that the ﬁnal radius of the red ﬂuid bubble
should be equal to Rf =
√
2R. Therefore, at steady state, when using
this predicted radius, Rf , in the Laplace equation (32), the Laplace
surface tension obtained, σLaplace, should be equal to the predicted
surface tension σpredict that was set with Eq. 30 at the beginning of
the simulation. Simulation of bubble coalescence was performed for
diﬀerent density ratios and with both recoloring operators. Some re-
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sults are shown in Tab. 5, with the errors and the pressure calculated
as in the steady bubble simulation.
Red dense bubbles Blue light bubbles
γ EI (%) EII (%) EI (%) EII (%)
1 3.352 0.469 3.352 0.469
35 17.55 3.951 36.06 0.643
40 34.86 4.592 N/A 0.733
45 113.7 5.269 N/A 0.825
50 N/A 5.940 N/A 0.920
80 N/A 11.49 N/A 1.487
85 N/A 12.13 N/A 1.585
90 N/A N/A N/A N/A
Table 5: Error after the coalescence of the two dense/light bubbles
between the predicted and calculated surface tensions σpredict and
σLaplace.
The algorithm was stable enough that both recoloring operators
were able to simulate a high-density ratio of up to 45. Note that re-
coloring operator I is unstable for γ = 85, while recoloring operator
II provides a numerically stable solution. As shown in Tab. 5, recolo-
ring operator II is certainly more accurate and stable than recoloring
operator I, as it can achieve error levels smaller than one order of ma-
gnitude. Another advantage of recoloring operator II is the economy
it generates in terms of computational cost, which is related to the
number of time steps needed to arrive at the steady state. The conver-
gence criterion is  = 10−8. To reach the steady-state solution, the
mean number of iterations for recoloring operator II is about 46000,
while the simulations carried out with recoloring operator I did not
reach convergence at the maximum number of iterations allowed, that
is, 200000.
3.5 Lattice pinning
For the RK model, the pinning problem in multiphase ﬂows has
been recognized by several authors : Reis and Dellar [30], Latva-Kokko
and Rothman [26], Dupin et al. [8], and Halliday et al. [15, 16]. This
problem can arise at the interface of two ﬂuids when there is weak
convection. In practice, this means that the interface cannot move
and becomes “pinned” to the lattice, as long as the convection ﬂow is
not strong enough.
To our knowledge, it is unknown whether or not this problem is
also present in other type of LB model. In this section, a numerical
experiment is proposed to test the presence of lattice pinning. This
test, which we could call a tool, may also be applied to other LB
schemes to test the presence of pinning.
Although the model of Reis and Phillips is an improvement over
others in the same group, the authors indicate that it could suﬀer
from lattice pinning. Latva-Kokko and Rothman have proposed a
recoloring algorithm to prevent lattice pinning, or at least diminish
it. The next numerical experiment illustrates that combining the two
algorithms leads to an improvement in the results.
3.5.1 Numerical experiment 1
The ability of recoloring operator II to reduce the lattice pinning
eﬀect is illustrated with the next simulation. A computational domain
of 257× 33 sites and geometrically located over [0,−16]× [256, 16] is
used with periodic boundary conditions in all directions. All sites are
initialized with blue ﬂuid using zero velocity equilibrium functions,
except that the sites located at x = 10 and y = ±8 are initialized
with red ﬂuid. The simulation parameters are β = 0.8, νr = νb = 1/6,
Ar = Ab = 0, ρr = 1, and γ = 1. All simulations are iterated to 10000
time steps. A body force is added to the ﬂuid, so that it undergoes
an acceleration of 0.000005 lattice units per time step squared up to
time t = 6000. Recoloring operator I is used for all sites, such that
y ≥ 0, and operator II is used elsewhere. This conﬁguration allows
simultaneous testing of recoloring operators I and II for the lattice
pinning problem. The red ﬂuid particle with y ≥ 0 is called red ﬂuid
particle I (the same name as the recoloring operator used in this area),
and, similarly, the red ﬂuid particle with y < 0 is called red ﬂuid
particle II. Because there is no surface tension (Ar = Ab = 0) and no
density or viscosity diﬀerence between the two ﬂuids, the horizontal
velocity and position of the red ﬂuid particle are the known theoretical




1000000 t, t < 6000
3
100 , t ≥ 6000
xth(t) =
⎧⎪⎨⎪⎩
10 + 2510000000 t
2, t < 6000
100 + 3100 (t− 6000), t ≥ 6000
(38)
To compare the numerical results with the analytical results, the ave-
rage horizontal component of the total ﬂuid velocity of red ﬂuid par-
ticles I and II, ux,I and ux,II , and the average horizontal positions of
red ﬂuid particles I and II, xI and xII , are calculated using the color
ﬁeld :
ux,I = 〈{ux|ψ ≥ −0.9 and y ≥ 0}〉
ux,II = 〈{ux|ψ ≥ −0.9 and y < 0}〉
xI = 〈{x|ψ ≥ −0.9 and y ≥ 0}〉
xII = 〈{x|ψ ≥ −0.9 and y < 0}〉
(39)
In Figure 4 and for αb = 0.2, the average horizontal velocity and
position of red ﬂuid particles I and II versus time are presented, to-
gether with the analytical solution. In Figure 4a, it is apparent that
the average horizontal velocities of the two red ﬂuid particles are in
agreement with the local ﬂuid ﬂow velocity.
But, Figure 4b clearly shows that recoloring operator I was not able
to move the red ﬂuid particle, the position of which did not change
over time. When looking at recoloring operator II, the behavior of the
particle is much better, because it moves from left to right. Note, ho-
wever, that lattice pinning has not been avoided completely, because
particle II does not move during the ﬁrst 2000 iterations. In the limit
t → ∞, the relative error for the position of the particle diverges to ∞
when recoloring operator I is used, compared to 0% with recoloring
operator II. A reduction of parameter β could reduce lattice pinning
further, but the interface would become very thick. With this simula-
tion, we can conclude that recoloring operator I reveals a nonexistent
physical phenomenon, and that recoloring operator II behaves much
better in such a case.
3.5.2 Numerical experiment 2
To further analyze recoloring operator II, the behavior of red ﬂuid
particle II is studied as a function of αb. In theory and without lattice
pinning, the integral of the average total ﬂuid velocity of the particle
should be equal to the distance traveled, but, when there is lattice
pinning, the integrated speed will be greater than the distance trave-
led. This is because lattice pinning prevents the particle from moving,
even if there is a convection current that “tells” it to move.
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To approximate the intensity of lattice pinning as a function of αb,
the integral of the total average speed versus time of particle II is com-
pared with the distance traveled. Table 6 indicates the error between
the integral of the average speed and the ﬁnal position of particle
II for diﬀerent values of αb. The numerical integration is performed
with a basic midpoint method using 200 points uniformly distributed
between t = 0 and t = 10000. Although an error is introduced with
the numerical integration, it is in the order of the round-oﬀ error, be-
cause the midpoint method is of second order and the velocity proﬁle
is linear in the worst case. The behavior of the error suggests that
lattice pinning is reduced with an increasing value of αb.
For the value of αb used in Table 6, we can point out that pinning
is not prevented at all for recoloring operator I. Because αb is related
to the speed of sound, the results suggest that the slower the speed






xth − 10 xII − 10
0.1 210 150.0 210 28.6
0.2 210 156.0 210 25.7
0.4 210 166.5 210 20.7
0.5 210 171.0 210 18.6
0.6 210 175.0 210 16.7
0.8 210 178.0 210 15.2
0.9 210 182.0 210 13.3
Table 6: Measure of lattice pinning intensity.
3.5.3 Numerical experiment 3
Numerical experiment 1 showed that lattice pinning can occur when
there is not enough convection and a small red ﬂuid particle is im-
mersed in a blue ﬂuid. This case is extreme, because, initially, the red
ﬂuid particle consisted of only a single lattice site, which means that
there is a lack of spatial resolution. The next numerical experiment
will show that, when the red bubbles cover more lattice sites (better
spatial resolution), then the lattice pinning eﬀect disappears and the
analytical solution is recovered. The setup is as in numerical expe-
riment 1, but with β = 0.99 and the red ﬂuid zone initially consisting
of larger bubbles, with the following equation respected :
(x− 10)2 + (y ± 8)2 ≤ 62 (40)
Figure 5 presents the numerical and analytical horizontal velocity
and position in such a case. As in numerical experiment 1, and, as
expected, in Figure 5a, the average horizontal velocities of the two
red particles are in agreement with the theoretical solution. For the
results obtained in Figure 5b, the small error between the numerical
solution and the analytical one may come from the way the positions
of the red ﬂuid particles are measured, and also, again, from a lack of
spatial resolution (even though the results are a great deal better in
this numerical experiment). Lattice pinning is a problem that occurs
in very particular cases (degenerate), and better spatial resolution
appears to ﬁx it for both recoloring operators. It can be concluded
that lattice pinning should not be a problem in the majority of the
immiscible two-phase ﬂow applications, because, in general, a high
enough spatial resolution is chosen to resolve the scale of interest.
However, this is not always possible. For example, in porous media
with intricate geometry, a passage could reach the lattice size and the
ﬂuid could easily remain (artiﬁcially) stuck, impeding the ﬂow. Ob-
viously, this would produce a fake solution. Therefore, it is important
to use recoloring operator II instead of operator I for simulating ﬂows
for these kinds of media.
4 Conclusion
The Latva-Kokko and Rothman algorithm [26] has been adapted
and incorporated into the two-phase lattice Boltzmann model of Reis
and Phillips [31]. Numerical simulations were conducted to determine
the beneﬁts of such a modiﬁcation. Simulations of a planar interface, a
steady bubble, layered Poiseuille ﬂow, and bubble coalescence showed
that the proposed recoloring operator leads to a stationary solution
in many fewer iterations than the original recoloring operator use by
Reis and Phillips. Regarding accuracy, the two recoloring operators
provide similar results for the selected test cases when the density
ratio of the two ﬂuids is unity. For the planar interface, and when the
density ratio is not unity, the recoloring operator in [31] introduces
a signiﬁcant error in the surface tension, while the current recoloring
operator is very accurate. For the steady bubble simulation, a pro-
blem showed up when the density ratio was not unity and the surface
tension was low. In that case, the recoloring operator in the Reis and
Phillips model introduced a large error in the surface tension, while
the present recoloring operator provided satisfactory results. Moreo-
ver, the intensity of spurious currents was much lower with the Latva-
Kokko recoloring operator than with the recoloring operator in the
Reis and Phillips model. For a layered Poiseuille ﬂow problem, the in-
troduction in the model of the recoloring operator of Latva-Kokko and
Rothman did not show an improvement over the standard recoloring
operator in terms of the accuracy of the results ; however, the Latva-
Kokko recoloring operator showed an improvement in the number of
iterations required to achieve a steady-state solution. A viscosity ratio
as high as 10000 was accurately simulated for the layered Poiseuille
ﬂow. We mentioned the discontinuity problem, which is an open pro-
blem with the LB model when the density ratio is not unity in the
layered Poiseuille ﬂow. This problem deﬁnitely needs more attention.
In the bubble coalescence simulation, the current recoloring opera-
tor showed better numerical stability and accuracy, as the maximum
density ratio simulated was 85, which is an improvement over the re-
sults in Reis and Phillips’s original paper. A simulation conducted to
illustrate the problem of lattice pinning revealed that Reis and Phil-
lips’s recoloring operator is much more sensitive to this problem than
the proposed recoloring operator. For the new model, the numerical
results suggest that a low speed of sound can diminish the problem.
The last numerical experiment showed that lattice pinning seems to
come mainly from a lack of spatial resolution, because, when enough
lattice sites are used to deﬁne a bubble, the phenomenon disappears.
Because, in general, a high enough spatial resolution is chosen to re-
solve the scale of interest, we can conclude that lattice pinning should
not be a problem in the majority of immiscible two-phase ﬂow appli-
cations. In conclusion, when the results are compared with those of
the Reis and Phillips model [31], the adaptation of the Latva-Kokko
and Rothman recoloring operator for this model greatly increases the
rate of convergence, improves the numerical stability and accuracy of
the solutions over a wide range of model parameters, and signiﬁcantly
reduces the intensity of the spurious currents and lessens the lattice
pinning problem.
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Figure 1: Convergence of all planar interface simulations for recoloring operator I (red cross) and operator II (blue plus sign). Reference :
machine epsilon (black star), y-axis is in log-scale.
Recoloring I Recoloring II
γ A ρr R σpredict max ‖u‖ EI(%) max ‖u‖ EII (%)
1 4e-04 1 20 1.066e-03 1.969e-04 3.36 3.308e-04 1.83
1 4e-04 1 40 1.066e-03 2.242e-04 2.55 2.639e-04 2.65
1 4e-04 6 20 6.400e-03 1.894e-04 3.33 3.308e-04 1.83
1 4e-04 6 40 6.400e-03 2.242e-04 2.54 2.639e-04 2.65
1 1e-02 1 20 2.666e-02 5.360e-03 3.17 1.296e-03 0.58
1 1e-02 1 40 2.666e-02 6.349e-03 2.76 1.299e-03 0.40
1 1e-02 6 20 1.600e-01 5.526e-03 3.30 1.296e-03 0.58
1 1e-02 6 40 1.600e-01 6.349e-03 2.76 1.299e-03 0.40
6 4e-04 1 20 6.222e-04 2.092e-02 84.8 4.493e-04 0.36
6 4e-04 1 40 6.222e-04 1.452e-02 74.3 2.133e-04 1.37
6 4e-04 6 20 3.733e-03 2.017e-02 60.3 4.493e-04 0.36
6 4e-04 6 40 3.733e-03 1.446e-02 88.0 2.133e-04 1.37
6 1e-02 1 20 1.555e-02 2.066e-02 1.51 2.726e-03 2.46
6 1e-02 1 40 1.555e-02 2.543e-02 3.56 2.884e-03 0.80
6 1e-02 6 20 9.333e-02 2.069e-02 1.50 2.726e-03 2.46
6 1e-02 6 40 9.333e-02 2.543e-02 3.47 2.884e-03 0.80
Table 3: Parameters, maximum spurious currents, and errors for the steady bubble test case.
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Abstract
This study presents the integration of isotropic color gradient dis-
cretization into a lattice Boltzmann Rothman-Keller (RK) model de-
signed for two-phase ﬂow simulation. The proposed model removes
one limitation of the RK model, which concerns the handling of
O(1000) large density ratios between the ﬂuids for a wide range of
parameters. Taylor’s series expansions are used to characterize the
diﬀerence between an isotropic gradient discretization and the com-
monly used anisotropic gradient. The proposed color gradient discre-
tization can reduce, by one order of magnitude, the spurious current
problem that aﬀects the interface between the phases. A set of nu-
merical tests is conducted to show that a rotationally invariant dis-
cretization enables widening of the parameter range for the surface
tension. Surface tensions from O(10−2) to O(10−8), depending on the
density ratio, are accurately simulated. An extreme density ratio of
O(10000) is successfully tested for a steady bubble with an error of
0.5% for Laplace’s law across a sharp interface, with a thickness of
about 5-6 lattice units.
1 Introduction
For two decades now, a new method for examining ﬂuids in the
molecular state, rather than at the classical macroscopic level, has
been developed and used as a tool for numerical ﬂow simulation.
This alternative, known as the lattice Boltzmann method (LBM),
uses continuous distribution functions [27], and was originally built
as an extension of the lattice gas automata [5]. Later, it was discovered
that the method can also be regarded as a systematic truncation of
the Boltzmann equation in the velocity space [12]. The advantages
of the LBM are the way in which it addresses computational issues
in complex geometries, and that it is simple to apply, because the
streaming operator is linear.
One of the features of the LBM is its great ﬂexibility in dealing
with additional complex physics, which is diﬃcult for the traditional
CFD methods, based on the Navier-Stokes equations, to handle. Mul-
tiphase ﬂow is a typical example of such complex physics. In this case,
even some existing LBMs still face problems because of their limited
parameter window with respect to surface tension and density ra-
tio, which hampers its application in practical engineering problems.
Before setting out the speciﬁc goal of this study, we brieﬂy recall
the techniques commonly used to predict multiphase ﬂows within the
lattice Boltzmann framework.
The lattice Boltzmann (LB) models for immiscible two-phase ﬂows
can generally be classiﬁed in ﬁve groups : Rothman-Keller (RK) [24,
10, 6, 23, 8, 7, 4, 38, 39, 40], Shan-Chen (SC) [35], Free Energy (FE)
[36, 11], mean-ﬁeld (MF) [15, 13], and ﬁeld mediator (FM) [32].
The original RK model considers two types of ﬂuids, red and blue,
each of them with particle distributions following its own LB equa-
tion. Because there are two ﬂuids involved, the collision step, intrinsic
to any LB formulation, takes into account interactions among par-
ticles of the same color, as well as cross interactions between particles
of diﬀerent colors. These latter are related to the surface tension bet-
ween the two phases, which requires the gradient of the color function.
The phase separation is achieved with an additional recoloring step.
For the original RK models, this step is seen as cumbersome to pro-
gram. Recently, however, the ideas of Latva-Kokko and Rothman [23]
have made it very easy and straightforward to implement, along with
the additional capability of interface thickness adjustment. Work to
introduce thermodynamics into the RK model has also been carried
out, by Kono et al. [20].
The model developed by Shan and Chen [35] uses an interaction
force between the particles to mimic microscopic interactions and au-
tomatically separate the concentrated and diluted phases. This spon-
taneous phase segregation is a feature that has attracted LB practi-
tioners and contributed to the popularity of the SC model.
The free energy method of Swift et al. [36] describes an approach
which, in equilibrium, leads to a steady state that can be associa-
ted with a free energy. The method uses collision rules, which en-
sure that the system evolves towards the minimum of an input free
energy functional. This functional includes both the pure ﬂuid part
and the interface part. The ﬁrst accounts for the equilibrium between
two phases, while the second concerns surface tension. Like the SC
model, this formulation is also capable of achieving automatic phase
separation.
The MF methods simulate interparticle attraction in the same way
as the Coulomb interaction is treated in the Vlasov equation [15].
These models can simulate thermodynamically consistent liquid-
vapor systems, where the SC models fail [14].
The FM methods use null-mass particles, the only role of which
is to invert the momentum of lattice particles in the transition layer
to segregate ﬂuids of diﬀerent colors [32]. They have the advantage
of being able to incorporate binary diﬀusivity, and this method can
therefore be adapted to simulate miscible ﬂuids.
A major problem common to these ﬁve methods is that they all
appear to suﬀer from the presence of spurious currents at the interface
between the ﬂuids. These currents aﬀect numerical stability, limit the
density ratio, and reduce accuracy.
Spurious currents at a two-ﬂuid interface in the RK method have
been studied by Ginzbourg and Adler [6], who noted that an appro-
priate choice of the eigenvalues of the collision matrix leads to the
elimination of these currents under certain circumstances. Unfortu-
nately, the authors conclude that these unrealistic currents cannot be
eliminated or reduced solely with the choice of eigenvalues. The spu-
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rious current phenomenon near an interface has also been mentioned
by Halliday et al. in [10], where it was found that these currents are
strongest at the interface between two ﬂuids. To reduce them, Dupin
et al. [4] proposed adjusting the surface tension between the ﬂuids
by disturbing the distribution functions in accordance with the di-
rections of the lattice. This idea seemed promising, but has not been
further explored.
In this paper, an improvement to the RK-type model, described in
Refs. [24, 30], is proposed which reduces spurious currents. It should
be noted that the methodology presented here can be applied to any
RK-type LB model.
A characteristic that distinguishes the RK model from other models
is the presence of a color gradient. For two-phase LB ﬂows, the color
gradient was introduced by Rothman and Keller [31] with their model
based on cellular automata. It is by using the color gradient that the
interface between the ﬂuids is maintained, and evaluating the color
gradient is the key point that we address in this study. Speciﬁcally,
the goal of this work is to show that an isotropic discretization of
the color gradient, that is, with a leading discretization error that
is rotationally invariant [21], increases the robustness of the method.
This is of primary importance, because it ensures less accumulation
of directionally biased discretization errors, and one consequence of
using it is a reduction in spurious currents. This ultimately means
that it will be possible to solve problems with a higher density ratio
and/or with lower surface tension than previously achieved with other
RK-type models.
Another challenge facing LBMs designed to simulate two-phase
ﬂows is handling the high-density ratio between the phases. Ratios
of O(160) were simulated by Kuzmin and Mohamad [22] using a
multi-range, multi-relaxation time LB scheme. However, this impro-
ved SC method is still unable to simulate a O(1000) air-to-water
density ratio. With the projection method, an FE scheme devised
by Inamuro et al. [17, 18] succeeded in simulating density ratios of
up to O(1000). Unfortunately, this method requires the solution of
a costly Poisson equation at every time step. Other methods, such
as the one proposed by Lee and Lin [25], can treat high-density ra-
tios, like O(1000), using a special discretization of the LB equation.
Although it seems quite complex, this discretization works well, accor-
ding to the authors. Another promising approach has been developed
by Zheng et al. [41], which can also achieve O(1000) density ratios and
does not require the solution of a Poisson equation or the implemen-
tation of a complex treatment of derivatives. More recently, Becker et
al. [1] succeeded in simulating density ratios as high as O(1000) using
the LBM and the level set method. However, coupling the LBM and
the level set method is not straightforward, because doing so requires
knowledge from two diﬀerent research ﬁelds.
The RK model has been shown to be capable of simulating
complex two-phase ﬂow problems, but with density ratios reaching
only O(80) [24]. Our study will show that this limit can be substan-
tially increased. The method is based on a modiﬁed recoloring opera-
tor presented by Leclaire et al. [24], which, when combined with the
improvement presented in this work, can handle high-density ratios,
up to O(10000), with great accuracy for Laplace’s law. Speciﬁcally,
the model is based on that of Reis and Phillips [30], with a variant of
the recoloring operator from Latva-Kokko et al. [23]. This improve-
ment is expected to allow high-density ratios to be addressed for all
RK models.
When applying the RK method, anisotropic color gradients are
mostly used [10, 38, 4, 7, 23, 6, 16, 40]. In fact, an isotropic color
gradient is seldom used, and can only be found in [39, 19]. Unfortu-
nately, in these studies, neither the advantage of using such a gradient
discretization, nor the reason for doing so, is explained.
In contrast, for the three LBMs for multiphase ﬂows, FE, MF, and
SC, isotropic gradients have been used. For the FE methods, Tiriboc-
chi et al. [37] show that there is a reduction in the spurious current
by one order of magnitude when the gradient in the source term of
their model is deﬁned using a rotationally invariant discretization.
Spurious currents were also reduced in the work of Pooley and Fur-
tado [29] when an isotropic gradient is used, along with the addition
of a special forcing term.
More recently, Chiappini et al. [3] proposed an MF model which
completely eliminates spurious currents, but, unfortunately, the mo-
del does not respect the principle of mass conservation.
Similarly, isotropic discretizations have been introduced for the SC
methods [34] for the gradient of the “eﬀective mass function”, repre-
sented by the interparticle interactions. Again, it is shown that the
more isotropy there is in the gradient, the lower the spurious currents.
A detailed description of isotropic gradient stencils and weights can
be found in the work of Sbragaglia et al. [33] for 2D and 3D spaces.
In this paper, we present the development of a second order color
gradient discretization, while for higher order gradients, the stencils
and weights developed by Sbragaglia et al. [33] will be used. This
choice will make it possible to improve the accuracy of the RK model
presented in [24]. To our knowledge, there is no study showing that
the implementation of an isotropic color gradient in RK models pro-
vides a signiﬁcant reduction in spurious currents, widens the range of
application of the surface tension, or greatly increases the maximum
density ratio handled between the two phases.
This paper is organized in two major sections. In the ﬁrst, the
LB model is given, along with theoretical details to illustrate the
diﬀerence between isotropic and anisotropic gradients. In the second,
a large number (hundreds) of numerical simulations are performed
for a steady bubble, combining the various parameters of the model.
These tests allow us to analyze the inﬂuence of gradient discretization
on the solution and to demonstrate the need for an isotropic gradient,
and its superiority, versus the standard anisotropic approximation.
The primary goal of our paper is to demonstrate the usefulness of an
isotropic gradient discretization for the RK model.
2 Lattice Boltzmann immiscible two-
phase model
The current LB approach follows the model of Reis and Phillips
[30], along with the improvement presented by Leclaire et al. [24] for
the recoloring operator. For the sake of clarity, we recall the model
described in Refs. [24, 30]. For this two-dimensional LB model, there
are two sets of distribution functions, one for each ﬂuid, moving on
a D2Q9 grid with the velocity vectors ci. With θi = π4 (4 − i), the
velocity vectors are deﬁned as (Δx = Δy = 1) :
ci =
⎧⎨⎩
(0, 0), i = 1
[sin(θi), cos(θi)] , i = 2, 4, 6, 8
[sin(θi), cos(θi)]
√
2, i = 3, 5, 7, 9
(1)
The distribution functions for a ﬂuid of color k (with k = r for red
or k = b for blue) are noted Nki (x, t), while Ni(x, t) is used for the
sum Nri (x, t)+N bi (x, t). If the time step is Δt = 1, the algorithm uses
the following evolution equation :
Nki (x+ ci, t+ 1) = N
k







where the collision operator Ωki is the result of the combination of













In the algorithm, the evolution equation is solved in four steps with
operator splitting, as follows :
1. Single-phase collision operator :







2. Two-phase collision operator (perturbation) :







3. Two-phase collision operator (recoloring) :







4. Streaming operator :
Nki (~x+ ~ci, t+ 1) = N
k
i (~x, t∗∗∗)
2.1 Single-phase collision operator
The ﬁrst sub operator, (Ωki )(1), is the standard BGK operator of
the single-phase LBM, where the distribution functions are relaxed
towards a local equilibrium in which ωk denotes the relaxation factor :
(Ωki )







Here, some details concerning this operator are given. The den-











where the superscript (e) denotes equilibrium. The total ﬂuid density
is given by ρ = ρr + ρb, while the total momentum is deﬁned as the














in which ~u is the density weighted average velocity of the ﬂuid. The







3~ci · ~u+ 9
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These equilibrium distribution functions Nk(e)i are chosen to
respect the principles of mass and momentum conservation. The
weights Wi are those of a standard D2Q9 lattice :
Wi =
⎧⎨⎩ 4/9, i = 11/9, i = 2, 4, 6, 8




⎧⎨⎩ αk, i = 1(1− αk)/5, i = 2, 4, 6, 8
(1− αk)/20, i = 3, 5, 7, 9
(9)
As introduced in [7], in order to obtain a stable interface, the den-







Without loss of generality, ρr ≥ ρb in this paper. The pressure of








where, in the above expressions, either αr or αb represents a free
parameter, and cks is the sound speed in the ﬂuid of color k [30, 2].
The relaxation parameters ωk are chosen so that the evolution
equation (2) respects the macroscopic equations for single-phase ﬂow
in the single-phase regions [30]. This parameter is a function of the
ﬂuid viscosity νk, given by ωk = 1/(3νk + 12 ). As introduced in [7],
when the viscosities of the ﬂuids are diﬀerent, an interpolation is ap-
plied to deﬁne the parameter ωk at the interface. To do this, it is





The color ﬁeld ψ is a function with its image between −1 and 1.
It takes the value 1 or −1, depending on whether it is evaluated
at a position that contains only the red ﬂuid or only the blue ﬂuid.
At an interface, the color ﬁeld is obviously between −1 and 1. The
relaxation factor ωk in Eq. 4 is replaced by ω :
ω =
⎧⎪⎪⎨⎪⎪⎩
ωr, ψ > δ
fr(ψ), δ ≥ ψ > 0
fb(ψ), 0 ≥ ψ ≥ −δ
ωb, ψ < −δ
(13)
in which δ is a free parameter and
fr(ψ) = χ+ ηψ + κψ
2
fb(ψ) = χ+ λψ + υψ
2 (14)
with
χ = 2ωrωb/(ωr + ωb)
η = 2(ωr − χ)/δ
κ = −η/(2δ)
λ = 2(χ− ωb)/δ
υ = λ/(2δ)
(15)
The free parameter δ is required to calculate ω, and inﬂuences the
thickness of the interface when the ﬂuid viscosities are diﬀerent [30].
The larger δ, the thicker the ﬂuid interface. If the ﬂuid viscosities are
the same, the parameter δ does not have an impact on the solution,
because, in this case, ω = ωr = ωb.
2.2 Perturbation operator
In the RK model, surface tension is modeled by means of the per-
turbation operator [10, 30, 9]. In this model, with ~F , the color gradient
in terms of the color diﬀerence, the perturbation operator, is deﬁned
by :
(Ωki )














⎧⎨⎩ −4/27, i = 12/27, i = 2, 4, 6, 8
5/108, i = 3, 5, 7, 9
(17)
Reis and Phillips [30] have shown that this operator complies with
the macroscopic equations for two-phase ﬂows. It handles the coupling
between the two ﬂuids, with the free parameters Ak chosen to model
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the surface tension. Although this operator generates the surface ten-
sion, it does not guarantee the ﬂuid’s immiscibility. To minimize the
mixing and segregate the two ﬂuids, the recoloring operator (Ωki )(3)
needs to be properly selected. This process is introduced in the next
subsection. But ﬁrst, some insight concerning the discretization of the
color gradient is needed.
2.2.1 Standard anisotropic color gradient
The color gradient direction is an approximation of the perpendi-
cular to the interface between the ﬂuids. Usually, the color gradient












with Δ = ρr − ρb introduced to simplify the following derivation.
Without loss of generality, the function Δ is expressed using a two-
dimensional Taylor series expansion around the zero vector :
































































with n+m > 3. To approximate the gradient in the x direction, the
following stencil values, marked with a “red cross” in Fig. 1, can be ta-






Figure 1: Stencil points.
When these stencil values are combined, as in the case of the stan-
dard anisotropic color gradient (Eq. 18), an approximation of the



























Using the stencil values marked with a “green plus sign” in Fig. 1, a



























In the approximate gradients of Eq. 19 and 20, the leading diﬀerential















































and by supposing that Δ = Δ(r), it is possible to show (after a leng-
thy algebraic manipulation) that, when the diﬀerential operator ~E(2)
is applied to Δ(r), the resulting vector will have a Euclidean norm
that is a function of θ and r, except if Δ(r) is a constant. This re-
sult, that is, the norm || ~E(2)Δ(r)|| ≡ f(r, θ), is an equation that
takes up almost a page and so is not presented here. This result can
easily be obtained with symbolic mathematics software. For a vector
function to be rotationally invariant, it must have a Euclidean norm
that is a function of the radius only. Therefore, this color gradient
approximation is not isotropic to the second order in space, but ani-
sotropic. It is worth noting that, even if the function Δ is isotropic
(i.e. Δ = Δ(r)) around (0,0), the calculated derivatives have an error
leading term that is not isotropic. This means that, when the color
gradient is approximated with this ﬁnite diﬀerence stencil, the color
gradient calculated will not conserve the isotropic property of the
diﬀerentiated function.
2.2.2 Isotropic color gradient
Taking into consideration the anisotropy problem of the standard
color gradient, it is possible to change the weights of the grid points
when computing the gradient to make them isotropic up to the second










Δ(h, h) + 4Δ(h, 0) + Δ(h,−h)−Δ(−h,−h)

























































































With this new discretization, the dominant diﬀerential operator of































If a gradient has a small dependence on direction, this would imply
that the dominant error term has only an axial dependence when the
function being derived also only depends on the radius. That is, the
operator in Eq. 26 applied on Δ(r) would lead to a function that
depends only on the radius :
E(2)Δ(r) ≡ erf(r) (27)
with er = [cos(θ), sin(θ)] being the unit radial vector. Using the par-
tial derivative operator transformation of Eqs. 22 and 23, and sup-
posing that Δ = Δ(r) around (0,0), the components E(2)x Δ(r) and
E
(2)





























which can be rewritten in the same form as Eq. 27. Similarly, the ﬁrst
diﬀerential operator of the fourth order error term in Eqs. 24 and 25









































and the associated components in polar coordinates, when applied to















































which again meet the rotational invariance requirement and can be
rewritten in the same form as given in Eq. 27. The last diﬀerential














and can be shown to be anisotropic (i.e. f in Eq. 27 would also be a
function of θ). Therefore, the error associated with the anisotropy is
lower by two orders when compared to the main second order leading
term. It is important to point out that both gradient approximations
presented so far are second order approximations in space, but only
the latter is a second order approximation in space for the isotropy.
In order to link the gradient approximation to the current LB for-
mulation, h = 1 needs to be taken for the lattice spacing. In a more
general way, the stencil points with the corresponding weights needed
to obtain 2D and 3D isotropic gradients can be found in Ref. [33].
In this paper, the focus is on the four color gradient approximations
presented in Table 1 : the standard second order anisotropic color
gradient FI (Eq. 18), the second order isotropic color gradient FII
(Eqs. 24 and 25), a fourth order isotropic color gradient FIII , and a
sixth order isotropic color gradient FIV . The weights for calculating
FIII and FIV were taken from [33]. The vectors d and the weights ξ of
Table 1 could be represented, for example, by the vectors and weights
of a pseudo D2Q25 lattice numbered as in Table 2.
24 25 10 11 12
23 9 2 3 13
22 8 1 4 14
21 7 6 5 15
20 19 18 17 16
Table 2: Analogy with a D2Q25 lattice for numbering the vector d
and the weight ξ needed to compute the color gradient approximation.
2.3 Recoloring operator
This last operator is used to maximize the amount of red ﬂuid at
the interface sent to the red ﬂuid region, and the amount of blue
ﬂuid sent to the blue ﬂuid region, while respecting the principles of
conservation of mass and total momentum. The recoloring operator













i (ρk, 0, αk) (34)
(Ωbi )
(3)(N bi ) =
ρb
ρ







i (ρk, 0, αk) (35)
where β is a free parameter and cos(ϕi) is the cosine of the angle
between the color gradient F and the direction ci. The equilibrium
distributions of each ﬂuid Nk(e)i in Eqs. 34 and 35 are evaluated using
the respective value of αk and a zero velocity. The value of cos(ϕ1)
must equal 0 in order to conserve mass. Also, the parameter β must
be between 0 and 1 to ensure that the distribution functions remain
positive [23]. The parameter β inﬂuences the thickness of the inter-
face : the smaller its value, the thicker the interface.
In the work [24], the recoloring operator used by Reis and Phil-
lips is compared with that of Latva-Kokko, which has been adapted
for the Reis and Phillips model [30]. Detailed comparisons were per-
formed on : the planar interface, the steady bubble, unsteady bubble
collision, the variable viscosity layered Poiseuille ﬂow, and lattice pin-
ning. We conclude that the Latva-Kokko recoloring operator adapted
to the current model greatly increases the accuracy of the Reis and
Phillips model for a wide range of parameters. But, as is shown in
this paper, the Reis and Phillips model with the Latva-Kokko reco-
loring algorithm alone (and with the second order anisotropic color







~FI ~ξ = [0, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
~FII ~ξ = [0, 4, 1, 4, 1, 4, 1, 4, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]/12
~FIII ~ξ = [0, 32, 12, 32, 12, 32, 12, 32, 12, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0]/120
~FIV ~ξ = [0, 960, 448, 960, 448, 960, 448, 960, 448, 84, 32, 1, 32, 84, 32, 1, 32, 84, 32, 1, 32, 84, 32, 1, 32]/5040
Table 1: Diﬀerent color gradient stencils and weights.
with accuracy. Therefore, in the numerical results section, the accu-
racy of the isotropic discretization for the color gradient is compared
to the standard second order anisotropic color gradient. The use of
the isotropic discretization for the color gradient led to a signiﬁcant
increase in the accuracy of the model.
2.4 Setting the surface tension
Following a theoretical development from Ref. [30] and his prede-
cessors [10], it is possible to predict the surface tension between the
two ﬂuids using only the basic parameters of the model. Knowing the
form of the expression describing the surface tension and performing
simulations on planar interfaces, as in Refs. [24, 30], a function of ρr,
γ, ω, Ar, and Ab can be determined to approximately describe the
surface tension. In this work, diﬀerent color gradient approximations
are used and, depending on which is selected, the surface tension is
set in a slightly diﬀerent way. When the second order anisotropic co-
lor gradient is used, ~FI , the surface tension is adjusted by combining









A similar expression is used for the second ~FII , fourth ~FIII , and
sixth order ~FIV isotropic color gradient. The surface tension is also









2.5 Incompressible limit of the model
The current model exploits the possibility of using diﬀerent speeds
of sound in each phase. It is known that the value of
√
1/3 for the
speed of sound in the LBM is only one possibility, and that it is only
the most common one [26]. The speed of sound in the LBM is set by
the value of the rest lattice weight αk [28]. Diﬀerent speeds of sound
mean that the Navier-Stokes equations are recovered in each phase
with their own speed of sound. Moreover, and most importantly, at
the interface, Reis and Phillips have shown that the equations for
two-phase ﬂows are also recovered [30]. It is by exploiting the fact
that diﬀerent speeds of sound can be taken in each phase that the
RK model can simulate the density ratios between the phases [7].
Now let us look at the incompressible condition of the LBM in
the context of this model. Because the speed of sound in the high-
density phase (red ﬂuid in our model) is lower than in the low-density
phase, the maximum possible Mach number, Mmax, in the ﬂow at each




To verify the incompressible limit, we want to keep a small Mach
number, let’s say smaller than 0.1. This leads to the following
constraint :
|~u| ≤ (0.1)crs (39)










For the light phase, as low a value of αb as possible, is always
chosen to help the incompressible limit constraint of the red phase.
In this paper, we chose αb = 0.2. It is then found that, in the LB unit
system, maximum velocity is inversely proportional to the square root
of the density ratio. Because of the square root, the constraint is not
as limiting as might be expected, and further research may one day
remove it altogether. When the density ratio is high, it is important
to respect the constraint in Eq. 41. In this paper, when the results
are accurate, the incompressible limit of the LBM is respected.
3 Numerical Results
The focus of the numerical simulations is on the circular steady
bubble, because it is the best test case for evaluating the isotropy
of the numerical scheme. In this section, we concentrate on a steady
(red) bubble of radius R immersed in a diﬀerent (blue) ﬂuid.
Only calculations aimed at stationary solutions are performed here,





|(Nki )(n) − (Nki )(n−1)|
}
≤  (42)
with  = 10−9 and n denoting the time step number. This condi-
tion is only checked every 2000 time steps, in order to reduce the
computational cost. Under this criterion, all the numerically stable
simulations performed in this paper converge in a ﬁnite number of
time steps. Even though this criterion is rigorous, it does not neces-
sarily guarantee that all solutions will be fully steady. However, all
the numerically stable simulations converge to results that represent
the steady state solutions well. The number of time steps required to
converge the solution to such a small value of  could be high, and,
because many numerical simulations were undertaken, the computa-
tional cost limited the choice for .
Some input parameters are the same for all numerical simulations,
and these are listed in Table 3. We can see that, depending on γ, the
6
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αb δ νr νb
0.2 0.1 1/6 1/6
Table 3: Constant input parameters for all simulations.
value of αr is found from Eq. 10. The value for αk should normally be
chosen to obtain the standard weight (4/9) when the density ratio is
unity. However, in our particular case, to compare the overall trend
for many density ratios, it is better to choose the same αb for all
simulations. Therefore, we chose a value of αb = 0.2 that is not too
high, to help reduce the incompressible LBM constraint in the red,
higher density phase (Eq. 41).
The free parameter δ does not inﬂuence the solution, because only
the unit viscosity ratio is simulated. The decision to choose ﬂuid vis-
cosities that will yield a unit relaxation time was made for simplicity.
Note that ω = 1 is not necessarily the most accurate.
3.1 Steady bubble : Laplace’s law
The aim of this subsection is to verify whether or not the surface
tensions of the model predicted by Eqs. 36 and 37 are consistent with
Laplace’s law [9, 30] :
σLaplace = RΔp (43)
where Δp = pin − pout is the pressure jump across the inside and
outside of the bubble. The pressures of the bubble, inside pin and














5ρr,out(1− αr) + 35ρb,out(1− αb)
(44)
with
ρr,in = 〈{ρr|ψ ≥ 0.999999}〉
ρb,in = 〈{ρb|ψ ≥ 0.999999}〉
ρr,out = 〈{ρr|ψ ≤ −0.999999}〉
ρb,out = 〈{ρb|ψ ≤ −0.999999}〉
(45)
where the symbol 〈.〉 stands for the average.
In a previous work [24], the internal and external pressures were
computed for each ﬂuid separately in the single ﬂuid regions consi-
dered. That is to say, the internal and external pressure calculations
were performed using only the red and blue ﬂuids respectively. Accor-
ding to the numerical model, the more consistent, easier, and more
robust method is to compute the pressure by including the pressure
contributions of both ﬂuids, even if these are small on regions where
one of them is fully predominant.
For these simulations, the computational domain is discretized with
a lattice of 128 × 128 sites geometrically located over the computa-
tional domain [1, 128] × [1, 128]. Initially, the red ﬂuid is placed at
a distance of at most R from the center of the computational do-
main
(
(x− 64.5)2 + (y − 64.5)2 ≤ R2). The ﬂuid is initialized with
zero velocity equilibrium distribution functions. For the blue ﬂuid,
the ﬁeld is initialized in the same way. Periodic boundary conditions
are used at the four ends of the computational domain. Depending
on the color gradient, the parameters Ar = Ab are obtained from
Eqs. 36 or 37 and by using the surface tension σani or σiso, and the
other three parameters ρr, γ, and ω.
A total of 674 simulations were selected to study how the various
parameters in the current model inﬂuence the accuracy of the results.
This is the number of all the possible combinations of input parame-
ters, i.e. 674 = 4× 7× 2× 3× 3× 1+ 4× 7× 2× 3× 1× 1. Tables 4
and 5 summarize these combinations.
Color gradient σani = σiso R ρr γ β
FI 10
−2 20 0.2 1 0.99
FII 10








Table 4: Some combinations of parameters for the steady bubble
simulations.
Color gradient σani = σiso R ρr γ β
FI 10










Table 5: Some combinations of parameters for the steady bubble
simulations.
Below, the superscript i indicates a quantity obtained at the end





the relative error, as a percentage, between the surface tension σani
and σiLaplace, with σani as a reference when the simulation is per-
formed with the anisotropic color gradient FI . Similarly, when the
simulation is performed with the isotropic color gradients FII , FIII ,
or FIV , the relative error is denoted EiII , E
i
III , or E
i
IV , but with σiso
used as reference.
For a density ratio γ = 1, Fig. 3 shows the relative error as a
function of the surface tension resulting from the various simulations
listed in Table 4. In the same way, Figs. 4 and 5 show the relative
errors for γ = 100 and γ = 1000 respectively. For a clear reading of
the results presented in these ﬁgures, the plot convention must be
explained : The axes are on a log-log scale. From left to right, they
show the results obtained from the second order anisotropic gradient,
second order isotropic gradient, fourth order isotropic gradient, and
sixth order isotropic gradient. On each of these plots, there are four
lines, each of them corresponding to a “linear best ﬁt” obtained from
the simulation results of a particular color gradient. This allows a bet-
ter appreciation and comparison of the general behavior of the error
as a function of surface tension for each of the four color gradients.
The ﬁgures can be more easily understood when they are represented
in color (available online), because the “best ﬁt lines” are the same
color as the points they ﬁt. The line style speciﬁers used to associate
the best ﬁt lines with the color gradient are shown in Fig. 2.
The results displayed in Fig. 3 merit a few comments. First, for γ =
1, the gradient FI leads to accurate and valid results only for a high
surface tension. When low surface tensions are simulated, the gradient
approximation FI yields inaccuracy, represented by a non circular
bubble at steady state. Further details of this behavior are given in
the next subsection. In general, all isotropic gradient discretizations
lead to more accurate results than the anisotropic gradient over all
the surface tensions in the spectrum that were simulated, i.e. O(10−2)
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6th order isotropic gradient
Figure 3: (Color online) Steady bubble : relative error with the Laplace surface tension as a function of surface tension (γ = 1 and β = 0.99).
to O(10−8). Surprisingly, with the second order isotropic gradient, the
results are more accurate, on average, than with the fourth and sixth
order isotropic gradients. This strange behavior is found in the error
for the surface tension plot only (Fig. 3), and not in the spurious
currents plot (Fig. 9). It is important to keep in mind the way the
inside pressure and outside pressure of the bubble are measured. The
way to do this is heuristic (Eq. 44), which may have something to
do with the observed behavior. We can only have full conﬁdence in
the surface tension errors when we look at the results on average, i.e.
by looking at the overall trend of all 674 simulations. The tendency
clearly shows improvement for the surface tension with an isotropic
color gradient versus the original anisotropic discretization. Also note
that the results for the spurious currents are more reliable, because
their measurement is not heuristic, and this conﬁrms the same trend
in behavior. Nevertheless, we would have expected that the higher
order gradients would always perform better than the lower order
gradients. However, gradient-order eﬀects are expected to be much
more signiﬁcant as the grid is reﬁned, and better results could be
expected on a ﬁne grid with a higher order gradient. At least it can
be said that the lower the surface tension, the better the precision
(less scatter) with the higher order gradients. Results for the fourth
and sixth order isotropic gradients are practically the same, with an
error that is always less than 1%.
For γ = 100 in Fig. 4, the second order anisotropic gradient still
leads to the worst results on average. An important fact to note is
that, when increasing the density ratio to O(100), the two second
order gradient discretizations, both the isotropic and anisotropic, be-
have in the same way when the surface tension is low, i.e. the results
are less accurate, or are inaccurate. This again can be explained by
the deformation of the bubble shape. For the fourth order and sixth
order isotropic gradients, the results are still similar, but the sixth
order gradient starts to produce more accurate results in the low sur-
face tension regime. This diﬀerence increases when the density ratio
climbs to O(1000). We need to point out that 10 of the simulations
with γ = 100 were unstable in the O(10−2) surface tension regime,
and that this instability aﬀects all four color gradients. To avoid dis-
torting the pattern of the best ﬁt lines, all simulations with σ = 10−2
have been removed from Fig. 4.
For γ = 1000 in Fig. 5 and for the O(10−2) and O(10−3) surface
tension regimes, 29 simulations among the four color gradients were
unstable. As a result, all the simulations with σ = 10−2 and σ = 10−3
have been removed from Fig. 5. Overall, these simulations were uns-
table because the incompressible limit of the LBM was not respected.
The spurious currents were too high and pulled in a high, non physi-
cal Mach number, which renders the simulation unstable. The results
obtained for the two second order gradients were shown to be very si-
milar to those of the previous case with γ = 100. These two gradients
lacked suﬃcient isotropy to accurately simulate a low surface tension
with a large density ratio. Looking at Fig. 5 for σ = 10−4, it can
be seen that the results are practically the same for all the isotropic
gradients, and, as surface tension decreases, the higher order isotro-
pic gradient always performs better than the second order isotropic
gradient. With these model parameters, it also appears that the iso-






















































































6th order isotropic gradient
Figure 4: (Color online) Steady bubble : relative error with the Laplace surface tension as a function of surface tension (γ = 100 and
β = 0.99).
to simulate the steady bubble accurately when the surface tension is
very low, O(10−7) or O(10−8), as, at this limit, the error was found
to be high for some simulations. Nevertheless, we can note that the
sixth order isotropic gradient performs better than the fourth order
one for a low surface tension.
To be able to accurately simulate very low surface tension with a
large density ratio such as O(1000), we can adjust the thickness of the
interface to reduce the errors of the gradient discretization. By chan-
ging the parameter β from 0.99 to 0.7, the thickness of the interface
increases slightly and the results become much more accurate. We
can see from the simulation results of Table 5 shown in Fig. 6 that,
for a density ratio of O(1000) and for surface tensions from O(10−8)
to O(10−4), the error with the Laplace surface tension is almost al-
ways less than 1% when the fourth or sixth order isotropic gradients
are used. It might be possible, if the problem is well posed and not
subject to numerical round-oﬀ error accumulation, to accurately si-
mulate even lower surface tension, but this has not been tested. Also,
it might be possible to use a higher value than 0.7 for β to achieve
similar accuracy ; however, this has not been tested either. Moreover,
we note that the outcome of the two second order gradients, both
isotropic and anisotropic, is unsatisfactory.
Overall, the above results can be summarized as follows. As the sur-
face tension decreases, the error becomes smaller with an increase in
the interface thickness and in the isotropy of the color gradient. This
behavior becomes increasingly strong as the ratio of the density of the
two ﬂuids increases. In short, the interface thickness and the isotropy
of the color gradient are two key factors required to accurately simu-
late large density ratios for a wide range of surface tensions. We must
be careful to select an interface thickness that is not too large, be-
cause the numerical position of the interface may diﬀer greatly from
the true physical one.
3.2 Steady bubble : Bubble deformation
In this subsection, four numerical simulations illustrate the reason
why large errors are found when the second order isotropic or aniso-
tropic color gradients are used with a low surface tension. In these
simulations, the surface tension is set to 10−6, also ρr = 1, R = 30,
β = 0.99, and γ = 10. For each of the four color gradients, a snapshot
of the color ﬁeld ψ at steady state is shown in Fig. 7. The error with
the Laplace surface tension obtained at steady state and the number
of time steps needed to reach steady state are also listed in Table 6.
FI FII FIII FIV
EX (%) 24.31 1.639 0.207 0.239
tend 190000 1808000 1096000 1028000
Table 6: Surface tension errors and time step number at steady state.
Looking at Fig. 7, it seems clear that the errors from Table 6 are
mainly due to bubble deformation. The results obtained with the
second order isotropic gradient are better than the diamond shaped
bubble obtained with the second order anisotropic gradient. Note
that the accuracy and the bubble shape obtained at steady state are
much better with the higher order isotropic color gradient for this
case. Since the bubble is deformed signiﬁcantly with FII and γ is






























































































6th order isotropic gradient
Figure 5: (Color online) Steady bubble : relative error with the Laplace surface tension as a function of surface tension (γ = 1000 and
β = 0.99).
is not suﬃcient to produce accurate results for a low surface tension
and a high density ratio.
When the surface tension is low, the eﬀect of the gradient discre-
tization errors may be of the same order as the eﬀect of the cohesive
force between the molecules, which is introduced by the perturbation
operator to minimize the contact area between the two ﬂuids. Note
that more mass is added in the direction normal to the interface when
perturbation is high. When the discretization errors generated by the
gradient anisotropy are too large, the cohesive forces may not be able
to maintain a minimal contact area. In other words, when using high
order isotropic discretization, the eﬀects of the errors arising from
anisotropic discretization are probably less than the eﬀects of the
forces of cohesion, or at least not high enough to signiﬁcantly deform
the bubble. Similarly, when perturbation is low, the mass added in
the direction normal to the interface cannot counter the eﬀect of the
accumulation of directionally biased discretization errors. This rea-
soning may explain, at least in part, the bubble deformation at low
surface tension, along with the poor accuracy.
Spurious currents constitute another factor that needs to be taken
into account, as they may also deform the bubble, although the aniso-
tropic discretization error is probably the main cause of inaccuracy.
The interface deformation may not be occurring primarily because
of the eﬀect of the velocity u in the equilibrium distribution of the
single phase collision operator, but rather because of the anisotro-
pic forces, caused by anisotropic discretization, that are present in
the perturbation and recoloring operator. It is thought that this is
the main problem, because, with a higher order isotropic color gra-
dient, the approximation of the color gradient is better and the bubble
deformation disappears. Spurious currents could also come from an
anisotropic discretization of the Boltzmann equation. Therefore, spu-
rious currents seem to be a problem caused by anisotropy. Naturally,
spurious currents are extremely important to numerical stability, as
higher ones directly increase the Mach number in a non physical way.
From this perspective, we can understand why high order isotropic
color gradients are better at simulating ﬂuids with a low surface ten-
sion.
Generally, the fourth order isotropic color gradient will be a better
choice, for two reasons. The ﬁrst is obvious : the bubble shape and
accuracy at steady state are usually better. The second is less so :
the bubble deformation with FII happens very slowly, and therefore
causes the simulation to reach steady state with many more time steps
than with the fourth order isotropic gradient FIII (Table 6). Even
though FIII costs more to calculate than FII , because some neighbors
of neighbors are involved in calculating FIII , the total simulation time
is usually less with FIII , owing to the smaller number of time steps
needed to reach steady state (almost half, in this case).
3.3 Steady bubble : Spurious currents
First, we illustrate the problem of spurious currents with four nu-
merical simulations. The surface tension, σ, is set to 10−2, also ρr =
1, R = 30, β = 0.99, and γ = 10. For each of the four color gradients,
a snapshot of the velocity magnitude ﬁeld at steady state is shown
in Fig. 8. (Color is available online, and is needed to fully appreciate
these snapshots.) For each of the four plots, the velocity magnitude
is scaled using the maximum velocity over the computational domain
that was obtained at steady state from the simulation performed with
the sixth order isotropic gradient. This makes it easier to compare the
color gradients in terms of the magnitude of the spurious currents.














































































6th order isotropic gradient
Figure 6: (Color online) Steady bubble : relative error with the Laplace surface tension as a function of surface tension (γ = 1000 and
β = 0.7).
illustrate a velocity less than the maximum obtained with the sixth
order isotropic gradient, the ﬁrst color of the spectrum goes from
white to green to represent a velocity ratio from 0 to 1. If the velo-
city ratio is greater than 1, then a second color spectrum is used that
goes from white, to yellow, to red, to black, where black represents the
magnitude of the maximum velocity of the current simulation. The
bubble shape is also plotted over the velocity magnitude ﬁeld. An im-
portant feature of the bubble shape, because surface tension is high,
is that it is circular at steady state for all gradient discretizations.
Looking at the color bar in Figs. 8a and 8b, we can see that the
spurious currents are reduced by one order of magnitude (≈ 18/1.8)
when the second order isotropic gradient is used instead of the second
order anisotropic gradient. This result is very similar to the ﬁndings
of [37, 34] with the FE and SC methods. As did Halliday et al. in [10],
we found that the spurious currents are strongest at the interface.
It is also important to note that a signiﬁcant, but not very large,
reduction in the spurious currents is achieved using the fourth order
isotropic gradient instead of the second order isotropic gradient. Bet-
ween the fourth and sixth order gradient, there is almost no reduction
in spurious currents. It seems, therefore, that the fourth order isotro-
pic gradient is worth the cost for these cases versus the second order
isotropic gradient. Here, the sixth order isotropic gradient has not
been shown to be worth applying when its results are compared with
those obtained with the fourth order isotropic gradient.
Figs. 9, 10, and 11 show the maximum velocity magnitude at steady
state as a function of the surface tension in the same way as the
relative error is shown as a function of the surface tension in Figs. 3,
4, and 5. Again, these plots are drawn using the simulation results
obtained with the various input parameters in Table 4, which provides
a much better overview of the spurious currents as a function of the
model parameters.
From Fig. 9, we can note that, for γ = 1, the intensity of the spu-
rious currents is linearly proportional to the surface tension. This sug-
gests that the perturbation operator (Eq. 16) introduces anisotropic
forces, since the importance of this operator is also linearly dependent
on the surface tension. Perhaps a perturbation operator that would
distribute the tension forces in a more isotropic way would greatly
reduce the spurious currents. In other words, perhaps the whole per-
turbation operator is not highly isotropic, despite the fact that the
discretization of the color gradient is highly isotropic. This is reminis-
cent of the idea of Dupin et al. [4], who adjusted the surface tension
diﬀerently, depending on the direction of the lattice, in order to re-
duce the spurious currents. These currents are probably linked to the
anisotropy problem at diﬀerent steps of the numerical scheme. Ho-
wever, it is encouraging to see that, as the gradient approximation
becomes more isotropic, the spurious currents are reduced. This is in
agreement with the work of Ref. [33].
The results of γ = 100 in Fig. 10 reveal that the spurious currents
are stronter than with γ = 1. We conclude from this that an important
factor inﬂuencing these currents is the density ratio. Their intensity
is also roughly a linear function of the surface tension. We note that,
on average and when the surface tension is low, the second order
isotropic gradient does not seem capable of reducing the spurious
currents. It is important to remember that the error associated with
the Laplace surface tension was also high in this regime, and so was
the deformation of the bubbles. This may aﬀect the spurious currents.
The fourth and sixth order isotropic gradients have almost the same
behavior and produce smaller spurious currents than the second order
gradients, which make them more accurate with respect to spurious
currents than the other gradients.
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(a) Anisotropic 2nd order gradient ~FI
















(b) Isotropic 2nd order gradient ~FII

















(c) Isotropic 4th order gradient ~FIII


















(d) Isotropic 6th order gradient ~FIV
Figure 8: (Color online) Spurious currents at steady state obtained from diﬀerent color gradient (γ = 10).
For γ = 1000, the ﬁgures are very similar to the case with γ = 100.
By increasing the density ratio, the spurious currents increase, but,
this time, the sixth order isotropic gradient reduces them signiﬁcantly
compared to the fourth order isotropic gradient. As for the ﬁgures that
show the errors with the Laplace surface tension, the spurious currents
indicate that the isotropy of the color gradient is an important factor
inﬂuencing accuracy.
The simulation results in Table 5 show that the eﬀect of the in-
terface thickness does inﬂuence the spurious currents in a signiﬁcant
way. Those for γ = 1000 and β = 0.7 are shown in Fig. 12. The spu-
rious currents can be reduced by as much as two orders of magnitude
by choosing β = 0.7 instead of β = 0.99, and even more when the in-
terface thickness is further decreased. Two alternatives are proposed
for reducing the spurious currents : increase the isotropy of the color
gradient discretization, or increase the interface thickness to reduce
the gradient discretization errors.
3.4 Steady bubble : Very high density ratio
To test the stability limit and accuracy of the model, a ﬁnal simula-
tion with a very high density ratio between the ﬂuids was performed
(γ = 10000) using the fourth order isotropic color gradient. For this
simulation, the input parameters and the results are summarized in
Table 7. The accuracy of the result is very good with a 0.507% er-
Color gradient γ ρr R β σiso EIII (%)
FIII 10000 1 30 0.99 10
−5 0.507
Table 7: Input parameters and the error obtained with the La-
place surface tension for a very high density ratio steady bubble
(γ = 10000).
ror at steady state between the Laplace surface tension (Eq. 43) and
the surface tension set using the model parameters (Eq. 37). To fully
appreciate the numerical steady state solution, there is a plot of the
density proﬁle at x = 64 for each ﬂuid in Figs. 13a and 13b. These
density proﬁles show that the interface is fairly clean and sharp, with a
thickness of about 5-6 lattice units. The results obtained are excellent
for such an extreme case. Moreover, the bubble shape at steady state
is circular, as illustrated in Fig. 13c. With this model and for the
steady bubble case, we can conclude that the fourth order isotropic























































































































6th order isotropic gradient
Figure 9: (Color online) Maximum velocity magnitude as a function of the surface tension resulting from the various simulations
of the steady bubble (γ = 1 and β = 0.99).
4 Conclusion
In this study, we showed that the isotropy of the color gradient
is crucial to RK-type lattice Boltzmann schemes for the solution of
two-phase ﬂow problems. The simulations revealed that, when the
isotropy of the color gradient is poor, the surface tension result is not
reliable. For a steady bubble problem, we showed that isotropic color
gradients up to second order in space are not suﬃcient to treat low
surface tension (bubble deformation), with an average density varia-
tion of O(10). However, the isotropic color gradients of the fourth
and sixth order make it possible to accurately simulate density ratios
as high as O(1000), depending on the surface tension. To be able to
accurately simulate very low surface tension with a O(1000) density
ratio, the interface thickness must also be carefully selected, and our
investigation here indicates that it is possible to simulate two-phase
air-to-water density ratio with the LB color gradient method. In such
a case, an isotropic gradient of higher order (fourth or sixth) capable
of handling a high density ratio is worth its cost. For this model,
our study also suggests that the spurious currents are mainly caused
by anisotropic forces introduced at the various stages of the numeri-
cal scheme. Overall, the isotropic color gradient reduces the spurious
currents, widens the range of applicability of the surface tension, and
allows the accurate simulation of high density ratios for Laplace’s
law. In practice, this also can be appreciated by keeping the circular
shape of a two-dimensional bubble at steady state. Finally, we believe
that the advantages of isotropic color gradients can be extended to
all RK-type schemes.
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6th order isotropic gradient
Figure 12: (Color online) Maximum velocity magnitude as a function of the surface tension resulting from the various simulations of
the steady bubble (γ = 1000 and β = 0.7).







(a) Anisotropic 2ndorder gradient ~FI







(b) Isotropic 2ndorder gradient ~FII







(c) Isotropic 4thorder gradient ~FIII







(d) Isotropic 6thorder gradient ~FIV
Figure 7: Bubble shape at steady state for diﬀerent
color gradients (γ = 10).










(a) Density proﬁle ρr at x = 64.












(b) Density proﬁle ρb at x = 64.







(c) Color ﬁeld ψ at steady state.
Figure 13: Steady state results for the very high density ratio steady
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Abstract
Lattice Boltzmann models for simulating multiphase ﬂows are re-
latively new, and much work remains to be done to demonstrate their
ability to solve fundamental test cases before they are considered for
engineering problems. From this perspective, a hydrodynamic lattice
Boltzmann model for simulating immiscible multiphase ﬂows with
high density and high viscosity ratios, up to O(1000) and O(100)
respectively, is presented and validated against analytical solutions.
The method is based on a two phase ﬂow model with operators ex-
tended to handle N immiscible ﬂuids. The current approach is O(N)
in computational complexity for the number of diﬀerent gradient ap-
proximations. This is a major improvement, considering the O(N2)
complexity found in most works. A sequence of systematic and essen-
tial tests have been conducted to establish milestones that need to be
met by the proposed approach (as well as by other methods). First,
the method is validated qualitatively by demonstrating its ability to
address the spinodal decomposition of immiscible ﬂuids. Second, the
model is quantitatively veriﬁed for the case of multilayered planar in-
terfaces. Third, the multiphase Laplace law is studied for the case of
three ﬂuids. Fourth, a quality index is developed for the three-phase
Laplace-Young’s law, which concerns the position of the interfaces
between the ﬂuids resulting from the diﬀerent surface tensions. The
current model is compatible with the analytical solution, and is shown
to be ﬁrst order accurate in terms of this quality index. Finally, the
multilayered Couette’s ﬂow is studied. In this study, numerical results
can recover the analytical solutions for all the selected test cases, as
long as unit density ratios are considered. For high density and high
viscosity ratios, the analytical solution is recovered for all tests, ex-
cept that of the multilayered Couette’s ﬂow. Numerical results and a
discussion are presented for this unsuccessful test case. It is believed
that other LB models may have the same problem in addressing the
simulation of multiphase ﬂows with variable density ratios.
1 Introduction
Two decades ago, the lattice Boltzmann (LB) model for simulating
immiscible ﬂuids was derived from the cellular automata model [36].
Shortly after that, Gunstensen and Rothman [17] adapted the idea of
Rothman and Keller (RK) [36], and created an LB model for immis-
cible two phase ﬂows. This type of model (RK) uses color gradients
to separate and model the interaction at the interface of the ﬂuids.
Another idea for simulating immiscible ﬂuids was developed by Shan
and Chen [39] (SC), which consisted of introducing an eﬀective mass
function to simulate the interaction between the ﬂuids. A third me-
thod was presented by Swift et al. [41], where collision rules are chosen
to ensure that the system evolves towards the minimum of an input
free energy (FE) functional. A fourth method, the mean-ﬁeld (MF)
method, simulate interparticle attraction in the same way as the Cou-
lomb interaction is treated in the Vlasov equation [21]. Finally, the
ﬁeld mediator (FM) methods use null mass particles, the only role
of which is to invert the momentum of lattice particles in the transi-
tion layer to segregate ﬂuids of diﬀerent colors [37]. Each of these ﬁve
models, RK [17,36], SC [39], FE [41], MF [21], and FM [37], belongs
to one class of LB model for simulating immiscible two phase ﬂows.
It is worth noting that this classiﬁcation is not universal, and that
there are other methods, not discussed in this work, which may not
be classiﬁed among those mentioned above. Recent work by Bao and
Schaefer [3] allowed multiphase and multicomponent ﬂow with high
density ratios using the SC approach. A recent and more complete
literature review is presented by Gokaltun and McDaniel [14] on LB
modeling designed to simulate ﬂow with both high density and high
viscosity ratios.
In this work, an RK type LB model based on the Reis and Phillips
[35] approach is studied. Grunau et al. [15] have removed some of the
limitations of the original RK model of Gunstensen and Rothman [17]
by introducing variable density and viscosity ratios. However, the
Grunau et al. model can only simulate very low density or viscosity
ratios. A major improvement was the redeﬁnition of the recoloring
operator, which is incorporated into the model to segregate the ﬂuids.
D’Ortona et al. [9] reported that spurious currents were signiﬁcantly
reduced with the new recoloring operator. Later, Latva-Kokko and
Rothman [26] modiﬁed D’Ortona et al.’s recoloring operator to avoid
a negative probability distribution. The new recoloring operator also
substantially reduced the “lattice pinning” problem [26]. Recently,
Reis and Phillips [35] made an important contribution to the RK
model, which was to adapt the model of Grunau et al. [15] for the
popular D2Q9 lattice. Most importantly, they managed to construct a
perturbation operator which introduces the surface tension in a way
that is compatible, within the macroscopic limit, with the form of
the capillary stress tensor. For some test cases, their model is able to
simulate higher density ratios than previous RK models, even when
neither the recoloring operator of D’Ortona et al. [9] nor that of Latva-
Kokko and Rothman [26] is used. More recently, Leclaire et al. [29]
have adapted the recoloring operator of Latva-Kokko and Rothman to
the Reis and Phillips [35] model. Doing so has substantially increased
the density ratio between the ﬂuids for several test cases, and the
noise in the model has been reduced in such a way that numerical
steady state solutions have become possible. In addition, Leclaire et
al. [28] showed that, by using an isotropic gradient discretization for
the color gradient, it is possible to accurately simulate Laplace’s law
with density ratios as high as 10000. Moreover, the spurious currents
are signiﬁcantly reduced and accurate simulations with a very low
surface tension are possible. With these latter results, the accuracy
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and range of the model parameters have been greatly improved in the
RK model.
Still, in the lattice Boltzmann RK model, much less attention has
been paid to the simulation of multiphase ﬂows with three or more
ﬂuids. The ﬁrst study on this topic was presented in the Ph.D. thesis
of Gunstensen [16]. His model has limitations, however, because the
method for extending the two-phase model to its three-phase coun-
terpart cannot be generalized, nor is it obvious how it could be gene-
ralized to N-phase ﬂows. The approach works well for three phases,
but only because there are only three ﬂuid-ﬂuid interfaces, which is
equal to the number of ﬂuids. Because this model was introduced
almost 20 years ago, it does not contain any of the improvements
subsequently made to the RK model. Another RK-based model for
simulating multicomponent ﬂows is that of Dupin et al. [10]. By deﬁ-
ning a color gradient for each of the ﬂuid-ﬂuid interfaces, they avoided
the problem that someone may encountered when attempting to ge-
neralize to N-phase the Gunstensen model [16]. A similar alternative
was oﬀered by Halliday et al. [18], in which a possible generalization
of the recoloring operator is presented for N phases. A more recent
version, similar to the Halliday et al. model, is described by Spencer
et al. [40]. Unfortunately, none of these multiphase models was built
to simulate variable density ratios. In this paper, we introduce a mo-
del that does do so, by consolidating the applicability and advantages
of two-phase ﬂows into an N -phase ﬂow model.
In order to improve the model’s ability to simulate high density
ratios, we incorporated high-order isotropic gradient discretization
for the color gradient computed at each time step. As previously
shown [28], this kind of discretization increases the accuracy of the
model [28]. Because of the cost associated with gradient computing,
this model is designed to reduce, as much as possible, the number
of diﬀerent gradient approximations to be calculated. As stated by
Halliday et al. [18], gradient calculation is a source of a signiﬁcant
computational overhead, to the point where these authors decided to
consider local gradient approximation when the interface curvature is
small. The basis of this approach allows us to consider generalization
to N-phase ﬂows, with the number of diﬀerent gradient approxima-
tions O(N) in computational complexity, i.e. neighbor information is
needed only with O(N) complexity. This is a clear improvement over
most models, which are O(N2) in complexity [18, 40].
In a previous RK model [10], the computational complexity was
shown to be reduced from O(N2) to O(≈ 5) by neglecting the eﬀect
of some ﬂuids. This procedure could also be applied here to obtain
similar results. However, if all the ﬂuid interactions must be taken
into account, then O(N) complexity is preferable to O(N2).
This paper is organized in two major sections. First, the LB model
for N immiscible ﬂuids is presented. Novel numerical details of the
model requirements are given and discussed throughout this work.
Then, various numerical simulations for multiphase ﬂows are intro-
duced, performed, and analyzed. When possible, the results are com-
pared with the available analytical solutions for multiphase ﬂows.
This new multiphase RK model is able to simulate large density and
viscosity ratios, up to O(1000) and O(100) respectively, for all but
one of the selected test cases. The unsuccessful test case for variable
density ratios is the multilayered Couette’s ﬂow. Numerical results
and an investigation are presented for this test case in section (3.5).
2 Lattice Boltzmann immiscible multi-
phase model
The current LB approach follows the two-phase model of Reis and
Phillips [35], along with the improvements presented by Leclaire et
al. [28,29] for the recoloring operator and the color gradient. For this
2D LB model, conceptually, there are N sets of distribution functions,
one for each ﬂuid, moving on a D2Q9 lattice with the velocity vectors
ci. We say conceptually, because, in reality, only the color-blind set of
distribution functions is needed (see section (4) for technical details).
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The distribution functions for a ﬂuid of color k (e.g. k = r for




Nki (x, t) is used for the color-blind distribution func-
tion. If the time step is Δt = 1, the algorithm uses the following
evolution equation :
Nki (x+ ci, t+ 1) = N
k







where the collision operator Ωki is the result of the combination of











The evolution equation is solved in four steps, as follows :
1. Single phase collision operator (BGK) :







2. Multiphase collision operator (perturbation) :







3. Multiphase collision operator (recoloring) :







4. Streaming operator :
Nki (x+ ci, t+ 1) = N
k
i (x, t∗∗∗)
2.1 Single phase collision operator
The ﬁrst sub operator, (Ωki )(1), is the standard BGK operator of
the single phase LB model, where the distribution functions are re-
laxed towards a local equilibrium, in which ωeﬀ denotes the eﬀective
relaxation factor :
(Ωki )







The details of this operator are the following. The density of the










where the superscript (e) denotes equilibrium. The total ﬂuid density
is given by ρ =
∑
k
ρk, while the total momentum is deﬁned as the














in which u is the density weighted arithmetic average velocity of the
ﬂuid. The equilibrium functions are deﬁned by [35] :
N
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These equilibrium distribution functions Nk(e)i are chosen to satisfy
the principles of conservation of mass and momentum. The weights
Wi are those of a standard D2Q9 lattice :
Wi =
⎧⎨⎩
4/9, i = 1
1/9, i = 2, 4, 6, 8




⎧⎨⎩ αk, i = 1(1 − αk)/5, i = 2, 4, 6, 8
(1 − αk)/20, i = 3, 5, 7, 9
(9)
As introduced in Ref. [15] for two-phase ﬂows, the diﬀerent density
ratios between k and l ﬂuids are γkl, and must be taken as follows to







where the superscript "0" over ρ0k indicates the initial value of ρk at
the beginning of the simulation.








In the above expressions, one of the αk represents a free parameter.
We let κ be the index of the least dense ﬂuid. Generally, we set the
value of ακ > 0, then the relation 0 < ακ ≤ αk < 1 is guaranteed
to hold for each ﬂuid k. These parameters set the sound speed cks in
each ﬂuid of color k [35].
The eﬀective relaxation parameter ωeﬀ is chosen so that the evo-
lution equation, Eq. (2), respects the macroscopic equations for a
single-phase ﬂow in the single-phase regions. When the viscosities of
the ﬂuids are diﬀerent, an interpolation is applied to deﬁne the pa-
rameter ωeﬀ at the interface. For ﬂows with more than two phases,
it is easier to consider only a simple interpolation, which is diﬀerent
from the quadratic-type interpolation from the basic two phase ﬂow
model [15, 35]. It is very important to note that ωeﬀ must be the
same for each ﬂuid, since, without it, the amount of computer me-
mory required for this model is much larger. If ωeﬀ is not the same
for each ﬂuid color, the distribution functions of each ﬂuid color will
need to be kept in the computer memory, instead of only the color
blind distribution functions as it is explained in section (4).
In this paper, we deﬁne the bar functional as the density weighted
q-average. For example, for a variable Xk deﬁned for each ﬂuid k, the



















, q = 0
(12)
If νk is the kinematic viscosity of the ﬂuid k, then, depending on the










The choice to deﬁne ωeﬀ in this way is not the only option, and,
since the accuracy of the model seems to greatly depend on that
choice, diﬀerent choices for ωeﬀ are investigated in this study, namely
the q-average with q = −1, 0, 1 and 2 .
As will be discussed further in sections (3.2) and (3.5) concerning
the multilayered planar interface and the multilayered Couette’s ﬂow,
none of the eﬀective relaxation parameters ωeﬀ studied here seems to
be the perfect candidate in all circumstances. Nevertheless, from these
two test cases, we suggest that q = −1 is the best choice when simu-
lating unit density ratios, while q = 1 appears to be a better choice
when non unit density ratios are treated. We note that depending on
what is important, e.g. surface tension or velocity, other alternatives
for q could lead to better results. In the work of Refs. [10, 42, 43],
when three or more phases are simulated, q = 1 is used.
2.2 Perturbation operator
In the RK model, surface tension is modeled by means of the per-
turbation operator [17,19,35]. First, to introduce the surface tension
into this model, a "color" gradient 	F that approximates the interface
normal needs to be deﬁned for each of the ﬂuid-ﬂuid interfaces.
The ﬁrst possibility that may be considered is the natural extension
for N phases of the color gradient present in the basic two phase
model [28] :
	Fnaturalkl = 	∇(ρk − ρl) (14)
According to this form, the number of diﬀerent gradient approxima-
tions is O(N2) in complexity, because one gradient approximation for
each interface needs to be computed at each lattice site. This follows
from the number of possible interfaces in a N -phase ﬂow, which is
equal to N(N − 1)/2. Instead of applying the gradient operator to
the density diﬀerence, it is also possible to distribute the gradient
operator to each ﬂuid density, in order to obtain :
	Fnaturalkl = 	∇ρk − 	∇ρl (15)
Clearly, the number of diﬀerent gradient approximations is now O(N)
in complexity. Only one gradient approximation for each phase needs
to be computed at each lattice site. Note that, in this particular
case, the two color gradients in Eqs. (14) and (15) are analyti-
cally/numerically equivalent.
Unfortunately, the color gradient in Eq. (15) leads to non phy-
sical results when three or more phases are simulated. In fact, in
section (3.3.1), it is shown that this natural extension leads to a non
physical mass ﬂow along the direction tangential to the interfaces.
Another possible color gradient or phase ﬁeld gradient is the one








Once more, this color gradient is O(N2) in complexity for the number
of diﬀerent gradient approximations. It is again possible to distribute
the gradient operator to obtain a color gradient that is O(N) in com-
plexity :
	F phasekl = 2
ρl	∇ρk − ρk 	∇ρl
(ρk + ρl)2
(17)
It is important to note that this time the two gradients in Eqs. (16)
and (17) are not numerically equal, because the discrete gradient ope-
rator is a linear combination of stencil values, while the color gradient
	F phasekl in Eq. (17) is not a linear combination of the density gradients.
Therefore, the results that would be obtained in a simulation using
Eq. (16) will not be the same as with Eq. (17). It should be noted
that the color gradient 	F phasekl is undeﬁned when both ﬂuids ρk and
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ρl are absent. This situation arises when three or more phases occur.
This phase ﬁeld gradient is clearly suited to two-phase ﬂows, but will
be prone to numerical instability and inaccuracy when three or more
phases occur.
For this model, we found only one color gradient O(N) in com-
plexity that leads to physical results and not prone to numerical in-
stability. Based on the Allen-Cahn system [11], the color gradient in

















It is interesting to note that the color gradient in Eq. (18) from
the Allen-Cahn system is very similar to the phase ﬁeld gradient
in Eq. (17). In fact, it can be shown that for two-phase ﬂows these
two gradients are exactly the same, except that the color gradient
F phasekl is twice the length of Fkl. Therefore, we can conclude that the
gradient Fkl is a more rigorous generalization for N -phase ﬂows than
F phasekl , because Fkl is a vector function that is always deﬁned.
In order not to neglect any ﬂuid interaction, O(N) complexity is
preferable when the number of phases is growing. Therefore, the way
the algorithm is implemented is very important. Speciﬁcally, if N dif-
ferent gradient approximations need to be computed with the same
stencils for every lattice site, this can be achieved very quickly using
convolution products and storing them in computer memory for fu-
ture use [27]. This is an important point we are making in this paper,
and one that becomes increasingly important as the order of the gra-
dient discretization grows. Also, high-order gradient discretization is
preferred in some cases, in order to accurately simulate high density
ratios with this type of model [28]. In this work, an eighth order iso-
tropic discrete gradient operator is used for the gradient of the density
fraction ρk/ρ of each ﬂuid. More details about this isotropic discrete
gradient operator are given in section (2.4).
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where η1 = 106 is a threshold and the function Ckl is a concentration
factor that limits the activation of the surface tension at the k-l in-
terface only where both the k and l ﬂuids are present. The accuracy
of the model depends on the choice of η1, but its eﬀect appears to be
very small for a very wide range of values. To our knowledge, this is
the ﬁrst time that the concentration factor in Eq. (21) has been used.
There are other concentration factors in the literature, in the work of
Dupin et al. [10], for example :
Ckl = 1−
∣∣∣∣ρk − ρlρk + ρl
∣∣∣∣ (22)
Again, it can be noted that, for three or more phases, this concentra-
tion factor can be undeﬁned over some regions of the computational
domain.
Reis and Phillips [35] have shown that the perturbation opera-
tor complies, within the macroscopic limit, with the capillary stress
tensor present in the macroscopic equations for two-phase ﬂows. It
handles the coupling between the two ﬂuids, with the space- and
time-dependent parameters Akl chosen to model the surface tension
between the k-l ﬂuid interface. Although this operator generates the
surface tension, it does not guarantee the ﬂuid’s immiscibility. To mi-
nimize the mixing and segregate the ﬂuids, the recoloring operator
(Ωki )
(3) needs to be properly selected.
2.3 Recoloring operator
This last operator is used to maximize the amount of ﬂuid of color k
at the interface that is sent to the k ﬂuid region, while respecting the
conservation of mass and total momentum. The recoloring operator
presented here is a combination of the essential ideas from Latva-














i (ρ, 0, α|q=1) (23)
where βkl is a parameter controlling the thickness of the k-l inter-
face [26]. The variable ϕkli corresponds to the angle between the color
gradient Fkl and the lattice direction vector ci. The equilibrium dis-
tributions of the color-blind ﬂuid N (e)i in Eq. (23) are evaluated using
Eq. (7), a zero velocity, and the respective value of α|q=1. It should
be noted that, for i = 1, there is a division by 0. In such a case, the
numerator is also 0, and we release the indetermination by setting the
whole term equal to 0 to respect mass conservation. Also, the para-
meter βkl must be between 0 and 1 to ensure, at least for a two-ﬂuid
interface, that the distribution functions remain positive [26]. When
three or more ﬂuids are present at an interface, it is not clear whether
or not the distribution functions will remain positive, but the current
numerical results seem to indicate that the numerical evolution of
the solution is stable with 0 ≤ βkl ≤ 1. Moreover, it should also be
noted that βkl = βlk, in order to guarantee mass and momentum
conservation.
2.4 Isotropic discrete gradient operator
In this work, an eighth order isotropic discrete gradient operator is
used. This kind of gradient operator was generalized by Sbragaglia et
al. for 2D and 3D higher order isotropic operators [38]. In Ref. [28], it
is shown that this type of discretization enhances the accuracy of the
RK model signiﬁcantly. The eighth order isotropic gradient operator
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ξ = [0, 960, 448, 960, 448, 960, 448, 960, 448, 84,
32, 1, 32, 84, 32, 1, 32, 84, 32, 1, 32, 84, 32, 1, 32]/5040
dx = [0, 0, 1, 1, 1, 0,−1,−1,−1, 0, 1, 2, 2, 2, 2, 2, 1,
0,−1,−2,−2,−2,−2,−2,−1]
dy = [0, 1, 1, 0,−1,−1,−1, 0, 1, 2, 2, 2, 1, 0,−1,−2,
−2,−2,−2,−2,−1, 0, 1, 2, 2]
(25)
Note that the previous operator assumes a unit lattice spacing in the
”x” and ”y” directions.
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2.5 Setting the surface tension
Following a theoretical development by Reis and Phillips [35] and
his predecessors [19], it is possible to predict the surface tension bet-
ween the two ﬂuids using only the basic parameters of the model.
As in Refs. [29, 35], knowing the form of the expression describing
the surface tension and performing simulations on planar interfaces,
a function of the model parameters can be determined to approxi-
mately describe the surface tension across an interface. It is very
important to realize that the appropriate setting of the surface ten-
sion depends on the form of the color gradient and the discretization
of the gradient operator.
For the isotropic color gradient discretization deﬁned in Ref. [29]

















In previous studies [28,29,35], the diﬀerent values for σkl were set at
the beginning of a simulation. Then, the parameters Akl = Alk were
simulation constants calculated from the initial values of ρk, σkl and
ω. Note that when the surface tension was not zero in these studies,
the parameter ω was a constant.
For isotropic color gradients deﬁned as in Eq. (18), the surface







The main diﬀerence between Eqs. (26) and (27) is that the color
gradient in Eq. (18) is normalized by the total density. The diﬀerent
values for σkl are also set at the beginning of a simulation. However,
the values for Akl = Alk are space- and time-dependent, because, in
this study, ωeﬀ may depend on space and time. So, the value for q in
Eq. (13) is a new input parameter that needs to be properly selected
when variable viscosity ratios are simulated.
2.6 Adjustment of the interface width for static
contact angles
Figure 1: Neumann’s Triangle.
For three-phase ﬂows and when the surface tension yields a Neu-
mann triangle, as shown in Fig. (1), there is a possible equilibrium
state where static contact angles θkl will be formed between the ﬂuids.
Here, we follow the idea of Spencer et al. [40], who have found and
demonstrated theoretically that a particular relation for βkl at the
triple ﬂuid junction must be used, otherwise the angle θkl will not
be satisﬁed at steady state. This is more noticeable when one of the
angles, θkl, shown in Fig. (1), is small. The value of the angle θkl can
be found from the surface tension σkl using the law of cosines. By




β0, kl with θmax
β0 (1 + ctriple (sin(π − θmax − θkl)− 1)) , otherwise
(28)
where β0 is a constant between 0 and 1 controlling the overall thick-









is a function that also varies between 0 and 1. It should be noted that
the function ctriple is very similar to the one provided by Spencer et al.
[40]. However, in [40], the threshold η2 = 27 and the "min" function
are absent. In the setting of Spencer et al., ctriple does not really reach
unit value, and is usually less than 0.95. This cause some inaccuracy
when one of the θkl angles is small, i.e. the interface thickness ratio at
the interface is not respected. In order to obtain the correct interface
thickness ratio, ctriple = 1 must be ensured for a certain number of
sites at the triple ﬂuid function. This is why we used the free threshold
parameter η2 = 35, along with the "min" function. Therefore, the
special form of the function ctriple makes it possible to fully activate
the special relation for βkl only at the triple ﬂuid junction and for a
reasonable number of lattice sites.
It is important to mention that, when there is no Neumann triangle,
no relation for βkl is known regarding the dynamic contact angles.
The behavior of these contact angles is an active research topic in the
LB community [7, 23]. So, in this study, when there is no Neumann
triangle, we merely set each of the βkl to the same constant.
It can also be noted that, when the θkl angles are close to 60 degrees,
i.e. an equilateral Neumann triangle, the setting of all βkl to the same
value does not really aﬀect the solution, because sin(60) ≈ 0.866,
which is close to 1 [40].
Moreover, generalizing these relations is not straightforward when
more than four ﬂuids are in contact. One possibility, which is not easy
to implement, would be to use only the three ﬂuids most in evidence
at each lattice site, and compute ctriple for these three ﬂuids if there
is a Neumann triangle. Then, we could use the relation in Eq. (28) for
these three interfaces and set βkl = β0 for the other interfaces. This
would be equivalent to neglecting the eﬀect of some ﬂuids, and may
not always work well, but would yield a reasonable approximation for
some applications.
3 Numerical Simulation
In this work, the ﬁgures showing multiphase ﬂow are RGB images
















where Nx and Ny denote the number of lattice sites in the horizontal
and vertical direction.
3.1 Multiphase spinodal decomposition
Spinodal decomposition can be viewed as the physical process of
phase separation of an emulsion. Here, we study the spinodal de-
composition of an initial and random multiphase mixture. This is a
very good numerical experiment in which to test the stability of the
current LB model, and, in any case, any immiscible multicomponent
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model must pass the spinodal decomposition test. Although the re-
sults in this section are qualitative, they make it possible to test the
robustness of the numerical code and see how the various ﬂuids ag-
gregate. A quantitative study of spinodal decomposition involving an
RK model can be found in the work of Alexander et al. [2].
The setup is as follows. The computational domain is discretized
with a lattice of Nx = 64 by Ny = 64 sites. Initially, for each site
and with three ﬂuid colors available (red, green, and blue), a uniform
probability distribution is used to select a ﬂuid color. Then, the site is
ﬁlled with that ﬂuid color using zero velocity equilibrium distribution
functions. For the other ﬂuids, the site is ﬁlled with zero density
and velocity equilibrium distribution functions. The initial mixture
is depicted in Fig. (2). Periodic boundary conditions are used at the
four ends of the computational domain.
Figure 2: (Color available online) Initial mixture for the spinodal
decomposition simulation (t = 0).
Three simulations were performed : Case I with a unit density and
viscosity ratio, Case II with a high density and unit viscosity ratio,
and Case III with a high density ratio and a high viscosity ratio. The
simulation results are shown in Figures (3), (4), and (5) respecti-
vely. The results show that the algorithm is stable, and that spinodal
decomposition is eﬀectively taking place. Note that the unsteady be-
havior of the ﬂow varies greatly, depending on the density and/or
viscosity ratios. Also, with ακ = 4/9 (κ is the index of the least dense
ﬂuid) and βkl = 0.5, the properties of the other ﬂuids used are shown
in Table (1). From the discussion in section (2.6) on the adjustment
Parameters Case I Case II Case III
ρr 1 100 100
ρg 1 10 10
ρb 1 1 1
νr 1/6 1/6 1
νg 1/6 1/6 1/10
νb 1/6 1/6 1/100
σkl 10
−1 10−1 10−1
q N/A N/A 1
Table 1: Input parameters for the multiphase spinodal decomposi-
tion tests.
of the interface width for static contact angles, since βkl is the same
for every interface, the contact angles at t = 1000000 in Figures (3),
(4), and (5) are about 60 degrees. This is a quantitative behavior
that is theoretically expected. It is no surprise that the 60 degree
angle is more accurate in the case of unit density ratios than in the
other cases. In the section on the Laplace-Young law (3.4), the static
contact angles are studied quantitatively in greater detail.
(a) t = 2000 (b) t = 1000000
Figure 3: (Color available online) Spinodal decomposition with unit
density and unit viscosity ratios.
(a) t = 20000 (b) t = 1000000
Figure 4: (Color available online) Spinodal decomposition with high
density and unit viscosity ratios.
(a) t = 20000 (b) t = 1000000
Figure 5: (Color available online) Spinodal decomposition with high
density and high viscosity ratios.
3.2 Multilayered planar interfaces
The goal in this section is to test the model’s ability to accurately
simulate surface tension across diﬀerent ﬂuid interfaces. In theory,
surface tension is independent of ﬂuid viscosity. However, in this mo-
del, to set a speciﬁc surface tension between two ﬂuids by means
of Eq. (27), the ﬂuid viscosity has to be taken into account, be-
cause the relaxation factor ωeﬀ depends on it. In previous investi-
gations [28, 29, 35], the correctness of the surface tension across a
planar interface was only conducted for unit viscosity ratios and not
veriﬁed for variable viscosity ratios between the interfaces. We will
now addressed this issue, to show that the model accurately simulates
surface tension, i.e. Eq. (27) is working properly, when there are both
density and viscosity ratios across a planar interface.
The easiest way to test the multilayered planar interfaces is with
the following ﬂow conﬁguration, as shown in Fig. (6). The variable
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Figure 6: Multilayered planar interface ﬂow conﬁguration.
xk is used to note the diﬀerent interface position between the ﬂuids.
The ﬂow must be considered to be periodic in the x-axis, i.e. x0 and
xN are physically in the same ﬂuid line.
The mechanical surface tension σmec is deﬁned or studied, or both,
in Refs. [12, 17, 19, 35] for diﬀerent ﬂow conﬁgurations. Here, in the





(Pn(x)− Pt(x)) dx (31)
where Pn and Pt are the normal and tangential components of the
pressure tensor. The x-axis is a line of integration perpendicular to
the interface. By setting ϕxi as the relative angle between the x-axis








Ni (|ci| sin(ϕxi ))2
(32)
The setting of this test is described in the context of an LB simu-
lation. First, only three layers of ﬂuids, N = 3, are considered. The
red ﬂuid is on the left-hand side, the green ﬂuid is in the middle, and
the blue ﬂuid is on the right-hand side. Since the mechanical surface
tension is integrated along the x-axis and must take into account the
surface tension of each ﬂuid-ﬂuid interfaces, we can conclude that the
following relation must hold :
σmec = σrg + σgb + σbr (33)
The analytical ﬂow solution for the surface tension is 1D, therefore a
lattice containing 90×1 sites is used and is geometrically located over
the interval [x0, xN ] = [0, 89]. Each ﬂuid section is initialized with
the zero velocity equilibrium distribution functions and is 30 sites
wide. All ﬂuid layers are 30 lattice units wide. The interfaces xk are
located between the ﬂuid lattice sites. Periodic boundary conditions
are applied in all four directions. The values ακ = 4/9 (κ is the index
of the least dense ﬂuid) and βkl = 1 are used. For all multilayered





with n the time step number. This check is only performed at every
2000 time steps.
A total of 192 numerical simulations were conducted to study how
the various parameters in the current model inﬂuence the surface
ν|q σ νr νg νb ρr ρg ρb
q = −1 10−5 1/2 1/6 1/6 30 1 1
q = 0 10−3 1/6 1/100 1 1/30
q = 1 10−1
q = 2
Table 2: Some combinations of parameters for the multilayered pla-
nar interface simulations.
tension. The total number of all possible combinations of input para-
meters is 192 (4× 3× 2× 1× 2× 2× 1× 2), as summarized in Table
(2). The values for the surface tension must be of the same order, e.g.
σrg = σgb = σbr = σ, otherwise the computed value for σrg+σgb+σbr
will not represent each surface tension individually.
The initial condition for this problem can lead to instability, be-
cause the color-blind density distribution, N1, and/or the ﬂuid den-
sities ρk, are initially discontinuous. It is then preferable to initialize
the ﬂow with a more continuous function. One way of doing this is
described by Mei et al. [31], and is applied here in the context of
multiphase ﬂow. It consists in solving the model equation for a cer-
tain number of time steps with Akl = 0, while imposing u = 0 in the
equilibrium density distribution in Eq. (7). So, for the simulations
presented here, the ﬁrst 2000 time steps only serve to stabilize the
density distribution to a more continuous function.
Let us deﬁne the superscript index j corresponding to the jth si-
mulation. The error for the jth simulation is deﬁned as follows :
Ej =
∣∣∣σjrg + σjgb + σjbr − σjmec∣∣∣
σjmec
(35)
Tables (3) and (4) show the percentage error based on various
norms applied over diﬀerent simulation groups. More precisely, Table
(3) displays the error as a function of the surface tension, while Table
(4) shows the error when the following are considered : i) only unit
density and unit viscosity ratios ; ii) only non unit density and unit
viscosity ratios ; iii) only unit density and non unit viscosity ; and iv)
only non unit density and non unit viscosity ratios. The symbol 〈.〉
stands for the average.
From Table (3), it can be concluded for this simple test case that,
whatever the viscosity q-average interpolation, the higher the surface
tension, the greater is the relative accuracy of the model.
From Table (4), all the viscosity q-average interpolations seem to
lead to similar accuracy, except for one case. Indeed, when simulating
non unit density and viscosity ratios and small surface tension, the
harmonic average, i.e. with q = −1, for interpolating viscosity leads
to large inaccuracies.
For this test case, even if the accuracy is similar, we can still see
from Table (3) and (4) that q = 2 provides better results, then the
accuracy decreases as q decreases.
To conclude, a careful analysis of the results will reveal that, based
on our input parameters in Table (1), the multilayered planar inter-
face is accurately simulated with errors under 2% for density ratios
up to O(900) and viscosity ratios up to O(50) when using q = 1 or
2. Note that we used the parameter βkl = 1 here. Now, βkl can be
lowered to obtain a larger interface, which would lead to a reduction
in computational error and/or spurious current, and so improve sta-
bility. In the next two sections, we simultaneously obtain stable and
accurate simulations with high density and viscosity ratios of up to
O(1000) and O(100) respectively by lowering βkl to 0.5.
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3.3 Multiphase Laplace law
The next numerical experiment involves the evolution of a three-
phase ﬂow, where the steady state solution corresponds to a similar
setup of a Laplace law numerical experiment [28]. This test is used
to assess the ability of the model to perform an unsteady simulation,
where the qualitative behavior of the ﬂow evolution can be predic-
ted. Moreover, a ﬁnal steady state solution exists on which we can
measure and predict the ﬁnal surface tension. Note that this section
is presented primarily to show that the generalization of the model
from two phases to N phases does not break Laplace’s law.
The setup is as follows. A lattice of 128×128 sites is used with perio-
dic boundary conditions at the four ends. The computational domain
then measures 127 lattice units in both height and width. The corner
at the bottom left of the domain is located at the origin (0, 0). The
ﬂuids are initialized using the zero velocity equilibrium distribution
functions. The red ﬂuid is initialized at the following position :
(x− 63.5)2 + (y − 73.5)2 ≤ 302 and y > 73.5 (36)
(x− 63.5)2 + (y − 53.5)2 ≤ 302 and y < 53.5 (37)
The green ﬂuid is initialized at the following position :
33.5 < x < 93.5 and 53.5 < y < 73.5 (38)
The remaining lattice sites are ﬁlled with blue ﬂuid. Figure (7a) shows
the initial condition of this setup. A numerical simulation is performed
for each of the three cases, I , II, and III. The input parameters for
these simulations are presented in Table (5).
Parameters Case I Case II Case III
βkl 0.7 0.7 0.5
αb 4/9 4/9 4/9






ρb 1 1 1
νr 1/6 1/6 1
νg 1/6 1/6 1/10
νb 1/6 1/6 1/100
σrg 8e-02 8e-02 8e-02
σrb 8e-02 8e-02 8e-02
σgb 4e-01 4e-01 4e-01
q N/A N/A 1
Table 5: Input parameters for the three phase ﬂow Laplace law tests.
As described in section (3.2), the initial condition of this problem
can lead to instability. Therefore, the ﬁrst 2000 time steps are used
to stabilize that condition.
By adding the surface tension forces at the initial triple junction
point of the ﬂuids, we can see that, because the ﬂow is initially at rest
and σgb is signiﬁcantly larger than the sum of the other two surface
tension forces, the red ﬂuid will start to encircle the green ﬂuid. In
fact, it will completely surround the green ﬂuid, and the green-blue
interface will disappear. Because σrg and σrb are non zero, in the long
run, the steady state solution is a green circular bubble inside a red
circular annulus, the outside of which is surrounded by blue ﬂuid.
The numerical solution at steady state and at intermediate times is
presented in Figure (7) for case III with a high density and a high
viscosity ratio. It should be noted that case I with unit density ratio
is similar. Moreover, the qualitative behavior of the ﬂow agrees well
with the previously expected scenario.
(a) t = −2000 (b) t = 0
(c) t = 30000 (d) t = 110000
(e) t = 250000 (f) tend = 2000000
Figure 7: (Color available online) Unsteady ﬂow converging to a
steady state three phase ﬂow conﬁguration.
At steady state, if the Laplace law for two-phase ﬂow is applied
iteratively across the two interfaces r-g and r-b, we should obtain the
following result :
σrg + σrb = ΔPgrRg +ΔPrbRr (39)
where ΔPgr = Pg − Pr and ΔPrb = Pr − Pb indicate the pressure
jumps across the various ﬂuid interfaces. Also, Rg is the radius of
the green circular bubble and Rr is the outer radius of the red ﬂuid
annulus.
Here, the average pressure inside the ﬂuid section of color j is mea-










ρk | ρ0jρj ≥ 0.99
}〉
. The symbol 〈.〉 stands for the
average. There are 2828 red and 1200 green sites initially, and, because
of the incompressible limit of the LB model, the radii Rg and Rr








For each parameter case, I, II, and III, Table (6) shows the relative
percentage errors with Eq. (39) obtained at steady state for diﬀerent
concentration factors, i.e. Eqs. (21) or (22). The left-hand side of
Eq. (39) is used as the reference to calculate the relative errors. The
model greatly underestimates the surface tension when using Eq. (22)
instead of Eq. (21).
Ckl Case I Case II Case III
Eq. (21) 0.073% 2.891% 4.076%
Eq. (22) 54.17% 52.24% 53.29%
Table 6: Relative errors for the three phase ﬂow Laplace law tests.
Note that the numerical steady state in Case I and Case II is re-














⎫⎬⎭ ≤  (41)
with  = 10−7, while n denotes the time step number. To reduce the
computational cost, this condition is only checked every 2000 time
steps. Note that in Case III, with both high density and high viscosity
ratios, numerical noise is present and prevents the simulation from
converging with such a restrictive numerical steady state condition.
This might be related to the fact that the numerical scheme is at
the limit of numerical stability. So, for Case III, the simulations were
stopped after 2000000 time steps.
Fortunately, with the current model and for this test case, the rela-
tive errors for the three phase Laplace law are acceptable, even with
high density and high viscosity ratios up to O(1000) and O(100) res-
pectively. The large discrepancies obtained with the concentration
factor in Eq. (22) show that it is very important for the numerical
method to be carefully designed so that the generalization to N -phase
ﬂow does not break Laplace’s law. Here, we do not repeat further re-
sults concerning Laplace’s law, as this has been extensively studied
in [28].
It is important to note that we do not think that the concentration
factor in Eq. (22) is incorrect, but, by choosing that concentration fac-
tor, another multiplicative constant (= 1/9) would need to be chosen
in Eq. (27) for the deﬁnition of the surface tension. It appears to
us much more diﬃcult to ﬁnd a multiplicative constant that works
well for a wide range of parameters. With the concentration factor
in Eq. (22), this multiplicative constant could be determined using
a planar interface simulation prior to any more complex simulations,
but it would be a heuristic determination and would not work in the
case of a simulation with variable surface tension.
In order to correctly simulate the unsteady multiphase ﬂow conver-
ging to the Laplace law setup, two choices were carefully made. First,
an appropriate deﬁnition of the concentration factor, i.e. Eq. (21),
and second, a suitable deﬁnition of the color gradient, i.e. Eq. (18).
3.3.1 Appropriate choice of the color gradient
In this section, we show numerically why the choice of color gradient
is important when generalizing the model from two to N phases. With
the same setting as with Case II in section (3.3), except that σrg =
σrb = 8e-05 and σgb = 4e-04, Figure (8) shows the results obtained
for ρr, ρg, and ρb, depending on the choice of color gradient, i.e. Eq.
(15) or Eq. (18). The online version of Fig. (8) may provides a better
understanding. Paying careful attention to the images, it becomes
clear that there is a non physical mass ﬂow leak in the direction
tangential to the interfaces when the color gradient Fnaturalkl is use.
This false phenomenon is obviously undesired, and, depending on the
setting of a simulation, may easily spoil the results. We have not yet
investigated why this is so. Fortunately, when using Fkl in Eq. (18),
this non physical behavior does not occur.
(a) ρr result with ~Fkl (b) ρr result with ~Fnaturalkl
(c) ρg result with ~Fkl (d) ρg result with ~Fnaturalkl
(e) ρb result with ~Fkl (f) ρb result with ~Fnaturalkl
Figure 8: (Better quality and color available online) Mass ﬂow lea-
kage in the direction tangential to the interface at t = 8000.
3.4 Laplace-Young’s law
The goal in this section is to verify whether or not the model can
correctly simulate the static contact angles at a triple ﬂuid junction
as a function of the surface tension. In the current study, this nume-
rical test is the only one that really checks the quantitative behavior
of the model for a ﬂow with three phases. It will then be numerically
investigated and described in detail. A complementary goal is to de-
ﬁne a simple and robust quality index to measure the accuracy of any
LB model with respect to the static contact angles. Before going into
the details of this test, we wish to point out that Refs. [40, 43] have
addressed the subject of contact angles with three phases within the
LB framework. This study has also been conducted in Refs. [6, 24]
using other numerical methods.
We now discuss the ﬂow conﬁguration in the context of an LB
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setting. A lattice of Nx × Ny sites is used with periodic boundary
conditions at the four ends. The corner at the bottom left of the
domain is located at the origin (0, 0). The ﬂuids are initialized using
the zero velocity equilibrium distribution functions. The green ﬂuid



















The red ﬂuid is initialized at the remaining sites available in the
section y < Ny−12 . The other lattice sites are ﬁlled with blue ﬂuid.
Fig. (9) shows the initial conditions of this setup for Nx = 1024 and
Ny = 1024. The green bubble may appear small when compared to
the computational domain, but its size has been chosen to accommo-
date the simulations with very small contact angles. Also, the green
bubble is small, in order to avoid the perturbation coming from the
periodic boundary conditions. As described in section (3.2), the ini-
tial condition of this problem can lead to instability. Therefore, the
ﬁrst 2000 time steps are used to stabilize the initial condition.
The stopping criterion for all simulations is a dynamic procedure
which combines two criteria. Let us denote n the time step number
and Qold, updated every 2000 time steps, the last quality index of the
simulation that is kept in the computer memory. First, |Qn−Qold| <
10−5 must be true for 50000 time steps in a row. If the previous
condition is true, then |Qn−QoldQn | < 10−5 is checked. If it is true,
the simulation stops, if not, the counter, which is then at 50000, is
reset to 0 and the simulation continues. As in section (3.3), with both
high density and high viscosity ratios, numerical noise is present and
may prevents the simulation from converging with such a restrictive
numerical steady state condition. So, in Table (9), the simulations (a)
with lattice size 128× 128 and 256× 256 were stopped after 5000000
time steps. All the others simulations have converged correctly.
In all the simulations, the following parameters are constant : σrb =
10−2, and ακ = 4/9. Three sets of simulations are considered :
1. One with unit density and viscosity ratios, i.e. with ρk = 1,
νk = 1/6, and β0 = 0.7.
2. One with high density ratios, but unit viscosity ratios, i.e. with
ρr = 1, ρg = 1000, ρb = 1, νk = 1/6, and β0 = 0.7.
3. One with both high density and high viscosity ratios, i.e. with
ρr = 1, ρg = 1000, ρb = 1, νr = 1/100, νg = 1, νb = 1/100, and
β0 = 0.5.
For each simulation set, the surface tensions σrg and σgb are varied,
in order to generate diﬀerent contact angles, θrg and θgb. Tables (7),
(8), and (9) show the missing parameters and the results of these
simulations.











Figure 9: (Color available online) Typical initial condition for a
Laplace-Young law simulation.
Figure 10: Expected steady state conﬁguration for the green ﬂuid
deduced from the Laplace-Young law.
At steady state, the expected ﬂow conﬁguration is shown in
Fig. (10) when a Neumann triangle exists. This is deduced from
Laplace-Young’s law. Based on geometric considerations, we can de-












































, i = T,B (48)
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where Ag is the initial area of the green ﬂuid. In our case, Ag equals
the initial number of green sites. Following this, a quasi-analytical
solution, i.e. two arc circles, for the position of the top and bottom
interface can be found :
RT e
θi + xc + i (yc − (RT − hT )) ,+ π − θT ≤ 2θ ≤ +π + θT (49)
RBe
θi + xc + i (yc + (RB − hB)) ,− π − θB ≤ 2θ ≤ −π + θB (50)
Note that i =
√−1 in the previous two arc circle equations, and
that xc = (Nx − 1)/2. We describe the above equations as a quasi-
analytical solution, because the position of yc is not known a priori
when the simulation is started. This is because of the periodic boun-
dary and initial conditions. For exemple, with variable density ratios
and depending on the surface tension, a large amount of momentum
is transferred between the various ﬂuid colors and the position of yc
changes. Moreover, the ﬁnal value of yc is not known, which is why
we describe it now. First, a set of y values is deﬁned :
{y1, y2, ..., yn, ...y16} = {y | 16 sites with ρrρbρg
ρ3
maximum} (51)



















3.4.1 Laplace-Young’s law : Quality index
From the quasi-analytical position of the interfaces, we can deﬁne

















where ρtotk is the total amount of k ﬂuid in the computational do-
main. Also, ρoutk is the amount of k ﬂuid that is outside the two
quasi-analytical arc circles, while ρink is the amount of k ﬂuid inside
them. Note thatQ = 0 indicates indirectly that the interfaces between
the ﬂuids are located exactly where predicted by the analytical solu-
tion. Also, this quality index is easier to use, and is more robust and
reliable than any heuristic method of calculating the contact angles
numerically.
3.4.2 Laplace-Young’s law : Results
Table (7) shows, for unit density ratios, the quality index Q obtai-
ned at steady state for diﬀerent lattice sizes, ranging from 128× 128
to 1024 × 1024. Tables (8) and (9) show the same test, but for high
density ratios and unit or high viscosity ratios.
The order of convergence of the quality index in terms of lattice
size is also computed, and presented in Tables (7), (8), and (9). The
order of convergence is computed as the absolute value of the slope
of the best ﬁt line in a log-log scale of the quality index Q versus the
lattice size Nx.
From these results, we can deduce that this LB model is compatible
with the analytical solution of Laplace-Young’s law, because the order
of convergence of the quality index Q is about 1. Note that, where
the order of convergence is much lower than 1, e.g. case (a) with a
convergence order equal to 0.76 in Table (7), the value for Q512/Q1024
equals 1.921 and is about 2, which conﬁrms ﬁrst order accuracy and
indicates that the lattice would need to contain, for this case, more
sites, in order to see the ﬁrst order accuracy appear. For the high
density ratios and the high viscosity ratio simulations, since β0 = 0.5
and so the interface ﬂuids are thicker, the quality index Q for these
simulations is higher, but the order of convergence is still about 1.
It is important to emphasize that LB models are usually thought
to be second order accurate, but that is true for a single-phase ﬂow
and not necessarily for multiphase ﬂows. From our knowledge, only
the basic LB streaming combined with the BGK collision was shown
to be second order accurate in time and space [30] for the conserved
variables ρ and ρu, and not with the multiphase collision operator. So
it is no surprise that the scheme is ﬁrst order in terms of the quality
index. It is believed that LB models for simulating multiphase ﬂow
may only be ﬁrst order accurate in space and time at the interface
for the conserved variables ρ and ρu. Second order accuracy is only
achieved in regions of a pure phase. Obtaining second order accuracy
at the interface is diﬃcult, because the combination of all the opera-
tors would need to be constructed in such a way as to satisfy, at the
macroscopic level, the Navier-Stokes equations to second order. This
appears to be diﬃcult to achieve, but may be possible.
Even though the contact angles are small, the model still captures
the correct contact angles. We recall that this is not possible, at least
for this model, without the special relations in Eq. (28) for βkl. Wi-
thout these special formulas, the scheme simply becomes incompatible
with the analytical solution. In other words, the order of conver-
gence would rapidly decrease to zero as the lattice size increases.
For example, when case (a), with unit density ratios from Table
(7), was simulated by setting the coeﬃcients to βkl = β0 instead
of using the special relations in Eq. (28), we found that the order
of convergence for the quality index Q dropped to 0.635. Moreover,
Q512/Q1024 = 1.564 for that case, so there was no sign of compatibi-
lity with the analytical solution using βkl = β0.
Figure (11) shows the numerical solution of the simulations at
steady state with the unit density ratios presented in Table (7). Fi-
gures (12) and (13) show the same solutions, but with the simula-
tions presented in Tables (8) and (9) with high density ratios and
with unit/high viscosity ratios. The quasi analytical arc circles and
the contours of the functions ρg/ρ0g = 0.5 and ρg/ρ0g = 0.01 are
also plotted, in order to visualize the theoretical versus the numerical
position of the interface. The two contour values give an idea of the
interface width. These ﬁgures are provided to make it possible to vi-
sualize that the density and viscosity ratios have very little eﬀect on
the numerical steady state contact angles. Note that the axes were
rescaled in order to emphasize the plot on the green bubble.
In concluding this section, we can infer that Laplace-Young’s law
is correctly embedded in this model, i.e. the surface tension alone is
enough to achieve the theoretical steady state contact angles between
the ﬂuids.
3.5 Multilayered Couette’s ﬂow
The purpose of this numerical test is to investigate the model’s
ability to simulate ﬂow with variable dynamic viscosity. The multi-
layered Couette’s ﬂow consists of multiple layers of ﬂuids between two
inﬁnite moving plates, as shown in Fig. (14).
The variable xk is used to denote the interface position between
the ﬂuids with properties (ρk, μk) and (ρk+1, μk+1), where μk = ρkνk
is the dynamic viscosity. The walls located at positions x0 and xN
are moving vertically at a velocity of vy0 and v
y
N respectively.
At steady state and applying the incompressibility hypothesis, an
11
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(a) θrg = 120.0◦ and θgb = 21.79◦








(b) θrg = 69.08◦ and θgb = 69.08◦
Figure 11: (Better quality and color available online) Steady state
solution at unit density and unit viscosity ratios for diﬀerent contact
angles.
analytical solution exists for the previous ﬂow setting (see Ref. [22]
for the three-layer case). Here, we derive a generalized solution for
the N phase Couette’s ﬂow. From the Navier-Stokes equations, each
ﬂuid layer k should respect :
∂2
∂x2
vyk = 0 (55)
This leads to multiple linear velocity proﬁles within each interval








(a) θrg = 120.0◦ and θgb = 21.79◦








(b) θrg = 69.08◦ and θgb = 69.08◦
Figure 12: (Better quality and color available online) Steady state
solution at high density and unit viscosity ratios for diﬀerent contact
angles.
xk−1 ≤ x ≤ xk, of the form :
vyk = akx+ bk (56)
Both boundary conditions and interface conditions must be provided
to solve the partial diﬀerential equation problem. Physical conside-
rations imply that the velocity in Eqs. (59) and the shear stress in
Eqs. (60) must be continuous at each of the interfaces [4]. Therefore,
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(a) θrg = 120.0◦ and θgb = 21.79◦








(b) θrg = 69.08◦ and θgb = 69.08◦
Figure 13: (Better quality and color available online) Steady state
solution at high density and high viscosity ratios for diﬀerent contact
angles.




vy(xN ) = v
y
N (58)
Figure 14: Couette’s ﬂow conﬁguration.















In order to obtain the analytical solution, i.e. the coeﬃcients ak and
bk, a linear system can be written as :⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x0 1 0 0 0 0 0 · · · 0 0
C1 D1
0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 C2 D2
0 · · · 0 0
0 0 0 · · · 0 0












. . . 0 0
0 0 0 0 0 0 CN−1 DN−10 0 0 0 0 0










































Now that the generalized analytical solution for the multilayered
Couette’s ﬂow has been presented, the setting for this test is des-
cribed in the context of an LB simulation. Only six layers of ﬂuids,
N = 6, are considered. Since the analytical solution is 1D, a lattice
containing Nx = 90 by Ny = 1 sites is used, and is located over the in-
terval [x0, xN ] = [0, 89]. Each ﬂuid section is initialized with the zero
velocity equilibrium distribution functions, and is 15 sites wide. The
ﬁrst and last ﬂuid layers are 14.5 lattice units wide, while the other
layers are 15 lattice units wide. The wall located at x0 and xN passes
over the lattice sites, while the interfaces x1 to xN−1 pass between
the ﬂuid lattice sites. Because the model is 2D, periodic boundary
conditions are applied in the y-direction. The ﬁrst and last sites are
located where the velocity boundary conditions are implemented. The
standard Zou and He [45] velocity boundary condition is applied. The
wall velocities are set to vy0 = 0.01 and v
y
N = 0. The stopping crite-
rion, Eq. (41), is the same as that used in the multiphase Laplace law
section, but with  = 10−10. Values of ακ = 4/9 (κ index of the least
dense ﬂuid) and βkl = 1 are used.
3.5.1 Multilayered Couette’s ﬂow with unit density ratios
The goal in this section is to show that the model can correctly
simulate Couette’s ﬂow with variable kinematic viscosity between the
13
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(a) ν|q with q = −1.


















(b) ν|q with q = 0.


















(c) ν|q with q = 1.


















(d) ν|q with q = 2.
Figure 15: Numerical and theoretical velocity proﬁle for the multi-
layered Couette’s ﬂow with unit density ratios.
ﬂuid layers. It is also important to show that the choice of viscosity
interpolation ν|q can have a positive impact, because the accuracy
of the model depends on this choice. The densities and viscosities
used in this simulation are ρk = 1, ν1 = 1/6, ν2 = 1/96, ν3 = 1/3,
ν4 = 1/192, ν5 = 2/3, and ν6 = 1/24 respectively.
The numerical velocity proﬁle that was obtained at steady state is
compared in Fig. (15) to the theoretical proﬁle for each of the pos-
sible viscosity interpolations considered in this study. Let us denote
as E(xj) the diﬀerence between the numerical and theoretical velo-
city of the ﬂuid at site x = xj . Table (10) shows the error with the
theoretical proﬁle using diﬀerent norms. A norm is calculated with all
the lattice sites. Clearly, from Fig. (15) and Table (10), the q-average
with q = −1 used to compute ν|q provides better results than the
other alternatives. Afterwards, the accuracy decreases as q increases.
The numerical proﬁle in Fig. (15a) agrees better with the theoretical
proﬁle than that in Figs. (15b-15d). Moreover, for some norms, errors
can be lowered by one order of magnitude compared to other choices
for ν|q, and for the same lattice size.
From section (3.2), the q-average with q = 2 was the best choice.
This leads to a kind of contradiction, however. The planar interface
simulations tell us to take q = 2, while the Couette’s ﬂow tells us to
take q = −1. We think that q = −1 is a better choice when simulating
unit density ratio, and q = 1 appears to be the better choice when
dealing with a non unit density ratio. Nevertheless, there are still
many factors that are not taken into account, and the accuracy resul-
ting from the viscosity interpolation may depend more on the type of
ﬂow than we may think. Thus, depending on what is most important,
e.g. surface tension or velocity, other choices might be better suited
to a given situation.
3.5.2 Multilayered Couette’s ﬂow with variable density
ratios
In this section, the current model is tested against the multilayered
Couette’s ﬂow with variable density ratios between the ﬂuid inter-
faces. The density and viscosity of the diﬀerent ﬂuids are ρk = 7− k
and νk = 1/6.
It turns out that the model fails this numerical test. In [34], it
was shown that an RK model fails the multilayered Poiseuille’s ﬂow
with variable density ratios. Poiseuille’s ﬂow is more complicated than
Couette’s ﬂow, because of the source term involved in the model
that mimics a pressure gradient. In an earlier work [29], failure of
the Poiseuille’s ﬂow test was blamed on a possible inaccuracy of the
source term in the presence of variable density ratios. It is possible
that this hypothesis may not be correct, because, even though no
source term is needed to simulate Couette’s ﬂow, the model is still
unsuccessful. Note that Poiseuille’s ﬂow, which is a similar problem,
can be simulated with very high viscosity ratios, O(10000), as long
as the unit density ratio is considered [29].
The numerical solution for the density, velocity, and momentum is
presented with the analytical solution in Fig. (16). At steady state,
the numerical density proﬁle matches the theoretical proﬁle, but the
numerical velocity and the momentum proﬁle are incorrect.
From Fig. (16b), we can realize that momentum decreases smoothly
and linearly from the left to the right boundary, without being aﬀec-
ted at all by the change in the ﬂuid density across the interface. This
shows the model’s inability to simulate ﬂow with variable density ra-
tios in the presence of non zero momentum or a non zero momentum
gradient. In all the preceding test cases, the analytical solution at
steady state was calculated with zero momentum. This may well ex-
plain why these test cases provide good results at steady state, but
not for the Couette’s ﬂow with variable density ratios. Note that the
validity of the unsteady process at high density ratios in the earlier
test cases is also open to discussion.
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(a) Density proﬁle ρ.

















(b) Momentum proﬁle ρu.


















(c) Velocity proﬁle u.
Figure 16: Numerical and theoretical solution proﬁle for the multi-
layered Couette’s ﬂow with variable density ratios.
It should be pointed out, however, that the numerical density pro-
ﬁle in Fig. (16a) is correct, and that it agrees well with the fact that
previous tests only investigated the model’s behavior in terms of den-
sity. First, in section (3.3), the pressure jump is linearly related to
density with the equation of state in Eq. (11). Second, in order to
introduce surface tension, the role of the perturbation operator is to
deplete mass (density behavior) perpendicular to the color gradient
and add mass in the direction of the color gradient while conserving
momentum. Third, the special interface thickness adjustment set by
Eq. (28) only adjusts to the diﬀerent color density proﬁle. All the pre-
vious tunings seem to work well with variable density ratios with a
momentum that is theoretically zero. However, when a variable den-
sity ratio is simulated along with non zero momentum or a non zero
momentum gradient, this RK model fails.
In the [34] study, an RK [34], an SC [34], an FE [32, 44], and an
MF [20] model where tested against a three-layer Poiseuille’s ﬂow
with variable density ratios. None of these models passed the test.
Moreover, it is thought that they would also fail the simpler Couet-
te’s ﬂow test with variable density ratios. In this respect, we have not
been able to ﬁnd a study in the reviewed literature which discusses
a successful simulation obtained with a pure LB model. There is one
exception, however, which we found in the Knutson and Noble [25]
paper, where this basic ﬂow was successfully simulated. Nevertheless,
the authors clearly state that their method, as presented, is not sui-
table for more complicated ﬂow conﬁgurations. A great deal of eﬀort
is still needed to generalize their method to solve general complex
ﬂows. Moreover, this method may need to be combined with a level
set solver, which would mean that the elegance of a pure LB model
would be lost.
From the above results, we conclude that there remains a missing
link for pure multiphase LB schemes with variable density ratios, and
that, unfortunately, these schemes may not be ready for engineering
applications. However, for applications where density ratios can be
neglected, i.e. unit density ratios, this numerical scheme works very
well.
4 Technical details
This section is included to explain how this numerical algorithm can
be constructed in such a way that the computer memory required is
signiﬁcantly reduced. This is an important factor to take into account
when simulating N -phase ﬂow when N is large. The pseudo-algorithm
for the LB model in this paper is the following :
1. Initialization of the density ﬁeld ρk for each ﬂuid k.
2. Initialization of the color-blind distribution functions Ni.
















i (ρk, ~u, αk) = N
(e)
i (ρ, ~u, α|q=1) (65)
3. Main loop :
– BGK collision on the color-blind distribution functions Ni













i −Nk(e)i ) =
Ni − ωeﬀ(Ni −N (e)i ) (66)
It is from the previous equation that we realize how impor-
tant it is to choose the same ωeﬀ for each ﬂuid color. Without
this, the previous equation does not hold and the BGK colli-
sion cannot be performed only on the color-blind distribution
functions.






for each ﬂuid k.
– Apply the perturbation to the color-blind distribution func-

























– Set N tempi = 0 and ρ
temp
k = ρk.
– Loop over each ﬂuid k :
– Recolor ﬂuid k in order to obtain Nki using the recoloring
operator (Ωki )(3), the ﬂuid density of each ﬂuid ρ
temp
k , and
the color-blind distribution functions Ni.
– Stream the distribution functions Nki using the streaming
operator (Ωki )(4).
– Store the new values for the density and color-blind distri-
bution functions :









So, the idea of the previous loop is to recolor and stream one
ﬂuid color at a time.
– Set Ni = N tempi .
The previous pseudo-procedure implies that, for each ﬂuid color k,






color-blind distribution functions Ni for each lattice site needs to be
always kept in memory. Depending on the software implementation,
a temporary copy of these variables may also need to be kept in
memory. What is important to note is that there is no need to always
store the distribution functions Nki of each ﬂuid k, but only their
density ρk.
In addition, the use of sparse arrays could be used for each ﬂuid ρk





, in order to reduce
the total computer memory required. Of course, this would be at the
expense of losing mass conservation, but this may be controlled . Mo-
reover, if the norm of the color gradient is near zero for a certain k-l
ﬂuid interface, the value βkl could be set to zero to decrease the com-
putational complexity of the recoloring operators. The same strategy
can be applied for the perturbation operator by setting Akl = 0, if
the color gradient is negligible. All these numerical techniques will be
studied in a future work and have not been applied here.
5 Conclusion
In this paper, a lattice Boltzmann model for the simulation of mul-
tiple immiscible ﬂuids was developed and numerically investigated.
Our results show that, as long as the momentum is theoretically zero
at steady state, the model can eﬀectively simulate high density and
high viscosity ratios, up to O(1000) and O(100) respectively, with sta-
bility and accuracy. In spite of this success, the multilayered Couet-
te’s ﬂow with variable density ratios is a test case that the current
model fails to simulate. However, for unit density ratios, this model
appears to be very accurate. The generalization from two phases to
N phases is not straightforward, because all the collision operators
need to be generalized for N phases and still capture some of the
essential physics. Particular attention has been paid to the deﬁnition
of the color gradient, in order to avoid numerical instability and non
physical mass ﬂow tangential to the interfaces. Fortunately, there was
a deﬁnition of that vector in the Allen-Cahn system that works pro-
perly. Moreover, this deﬁnition has the advantage of generalizing the
model to N -phase ﬂows while only using neighbor information with
O(N) in computational complexity. Also, the concentration factor in
our model, which is used to limit the activation of the surface tension
to the desired interface, and which is absent in the two-phase ﬂow
simulation, is carefully selected. The choice of the eﬀective relaxation
factor seems to be an important factor aﬀecting the accuracy of the
model as well. For three-phase ﬂow, the interface width at the triple
ﬂuid junction must be considered in a special way, in order to cap-
ture the correct static contact angles. All the previous details were
needed, even for unit density ratios, to correctly embed Laplace’s law
and Laplace-Young’s law in this N phase LB model. This LB model
can be constructed in such a way that there is no need to keep all
the various color distribution functions in memory, as only the color-
blind distribution functions are needed. We believe that this model
may be able to achieve both high density and high viscosity ratios
up to O(1000) simultaneously for several test cases. When simulating
high viscosity ratios, to avoid a large over-relaxation of the eﬀective
relaxation parameters, one of the ﬂuid viscosities must be very low,
which might cause instability. The BGK collision operator, as used
in this work, is known to result in unstable simulation for low vis-
cosity. Other collision operators like the two-relaxation time (TRT)
operator [13] or the multi-relaxation time (MRT) operator [33], which
behave better in such situations, might solve this problem. The in-
troduction of the Brownlee et al. stability condition into this model
could also help [8]. Another alternative might be the entropic lattice
Boltzmann methods [5]. It would be interesting to investigate these
options in future work. Also, further research needs to be conducted
to ﬁnd a cure for the discontinuity problem of the multiphase LB
model [1] and allow high density ratios to be accurately simulated in
the multilayered Couette’s ﬂow. For now, this model can only be used
with conﬁdence when the various density ratios can be neglected and
set to unity.
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{Ej | σkl = 10−5} {Ej | σkl = 10−3} {Ej | σkl = 10−1} ν|q
max{·}
3.961e+01 2.063e+00 1.501e+00 q = −1
4.469e+00 1.712e+00 1.693e+00 q = 0
1.122e+00 8.442e-01 8.442e-01 q = 1
1.427e+00 1.670e-01 1.672e-01 q = 2
〈{·}〉
3.706e+00 7.712e-01 7.297e-01 q = −1
9.807e-01 6.937e-01 6.906e-01 q = 0
4.111e-01 3.350e-01 3.351e-01 q = 1
2.411e-01 5.422e-02 5.263e-02 q = 2
Table 3: Errors in percentage (%) based on various norms, simulations sets, and eﬀective relaxation factors for the multilayered planar
interfaces.
Simulations sets {Ej | [.]}
[ρk = 1, νk = 1/6] [νk = 1/6, ∃k : ρk = 1] [ρk = 1/6, ∃k : νk = 1] [∃k : νk = 1/6, ∃k : ρk = 1] ν|q
max{·}
1.430e-03 1.587e-01 1.501e+00 3.961e+01 q = −1
1.430e-03 1.587e-01 1.693e+00 4.469e+00 q = 0
1.430e-03 1.587e-01 8.442e-01 1.122e+00 q = 1
1.430e-03 1.587e-01 4.549e-02 1.427e+00 q = 2
〈{·}〉
1.430e-03 6.001e-02 9.918e-01 2.735e+00 q = −1
1.430e-03 6.001e-02 9.488e-01 1.065e+00 q = 0
1.430e-03 6.001e-02 4.745e-01 4.624e-01 q = 1
1.430e-03 6.001e-02 3.187e-02 1.754e-01 q = 2
Table 4: Errors in percentage (%) based on various norms, simulations sets, and eﬀective relaxation factors for multilayered planar interfaces.
Unit density ratios Quality index : Q
σrg · 102 σgb · 102 θrg θgb 128x128 256x256 512x512 1024x1024 Order Q512/Q1024
(a) 1.40 0.60 120.0 21.79 1.44e-01 9.20e-02 5.62e-02 2.93e-02 0.760 1.921
(b) 1.40 1.40 69.08 69.08 1.40e-01 6.80e-02 3.47e-02 1.79e-02 0.986 1.937
Table 7: Quality index and order of convergence for diﬀerent static contact angles with unit density ratios.
High density ratios Quality index : Q
σrg · 102 σgb · 102 θrg θgb 128x128 256x256 512x512 1024x1024 Order Q512/Q1024
(a) 1.40 0.60 120.0 21.79 2.60e-01 1.17e-01 5.57e-02 2.61e-02 1.101 2.130
(b) 1.40 1.40 69.08 69.08 1.24e-01 6.35e-02 3.20e-02 1.55e-02 0.998 2.066
Table 8: Quality index and order of convergence for diﬀerent static contact angles with high density ratios.
High density and viscosity ratios Quality index : Q
σrg · 102 σgb · 102 θrg θgb 128x128 256x256 512x512 1024x1024 Order Q512/Q1024
(a) 1.40 0.60 120.0 21.79 3.29e-01 1.56e-01 6.03e-02 2.56e-02 1.243 2.357
(b) 1.40 1.40 69.08 69.08 1.86e-01 9.26e-02 4.55e-02 2.34e-02 0.999 1.948
Table 9: Quality index and order of convergence for diﬀerent static contact angles with high density and high viscosity ratios.
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ωeﬀ calculated with ν|q
q = −1 q = 0 q = 1 q = 2










|E(xi)| 1.455e-05 6.419e-05 1.605e-04 2.733e-04
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Abstract
This research examines the behavior of a class of lattice Boltz-
mann (LB) models designed to simulate immiscible multiphase ﬂows.
There is some debate in the scientiﬁc literature as to whether or
not the "color gradient" models, also known as the Rothman-Keller
(RK) models, are able to simulate ﬂow with density variation. In this
paper, we show that it is possible, by modifying the original equi-
librium distribution functions, to capture the discontinuity present
in the analytical momentum proﬁle of the two-layered Couette ﬂow
with variable density ratios. Investigations carried out earlier were
not able to simulate such a ﬂow correctly. Now, with the proposed
approach, the new scheme is compatible with the analytical solution,
and it is also possible to simulate the two-layered Couette ﬂow with
simultaneous density ratios of O(1000) and viscosity ratios of O(100).
The authors believe that this improvement can be made to other RK
models as well, which will allow the range of validity of these mo-
dels to be extended. This is, in fact, what we found for the method
proposed in this article.
1 Introduction
Lattice Boltzmann models of multiphase ﬂow can be classiﬁed in
various categories. One possible classiﬁcation could be the following :
– the RK from Rothman and Keller [1988] ;
– the SC from Shan and Chen [1993] ;
– the Free-Energy (FE) from Swift et al. [1996] ;
– the Mean-Field (MF) from He et al. [1998] and
– the Field-Mediator (FM) from Santos et al. [2003].
It is worth noting that this classiﬁcation is not universally adopted,
and there are other models, not discussed in this work, that may be
classiﬁed diﬀerently. Our goal here is to improve the RK category,
and we begin by providing a short literature review of the RK lattice
Boltzmann models.
The RK lattice Boltzmann model for simulating multiphase ﬂow
is derived from the lattice gas model of Rothman and Keller [1988].
A couple of years later, Gunstensen et al. [1991] developed a lattice
Boltzmann version of the RK model. Grunau et al. [1993] then mo-
diﬁed the Gunstensen et al. model to accommodate variable density
and viscosity ratios between the ﬂuids in several test cases.
Tölke [2002] and Latva-Kokko and Rothman [2005] realized that
the original recoloring step performed at the interface of the ﬂuids in
the above model was making the scheme unstable in some situations,
or resulting in non physical behavior such as lattice pinning. New
recoloring schemes were developed in both studies and the authors
of both agreed that the main problem with the original model was
a very thin interface between the ﬂuids. Tölke [2002] managed to
achieve preliminary simulations that agreed well with experimental
data.
Reis and Phillips [2007] changed the forcing scheme of the pertur-
bation operator to induce the appropriate surface tension term in the
macroscopic equations. Even without the newest recoloring operators,
Reis and Phillips showed that their model could be used to simulate
ﬂow with large density ratios in some test cases. Leclaire et al. [2012c]
adapted the recoloring operator of Latva-Kokko and Rothman for the
Reis and Phillips model in the case of variable density ratios. This
modiﬁcation led researchers to conclude that numerical "noise" in
the model could be substantially reduced. Also, higher density ratios
were tackled for the same Reis and Phillips test cases. However, as
was the case in other studies (Rannou [2008]; Aidun and Clausen
[2010]; Yang and Boek [2013]), the current RK model was not able
to simulate ﬂow with density variation for the multilayered Poiseuille
or Couette ﬂow test cases.
While some sought a cure for this problem, Leclaire et al. [2011a]
aimed to develop the RK model in order to increase precision in
terms of simulating Laplace’s law with isotropic discretization for
the color gradient. Also, Liu et al. [2012] developed a 3D version of
the Reis and Phillips perturbation operator for the D3Q19 lattice.
Satisfactory agreement with some experimental results was obtained
in the Liu et al. research. Other eﬀorts were also made by Leclaire
et al. [2011b] to develop an N-phase model. This latter study showed
that the RK model was not able to capture the theoretical momentum
discontinuity in the simple multilayered Couette ﬂow. Our objective
in the current research is to ﬁnd a solution to this serious problem,
which aﬀects RK models in general.
Fortunately, a review of the scientiﬁc literature has revealed that
models have been developed with demonstrable ability to simulate
the multilayered Couette or Poiseuille ﬂow. Lishchuk et al. [2008], for
example, developed a multicomponent LB method for ﬂuids with den-
sity contrast, which was shown to recover the multilayered Couette
ﬂow with a density ratio diﬀerent from 1. It is not clear, however, how
their idea could be used to apply a simple ﬁx to the RK models that
were previously not working (Grunau et al. [1993]; Tölke [2002]; Reis
and Phillips [2007]; Rannou [2008]; Leclaire et al. [2012c, 2011a]; Liu
et al. [2012]). Although this basic ﬂow was successfully simulated in
the work of Knutson and Noble [2009], the authors clearly state that
their method, as presented, is not suitable for more complicated ﬂow
conﬁgurations, and a great deal of eﬀort is still needed to generalize
their method to solving general complex ﬂows. Moreover, this method
may need to be combined with a level set solver, in which case the
elegance of a pure LB model would be lost. Yiotis et al. [2007] show
that their model can simulate the multilayered Poiseuille ﬂow with
density ratios ; nevertheless, considerable eﬀort would be required to
adapt their ideas to the current RK formulation, as their model use
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a new pressure distribution function.
Holdych et al. [1998] modiﬁed the equilibrium stress tensor of the
free energy model of Swift et al. [1996], in order to recover the analy-
tical solution of the multilayered Couette ﬂow with variable density
ratios. In fact, we show here that their approach can be readily and
easily adapted to the RK model to correctly recover the Navier-Stokes
equations in the single phase region with a weak pressure gradient and
within the limits of small Mach and Knudsen numbers. Moreover, our
method does allow the current RK model to correctly simulate the
multilayered Couette ﬂow, even in the case of simultaneous high den-
sity O(1000) and high viscosity O(100) ratios. This simple ﬁx can also
be applied in a straightforward manner to the following RK model
(Grunau et al. [1993]; Tölke [2002]; Reis and Phillips [2007]; Rannou
[2008]; Leclaire et al. [2012c, 2011a]; Liu et al. [2012]), and perhaps
to other LB models with similar issues (Rannou [2008]).
2 Lattice Boltzmann immiscible multi-
phase model
The current LB approach follows the two-phase model of Reis and
Phillips [2007], along with the improvements presented by Leclaire
et al. [2012c, 2011a,b] for the recoloring operator, the isotropic color
gradient, and the model generalization to N-phase ﬂows. For this 2D
LB model, there are N sets of distribution functions, one for each
ﬂuid, moving on a D2Q9 lattice with the velocity vectors ci. With
θi =
π
4 (4− i), these velocity vectors are deﬁned as :
ci =
⎧⎨⎩
(0, 0), i = 1
[sin(θi), cos(θi)] c, i = 2, 4, 6, 8
[sin(θi), cos(θi)]
√
2c, i = 3, 5, 7, 9
(1)
where c = Δx/Δt, Δy = Δx, Δx is the lattice spacing, and Δt is the
time step.
The distribution functions for a ﬂuid of color k (e.g. k = r for




Nki (x, t) is used for the color-blind distribution func-
tion. The algorithm uses the following evolution equation :
Nki (x+ ciΔt, t+Δt) = N
k







where the collision operator Ωki is the result of the combination of











These original operators are rewritten in such a way that the evolu-
tion equation is solved in four steps with operator splitting, as follows :
1. Single phase collision operator :







2. Multiphase collision operator (perturbation) :







3. Multiphase collision operator (recoloring) :







4. Streaming operator :
Nki (x+ ciΔt, t+Δt) = N
k
i (x, t∗∗∗)
The model presented with the evolution equation (2) suggests the
use of one set of distribution functions for each ﬂuid. Leclaire et al.
[2011b] explains how the number of distribution functions necessary
for the simulation of N-phase ﬂows can be reduced. Conceptually,
only the distribution functions of the color-blind ﬂuid and each den-
sity ﬁeld are required to implement the model, although it is much
easier to describe the theoretical model using one set of distribution
functions for each ﬂuid.
2.1 Original single phase collision operator
The ﬁrst sub operator, (Ωki )(1), is the standard BGK operator of
the single phase LB model, where the distribution functions are re-
laxed towards a local equilibrium, in which ωeﬀ denotes the eﬀective
relaxation factor :
(Ωki )







Below are the details of this operator. The density of the ﬂuid k is










where the superscript (e) denotes equilibrium. The total ﬂuid density
is given by ρ =
∑
k
ρk, while the total momentum is deﬁned as the














in which u is the velocity of the color-blind distribution functions.
The equilibrium functions are deﬁned by :
N
k(e)







ci · u+ 9
2c4





It should be noted that Φki ≡ 0 for the original single phase collision
operator. The weights Wi are those of a standard D2Q9 lattice :
Wi =
⎧⎨⎩ 4/9, i = 11/9, i = 2, 4, 6, 8




⎧⎨⎩ αk, i = 1(1− αk)/5, i = 2, 4, 6, 8
(1− αk)/20, i = 3, 5, 7, 9
(9)
As established by Grunau et al. [1993], the various density ratios
between ﬂuids k and l are γkl for two-phase ﬂows, and must be taken







where the superscript "0" over ρ0k indicates the initial value of ρk at
the beginning of the simulation.








In the above expressions, one of the αk is a free parameter. We let κ
be the index of the least dense ﬂuid. Generally, we set the value of
ακ > 0, so that the relation 0 < ακ ≤ αk < 1 is guaranteed to hold
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for each ﬂuid k. These parameters set the isothermal sound speed cks
in each ﬂuid of color k.
Using the index notation (m,n, o, p) and δ for the Kronecker func-
tion, Nourgaliev et al. [2003] note that the equilibrium distribution
functions Nk(e)i satisfy the following principles of conservation of mass























(umδno + unδmo + uoδmn) (15)
with the pressure tensor P kmn = ρk(cks)2δmn.
The eﬀective relaxation parameter ωeﬀ is chosen so that the evo-
lution equation, Eq. (2), respects the macroscopic equations for a
single phase ﬂow in the single phase regions. When the viscosities
of the ﬂuids are diﬀerent, an interpolation is applied to deﬁne the
parameter ωeﬀ at the interface.
Like Leclaire et al. [2011b], we deﬁne the bar functional as the
density weighted q-average. For example, for a variable Xk deﬁned




















, q = 0
(16)
If νk is the kinematic viscosity of the ﬂuid k, then, depending on the










In this study, we use q = −1 to interpolate the viscosity ν|q of the
ﬂuid. This interpolation corresponds to the density weighted harmo-
nic average. For the simulation of multiphase ﬂows of diﬀerent vis-
cosities, the interpolation of the viscosity at the interface is a widely
used approximation.
In the numerical results section, we show that, with this current
form, our model as it stands is not able to correctly simulate ﬂows
with variable density ratios in the two-layered Couette ﬂow. In order
to be able to do this, correction terms can be added to the equilibrium
distribution functions.
2.2 Single phase collision operator with corrected
equilibrium
In their free energy LB model, Holdych et al. [1998] noticed that
they were able, by changing the equilibrium distribution functions,
to obtain error terms in the macroscopic formulation of the lattice
Boltzmann equation compatible with the Navier-Stokes equations un-
der the hypothesis of a weak pressure gradient and within the limits
of small Mach and Knudsen numbers. The corrected equilibrium dis-
tribution functions were not given in the original scientiﬁc paper of
Holdych et al. [1998]. However, Che Sidik and Takahiko [2007] expli-
citly describe the changes that need to be made to the equilibrium
distribution functions in the case of a one-component ﬂuid with a
variable density ratio and a "non ideal" equation of state. Their idea
is adapted here for our immiscible multiphase RK model, which is ai-
med at correcting the discontinuity problem in the Couette ﬂow. This
approach has not been tested before, and is introduced speciﬁcally for







/c2, i = 1
+4 ν|q
(
Gk : ci ⊗ ci
)
/c4, i = 2, 4, 6, 8
+1 ν|q
(
Gk : ci ⊗ ci
)
/c4, i = 3, 5, 7, 9
(18)
where ⊗ is the tensor product and the symbol ":" stand for the tensor










After summing the equilibrium distribution functions of each ﬂuid
k, the color-blind distribution functions N (e)i are the same as N
k(e)
i ,









i (ρk, u, αk) (20)
With the modiﬁcations from Eq. (18), the color-blind distribution
functions respect the following constraints of mass and momentum












i ci,mci,n =+ Pmn + ρumun








(umδno + unδmo + uoδmn) (24)
With regard to the color-blind distribution functions, the only dif-
ference between the original model (Φki = 0) and the new mo-
del (Φki 6= 0) is in the deﬁnition of the momentum ﬂux tensor, where
the terms on the second line of Eq. (23) with a density gradient are
added to take into account the density variation in multiphase ﬂow.
This is the main idea of Holdych et al. [1998], and is applied here to
solve the discontinuity problem of the RK model.
When αk = 4/9, we can see that the color-blind distribution func-
tions of Eq. (20) are the same as those in the free energy model of
Che Sidik and Takahiko [2007] in the single phase region. This is be-
cause Eqs. (21) to (24) are the same in the single phase region as in
the work of Che Sidik and Takahiko [2007]. The only diﬀerence is in
the pressure tensor Pmn, of which we only consider the "ideal" part
in our study, so that a diﬀerent isothermal equation of state is used











Without source terms and in the single phase region only, it is the-
refore correct to conclude that the color-blind distribution functions
of this new model will lead to the same macroscopic equations as
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deﬁned by Holdych et al. [1998] and Che Sidik and Takahiko [2007] :
∂tρk + ∂m(ρkum) = O(Kn
2) (26)
∂t(ρkum) + ∂n(ρkumun) = (27)

















− 3νk∂n [um∂o(un∂oρk + uo∂nρk + δonup∂pρk)] /c2 (31)
− 3νk∂n [un∂o(um∂oρk + uo∂mρk + δmoup∂pρk)] /c2 (32)
+ 3νk∂n [∂t(um∂nρk + un∂mρk + δmnup∂pρk)] /c
2 +O(Kn2) (33)
where the ﬁrst three lines are the compressible continuity and Navier-
Stokes momentum equations, and the subsequent lines are the error
terms, all negligible with weak pressure gradients and within the small
Mach and Knudsen Kn number limit (Holdych et al. [1998]).
Again, the single phase collision operator is chosen to respect the
macroscopic equations of a single phase ﬂow in the single phase re-
gion only. Most multiphase LB models do not consider the viscosity
variation in the theoretical development of the model (Grunau et al.
[1993]; Dupin et al. [2003]; Kang et al. [2004]; Halliday et al. [2009]).
As in this model, the development is achieved by ﬁrst supposing a
constant viscosity, and then applying an interpolation to describe the
viscosity at the interface. It is important to note that the interpola-
tion of the viscosity at the interface is a method commonly used in
other multiphase ﬂow models (Lafaurie et al. [1994]; Akhlaghi Amiri
and Hamouda [2013]). The viscosity interpolation is already used in
the deﬁnition of the relaxation factor ωeﬀ, and here we only apply
the viscosity interpolation ν|q once more to construct the correction
terms Φki . In fact, it is not clear what happens at the interface be-
cause of this interpolation. However, based on the numerical results, it
seems that our method eﬀectively corrects the discontinuity problem
of the RK model in the two-layered Couette ﬂow.
2.3 Perturbation operator
Although we do not use it in this work, surface tension in the RK
model is modeled by means of the perturbation operator (Halliday
et al. [1998]; Reis and Phillips [2007]; Gunstensen et al. [1991]). To in-
troduce surface tension into this model, a "color" gradient Fkl would
need to be deﬁned ﬁrst, which approximates the normal interfaces for
each of the k-l ﬂuid interfaces. With multiple interfaces, a simpliﬁca-
tion is made such that the surface tension between each pair of ﬂuids
is taken into account, but the interaction related to surface tension
between two ﬂuids in an interface does not depend on the presence of
the other ﬂuids. In others words, as in Dupin et al. [2003], the two-
phase ﬂow theory is applied individually to each k-l ﬂuid interface.

















For ﬂow with three phases or more, this formulation for the color
gradient has been shown to be superior to the usual RK color gradient
(Leclaire et al. [2011b]).



















⎧⎨⎩ −4/27, i = 12/27, i = 2, 4, 6, 8













where η1 = 106 is a threshold and the function Ckl is a concentration
factor that limits surface tension activation at the k-l interface only
where both the k and l ﬂuids are present.
Reis and Phillips [2007] has shown that the perturbation opera-
tor complies, within the macroscopic limit, with the capillary stress
tensor present in the macroscopic equations for two-phase ﬂows. It
handles the coupling between the two ﬂuids, with the space- and
time-dependent parameters Akl chosen to model the surface tension
at the k-l ﬂuid interface.







The values for σkl are set at the beginning of a simulation. However,
the values for Akl = Alk are space- and time-dependent, because ωeﬀ
may depend on space and time.
Although this operator generates the surface tension, it does not
guarantee the ﬂuid’s immiscibility. To minimize the mixing and segre-
gate the ﬂuids, the recoloring operator (Ωki )(3) needs to be properly
selected.
2.4 Recoloring operator
This latter operator is used to maximize the amount of ﬂuid of color
k at the interface that is sent to the k ﬂuid region, while respecting the
conservation of mass and total momentum. The recoloring operator
presented here is a combination of the essential ideas in Latva-Kokko














i (ρ, 0, α|q=1) (39)
where βkl is a parameter controlling the thickness of the k-l interface.
The variable ϕkli corresponds to the angle between the color gradient
Fkl and the lattice direction vector ci. The equilibrium distributions
of the color-blind ﬂuid N (e)i in Eq. (39) are evaluated using Eq. (7), a
zero velocity, and the respective value of α|q=1. This operator keeps
the ﬂuids immiscible while conserving the mass and momentum of
the color-blind ﬂuid and the mass of each individual ﬂuid k. The
momentum dynamics of each ﬂuid k is not conserved, or, more ac-
curately, does not exist, in this model. However, it should be noted
that, in each single-phase region, the color-blind ﬂuid coincides with
each ﬂuid of color k. So, it is only at the interface that some infor-
mation concerning the individual momentum dynamics of each ﬂuid
k is lost.
2.5 Isotropic discrete gradient operator
In this work, a fourth order isotropic discrete gradient operator
is used for the discretization of the gradient in Eqs. (18) and (34).
This kind of isotropic gradient operator was presented by Sbragaglia
et al. [2007] for 2D and 3D, and further generalized by Leclaire et al.
[2012b] for higher order spatial and isotropic operators. Leclaire et al.
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[2011a] show that this type of discretization enhances the accuracy
of the RK model signiﬁcantly. The fourth order isotropic gradient
















i ] f(x+ d
x






~ξ = [0, 4, 1, 4, 1, 4, 1, 4, 1]/12
~dx = [0, 0, 1, 1, 1, 0,−1,−1,−1]Δx
~dy = [0, 1, 1, 0,−1,−1,−1, 0, 1]Δx
(41)
Note that this operator supposes that Δy = Δx. To compute this
type of gradient eﬃciently, convolution products may be used, as
explained by Leclaire et al. [2012a,b].
2.6 Adjustment of the interface width for static
contact angles
For three-phase ﬂows, and when the surface tension yields a Neu-
mann triangle, there is a possible equilibrium state where static
contact angles θkl will be formed between the ﬂuids. Spencer et al.
[2010] found, and demonstrated theoretically, that a particular rela-
tion for βkl at the triple ﬂuid junction must be used, otherwise the
angle θkl will not be satisﬁed at steady state. The value of the angle
θkl can be found from the surface tension σkl using the law of cosines.




β0, kl with θmax
β0 (1 + ctriple (sin(π − θmax − θkl)− 1)) , otherwise
(42)
where β0 is a constant between 0 and 1 controlling the overall thick-









is a function that also varies between 0 and 1. The free threshold η2 =
35. This value for η2 has been shown to provide good results (Leclaire
et al. [2011b]). However, in this study, these special relations are not
used, and each βkl is set to the same constant.
3 Numerical Simulation
3.1 Two-layered Couette ﬂow
The purpose of this numerical test is to investigate the model’s
ability to simulate ﬂow with variable dynamic viscosity. The two-
layered Couette ﬂow consists of two layers of ﬂuid between two inﬁnite
moving plates.
The variable xI is used to denote the interface position between the
ﬂuids with properties (ρr, μr) on the left-hand side and (ρb, μb) on the
right-hand side, where μk = ρkνk is the dynamic viscosity. The walls




At steady state and applying the incompressibility hypothesis, an
analytical solution exists for the previous ﬂow setting (Leclaire et al.
[2011b]). This leads to two theoretical momentum proﬁles within each
interval x0 ≤ x < xI and xI < x ≤ xN of the form :
(ρuy) (x)|th =
{
ρ0r(arx+ br), x0 ≤ x < xI
ρ0b(abx+ bb), xI < x ≤ xN
(44)
with the constants ar, br, and ab, and bb solutions of the following
system : ⎛⎜⎜⎝
x0 1 0 0
μr 0 −μb 0
xI 1 −xI −1














Now that the analytical solution for the two-layered Couette ﬂow
has been presented, the setting for this test is described in the context
of an LB simulation. It is common in lattice Boltzmann methods to
set the lattice spacing Δx = 1 and the time step Δt so that c = 1. We
do this here. Since the analytical solution is 1D, a lattice containing
Nx = 160 by Ny = 1 sites is used, unless stated otherwise, and is
located over the interval [x0, xN ]. The interface xI = (x0 + xN )/2 is
located halfway along the channel, and each ﬂuid section is initialized
with the zero velocity equilibrium distribution functions. The wall lo-
cated at x0 and xN passes over the lattice sites, while the interfaces xI
pass between the ﬂuid lattice sites. Because the model is 2D, periodic
boundary conditions are applied in the y-direction. The ﬁrst and last
sites are located where the velocity boundary conditions are imple-
mented. The standard Zou and He [1997] velocity boundary condition
is applied. The wall velocities are set to uy0 = 0.0001 and u
y
N = −0.01.
The values ακ = 4/9 (κ index of the least dense ﬂuid) and βkl = 0.8
are used. The density ρb = 1, and the viscosity νr = 1/2.
A special nomenclature, shown in Table (1), is introduced to des-
cribe the various simulations. Depending on the simulation case, with
its diﬀerent density and viscosity ratios, additional information is pro-








Table 1: Nomenclature used for the various simulation cases.
Case ρr/ρb νr/νb # Table
UD-LV 1 2 (3)
UD-MV 1 20 (3)
UD-HV 1 100 (3)
LD-UV 2 1 (4)
MD-UV 20 1 (4)
HD-UV 1000 1 (4)
LD-LV 2 2 (5)
MD-MV 20 20 (5)
HD-HV 1000 100 (5)
Table 2: Additional simulation parameters for the two-layered
Couette ﬂow.
As previously explained by Leclaire et al. [2011b], the initial condi-
tion for this problem can lead to instability, because the color-blind
density distribution N1 and the ﬂuid densities ρk are initially discon-
tinuous. In this case, it is preferable to initialize the ﬂow with a more
continuous function. To do so, the model equations are solved for a
certain number of time steps with Akl = 0, while ~u = 0 is imposed in
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the equilibrium density distribution in Eq. (7). So, for the simulations
presented here, the ﬁrst 2000 time steps only serve to stabilize the
initial density distribution and ﬂuid densities to a more continuous
function.
Note that the numerical steady state is regarded as achieved when :
max
all sites




with  = 10−10, while n denotes the time step number. To reduce the
computational cost, this condition is only checked every 2000 time
steps.
3.1.1 Discussion of the numerical results
To compare the original model (Φki = 0) and the new model (Φki =
0) in terms of the numerical and theoretical momentum proﬁles, three
sets of simulations were undertaken. The ﬁrst set, shown in Table (3),
contains simulations that illustrate the behavior of the two models
with unit density but variable viscosity ratios. The second set, given
in Table (4), illustrates the case with variable density ratios, but a
unit viscosity ratio. The last set, shown in Table (5), presents the
case with both variable density and variable viscosity ratios. All the
tables, (3) to (5), display cases with unit and/or low, medium, and
high density and/or viscosity ratios. The numerical density proﬁles
are not shown, because both models are able to capture the theoretical
density proﬁle correctly in all cases.
The results in Table (3) indicate that the behavior of the momen-
tum in the original model is identical to that in the new model, with
unit density and variable viscosity ratios. This is because Φki = 0
when the density gradient is zero. In fact, without density variation,
the two models become theoretically the same. The work of Leclaire
et al. [2012c] shows that the model is able to simulate the multilaye-
red Poiseuille ﬂow with a very high viscosity ratio O(10000), but with
unit density ratio only. Therefore, it is not surprising that this model
is also able to simulate the two-layered Couette ﬂow with unit density
ratio and large viscosity ratios.
With variable density and unit viscosity ratios, the results in Table
(4) reveal that the behavior of the momentum in the original and in
the new model are diﬀerent. In fact, in our case here, the original
model yields a momentum proﬁle which is not aﬀected at all by the
change in density across the interface. This clearly indicates the in-
ability of the original model to simulate ﬂows with variable density
ratios. In contrast, the new model shows the expected theoretical be-
havior, i.e. the discontinuity in the momentum proﬁle is well captured
by the numerical scheme.
With both variable density and variable viscosity ratios, the results
displayed in Table (5) indicate that the behavior of the momentum in
the original and in the new model are again diﬀerent. Only the new
model works as expected. Even when using viscosity interpolation,
the new model is still able to capture the two-layered Couette ﬂow
correctly. Our tests indicate that the scheme is stable, with a simul-
taneous density ratio of O(1000) and a viscosity ratio of O(100). Any
further increase in viscosity ratio leads to instability.
For each of the nine tests, Table (6) shows the L2 errors that occur
with the new model as the lattice size increases. It is clear that the
proposed model is compatible with the analytical solution, as the
order of accuracy is > 1. It is important to point out that the model
is only second order accurate in space with unit density ratios for this
test case. With variable density ratios, a discontinuity arises in the
momentum proﬁle and the order of accuracy drops to 1. We can see
that the MD-MV case yielded an order of accuracy of 1.478, but this is
only because the jump discontinuity is small for this situation, and
the momentum proﬁle decreases monotonically.
Overall, the approach presented in this paper enhances the range of
validity of this RK model. Moreover, there is every reason to expect
that this technique will also work for the other RK models (Grunau
et al. [1993]; Tölke [2002]; Reis and Phillips [2007]; Rannou [2008];
Leclaire et al. [2012c, 2011a]; Liu et al. [2012]), which also suﬀer from
the discontinuity problem. The current approach should correct the
behavior of these models with respect to momentum for the test case
involving the multilayered Couette ﬂows with variable density ratios.
4 Conclusion
In this research, the equilibrium distribution functions of the cur-
rent RK lattice Boltzmann model have been modiﬁed to correctly re-
cover the Navier-Stokes equations with weak pressure gradients and
within the limits of a small Mach and Knudsen number. Because of
the way in which the original model was used by various researchers,
it was not able to capture the momentum discontinuity in the two-
layered Couette ﬂow with density ratios other than 1. The new model
is able to do so, even with a large density ratio O(1000) and a vis-
cosity ratio O(100). However, the discontinuity problem of the RK
models mentioned by Aidun and Clausen [2010] is only partially re-
solved, since the model is valid only when the pressure gradients are
weak, which is usually the case when the current isothermal equation
of state is used. We also believe that other LB models in the RK class,
and perhaps even other classes, could also use the current corrected
equilibrium distribution functions to improve their range of validity.
We end this article on this ﬁnal note : It is important to acknowledge
that most of the test cases examined in our previous works (Leclaire
et al. [2011a, 2012c, 2011b]) are still valid with the current corrected
equilibrium. This is because the original model and the new model
coincide within the limit of 0 momentum or of 0 density gradient. Of-
ten in these works, one of the two conditions is, for practical purposes,
met.
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Table 3: Two-layered Couette ﬂow with unit density and variable viscosity ratios.
Momentum : ρuy
Case Original model New model
UD-LV










































































































Table 4: Two-layered Couette ﬂow with variable density and unit viscosity ratios.
Momentum : ρuy
Case Original model New model
LD-UV










































































































Table 5: Two-layered Couette ﬂow with variable density and variable viscosity ratios.
Momentum : ρuy
Case Original model New model
LD-LV











































































































(ρuy) (xj)|th − (ρuy) (xj)|num
)2
Nx − 1
Case Nx = 40 Nx = 80 Nx = 160 Order
UD-LV 1.970e-06 4.789e-07 1.169e-07 2.038
UD-MV 5.347e-06 1.302e-06 3.220e-07 2.027
UD-HV 5.791e-06 1.411e-06 3.864e-07 1.953
LD-UV 4.557e-05 2.255e-05 1.124e-05 1.010
MD-UV 1.282e-04 5.771e-05 2.745e-05 1.112
HD-UV 1.165e-03 5.589e-04 2.741e-04 1.044
LD-LV 2.772e-05 1.358e-05 6.717e-06 1.023
MD-MV 8.958e-05 3.223e-05 1.154e-05 1.478
HD-HV 1.257e-03 6.128e-04 3.028e-04 1.027
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Abstract
Based on the concept of isotropic centered ﬁnite diﬀerences, this work generalizes to higher order the spatial order of accuracy of the
2D and 3D isotropic discrete gradient operators. A suitable methodology is used to obtain a set of equations from which it is possible to
deduce stencil weights to achieve numerical approximations of both high order spatial and high order isotropic gradients. We consider that
the suggested discretization will be useful for enhancing the quality of the results in various scientiﬁc ﬁelds. The spatial order (S) controls
the spatial order of accuracy of the gradient norm and direction, while the isotropic order (I) controls the spatial order of accuracy
of the gradient direction. A useful list of the stencil weights needed to construct diﬀerent high order spatial and isotropic gradients is
given. Numerical tests show that the numerical spatial and isotropic orders of accuracy of the gradient approximation are the same as
those predicted by theory. A series of benchmarks comparing various eﬃcient convolution algorithms used to compute function or image
gradients is presented. Diﬀerent platforms implemented on CPU and GPU are studied, namely : plain MATLAB ; the Jacket plugin for
MATLAB ; and CUDA. The results show situations in which substantial computational speedup can be obtained, e.g. by more than 250x
with CUDA and the Jacket plugin for MATLAB versus MATLAB on CPU.
1 Introduction
The numerical ﬁnite diﬀerence method for calculating gradient functions is widely used in the scientiﬁc community. When calculating
the gradient of a function with several variables, a 1D ﬁnite diﬀerence is usually used for each direction. In recent years, however, it has
been shown that this procedure may cause some degree of anisotropy in the results [11].
To overcome this problem, Kumar introduced the concept of the isotropic ﬁnite diﬀerence [11], which ensures that the error term of the
ﬁnite diﬀerence discretization is isotropic. This guarantees that the scheme does not add its own anisotropy to the numerical simulation [11].
In Kumar’s work, the simulation of a 6-fold symmetric dendritic solidiﬁcation is more accurate if isotropic ﬁnite diﬀerences, rather than
conventional ﬁnite diﬀerences, are used. For the gradient operator, in the ﬁrst approach that Kumar [11] proposed, only 2D and 3D
approximation using ﬁnite diﬀerences of low spatial and isotropic order were presented (i.e. I = S+2 = 4 - see section (2.1) for the detailed
deﬁnition of S and I).
Shortly thereafter, Xiao et al. [24] used 3D isotropic ﬁnite diﬀerences to discretize a special case of Maxwell’s equation and improve the
numerical results. Isotropic discretizations have also improved an application of Shen et al. [21], which is a 2D numerical simulation of 2D
transient electromagnetic wave propagation.
Following the idea of Shan [20] for the numerical simulation of multiphase ﬂow using the lattice Boltzmann method, Sbragaglia et al. [19]
generalized the 2D and 3D gradients of higher isotropic order (i.e. I ≥ S + 2 = 4). Although not explicitly stated in their work [19], the
approach presented here can shows that the weights they developed lead to a gradient approximation that is second order accurate in space
(i.e. S = 2). For their model, the use of isotropic discretization for the calculation of gradients allowed the simulation of high-density ratios
between diﬀerent ﬂuids. Their isotropic gradient technique has also been used by Leclaire et al. [13], and allowed the simulation of density
ratios up to O(10000) for a stationary isotropic bubble. Isotropic discretization reduces the anisotropy in the numerical scheme to prevent
non physical bubble deformation and to reduce spurious currents, which constitute a numerical artifact at the ﬂuid interface.
To allow the discretization of a 3D pseudo-isotropic gradient on irregular mesh, Grogger [8] used an optimization process that minimized
the error associated with isotropy, while ensuring non dissipative approximation, which is an important property in the solution of hyperbolic
partial diﬀerential equations. It is worth noting that, in Grogger’s [8] investigation, for a given spatial order of discretization, the isotropy
error minimized by the optimization process may lead to an isotropic order approximately equal to the same spatial order (i.e. I ≈ S). He
did this in order to increase the stability limit of his numerical scheme. This means that Grogger’s method is a compromise between the
stability limit and the isotropy. Depending on the intended application, the stability limit is not a required parameter, and better isotropy
is often desirable.
Other isotropic discrete diﬀerential operators can be developed. For example, Thampi et al. [22] have shown that isotropic Laplacian
operators can be obtained from the weights of the discrete Maxwell-Boltzmann equilibrium, which is widely used in the lattice Boltzmann




In all previous investigations, the conclusion has been the same : the isotropic discretizations of diﬀerential operators are more accurate
than conventional ﬁnite diﬀerences. Based on this fact, researchers should test the isotropic discretization.
In this work, which was developed based on regular meshes, we generalize isotropic ﬁnite diﬀerences for highly spatially accurate gradient
approximations, while at the same time ensuring that the order of isotropy is greater than the spatial order (i.e. I ≥ S + 2 ≥ 4). This
is an extension and generalization of the work of Sbragaglia et al. [19] for high order spatial gradient discretizations. We can add that,
depending on the order of accuracy, our method is built to use the minimum number of closest neighbors required to achieve the target
accuracy. As in Ref. [8], because of the symmetry of the weights and the stencils, the non dissipative approximation is also respected by
our various discretizations. We believe that the weights and stencils developed in this work may be useful for scientiﬁc applications other
than those related to the lattice Boltzmann method. In this paper, we ﬁrst show how the necessary equations are obtained to determine
the various weights of the discretization, and then we show, numerically, that the spatial and isotropic orders of the gradients are actually
the same as those predicted theoretically. Finally, various platforms and algorithms are used to compare the evaluation performance of the
gradient discretizations, using MATLAB, the JACKET plugin for MATLAB, and CUDA. These benchmarking tests led us to conclude that
the computation of high order spatial 2D and 3D isotropic gradients is a great deal faster with a GPU than with plain MATLAB.
2 Methodology
In this section, a methodology for obtaining high order spatial and isotropic ﬁnite diﬀerences for the gradient operator is described,
and an eﬃcient method on the CUDA architecture is presented, using convolution products for computing the function gradients. Previous
works [11–13] may be useful for clarifying the mathematical diﬀerences between isotropic and anisotropic discretizations.
2.1 High order accurate gradient in space and isotropy
In this section, we describe how to construct a high order spatial and isotropic centered ﬁnite diﬀerence on a square lattice for the ﬁrst
derivative. Without loss of generality, the ﬁnite diﬀerence method is derived by supposing that the gradient of the function F is evaluated
at the origin (0, 0) of a 2D Cartesian space. Evaluating F at other positions in space is a straightforward application of this simpliﬁed case.
First, we deﬁne a stencil, or a set of discrete positions c(i,j) = [c(i)x , c
(j)
y ], around zero :
c(i)x = ih, i = −R,−R+ 1, ..., 0, ..., R− 1, R (1)
c(j)y = jh, j = −R,−R+ 1, ..., 0, ..., R− 1, R (2)
where h is the spacing between the various discrete positions, and the integer R is the radius of the stencil for a speciﬁc set of discrete
positions.
The next step is to use the Taylor series expansion of the function F around the origin :
































































where n and m are integers that deﬁne the order of the Taylor series expansion T = n+m− 1.
Given a certain order T of the Taylor series expansion and neglecting O(hT+1) terms, the truncated series can be evaluated at the various
positions c(i,j) of the stencil :
F (c(i)x , c
(j)




































































































where w(i,j) are weights that need to be carefully selected to ensure that the result of the linear combination does indeed correspond to
a gradient approximation. The integer D, associated with the distance relative to the origin, is a parameter that can further reduce the
number of discrete positions considered in the stencil. This parameter will be set later on, in order to uniquely deﬁne the diﬀerent weights
w(i,j). For symmetry considerations, the weights w(i,j) are chosen to be radially symmetric, i.e. w(i,j) = w(j,i), and w(i,j) = w(|i|,|j|).
As in Refs. [12, 13, 19], to study the isotropy of the discretization, we suppose that the function F to be derived is isotropic, i.e.
F ≡ F (r). Then, to be isotropic, the gradient also needs to be a vector function that depends only on the radius, i.e. ∇F ≡ f(r)er, where
er = [cos(θ), sin(θ)] is the unit radial vector, and f(r) is another isotropic function. However, in the discrete space, this is impossible to
achieve with a ﬁnite set of discrete positions c(i,j), since, in this case, the best we can do is choose the weights w(i,j) such that the error term
is isotropic up to a certain order [19]. Therefore, to study the isotropy of the discretization, it is easier to change the spatial coordinates
























After these transformations have been made and by only considering an error term up to order T , the gradient approximation with the error













































where E(t)x,polar and E
(t)
y,polar are expressions that are a function of the variables r and θ, and the weights w
(i,j). Note that these expressions
are not a function of the spacing h, because that spacing already appears outside these expressions.
For purposes of clarity, we are dropping the subindex "polar" for the rest of this work :
E(t)x ≡ E(t)x,polar (9)
E(t)x ≡ E(t)y,polar (10)
Note that, because of the symmetry of the weights w(i,j), the expressions E(t)x and E
(t)
y are zero for t odd.
Knowing the form of the expression E(t)x allowed us to construct a set of equations having, by solution, the weights w(i,j), in such a way
that :
1. The gradient approximation is space accurate up to the spatial order S. Mathematically, this means that E(t)x and E(t)y are zero up to
hS−2. The spatial order thus controls the rate at which the error of the gradient norm and direction decrease with the spacing h.
2. The gradient is isotropic accurate up to the isotropic order I. Mathematically, this means that the whole error term in Eqs. (7) and
(8) written in vector form is equivalent to a radially symmetric vector (i.e. f(r)er) up to hI−2. The isotropic order thus controls the
rate at which the error of the gradient direction decreases with the spacing h.
Note that discretizations with spatial order S are automatically of isotropic order I, because, when E(t)x and E
(t)
y are zero, they are also
radially symmetric.
Next, we describe the way to construct the set of equations to ﬁnd the weights w(i,j) under the speciﬁc spatial order and isotropic
order S and I respectively. Obviously, this is very tedious to do by hand, and we so used the symbolic computation software Maple [2] to
obtain the full set of equations. The method for obtaining the equations is explained below.
Note that, because of the symmetry of the weights w(i,j), we only need to search for speciﬁc conditions in the error term of the x-derivative
when building the set of equations to ﬁnd the weights w(i,j), because searching for conditions in the error term of the y-derivative would
lead to exactly the same set of equations.
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where A is a function of the weights w(i,j), and B is an expression involving the error term. Following the previous deﬁnition, the next
equation deﬁnes the scaling of the gradient, and it is required that :
A = 1 (12)
Next, given the spatial order S of the gradient discretization, we impose the spatial order of the gradient discretization by adding the
following condition :
cos(θ)htE(t)x ≡ 0 ∀θ, t = 2, 4, ..., S − 2 (13)
The Maple symbolic computation software can solve the problem in Eq. (13) and provide a set of equations that are a function of w(i,j) and
which respect these identities.
The last set of equations that is needed will establish the isotropic order I of the gradient discretization. In obtaining this set of equations,
we should note that error term E(t)x in Eq. (7) has the following form :
E(t)x (r, θ, w




with g(t,k) being functions of the variable r and the weights w(i,j). So, to impose isotropy up to order I, i.e. E(t)x (r, θ, w(i,j)) ≡ E(t)x (r, w(i,j))
for S ≤ t ≤ I − 2, the next conditions that we need are the following :
g(t,k)(r, w(i,j))[cos(θ)]k ≡ 0 ∀θ,
{
k = 2, 4, ..., 2(I − 2)
t = S, S + 2, ..., I − 2 (15)
Again, the Maple software can solve the problem in Eq. (15) and provide a set of equations that are a function of w(i,j) and which respect
these identities.
2.2 Weights and stencils
For example, if we consider the spatial order and isotropy of order I = S + 2 = 4, then, to build the set of equations, we choose T = 4,
R = 1, and D = 2. Therefore, Eq. (12) will be :
4w(1,1) + 2w(1,0) = 1 (16)
In this case, the set of equations that would come from the identities in Eq. (13) will be empty. Finally, the set of equations that set isotropy
are deduced from Eq. (15), as follows :
w(1,0) = 4w(1,1)
w(1,1) = w(1,1) (17)
with solutions w(0,1) = 1/3 and w(1,1) = 1/12. These weights are already known and correspond to those given in Refs. [11, 19].
Let us consider a second example. If the spatial order and isotropic order are of order I = S + 2 = 6, then, with R = 2 and D = 5, Eq.
(12) becomes :
20w(2,1) + 8w(2,0) + 4w(1,1) + 2w(1,0) = 1 (18)
The equations that set the spatial order now exist, and are deduced from Eq. (13) :
w(1,0) = −16w(2,0) − 18w(2,1)
w(2,0) = w(2,0)
w(1,1) = −8w(2,1)
w(2,1) = w(2,1) (19)
The group of equations that sets the isotropy are deduced from Eq. (15), as follows :
w(1,0) = 70w(2,1) + 8w(1,1) − 64w(2,0)
w(2,0) = w(2,0)
w(1,1) = w(1,1)
w(2,1) = w(2,1) (20)
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Table 1: Stencil weights needed to construct 2D high order spatial and isotropic gradient discretization.
Spatial and isotropic order (S, I)
(2, 4) (4, 6) (6, 8) (8, 10) (10, 12) (12, 14) (14, 16) Weights
1/3 13/30 31/70 27/70 16/63 215/12012 -9769/25740 w(1,0)
1/12 2/15 27/140 88/315 1145/2772 626/1001 49861/51480 w(1,1)
w(7,0) -1/420420 -1/120 0 1/30 575/5544 11177/48048 2947/6435 w(2,0)
w(6,6) 0 -1/60 -3/70 -53/630 -5/33 -2115/8008 -11711/25740 w(2,1)
w(6,5) 0 0 3/560 2/105 65/1386 100/1001 371/1872 w(2,2)
w(6,4) 0 0 -1/630 -1/105 -125/4158 -1985/27027 -12187/77220 w(3,0)
w(6,3) 0 0 1/280 4/315 25/792 205/3003 91/660 w(3,1)
w(6,2) -1/41184 0 0 -1/630 -5/693 -515/24024 -7/132 w(3,2)
w(6,1) 1/25740 0 0 0 5/8316 10/3003 119/10296 w(3,3)
w(6,0) -1/38610 5/432432 0 1/1440 85/22176 1219/96096 287/8580 w(4,0)
w(5,5) 0 0 0 -1/1260 -5/1386 -87/8008 -707/25740 w(4,1)
w(5,4) 0 0 0 0 5/11088 5/2002 56/6435 w(4,2)
w(5,3) -1/12870 0 0 0 0 -5/24024 -7/5148 w(4,3)
w(5,2) 1/1716 1/12012 0 0 0 0 7/82368 w(4,4)
w(5,1) -2/2145 -1/12012 0 0 -1/4950 -123/100100 -581/128700 w(5,0)
w(5,0) 149/128700 1/50050 -1/17325 0 1/5544 1/1001 7/1980 w(5,1)
w(4,4) -1/9152 0 0 0 0 -1/8008 -7/8580 w(5,2)
w(4,3) 7/5148 5/24024 0 0 0 0 7/102960 w(5,3)
w(4,2) -5/858 -5/3432 -1/3696 0 0 0 0 w(5,4)
w(4,1) 7/780 5/3432 0 0 0 0 0 w(5,5)
w(4,0) -29/2340 -205/96096 5/22176 1/3360 0 23/432432 7/19305 w(6,0)
w(3,3) -4/429 -5/2002 -1/2079 0 0 -1/24024 -7/25740 w(6,1)
w(3,2) 155/5148 115/12012 2/693 1/1260 0 0 7/205920 w(6,2)
w(3,1) -56/1287 -95/12012 1/693 1/630 0 0 0 w(6,3)
w(3,0) 5171/77220 2005/108108 5/2079 -1/630 -1/630 0 0 w(6,4)
w(2,2) -17/208 -25/1001 -1/154 -1/420 -1/560 0 0 w(6,5)
w(2,1) 61/572 5/1001 -2/77 -11/420 -1/70 0 0 w(6,6)
w(2,0) -327/1430 -4313/48048 -185/5544 -1/90 0 1/120 -17/1261260 w(7,0)
w(1,1) -79/715 15/182 5/33 17/105 1/7 1/10 1/102960 w(7,1)
w(1,0) 7967/8580 7957/12012 370/693 289/630 27/70 4/15
Weights (12, 16) (10, 14) (8, 12) (6, 10) (4, 8) (2, 6)
Spatial and isotropic order (S, I)
It is important to mention that some of the above equations, given by the Maple software, are sometimes equivalent, in the sense that they
may deﬁne the same linear space. So, we can see that the previous set of equations in Eq. (20) is obtained twice by this software, but that
multiple equivalent linear spaces do not cause a problem to the software when a linear system is solved symbolically.
The solution for the weights is w(0,1) = 13/30, w(2,0) = −1/120, w(1,1) = 2/15, and w(2,1) = −1/60. We believe that this is the ﬁrst time
that these weights have been found.
If the spatial order and isotropy become larger, the set of equations turns out to be very large indeed. So, up to I = S+2 = 16, only the
solution of the system of equations with diﬀerent weights w(i,j) is given in Table (1). For convenience, Table (1) also provides the weights
up to S = 12 for the case where I = S + 4. The sparsity pattern of the various ﬁlters can be determined when the weights w(i,j) that are
zero are known.
Up to now, we have only presented a methodology to obtain high order spatial and isotropic gradient discretization in 2D. The methodology
in 3D is very similar, except that, to achieve isotropy, we need to consider a spherical coordinate system instead of polar coordinates. Although
this results in additional complexity, it is still possible to build a set of equations in a similar fashion with the weights w(i,j,k) unknown.
These equations, once solved, will lead to 3D high order spatial and isotropic gradient discretizations. Up to order I = S + 2 = 10, Table
(2) shows the weights w(i,j,k) needed to achieve these discretizations. Table (2) provides the weights for the 3D case, with I = S + 4 up to
S = 6.
We may add that, if I = S + 2 = T = 2R + 2, the set of equations obtained from Eqs. (12), (13), and (15) has no solution for the
weights w(i,j) (or w(i,j,k)) if D < R2 + 1. It has a unique solution if D = R2 + 1, and an inﬁnite number of solutions if D > R2 + 1. For
I = S + 4 = T = 2R+ 2, the set of equations has no solution for the weights if D < R2. It has a unique solution if D = R2, and an inﬁnite
number of solutions if D > R2. Note that, in both cases where there is a unique solution, the resulting weights will form, by the construction
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Table 2: Stencil weights needed to construct 3D high order spatial and isotropic gradient discretization.
Spatial and isotropic order (S, I)
(2, 4) (4, 6) (6, 8) (8, 10) Weights
1/6 1/15 -41/140 -347/315 w(1,0,0)
1/12 1/5 3/7 32/35 w(1,1,0)
w(4,0,0) 1/3360 -1/30 -9/70 -13/35 w(1,1,1)
w(3,3,3) 0 1/40 33/280 5/14 w(2,0,0)
w(3,3,2) 0 -1/60 -9/140 -17/90 w(2,1,0)
w(3,3,1) 0 0 3/280 2/35 w(2,1,1)
w(3,3,0) 0 0 3/560 1/35 w(2,2,0)
w(3,2,2) 0 0 0 -1/210 w(2,2,1)
w(3,2,1) 0 0 0 0 w(2,2,2)
w(3,2,0) 1/1260 0 -11/1260 -2/45 w(3,0,0)
w(3,1,1) 1/420 0 1/280 2/105 w(3,1,0)
w(3,1,0) -1/315 0 0 -1/315 w(3,1,1)
w(3,0,0) 1/315 -1/630 0 -1/630 w(3,2,0)
w(2,2,2) 0 0 0 0 w(3,2,1)
w(2,2,1) 1/210 0 0 0 w(3,2,2)
w(2,2,0) -1/84 -1/560 0 0 w(3,3,0)
w(2,1,1) 4/105 -1/140 0 0 w(3,3,1)
w(2,1,0) 17/420 0 0 0 w(3,3,2)
w(2,0,0) -22/315 1/280 1/120 0 w(3,3,3)
w(1,1,1) 23/140 3/70 1/60 23/10080 w(4,0,0)
w(1,1,0) -2/21 1/14 1/15 -1/1260 w(4,1,0)
w(1,0,0) 181/315 17/70 2/15
Weights (6, 10) (4, 8) (2, 6)
Spatial and isotropic order (S, I)
itself, the smallest possible set of weights with non zero values near the origin. So, given the orders S and I, the high order spatial and
isotropic gradient discretization developed in this work uses the closest set of neighbors.
The methodology presented in section (2.1) is general enough to calculate the weights w(i,j) that are needed for gradient discretization
with an isotropic order much higher than the spatial order, i.e. the case where I > S + 4. To compare our results with the work described
in Ref. [19], the weights for the most local isotropic discretization are given in 2D with S = 2 and I = 4, .., 16, and in 3D with S = 2 and
I = 4, .., 10. Based on our ﬁndings, the method presented in this work generalizes the method presented in Ref. [19] to a higher spatial order.
2.3 Gradient evaluation by convolution
The computational method derived from Eq. (3) to obtain an approximation of the gradient is to add the function values in all the
discrete positions c(i,j) and to weight these values using stencil values. The generalization of this method leads to convolution, which is
a generic procedure used to compute gradients [3]. In this section, we explain the convolution computation by splitting the process into
two methods : the ﬁrst implemented in the spatial domain and the second in the frequency domain. Below is a review of the theoretical
background of this alternative. As was done in Ref. [12], we present examples that occur in 2D, but the formalism can easily be extended
to 3D.
The convolution product of two continuous 2D functions g(x, y) and h(x, y), deﬁned by Eq. (21), calculates an average function by sliding
the ﬁlter h all over the image g. Simply put, we say that the function h acts as a ﬁlter of the function g.





g(x, y)h(x− s, y − t)dsdt (21)
The present case requires discrete functions and, for simplicity, periodic boundary conditions. The circular convolution of the discrete
functions G(x, y) and H(x, y) is presented in Eq. (22). In practice, the procedure consists of ﬂipping the ﬁlter H , in each dimension, aligning
G and H into 1D vectors, and then sliding H from one boundary of G to the opposite side, where G starts again, at the ﬁrst boundary. At








G(i, j)H [(x− i) mod N, (y − j) mod N ] (22)
As stated by the convolution theorem in Eq. (23) and concisely described in Ref. [5, chap. 4], the convolution of two functions in
the space domain is also equivalent to the pointwise product of these functions in the frequency domain, where F{g} and F{h} are the
Fourier transform of g and h, and the symbol F−1 represents the inverse Fourier transform. In mathematics, the Fourier transform of a
function generates its frequency spectrum, where high frequencies correspond to information varying rapidly in the original function and
low frequencies correspond to slow variations. The inverse transform rebuilds a function from its frequency spectrum. The second way of
convoluting the discrete functions G and H would be to use the sequence set out in Eq. (24), as follow, where DFT stands for Discrete
Fourier Transform as described in Ref. [4, chap. 6] : compute image and ﬁlter discrete Fourier transforms, multiply the resulting Fourier
coeﬃcients, and apply Fourier inverse transform on the product of the coeﬃcients.
g ∗ h = F−1{F{g}  F{h}} (23)
G ∗H = DFT−1{DFT {G} DFT {H}} (24)
We decide whether to use the discrete Fourier transform pipeline or spatial circular convolution based ﬁrst and foremost on a comparison
of complexity functions. In the spatial domain, the convolution of an NxN image with a KxK ﬁlter requires N2K2 multiplications and nearly
N2K2 additions. In the frequency domain, the discrete Fourier transform and its inverse are computed via the divide-and-conquer algorithm
of the Fast Fourier Transform (FFT), the fundamental notions of which can be found in Ref. [4, chap. 8]. In 2D and 3D DFT implementation,
the separability property reduces the 2D DFT complexity from O(N2 log2(N)) to O(N log2(N)), since it is decomposed into two operational
sequences, where 1D DFT is applied successively in each dimension. To the Fourier transform computational complexity is added the cost of
the product of two complex numbers (4 multiplications and 2 additions) when Fourier coeﬃcients are multiplied. The resulting complexity
of convoluting an NxN image by a KxK ﬁlter would then give 2N log2(N) +K log2(K) + 6N2 operations.
In conclusion, convoluting in the spatial domain will yield better performance than using Fourier transforms for small ﬁlters only, because
O(N2K2) > O(N log2(N) + K log2(K) + N
2) for ﬁxed N and large K. This observation is enhanced in 3D, where spatial convolution
complexity is O(N3K3) while passing by FFT and IFFT complexity is in O(Nlog2(N) +K log2(K) +N3).
2.4 Gradient computation with CUDA
In this work, CUDA (Compute Uniﬁed Device Architecture) and C language are used to implement the ﬁlter sliding in the spatial domain
and the ﬁlter application in the frequency domain. The GPU manufacturer’s Nvidia oﬀers CUDA as a platform to implement general purpose
computing on GPUs that are suited for vector calculus, as is required for graphics rendering. For highly arithmetic kernels executed on a
large set of data, the performance gained by GPUs vs. CPUs is achieved because GPUs devote more transistors to data processing and
fewer to data caching and ﬂow control. As introduced in Ref. [14, chap. 2], the data nodes are partitioned into 2D or 3D blocks of 2D or 3D
threads, which execute independently. From within the launched kernel, threads and blocks are accessible through their indices, providing
an intuitive way to invoke the kernel across the 2D or 3D dataset elements. Device linear memory can be allocated in one, two, or three
dimensions, but its size should be a multiple of 16 in order to be aligned with the half warp size. All threads have access to a global linear
memory, while shared memory is a local memory that is only accessible from threads within a block.
2.4.1 Padding
Real data dimensions are not usually multiples of 16, and so we must pad them. In addition to aligning data size, padding should regulate
boundary conditions to make borders repeat from one side to the other. As suggested in Ref. [17], we implemented a padding kernel to be
called before the convolution is launched. This increases data size by at least the radius R on each border, where K = 2R+ 1, and ﬁlls out
the data dimensions to the required size with periodic borders. The kernel fetches the values to copy from a texture memory object binded
to the global linear memory. Using texture memory in this way oﬀers performance advantages, as listed in Ref. [6], because texture mapping
hardware is optimized for interpolation techniques. One texture unit, or texel, comprises four 8-bit channels, one for each color (red, green,
and blue), plus one for transparency. Since the maximum built-in precision is 32 bits, we store each double precision value in two texels. We
present in Table (3) an invented example, where the original 14x14 image with a 3x3 stencil gives a 16x16 padded image. Besides adding
the stencil halos, padding should increase the size of the data until it reaches the nearest multiple of 16, ﬁlling the space after the halos with
no particular required values. As explained in the section (2.4.2), for the FFT and IFFT cases, the size should equal a power of 2.
2.4.2 CUDA with FFT convolution
We took advantage of the CUFFT (CUDA Fast Fourier Transform) library to implement the convolution via a discrete Fourier transform.
CUDA provides a mechanism, called a "plan", which calculates the optimal execution conﬁguration "in terms of minimum ﬂoating-point
operations (FLOPs) for a particular FFT size and data type" [15]. Before calculating its transform, the stencil should be expanded to the
size of the padded data, as demonstrated in Ref. [17] : we place the central element of the stencil, given in Table (4) for example, at (0, 0) of
the padded stencil, as shown in Table (5), and periodically shift the excess to the remaining corners of the extended image, so that the stencil
7
147
Table 3: Image with original 14 by 14 size, after padding for a 3 by 3 stencil.
196 183 184 185 ... 196 183
14 1 2 3 ... 14 1
28 15 16 17 ... 28 15
42 29 30 31 ... 42 29
... ... ... ... ... ... ...
196 183 184 185 ... 196 183
14 1 2 3 ... 14 1
wraps each data element it passes during circular convolution. We must remember that the divide-and-conquer DFT algorithm requires a
power of 2 data size, because it factorizes each FFT step into two subdivisions to recombine them at end of the recursion. Passing the
conﬁgured plan handle as a parameter, we use the cuﬀtExecZ2Z function to perform the forward real-to-complex transform and the inverse
complex-to-real transform, where Fourier coeﬃcients are complex numbers made up of two double precision numbers, and request twice the
padded size from global memory.




Table 5: Cyclically shifted and padded stencil.
5 6 0 0 ... 4
8 9 0 0 ... 7
0 0 0 0 ... 0
... ... ... ... ... ...
2 3 0 0 ... 1
As expressed in Eq. (24), the Fourier transform image is modulated by a Fourier transform kernel and an inverse transform is applied
on the result. The following routine shows the main execution steps :
1. Create an execution plan for the forward and inverse transforms ;
2. Pad the image and the stencil ;
3. Call the forward FFT function on the padded image and stencil ;
4. Generate a pointwise product of the coeﬃcients ;
5. Call the inverse FFT function on the result ;
6. Unpad the output.
2.4.3 CUDA with spatial convolution
In this section, the convolution does not require padding the stencil. We simply reverse the stencil and slide it onto the padded image
and calculate the scalar product of the current window, weighted by the stencil. The convolution of the image and stencil in Table (3) and
Table (4) requires 9 multiplications of the intput value and 8 additions to output value at the ﬁnal position (0, 0) : 1 × 16 + 2 × 15 + 3 ×
28 + 4 × 2 + 5 × 1 + 6 × 14 + 7 × 184 + 8 × 185 + 9 × 196. Furthermore, the global data input will require 9 memory read accesses. One
position will be read 9 times after we have processed the convolution for the whole image. As recommended in Ref. [18], the global memory
bandwidth is reduced by loading into shared memory the neighborhood related to all the indices within a block of threads. Most positions,
except the thread block borders within a radius of R, would then be loaded once. The remaining positions will have to be loaded at most
3R + 1 times in 2D and 4R + 1 times in 3D to ensure that the data padding is stored in shared memory. In order to optimize coalescence
in shared memory, the scalar product operations (multiplication and addition) must be unrolled, since they can be performed in any order.
Finally, the stencil is loaded into the constant memory, to reduce bandwidth usage, since constant memory is cached and can be broadcast
to other threads.
Fined-grained parallelism depends on the size of the shared memory, which means that the size of the 2D thread block, which could be
as much as 32× 32 in Nvidia version 2.0 cards, has to be reduced to a 16x16 tile, so that the padded tile will ﬁt into a 48 kB shared memory.
In 3D, the block size used is 16× 4× 4.
We implemented convolution for any stencil form in 2D and 3D. Isotropic centered ﬁnite diﬀerences with the stencil weights presented
in Tables (1) and (2) reveal a distribution pattern of weights among positions with many zero values. These could eventually be discarded
when computing the scalar product. It would be interesting to take these patterns into account, but the resulting CUDA code would not be




In this section, we ﬁrst demonstrate that the numerical spatial order and isotropic order of the various gradient discretizations shown in
Tables (1) and (2) are compatible with the theoretical spatial order and isotropic order developed in the methodology section (2.1).
After providing a numerical proof of the spatial and isotropic order accuracy, the next step is to create a performance benchmark for the
various gradient discretizations over diﬀerent computing platforms. As we mentioned in section (2.3), the convolution product is an eﬃcient
way of evaluating the gradient of a function or image. Consequently, we use this evaluation method to compare the performance of the
gradient discretizations on the following platforms : MATLAB, the Jacket plugin for MATLAB, and CUDA.
3.1 Order of accuracy
Here, we present three numerical tests demonstrating that the gradient discretization provided in section (2.2) achieves the theoretical
predicted spatial and isotropic order of accuracy. The ﬁrst test case evaluates the spatial order of accuracy of the gradient discretization
when evaluating the gradient of a high order multivariable polynomial ; the second test case involves a multivariable periodic sinusoidal
function ; and the third test case validates the spatial and isotropic order of accuracy using a rotated 1D sinusoidal function. In summary,
the spatial order is validated for the case where I = S + 2 and I = S + 4, while the more interesting isotropic order is only validated in the
case where I = S + 4. We do this for reasons of clarity, as the validation with I = S + 2 is scientiﬁcally equivalent.
3.1.1 High order multivariable polynomial (spatial order)
The aim of this numerical test is to verify whether or not diﬀerent gradient discretizations of order S ≥ n obtained from the weights
in Tables (1) and (2) can be used to accurately evaluate the gradient of a multivariable polynomial of order n. The only case validated for
this test is where I = S + 2. This is a standard numerical experiment performed to verify the spatial accuracy of a gradient discretization,
because gradient discretization of spatial order S ≥ n must accurately evaluate the gradient of a multivariable polynomial of order n [9].
The multivariable polynomial chosen for this test is the following :
p(x, y) = (x+ y + 1)n (25)
and
p(x, y, z) = (x+ y + z + 1)n (26)
in 2D and in 3D respectively. Without loss of generality, the methodology is presented here only for the 2D case and for the derivative in
the x-direction. The case with 3D and/or for other derivative directions can be expressed and obtained in a straightforward manner.















given a spatial order value of S. The numerical derivative in the x-direction is computed using Eq. (3), along with the associated weights
w(i,j) from Table (1). Note that in our case, h = 1/16, any value of h leads to the same main conclusion.
The errors obtained from Eq. (27) are shown in Tables (6) and (7) for the 2D and 3D cases respectively. It is clear that, as predicted
theoretically, the gradient discretization of spatial order S ≥ n does precisely evaluate the gradient of the multivariable polynomial up to
order n, because the error is of the order of the machine accuracy. This is a clear numerical indication that the stencils weights w(i,j) are
correct.
3.1.2 Multivariable sinusoidal function (spatial order)
The evaluation of a multivariable polynomial derivative is an important test, but rather a simple one. We present a more complex case
now, which involves computing the gradient of a periodic multivariable sinusoidal function, and evaluating the discretization error over the
entire periodic domain of the function. Achieving the target numerical spatial accuracy is therefore more diﬃcult. The only case validated
for this test is with I = S + 2.
The periodic multivariable sinusoidal functions chosen for this test are the following :
F (x, y) = sin(2πx) + sin(2πy) (28)
and
F (x, y, z) = sin(2πx) + sin(2πy) + sin(2πz) (29)
in 2D and 3D respectively. Again, without loss of generality, the methodology is presented only for the 2D case and for the derivative in the
x-direction. The case with 3D and/or of other derivative directions can also be developed in a straightforward manner.


















Table 6: Errors with the x-derivative of a multivariable polynomial for diﬀerent gradient discretizations in 2D.
Spatial and isotropic order (S, I)
Polynomial order (2, 4) (4, 6) (6, 8) (8, 10) (10, 12) (12, 14) (14, 16)
n = 1 0 0 0 0 0 0 0
n = 2 2.22e-16 0 8.88e-16 4.44e-16 4.44e-16 8.88e-16 2.66e-15
n = 3 7.81e-03 8.88e-16 4.44e-16 0 4.44e-16 8.88e-16 6.66e-15
n = 4 3.13e-02 8.88e-16 2.66e-15 8.88e-16 8.88e-16 3.55e-15 4.00e-15
n = 5 7.82e-02 2.44e-04 8.88e-16 1.78e-15 0 9.77e-15 1.78e-15
n = 6 1.57e-01 1.46e-03 1.78e-15 8.88e-16 8.88e-16 2.66e-15 8.88e-16
n = 7 2.75e-01 5.14e-03 1.72e-05 8.88e-16 1.78e-15 1.15e-14 3.55e-15
n = 8 4.43e-01 1.38e-02 1.37e-04 1.78e-15 3.55e-15 5.33e-15 2.66e-15
n = 9 6.68e-01 3.12e-02 6.20e-04 2.15e-06 7.11e-15 1.60e-14 8.88e-15
n = 10 9.61e-01 6.29e-02 2.08e-03 2.15e-05 0 5.33e-15 5.33e-15
n = 11 1.33e+00 1.17e-01 5.77e-03 1.18e-04 4.19e-07 1.78e-15 1.07e-14
n = 12 1.79e+00 2.02e-01 1.40e-02 4.77e-04 5.03e-06 2.84e-14 8.88e-15
n = 13 2.35e+00 3.34e-01 3.08e-02 1.57e-03 3.28e-05 1.18e-07 8.88e-15
n = 14 3.03e+00 5.28e-01 6.27e-02 4.46e-03 1.55e-04 1.65e-06 2.66e-14
n = 15 3.84e+00 8.07e-01 1.20e-01 1.14e-02 5.88e-04 1.24e-05 4.51e-08
n = 16 4.79e+00 1.20e+00 2.19e-01 2.65e-02 1.91e-03 6.70e-05 7.22e-07
Table 7: Errors with the x-derivative of a multivariable polynomial for diﬀerent gradient discretization in 3D.
Spatial and isotropic order (S, I)
Polynomial order (2, 4) (4, 6) (6, 8) (8, 10)
n = 1 0 0 0 0
n = 2 2.22e-16 6.66e-16 2.22e-15 3.11e-15
n = 3 1.17e-02 0 3.55e-15 4.89e-15
n = 4 4.69e-02 0 8.88e-16 1.78e-15
n = 5 1.17e-01 5.49e-04 1.78e-15 2.66e-15
n = 6 2.35e-01 3.30e-03 6.22e-15 9.77e-15
n = 7 4.14e-01 1.16e-02 5.79e-05 1.15e-14
n = 8 6.66e-01 3.10e-02 4.63e-04 1.24e-14
n = 9 1.01e+00 7.02e-02 2.09e-03 1.09e-05
n = 10 1.45e+00 1.42e-01 7.02e-03 1.09e-04
with a given spatial order value of S. The numerical derivative in the x-direction is computed using Eq. (3), along with the associated weights
w(i,j) from Table (1). This time, the error is computed as a function of the spacing h. The error in Eq. (30) is the L2 norm of the diﬀerence
between the numerical and theoretical derivatives as a function of the spatial order S and the spacing h.
Again, the errors obtained from Eq. (30) are shown in Tables (8) and (9) for the 2D and 3D cases. As expected, the error decreases
at the predicted rate as the spacing h decreases. In Tables (8) and (9), the numerical spatial order is computed following the deﬁnition of
spatial order accuracy [10]. In our case, this can be simpliﬁed to the absolute slope of the linear best ﬁt line obtained from the logarithm
of the error as a function of the logarithm of the spacing h. Some of the errors in Tables (8) and (9) are noted as O(). These are not used
in the computation of the numerical spatial order, because, at that level of accuracy, the machine accuracy is achieved, or almost achieved,
and the errors do not decrease at the same rate as theoretically predicted.
It is clear that, as predicted by the theory, the gradient discretization of spatial order S evaluates the gradient of the periodic multivariable
sinusoidal function at the spatial accuracy S in the L2 norm. This is another clear numerical indication that the stencil’s weights w(i,j) are
correct.
3.1.3 Rotated 1D sinusoidal function (isotropic order)
The goal of the last test case is to corroborate the fact that the isotropic order of accuracy is the same as that predicted theoretically.
At the same time, it can be demonstrated that the spatial order of accuracy is also correctly predicted. This test case consists of calculating
the gradient of a rotated 1D sinusoidal function, and of checking the error between the theoretical and numerical gradients. As the spacing
h is reduced, the error associated with the norm of the gradient can only be reduced at a greater rate if the spatial order of accuracy is
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Table 8: Errors with the x-derivative of a periodic multivariable sinusoidal function for diﬀerent gradient discretizations in 2D.
Theoretical spatial and isotropic order (S, I)
(2, 4) (4, 6) (6, 8) (8, 10) (10, 12) (12, 14) (14, 16)
h = 1/8 4.43e-01 5.24e-02 6.61e-03 8.62e-04 1.15e-04 1.55e-05 2.13e-06
h = 1/16 1.13e-01 3.46e-03 1.13e-04 3.82e-06 1.32e-07 4.65e-09 1.65e-10
h = 1/32 2.85e-02 2.19e-04 1.81e-06 1.54e-08 1.35e-10 1.19e-12 O()
h = 1/64 7.13e-03 1.37e-05 2.84e-08 6.07e-11 O() O() O()
h = 1/128 1.78e-03 8.60e-07 4.44e-10 O() O() O() O()
h = 1/256 4.46e-04 5.37e-08 6.94e-12 O() O() O() O()
Numerical spatial order S 1.99 3.98 5.97 7.92 9.85 11.8 13.7
Table 9: Errors with the x-derivative of a periodic multivariable sinusoidal function for diﬀerent gradient discretizations in 3D.
Theoretical spatial and isotropic order (S, I)
(2, 4) (4, 6) (6, 8) (8, 10)
h = 1/8 4.43e-01 5.24e-02 6.61e-03 8.63e-04
h = 1/16 1.13e-01 3.46e-03 1.13e-04 3.82e-06
h = 1/32 2.85e-02 2.19e-04 1.80e-06 1.54e-08
h = 1/64 7.13e-03 1.37e-05 2.84e-08 6.07e-11
h = 1/128 1.78e-03 8.60e-07 4.44e-10 O()
h = 1/256 4.46e-04 5.37e-08 6.93e-12 O()
Numerical spatial order S 1.99 3.98 5.97 7.92
higher. However, the error with respect to the gradient direction can be reduced at a greater rate if either the spatial or the isotropic order
of accuracy is increased.
Without loss of generality, for a given 2D or 3D rotation for a 1D sinusoidal function, only the error with respect to the x-derivative has
to be validated. The errors associated with the y- and z-derivatives are of the same order. Therefore, the order of the error concerning the
norm of the gradient is proportional to the error of the x-derivative. In 2D, only one angle is needed to represent the gradient direction, so
its error has to be validated. In 3D, when the spherical coordinates are used, only two angles are needed to represent the direction of the
gradient. By rotational symmetry, the error of only one of the angles needs to be validated. We have chosen to validate the error of the angle
between the gradient and the x-axis in 2D, and with the error between the gradient and the z-axis in 3D.
The rotated 1D sinusoidal function used for this test is the following :
F (x, y, z) = sin(4πx′) (31)
with
x′ =cos(θ) cos(ψ)x+
[cos(φ) sin(ψ) + sin(φ) sin(θ) cos(ψ)]y+
[sin(φ) sin(ψ)− cos(φ) sin(θ) cos(ψ)]z (32)
The angles φ, θ, and ψ are associated with a rotation around the x-axis, y-axis, and z-axis respectively. To check the order of accuracy, we
ﬁrst randomly choose a rotation. In 2D : φ = 0, θ = 0, and ψ = 7/8π ; and in 3D : φ = 3/8π, θ = 5/8π, and ψ = 7/8π. It should be noted
that the conclusion is the same, whatever the rotation, except if the 1D sinusoidal function is aligned with the stencil, in which case the
isotropy error is zero.
For all cases, the error between the theoretical gradient and the numerical gradient is only computed at the origin of the system of
coordinates for diﬀerent gradient discretizations (I = S + 4) and spacing h. In 2D, Table (10) shows the errors with the x-derivative and
the errors with the gradient direction, and Table (11) shows the errors for the 3D case. In both Tables, the numerical spatial and isotropic
orders of accuracy are also computed.
Clearly, we can conclude that the numerical spatial and isotropic orders of accuracy of the gradient discretizations are the same as those
predicted theoretically. This conﬁrms that the stencil weights are correct.
The important point here is that the error with respect to the gradient direction decreases at a greater rate than the error with respect
to the norm of the gradient, even if the function to be derived is not isotropic. This can only happen because the stencil weights are chosen
speciﬁcally to lead to an isotropic error term.
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Table 10: Errors with diﬀerent gradient discretizations for a 1D rotated sinusoidal function in 2D.
Theoretical spatial and isotropic order (S, I)
(2, 6) (4, 8) (6, 10) (8, 12) (10, 14) (12, 16)
h = 1/17 1.21e+00 1.36e-01 1.57e-02 1.87e-03 2.25e-04 2.74e-05
Errors with the
x-derivative.
h = 1/33 3.33e-01 1.02e-02 3.25e-04 1.06e-05 3.50e-07 1.17e-08
h = 1/65 8.65e-02 6.91e-04 5.72e-06 4.84e-08 4.16e-10 3.66e-12
h = 1/129 2.20e-02 4.47e-05 9.43e-08 2.03e-10 4.12e-13 O()
h = 1/257 5.55e-03 2.84e-06 1.51e-09 8.90e-13 O() O()
Numerical spatial order S 1.99 3.97 5.96 7.92 9.93 11.8
Numerical isotropic order I 6.02 7.97 9.92 11.8 13.8 15.7
h = 1/17 1.21e-05 1.24e-06 1.40e-07 1.97e-08 3.29e-09 5.79e-10
Errors with the angle
between the gradient
and the x-axis.
h = 1/33 2.15e-07 6.45e-09 2.00e-10 7.69e-12 3.50e-13 1.69e-14
h = 1/65 3.64e-09 2.89e-11 2.33e-13 2.66e-15 O() O()
h = 1/129 5.94e-11 1.20e-13 O() O() O() O()
h = 1/257 9.49e-13 O() O() O() O() O()
Table 11: Errors with diﬀerent gradient discretizations for a 1D rotated sinusoidal function in 3D.
Theoretical spatial and isotropic order (S, I)
(2, 6) (4, 8) (6, 10)
h = 1/17 4.64e-01 5.19e-02 6.01e-03 Errors with the
x-derivative.h = 1/33 1.27e-01 3.91e-03 1.24e-04
h = 1/65 3.31e-02 2.64e-04 2.19e-06
Numerical spatial order S 1.97 3.94 5.90
Numerical isotropic order I 6.04 7.96 9.94
h = 1/17 1.54e-06 2.90e-07 1.53e-07 Errors with the angle
between the gradient
and the z-axis
h = 1/33 2.74e-08 1.50e-09 2.15e-10
h = 1/65 4.64e-10 6.72e-12 2.48e-13
3.2 Performance benchmark of MATLAB, Jacket, and CUDA
The main objective in this section is to benchmark various algorithms for computing high order spatial and isotropic gradients. Doing so
will enable us to understand that the choice of algorithm or computational platform, or both, can actually reduce the computational time.
The benchmark presented here is very similar to the one in Ref. [12], the main diﬀerence being that the ﬁlters and algorithms used here may
be diﬀerent. In a similar fashion and for convenience, we reuse structural ideas from our previous work and repeat some of the comments
that we have made there [12]. We also refer the reader to this work for details on how to perform eﬃcient isotropic gradient computation
with a convolution product using MATLAB.
First, all performance testing consists of evaluating gradients of random 2D and 3D double precision images. Note that we suppose a
periodic padding for these images. When using MATLAB for computing the image gradient, the −singleCompThread startup option is
used. This is done for benchmarking purposes, because the reference case should be computed using a sequential algorithm, that is, with
a single core only. The CPU used in this work is an Intel Core i7-970 processor, while the GPU is an Nvidia GeForce GTX 580 card. The
computations on the GPU are performed either in MATLAB via the Jacket plugin developed by AccelerEyes or by using a precompiled
CUDA code. The version of MATLAB is R2010b, the Jacket version is 2.1 (build e2c1fa6), and the CUDA version is 4.1.
To test performance, ﬁve diﬀerent algorithms/platforms are considered for computing the gradient :
1. MATLAB CPU singlethread [REFERENCE CASE]
2. MATLAB GPU Jacket
3. MATLAB GPU Jacket with GFOR
4. CUDA with FFT convolution
5. CUDA with spatial convolution
MATLAB GPU with the Jacket plugin, Case (2), is the GPU equivalent of Case (1), the reference case, MATLAB CPU singlethread.
MATLAB GPU Jacket with GFOR, Case (3), is a special case that is not available on the CPU. To explain this, let us suppose that the
user wishes to evaluate the gradient of n diﬀerent images simultaneously. This cannot be done using MATLAB without parfor, which is
only available with the Parallel Computing Toolbox. Also note that parfor is usually used for coarse-grained parallelism, while gfor can be
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used for ﬁne-grained parallelism. Without parfor, or if ﬁne-grained parallelism is required, a for loop is needed to evaluate the gradients of
the images sequentially, and to store the results in a large matrix by subassignment. With Jacket, it is possible to perform these n gradient
evaluations in parallel on the GPU using a gfor loop. Usually, this signiﬁcantly reduces computational time, compared to the sequential for
loop. More details on the functionality and limitations of the gfor loop can be found in [1]. In order to be able to compare the gfor loop
case (3) with the other cases (1, 2, 4, and 5), all the performance tests were conducted with n = 3, unless otherwise stated, i.e. we suppose
that the user needs to evaluate three image gradients simultaneously. A summary of the algorithms used for cases 1, 2, and 3 can be found
in Ref. [12], and those for cases 4 and 5 are presented in section (2.4). Note that the algorithms in cases 4 and 5 use the CUDA platform to
compute the gradients. Moreover, the convolution algorithms diﬀer, depending on the case selected. Case (4) computes the convolution in
the frequency domain using FFT, while case (5) computes the convolution in the spatial domain.
The timing method on the CPU is the usual MATLAB tic; m−code; toc; procedure. However, this method is not suitable for timing
m-code on the GPU with Jacket. A method that is capable of doing this has been proposed by AccelerEyes [1]. In CUDA, we record two
events and measure the time lapse between them, at the beginning and at the end of the simulation, with a synchronization that completes
all events before the last one is recorded. Note that in Figures (1-4), the time taken for one simulation "dot", or result "dot", is the average of
one hundred simulations. All results diﬀer with respect to machine accuracy in double precision, and the padding of the images is computed
on the ﬂy to save computer memory. This is because padding is very cheap in terms of computing cost, relative to the cost of evaluating
the gradient. For each case, the computational time only includes the time to pad the image and the actual gradient evaluation. The time
to transfer the data from the CPU memory to the GPU memory is not taken into account.
The ﬁgures show performance behavior on a log scale. CUDA with spatial convolution performance decreases dramatically with a larger
stencil size, due to smaller threads block and therefore smaller shared memory. In order to gain performance, the number of padding
positions in shared memory should not exceed the current block number of threads, because those padding positions request a higher
memory bandwidth, as we saw in section (2.4.1). These situations were simply disregarded in the results ﬁgures and tables.
Figures (1a) and (1b) show the performance speedup for 2D gradients with orders (S, I) = (2, 4) and (S, I) = (14, 16) as a function of
image size. When the CUFFT library is used, e.g. Fig. (1b), the overall performance speedup increases with the image size, however abrupt
speedup drops can be seen near sizes 256 and 512. The FFT algorithm requests a power of 2 input size : 16, 32, 64, 128, 256, 512, 1024. When
data size is greater than the closest power of 2, then it should be extended to the next greater power of 2, even if only half the requested
input memory will contribute to the ﬁnal results. The spatial convolution is not aﬀected by this limitation and speedup performance steadily
grows as the image size increases. Note that for the 3x3 stencil in Fig. (1a), the spatial convolution algorithms for small images is much
faster with CUDA. As the image size increases, Jacket speedup performance is better and can be compared with that of CUDA. This could
be attributed to the fact that there might be some computational overhead with the Jacket plugin for MATLAB. However, as the image
size grows and the computational complexity increases, this becomes less noticeable.
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MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
CUDA with spatial convolution − GTX 580
(a) Gradient with order of accuracy (S, I) = (2, 4).
































































MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
(b) Gradient with order of accuracy (S, I) = (14, 16).
Figure 1: Speedup as a function of image size (2D gradient).
Figures (2a) and (2b) show the same situation, but for 3D gradients of orders (S, I) = (2, 4) and (S, I) = (8, 10). The same comments
that were made for the 2D case can be made for the 3D case. The main diﬀerence is that, for a 3D image, the performance speedup that
can be achieved compared to MATLAB CPU singlethread is much higher, up to 313x in the best conditions.
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Figure 2: Speedup as a function of image size (3D gradient).
(a) Gradient with order of accuracy (S, I) = (2, 4).













































MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
CUDA with spatial convolution − GTX 580
(b) Gradient with order of accuracy (S, I) = (8, 10).










































MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
Figures (3a) and (3b) show the speedup with the 2D and 3D gradients as a function of the spatial and isotropic order at a ﬁxed image
size. In 2D, the image sizes are 960x960, and in 3D, they are 104x104x104. For both the 2D and 3D cases, as the spatial/isotropic order
or the number of images to evaluate simultaneously increases, the speedup that can be achieved using the GPU also increases. This was
to be expected, since the computational complexity increases with the stencil radius R. Looking at the CUDA algorithm in Figures (3a)
and (3b), it is possible to identify the performance speedup crossing between the FFT and spatial convolution. Note that Jacket version 2.1
automatically uses spatial convolution instead of FFT convolution for stencil sizes up to 9x9 in 2D, and 3x3x3 in 3D.
Figure (4) shows the speedup for the 3D gradients of order (S, I) = (8, 10) as a function of n, the number of images to be evaluated
simultaneously at a ﬁxed image size of 104x104x104. As more images need to be evaluated in parallel, the performance speedup grows
signiﬁcantly for MATLAB GPU Jacket with GFOR, and for CUDA with FFT convolution. This is because the same ﬁlter is used for
evaluating each of the image gradients. When using FFT convolution, we need to compute the FFT of the ﬁlter. In doing so, it is possible
to exploit the fact that the FFT of the ﬁlter can only be calculated once for the ﬁrst image, and is reused for evaluating the other image
gradients. This is what we have done in CUDA, and we suspect that Jacket automatically detects that the ﬁlter is the same for each loop
iterator, and so accelerates the computation with GFOR using this technique. However, this might not be the case, as we do not have access
to the Jacket library.
For the larger image size, Table (12) contains a summary of the results presented in Figs. (1-4). If both CUDA algorithms are considered,
i.e. FFT and spatial convolution, CUDA is always faster than Jacket. However, the performance gap is not a large one, especially with
the FFT convolution. Depending on the target application, it might not be necessary to use the more complicated CUDA programming
platform. Instead, we could simply use Jacket for MATLAB to accelerate the application, as it is much simpler to program in MATLAB
language than CUDA.
Based on the results presented in this section, we can conclude that, in our case, high order spatial and isotropic gradient computation
can be accelerated using the GPU with CUDA or the Jacket plugin for MATLAB, instead of plain MATLAB. As long as the ﬁlters are the
same size, the performance benchmark presented here, and our conclusion, are valid for any other convolution ﬁlter.
4 Conclusion
In this work, a detailed description of high order spatial and isotropic gradient discretizations has been presented. Based on our theoretical
derivation, it is now possible to calculate the stencil weights needed to freely adjust the spatial and/or isotropic order of the 2D and 3D
discrete gradient operator. Although the various discrete diﬀerential operators presented here usually use non compact stencils, and are
therefore computationally expensive, we have addressed this issue by combining the convolution product and GPU hardware. We have
shown that when computing image or function gradients, either CUDA or the Jacket plugin for MATLAB can outperform, by more than
250x in some situations, the widely used plain MATLAB programming environment. In addition, researchers will be able to beneﬁt from
isotropic discretizations, since they make it possible to reduce the anisotropy of numerical methods considerably. We believe that the method
presented in this work can be generalized to other types of diﬀerential operators, such as the Laplacian or other operators containing higher
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Figure 3: Speedup as a function of the spatial and isotropic order of the gradient.
(a) Square image (960x960).













































MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
CUDA with spatial convolution − GTX 580
(b) Cubic image (104x104x104).







































MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
CUDA with spatial convolution − GTX 580
Figure 4: Speedup as a function of the number of cubic images (104x104x104) to be evaluated simultaneously using the 3D gradient with
order of accuracy (S, I) = (8, 10).

































MATLAB CPU singlethread − core i7−970
MATLAB GPU Jacket − GTX 580
MATLAB GPU Jacket with GFOR − GTX 580
CUDA with FFT convolution − GTX 580
order or mixed derivatives. Future development of stencil weights for other diﬀerential operators that would lead to high order spatial
and isotropic accuracy could provide signiﬁcant beneﬁts for some scientiﬁc applications. Note, too, that with larger stencils, there may be
opportunities to incorporate other properties into the ﬁnite diﬀerence discretization.
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Table 12: Speedup summary for large image size.
2D 3D
n 3 3 1 6
Spatial order S (I = S + 2) 2 4 6 8 10 12 14 2 4 6 8 8
MATLAB CPU singlethread 1 1 1 1 1 1 1 1 1 1 1 1 1
MATLAB GPU Jacket 20 25 30 23 34 46 61 23 29 77 164 164 164
MATLAB GPU Jacket with GFOR 30 32 35 35 50 69 91 25 41 111 238 164 267
CUDA with FFT convolution 8 14 25 37 54 74 98 11 46 125 267 215 284
CUDA with spatial convolution 46 48 53 53 54 N/A N/A 59 82 64 N/A N/A N/A
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